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 تقدیم ب 

ی را بسی شاکرم که از روی کرم، پدر و مادری فداکار نصبیم ساخته تا در سایه درخت پربار وجودشان بیاسایم و از   خدا

 سایه وجودشان در راه کسب علم و دانش تلاش نمایم.زیر ها شاخ و برگ گیرم و ریشه آن

وجود پس از پروردگار    والدینی که بودنشان تاج افتخاری است بر سرم و نامشان دلیلی است بر بودنم چرا که این دو

 و نشیب ب من آموختند. اند؛ دستم را گرفتند و راه رفتن را در این وادی زندگی پر از فراز ستی من بودهه مایه 

زیزم تقدیم می با تمام عشق این پژوهش را ب    . کنمپدر و مادر ع
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 سپاسگزاری 

و پدری مهربان  ی که ب عنوان استاد راهنما  ئ دانم از استاد فرهیخته و  فرزانه جناب آقای دکتر منصور ضیابر خود واجب می

این   مختلف  مراحل  گشادهپایاندر  و  صدر  سعه  با  همواره  را رویی  نامه  با   راهنمایی   بنده  مسیر    و  پایان  تا  مرا  رهنمودهایشان 

 تشکر و قدردانی نمایم.همراهی کردند  

رضا دکتر  آقای  از  پایان  همچنین  داوری  زحمت  که  واعظیان  احمد  دکتر  آقای  و  قبول  کاکائی  را  اینجانب  نامه 

نمایم. د، قدردانی میفرمودن
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با‌توجه‌به‌کاهش‌منابع‌سطحی،‌نیاز‌روز‌افزون‌به‌اکتشاف‌کانسارهای‌عمیق‌بیش‌از‌پیش‌احساس‌

دختر،‌بسیاری‌از‌‌-‌سازی‌فلزی‌به‌خصوص‌کمربند‌ارومیه.‌در‌کشور‌ایران‌با‌وجود‌کمربندهای‌کانیشده‌است
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ژئوشیمیاییغیر پیچیده‌ و‌ داده‌‌خطی‌ بین‌ پنهان‌ روابط‌ وسیله‌‌و‌ به‌ که‌ دارد‌ ژئوشیمیایی‌ های‌‌الگوریتمهای‌

به‌منظور‌بررسی‌عملکرد‌الگوی‌‌.‌‌شده‌استیادگیری‌عمیق‌تحت‌یادگیری‌نظارت‌نشده‌و‌نظارت‌شده،‌انجام‌‌

اهر کمربند‌ در‌ واقع‌ آستامال‌ و‌ سونگون‌ برانگیز‌ چالش‌ منطقه‌ دو‌ شده،‌ شد‌-ارائه‌ انتخاب‌ استارسباران‌ .‌‌ه‌

شناخته‌شده‌است‌ولی‌آستامال‌بر‌خلاف‌وجود‌‌در‌کلاس‌جهانی‌‌مولیبدن‌‌-ونگون‌به‌عنوان‌یک‌کانسار‌مسس‌

‌‌با‌توجه‌به‌است.‌‌‌‌پنهان‌اقتصادی‌‌سازیهای‌معدنی‌مس،‌یک‌منطقه‌فقیر‌از‌کانیهای‌قوی‌و‌اندیسدگرسانی

پنهان‌اقتصادی‌در‌قسمت‌‌سازی‌‌نتایج‌بدست‌آمده‌از‌الگوی‌ارائه‌شده،‌منطقه‌سونگون‌شامل‌دو‌زون‌کانی

سازی‌پنهان‌در‌منطقه‌آستامال‌در‌دو‌زون‌در‌غرب‌و‌جنوب‌‌جنوب‌شرقی‌و‌شمال‌غربی‌است.‌همچنین‌کانی

برای‌تفکیک‌‌‌‌الگوی‌ارائه‌شده‌موع‌‌جدر‌م‌‌‌.‌اند‌هسازی‌پراکنده‌و‌غیراقتصادی‌بودشرقی‌معرفی‌شد‌ولی‌کانی‌

تشخیص‌‌،‌‌آنومالی‌بدون‌نیاز‌به‌محاسبه‌زمینه‌و‌حدآستانه‌آنومالی‌‌سطوح‌مختلفهای‌ژئوشیمیایی‌در‌‌داده

‌و‌تعیین‌محل‌حفاری‌کارآمد‌است.‌اقتصادی‌یا‌غیراقتصادی‌‌سازیسازی‌پنهان،‌تعیین‌نوع‌کانی‌مناطق‌کانی

.‌اقتصادی‌سازی‌پنهانیادگیری‌عمیق،‌ژئوشیمی‌معادن،‌زونالیته‌ژئوشیمیایی،‌کانی‌کلمات کلیدی:
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‌مقدمه ‌-1-1

الوصول‌از‌طرف‌دیگر‌موجب‌شده‌‌نیاز‌روز‌افزون‌به‌فلزات‌از‌یک‌طرف‌و‌کاهش‌منابع‌سطحی‌و‌سهل‌‌

های‌عمیق‌ارزشمند‌است‌ولی‌باید‌‌تر‌مورد‌توجه‌قرار‌گیرند.‌شناسایی‌آنومالیاست‌تا‌ذخایر‌با‌عیارهای‌پایین

های‌‌.‌بدین‌منظور‌از‌روش‌نیستسازی‌اقتصادی‌توجه‌شود‌که‌هر‌آنومالی‌بدست‌آمده‌از‌عمق،‌مرتبط‌با‌کانی

استفاده‌می اندازهاکتشافی‌ با‌ قادر‌هستند‌ از‌‌گیری‌شود‌که‌ را‌ مفیدی‌ اطلاعات‌ غیرمستقیم‌ یا‌ مستقیم‌ های‌

بدون‌شک‌در‌راستای‌تحقق‌این‌هدف،‌مطالعات‌‌‌‌(.Zuo et al., 2012, 2019)منطقه‌مورد‌مطالعه‌ارائه‌نمایند‌‌

.‌گریگوریان‌و‌سالاووف‌بر‌اساس‌ژئوشیمی‌معادن،‌‌شود‌میصیه‌‌ژئوشیمیایی‌به‌خصوص‌ژئوشیمی‌معادن‌تو

اقتصادی‌مطرح‌‌‌‌1سازی‌پنهانروش‌زونالیته‌ژئوشیمیایی‌و‌بالتبع‌آن‌شاخص‌زونالیته‌را‌برای‌شناسایی‌کانی

(.‌این‌روش‌در‌کشورهای‌بلوک‌شرق‌توسعه‌یافت‌و‌در‌بررسی‌‌Solovov, 1990; Garigorian, 1992کردند‌)

سازی‌پنهان‌اقتصادی‌موفق‌بوده‌است‌اما‌در‌مقایسه‌با‌بلوک‌شرق،‌‌ه‌منظور‌تشخیص‌کانیچندین‌منطقه‌ب

‌(.‌Ziaii et al., 2011تر‌شناخته‌شده‌است‌)زونالیته‌ژئوشیمیایی‌در‌بلوک‌غرب‌کم

در‌تفسیر‌نتایج‌زونالیته‌ژئوشیمیایی،‌این‌روش‌مبتنی‌بر‌بانک‌اطلاعات‌است.‌بدین‌‌‌علاوه‌بر‌پیچیدگی

محاسبه‌زمینه،‌حد‌آستانه‌آنومالی‌‌انتخاب‌بخش‌غیرآنومال‌برای‌‌هایی‌در‌‌استفاده‌از‌این‌روش‌چالش‌‌ترتیب‌در‌

شناسی،‌فرآیندهای‌پیچیده‌فرسایش،‌‌و‌تفکیک‌مناطق‌آنومالی‌وجود‌دارد.‌همچنین‌فرآیندهای‌پیچیده‌زمین

های‌ژئوشیمیایی‌مورد‌استفاده‌‌داده‌‌شده‌استهای‌پوششی‌سنگ‌باعث‌‌تاثیر‌ساختار‌و‌توزیع‌سنگ‌بستر‌و‌لایه

یا‌غیرنرمال،‌دارای‌چولگی‌قوی‌و‌توزیعی‌چند‌متغیره‌‌ در‌روش‌زونالیته‌ژئوشیمیایی‌به‌صورت‌غیرطبیعی‌

‌باشند.‌

داده دادهعلم‌ با‌ مرتبط‌ دانش‌ و‌ اطلاعات‌ استخراج‌ برای‌ رویکردی‌جدید‌ عنوان‌ به‌ زمین‌ های‌‌های‌

یافته‌است‌)زمین امروزه‌یادگیری‌عمیق‌ ,2020Zuo and Xiangشناسی‌توسعه‌ به‌عنوان‌‌‌‌2(.‌در‌این‌راستا‌

موضوعی‌جذاب‌و‌رویکردی‌نوین‌از‌یادگیری‌ماشین‌در‌زمینه‌شناسایی‌آنومالی‌ژئوشیمیایی‌کاربرد‌وسیعی‌‌

ها،‌کشف‌ارتباط‌‌،‌کاهش‌بعد‌داده3بندی‌نشان‌داده‌است.‌توانایی‌یادگیری‌عمیق‌در‌استخراج‌ویژگی،‌کلاس‌

 
1 Blind Mineralization (BM) 
2 Deep learning 
3 Classification 



3 

 Xiongهای‌ژئوشیمیایی‌به‌اثبات‌رسیده‌است‌)ها‌و‌بدست‌آوردن‌روابط‌پیچیده‌در‌بررسیاختاری‌بین‌دادهس‌

and Zuo, 2016; Li et al., 2020; Chen et., 2019a.)‌

روش‌زونالیته‌ژئوشیمیایی‌‌‌‌ویادگیری‌عمیق‌‌ایجاد‌ارتباط‌بین‌‌ترکیب‌و‌‌‌‌در‌این‌پژوهش‌الگویی‌برای

آن‌در‌مناطق‌سونگون‌و‌آستامال‌‌‌‌عملکردو‌‌‌‌ارائه‌زونالیته‌ژئوشیمیایی‌‌توسعه‌روش‌‌به‌منظور‌رفع‌مشکلات‌و‌‌

‌شده‌است.‌‌بررسی

 بیان مسئله و ضرورت انجام پژوهش -1-2

بالایی‌ اهمیت‌ از‌ مس‌ مانند‌ فلزی‌ مختلف‌ ذخایر‌ بزرگ‌ کمربندهای‌ وجود‌ واسطه‌ به‌ ایران‌ کشور‌

دار‌است‌که‌عمق‌‌اکتشافات‌مرتبط‌با‌ذخایر‌سطحی‌رخنمون(،‌ولی‌بسیاری‌از‌‌Safonov, 1997برخوردار‌است‌)‌

سازی‌پنهان‌اقتصادی‌‌در‌تشخیص‌کانی‌ژئوشیمی‌معادن‌‌‌‌در‌طی‌چندین‌سالکند.‌‌ها‌از‌صد‌متر‌تجاوز‌نمیآن

ها،‌نیاز‌به‌بانک‌اطلاعات‌قوی‌و‌‌ترین‌آنهایی‌رو‌به‌رو‌است‌که‌مهم‌اما‌این‌روش‌با‌محدودیت‌‌است‌‌موفق‌بوده‌

سازی‌و‌ژئوشیمی‌عناصر‌مرتبط‌با‌‌شامل‌منظرهای‌ژئوشیمیایی،‌زونالیته‌ژئوشیمیایی،‌تیپ‌کانیای‌‌پیچیده

(.‌همچنین‌بسیاری‌از‌مسائل‌در‌بررسی‌ژئوشیمی‌معادن‌با‌عدم‌قطعیت‌‌Ziaii et al., 2012سازی‌است‌)کانی

بسیاری‌از‌اطلاعات‌‌‌‌شده‌استها‌چند‌متغیره‌و‌پیچیده‌است‌که‌باعث‌‌بالا‌همراه‌هستند‌و‌روابط‌بین‌داده

با‌دیگر‌‌‌‌زونالیته‌ژئوشیمیاییلازم‌به‌ذکر‌است‌مطالعات‌انجام‌شده‌برای‌ترکیب‌‌‌‌ناشناخته‌و‌مبهم‌باقی‌بماند.

های‌ژئوشیمیایی‌مثبت‌مربوط‌‌ها‌معمولا‌به‌صورت‌خطی‌و‌پارامتری‌است‌و‌در‌جهت‌شناسایی‌آنومالیروش‌

خواهد‌‌ها‌‌به‌عدم‌شناسایی‌اطلاعات‌پیچیده‌و‌پنهان‌بین‌داده.‌این‌فرآیند‌منجر‌‌شده‌استسازی‌انجام‌‌به‌کانی

‌.‌شد‌

ای‌نوین‌مانند‌یادگیری‌‌های‌بین‌رشتهها‌توسعه‌زونالیته‌ژئوشیمیایی‌با‌روش‌با‌توجه‌به‌این‌محدودیت

سازی‌پنهان‌اقتصادی‌به‌عنوان‌یکی‌از‌اهداف‌اصلی‌اکتشاف،‌ضرورت‌اصلی‌این‌‌عمیق،‌برای‌تشخیص‌کانی

است.‌‌ ویژگیپژوهش‌ استخراج‌ برای‌ قدرتمند‌ ابزاری‌ دادهیادگیری‌عمیق‌ با‌‌های‌ که‌ است‌ ژئوشیمیایی‌ های‌

آنومالی ژئوشیمیایی،‌ الگوهای‌ میکشف‌ مشخص‌ را‌ ژئوشیمیایی‌ زونالیته‌‌های‌ با‌ روش‌ این‌ ترکیب‌ کند.‌

زونالیته روش‌ مشکلات‌ نمودن‌ مرتفع‌ به‌ منجر‌ هزینهژئوشیمیایی‌‌ژئوشیمیایی‌ کاهش‌ زمان،‌ کاهش‌ ای‌‌ه،‌

‌.خواهد‌شد‌سازی‌پنهان‌اقتصادی‌اکتشافی،‌کاهش‌عدم‌قطعیت‌و‌تشخیص‌بهتر‌کانی
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منطقه‌‌،‌‌بررسی‌کاربرد‌و‌ترکیب‌یادگیری‌عمیق‌با‌زونالیته‌ژئوشیمیاییبه‌منظور‌‌لازم‌به‌ذکر‌است‌‌

به‌عنوان‌‌و‌با‌توجه‌به‌مطالعات‌پیشین‌‌شناسی‌یکسان‌برخوردار‌هستند‌سونگون‌و‌آستامال‌که‌از‌فرآیند‌زمین‌

اند،‌به‌عنوان‌مناطق‌مورد‌مطالعه‌انتخاب‌‌معرفی‌شده‌‌سازی‌پنهان‌در‌تشخیص‌کانی‌‌چالش‌برانگیز‌‌مناطقی‌

های‌سنتی‌‌سازی‌پنهان‌در‌این‌مناطق‌از‌روش‌با‌توجه‌به‌مطالعات‌پیشین،‌به‌منظور‌تشخیص‌کانی‌‌‌.شده‌است

 ;Ziaii et al., 2009)‌‌ها‌استفاده‌شده‌استنالیته‌ژئوشیمیایی‌با‌دیگر‌روش‌زونالیته‌ژئوشیمیایی‌و‌ترکیب‌زو

Safari et al., 2018; Grigorian, 1994).منطقه‌آستامال‌وسعت‌‌های‌معرف‌کانسار‌مس‌پورفیری‌در‌‌دگرسانی‌‌

‌‌غیراقتصادی‌‌‌1راکندهسازی‌پکانیبه‌عنوان‌‌‌‌داشته‌ولی‌این‌منطقه‌‌نسبت‌به‌منطقه‌سونگون‌‌یو‌شدت‌بیشتر

وسعت‌و‌شدت‌‌در‌منطقه‌سونگون‌از‌‌‌‌های‌معرف‌کانسار‌مس‌پورفیریمعرفی‌شده‌است.‌همچنین‌دگرسانی

ولی‌‌‌ی‌کمتر بوده‌ منطقه‌‌‌‌برخوردار‌ این‌ در‌ زون‌ کاندو‌ عنوان‌ است.‌‌‌‌سازییبه‌ معرفی‌شده‌ اقتصادی‌ پنهان‌

در‌مناطق‌مورد‌مطالعه‌و‌به‌‌‌‌4و‌تحت‌کانسار‌‌3فوق‌کانسار‌‌2های‌وجود‌آنومالی‌کاذب‌و‌تداخل‌هاله‌‌همچنین

در‌مناطق‌مورد‌مطالعه‌‌سازی‌پنهان‌های‌مهم‌در‌تشخیص‌مناطق‌کانیمنطقه‌آستامال،‌از‌چالشدر‌‌خصوص‌

های‌‌مطالعات‌پیشین‌در‌مناطق‌مورد‌مطالعه‌عملکرد‌مناسبی‌در‌تشخیص‌زون‌‌.(Ziaii et al., 2009)‌‌است

سازی‌پراکنده‌داشته‌و‌منجر‌به‌توسعه‌روش‌سنتی‌زونالیته‌ژئوشیمیایی‌‌انیسازی‌پنهان‌و‌تفکیک‌آن‌از‌ککانی

آنومالی‌‌ مختلف‌ سطوح‌ تفکیک‌ خصوص‌ به‌ و‌ زمینه‌ از‌ آنومالی‌ تفکیک‌ زمینه،‌ تعیین‌ در‌ ولی‌ شده،‌

کانی‌‌‌ترتیببدین‌‌هایی‌داشته‌است.‌‌محدودیت‌ به‌منظور‌تشخیص‌ پژوهش‌ این‌ پنهان‌‌در‌ و‌‌اقتصادی‌‌سازی‌

از‌‌ آن‌ پراکندهکانیتفکیک‌ و‌آستامال‌‌غیراقتصادی‌‌سازی‌ مناطق‌سونگون‌ با‌‌در‌ یادگیری‌عمیق‌ ترکیب‌ از‌ ‌،

‌زونالیته‌ژئوشیمیایی‌استفاده‌شده‌است.

 اهداف پژوهش -1-3

 Beus)‌‌‌اقتصادی‌‌های‌سنتی‌و‌مدرن‌برای‌اکتشاف‌ذخایر‌پنهانبا‌توجه‌به‌عملکرد‌چندین‌ساله‌روش‌

and Garigorian, 1977; Ziaii et al., 2012, 2019در‌این‌پژوهش‌به‌بررسی‌روشی‌نوین‌در‌جهت‌توسعه‌‌‌،)

 
1 Zone Dispersed Mineralization (ZDM) 
2 Halos 
3 Supra-ore 
4 Sub-ore 
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ارتباط‌و‌ترکیب‌روش‌‌‌‌ایجاد‌ایی‌پرداخته‌شده‌است.‌هدف‌این‌پژوهش‌ارائه‌یک‌الگو‌برای‌‌یزونالیته‌ژئوشیم

اقتصادی‌‌سازی‌پنهان‌‌کانی‌مناطق‌‌‌‌تشخیص‌‌‌نوین‌یادگیری‌عمیق‌با‌روش‌سنتی‌زونالیته‌ژئوشیمیایی‌به‌منظور‌

سازی‌پنهان‌در‌مناطق‌سونگون‌‌لازم‌به‌ذکر‌است‌در‌این‌پژوهش،‌الگو‌معرفی‌شده‌برای‌تشخیص‌کانی‌‌است.

‌و‌آستامال‌بررسی‌شده‌است.‌

 نوآوری پژوهش -1-4

.‌دسته‌اول‌در‌ارتباط‌با‌ترکیب‌یادگیری‌‌شده‌استدسته‌کلی‌تقسیم‌‌سههای‌این‌پژوهش‌به‌نوآوری

است.‌دسته‌دوم‌در‌ارتباط‌‌میایی‌‌یزونالیته‌ژئوش‌عمیق‌با‌زونالیته‌ژئوشیمیایی‌به‌منظور‌ارائه‌یک‌الگو‌و‌توسعه‌‌

‌‌ی‌های‌متفاوتیادگیری‌عمیق‌به‌منظور‌انجام‌دسته‌اول‌است.‌در‌این‌راستا‌از‌الگوریتم‌‌هایالگوریتمبا‌انتخاب‌‌

برای‌ترکیب‌‌و‌همچنین‌الگویی‌‌ه‌استهای‌ژئوشیمیایی‌استفاده‌شد‌نسبت‌به‌مطالعات‌گذشته‌در‌بررسی‌داده

دسته‌سوم‌در‌ارتباط‌‌‌‌.شده‌استو‌بررسی‌‌‌‌ارائهبین‌یادگیری‌عمیق‌با‌روش‌زونالیته‌ژئوشیمیایی،‌‌‌‌ارتباطایجاد‌‌و‌‌

سازی‌پنهان‌اقتصادی‌نسبت‌‌با‌بهبود‌نتایج‌بدست‌آمده‌در‌مناطق‌سونگون‌و‌آستامال‌به‌منظور‌تشخیص‌کانی

‌به‌مطالعات‌پیشین‌در‌این‌مناطق‌است.

 ساختار پژوهش -1-5

فصل‌تشکیل‌شده‌است.‌در‌فصل‌بعدی،‌ضمن‌معرفی‌ذخایر‌مس‌پورفیری،‌کلیاتی‌‌‌‌5این‌پژوهش‌از‌‌

های‌استفاده‌شده،‌ارائه‌خواهد‌شد.‌در‌‌ای‌از‌مطالعات‌مرتبط‌با‌روش‌های‌استفاده‌شده‌و‌پیشینهدرباره‌روش‌

و‌همچنین‌مطالعات‌پیشین‌در‌مناطق‌‌شناسی‌و‌دورسنجی‌در‌مناطق‌مورد‌مطالعه‌‌زمینمباحث‌‌‌‌،فصل‌سوم

الگو،‌‌ارائه‌یک‌به‌وسیله‌ارم‌.‌در‌فصل‌چهبررسی‌خواهد‌شد‌سازی‌پنهان‌مورد‌مطالعه‌به‌منظور‌تشخیص‌کانی

بر‌روی‌مناطق‌‌سپس‌الگوی‌ارائه‌شده‌‌و‌‌‌‌بررسیفرآیند‌ترکیب‌یادگیری‌عمیق‌با‌روش‌زونالیته‌ژئوشیمیایی‌‌

.‌در‌فصل‌پنجم‌نتایج‌کلی‌بدست‌آمده‌از‌این‌پژوهش‌و‌پیشنهاداتی‌برای‌بهبود‌‌خواهد‌شد‌مورد‌مطالعه‌اعمال‌‌

‌.خواهد‌شد‌آن‌ارائه‌

‌
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 فصل دوم 

‌شناسی‌و‌پیشینه‌مطالعاتروش
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 مقدمه -2-1

بالقوه‌ژئوشیمی‌معادن‌در‌اکتشاف‌منابع‌معدنی‌به‌خصوص‌در‌تعیین‌سطح‌از‌فرسایش ‌‌و‌‌‌1ارزش‌

تفکیک‌کانی و‌ پنهان‌‌شناسایی‌ از‌غیراقتصادیسازی‌ اثبات‌شده‌است.‌‌‌‌اقتصادی‌ در‌طی‌چند‌سال‌گذشته‌

شناسی،‌شناسی،‌ژئوشیمیایی،‌کانیهای‌زمینگریگوریان‌و‌سالاووف‌بر‌اساس‌ژئوشیمی‌معادن‌که‌شامل‌داده

شاخه است،‌ ریاضی‌ و‌ )ترمودینامیکی‌ کردند‌ ایجاد‌ را‌ ژئوشیمیایی‌ زونالیته‌ نام‌ به‌  ;Solovov, 1990ای‌

Garigorian, 1992دهد‌که‌این‌روش‌نقش‌‌اقتصادی‌روش‌زونالیته‌ژئوشیمیایی‌نشان‌می‌(.‌مطالعات‌فنی‌و‌‌

‌(.‌‌Ziaii et al., 2012مهمی‌در‌اکتشاف‌ذخایر‌معدنی‌اتحاد‌جماهیر‌شوروی‌سابق‌و‌بلوک‌شرق‌داشته‌است‌)

ها،‌کشف‌ارتباط‌ساختاری‌بین‌های‌یادگیری‌ماشین‌برای‌تجزیه‌و‌تحلیل‌دادهعملکرد‌مناسب‌روش‌

آوداده کانیها،‌بدست‌ ژئوشیمیایی‌و‌ الگوهای‌ بین‌ و‌جزئی‌ روابط‌پیچیده‌ اثبات‌رسیده‌است‌‌ردن‌ به‌ سازی‌

(Zuo, 2017یادگیری‌عمیق‌به‌عنوان‌شاخه‌.)کند‌تا‌سهم‌بزرگی‌‌ای‌از‌یادگیری‌ماشین،‌این‌امکان‌را‌فراهم‌می‌

‌(.Zuo et al., 2019های‌ژئوشیمیایی‌داشته‌باشد‌)های‌مرتبط‌با‌علوم‌زمین،‌به‌خصوص‌دادهدر‌داده

های‌استفاده‌شده‌در‌‌در‌این‌فصل‌ابتدا‌به‌ارائه‌کلیاتی‌درباره‌کانسارهای‌مس‌پورفیری‌و‌مبانی‌روش‌

های‌استفاده‌شده‌‌در‌انتهای‌فصل‌نیز‌مروری‌بر‌مطالعات‌پیشین‌در‌ارتباط‌با‌روش‌‌‌شده‌واین‌پژوهش‌پرداخته‌‌

‌.ه‌استدر‌این‌پژوهش،‌انجام‌شد‌

 کانسارهای مس پورفیری  -2-2

ترین‌کانسارهای‌معدنی‌برای‌عناصر‌مس،‌مولیبدن،‌طلا،‌نقره‌و‌دیگر‌فلزات‌‌کانسارهای‌پورفیری‌از‌مهم

از‌سطح‌زمین‌و‌به‌صورت‌رگه‌و‌رگچه‌‌6تا‌‌‌‌1سازی‌سیستم‌پورفیری‌در‌عمق‌‌است.‌کانی های‌‌کیلومتری‌

برش‌استوک دیواورک،‌ سنگ‌ در‌ جایگزینی‌ و‌ هیدروترمال‌ میهای‌ تشکیل‌ سنگره‌ مونزونیتی،‌‌شود.‌ های‌

 Carranzaدیوریتی‌و‌گرانودیوریتی‌کالک‌آلکالن‌بستری‌مناسب‌برای‌اکتشاف‌کانسارهای‌مس‌پورفیری‌است‌)

and Hale, 2002کشف‌‌‌‌3و‌جزایر‌قوسی‌‌‌2ها(.‌این‌کانسارها‌در‌کمربند‌تکتونیکی‌زون‌فرورانش‌حاشیه‌قاره

 
1 Level of erosion 
2 Continental Margin Seduction Zones 
3 Island Arcs 
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ورفیری‌اغلب‌بر‌اساس‌اقتصادی‌بودن‌عناصر‌است‌و‌شامل‌دو‌مجموعه‌اصلی‌‌بندی‌کانسارهای‌پاند.‌طبقهشده

‌(.Sillitoe, 2010طلا‌پورفیری‌هستند‌)-مولیبدن‌و‌مس‌-مس

 های دگرسانی مس پورفیریزون -2-2-1

کانسار‌‌‌‌27کلامازو‌را‌توصیف‌و‌نتایج‌بدست‌آمده‌را‌با‌‌-‌،‌کانسار‌سان‌مانوئل(1970)لاول‌و‌گیلبرت‌‌

گیلبرت‌برای‌کانسارهای‌مس‌پورفیری‌‌-پورفیری‌دیگر‌مقایسه‌کردند.‌در‌نتیجه‌این‌بررسی،‌مدل‌لاول‌مس‌‌

شکل‌‌در‌‌برای‌کانسار‌مس‌پورفیری‌معرفی‌شده‌است.‌‌‌‌1ارائه‌شد‌که‌بر‌اساس‌این‌مدل،‌چهار‌زون‌دگرسانی‌

.‌در‌‌داده‌شده‌استگیلبرت‌نشان‌‌-‌های‌تشکیل‌دهنده‌هر‌زون‌را‌در‌مدل‌لاولهای‌دگرسانی‌و‌کانیزون‌‌2-1

زون پورفیری‌ مس‌ کانسار‌ آرژیلیکیک‌ فیلیک،‌ پتاسیک،‌ از:‌ عبارتند‌ خارج‌ به‌ داخل‌ از‌ دگرسانی‌ ‌‌و‌‌‌های‌

‌(.Lowell and Guilbert, 1970پروپیلیتیک‌)

‌
 (‌Mars, 2014یری‌):‌مدل‌مصور‌کانسار‌مس‌پورف1-2شکل‌

 
1 Alteration 
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 مطالعات دورسنجی -2-3

های‌مختلف‌طول‌موج‌‌هایی‌با‌وسعت‌دید‌مناسب‌و‌محدودهمطالعات‌دورسنجی‌به‌دلیل‌داشتن‌داده

شناسی‌و‌دگرسانی‌‌شناسی،‌ساختاری،‌سنگهای‌زمینها‌برای‌تهیه‌نقشهالکترومغناطیس،‌یکی‌از‌بهترین‌روش‌

یابی‌ماده‌معدنی‌است.‌لازم‌به‌ذکر‌است‌وجود‌‌جویی‌و‌پتانسیلمرحله‌پیدر‌مراحل‌اولیه‌اکتشاف‌به‌ویژه‌در‌

‌(.Sabins, 1999سازی‌ندارد‌)ها‌رابطه‌مستقیم‌با‌کانیدگرسانی

 استر معرفی سنجنده  -2-3-1

به‌فضا‌پرتاب‌‌‌‌1999در‌دسامبر‌‌‌‌2ترا‌ای‌است‌که‌توسط‌ماهواره‌‌یکی‌از‌پنج‌سنجنده‌‌1استر‌‌‌سنجنده

شناسی‌طراحی‌شده‌است‌و‌در‌این‌زمینه‌کارایی‌بسیار‌بالایی‌دارد.‌‌بر‌اساس‌نیازهای‌زمین‌‌استر‌شد.‌سنجنده‌‌

میکرومتر،‌شش‌‌‌‌86/0تا‌‌‌‌52‌/0با‌طول‌موج‌‌‌‌3مادون‌قرمز‌نزدیک‌-این‌سنجنده‌شامل‌سه‌باند‌در‌محدوده‌مرئی

با‌طول‌موج‌‌‌‌5ه‌حرارتی‌میکرومتر‌و‌پنج‌باند‌در‌محدود‌‌‌43/2تا‌‌‌‌6/1با‌طول‌موج‌‌‌‌4باند‌در‌مادون‌قرمز‌کوتاه‌

متر‌است‌)معصومی‌و‌‌‌‌90متر‌و‌‌‌‌30متر،‌‌‌‌15میکرومتر‌با‌قدرت‌تفکیک‌مکانی‌به‌ترتیب‌‌‌‌65‌/11تا‌‌‌‌125/8

‌(.‌1390رنجبر،‌‌

 استر پردازش تصاویر پیش -2-3-2

های‌این‌سطح‌تصحیح،‌‌استفاده‌شده‌است.‌داده‌‌1Tدارای‌سطح‌تصحیح‌‌‌‌استر‌در‌این‌پژوهش‌از‌تصاویر‌‌

تابشی‌سنجنده‌شامل‌‌ با‌سطح‌تصحیح‌‌‌‌6کالیبراسیون‌ و‌ و‌‌‌‌1Bاست‌ تصاویر‌ تصحیح‌هندسی‌ دارد.‌ مطابقت‌

‌انجام‌شده‌است.‌1Tدر‌سطح‌تصحیح‌‌7UTMبازگردان‌به‌سمت‌شمال‌سیستم‌مختصات‌‌

با‌توجه‌به‌ویژگی‌جغرافیایی‌ایران،‌بهترین‌و‌کارآمدترین‌روش‌برای‌حذف‌اثرات‌جوی‌و‌تصحیحات‌‌

(.‌‌1395فر‌و‌رنجبر،‌‌است‌)خجسته‌‌‌8،‌روش‌کالیبراسیون‌بازتاب‌نسبی‌متوسط‌داخلیاستراتمسفری‌تصاویر‌‌

 
1 Advanced Spaceborne Thermal Emission Reflection Radiometer (ASTER) 
2 TERRA satellite 
3 Visible-Near Infrared (VNIR) 
4 Sortwave Infrared (SWIR) 
5 Thermal Infrared (TIR) 
6 Sensor Radiance 
7 Universal Transverse Mercator coordinate system (UTM) 
8 Internal Average Relative Reflectance 
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‌𝑋𝑖𝑐دهد‌که‌در‌این‌رابطه‌‌را‌نشان‌می‌‌‌استرچگونگی‌اعمال‌این‌تصحیح‌بر‌روی‌تصاویر‌سنجده‌‌‌‌1-2رابطه‌‌

ها‌در‌‌مقدار‌میانگین‌پیکسل‌𝐷𝑚و‌‌‌‌iمقدار‌تابشی‌در‌هرباند‌طیفی‌‌i‌‌،𝐷𝑖مقدار‌تصحیح‌شده‌در‌هر‌باند‌طیفی‌

‌(.‌Ayoobi and Tangestani, 2017)‌است‌iباند‌

(2-1‌)‌ 𝑋𝑖𝑐 = 𝐷𝑖 𝐷𝑚⁄  

 استخراج خطواره -2-3-3

را‌به‌عنوان‌یک‌ویژگی‌خطی‌ساده‌یا‌ترکیبی‌از‌سطح‌‌‌‌1،‌اصطلاح‌خطواره‌(1976)اولری‌و‌همکاران‌‌

ها‌‌(.‌خطوارهO'Leary et al, 1976های‌زیر‌سطح‌را‌منعکس‌کند‌)تواند‌برخی‌از‌پدیدهتعریف‌کردند‌که‌می

ها‌‌همچنین‌ممکن‌است‌خطواره‌‌.کنند‌معمولا‌مناطقی‌که‌دارای‌ارتباط‌با‌کانسارهای‌معدنی‌هستند‌را‌بارز‌می‌

ها‌‌ها،‌پلهای‌خطی‌مانند‌جادهها،‌پوشش‌گیاهی‌و‌عارضهشناسی،‌گسلبین‌واحدهای‌سنگ‌نشان‌دهنده‌مرز‌

‌(.Adiri et al., 2017ها‌باشد‌)و‌دره

روش‌خطواره وسیله‌ به‌ ماهوارهها‌ تصاویر‌ از‌ مختلف‌ میهای‌ استخراج‌ خودکار‌‌ای‌ استخراج‌ شوند.‌

ان‌بودن‌عملیات‌برای‌کلیه‌تصاویر‌و‌سرعت‌و‌دقت‌‌به‌دلیل‌یکس‌‌PCI Geomaticaافزار‌‌ها‌به‌وسیله‌نرمخطواره

بالای‌آن‌در‌مناطقی‌که‌چشم‌انسان‌قادر‌به‌تشخیص‌نیست،‌روشی‌کارآمد‌است.‌مراحل‌استخراج‌خودکار‌‌

‌(:Adiri et al., 2017)‌ها‌عبارت‌است‌از‌خطواره

تصویر‌‌‌‌مادون‌قرمز‌نزدیک-مرئیمحدوده‌‌بر‌روی‌باندهای‌‌‌‌2های‌اصلی‌(‌اعمال‌روش‌تحلیل‌مولفه‌1

بیشترین‌مقدار‌بردار‌ویژه،‌بیشترین‌روشنایی‌در‌بین‌باندها‌‌‌PC1)تصویر‌‌‌‌PC1و‌انتخاب‌تصویر‌‌‌‌استر

‌(‌شود.‌را‌شامل‌می‌استهای‌توپوگرافی‌مربوط‌و‌اثر‌آلبدو‌که‌تا‌حد‌زیادی‌به‌ویژگی

درجه‌به‌‌‌‌135و‌‌‌‌0‌‌،45‌‌،90های‌‌آزیموتجهت‌با‌‌‌‌4در‌‌‌‌3×‌‌‌‌3کرنل‌‌با‌‌‌‌3دار‌(‌اعمال‌فیلترهای‌جهت2

بر‌روی‌تصویر‌‌‌‌NW-SEو‌‌‌‌N-S‌‌،NE-SW‌‌،E-Wجهت‌اصلی‌‌‌‌4ترتیب‌برای‌بارزسازی‌عوارض‌در‌‌

PC1 

 
1 Lineament 
2 Principal Component Analysis (PCA) 
3 Directional filters 
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از‌تصاویر‌مرحله‌‌‌PCI Geomaticaدر‌نرم‌افزار‌‌‌LINEها‌به‌وسیله‌مدل‌(‌استخراج‌خودکار‌خطواره‌3

‌قبل

‌ها‌(‌ایجاد‌نقشه‌خطواره4

 ها به وسیله الگوریتم عملگرهای منطقیبارزسازی دگرسانی -2-3-4

مادون‌‌-محدوده‌مرئیهای‌‌ها‌در‌محدودهبا‌استفاده‌از‌خصوصیت‌طیفی‌کانی(‌‌2006)‌مارس‌و‌روان‌‌

الگوریتم‌عملگرهای‌‌‌‌استر‌بر‌روی‌تصاویر‌‌‌‌1های‌باندی‌به‌وسیله‌نسبت‌‌محدوده‌مادون‌قرمز‌کوتاهو‌‌‌‌قرمز‌نزدیک

های‌دگرسانی‌آرژیلیک‌و‌فیلیک‌بکار‌بردند‌‌رسوبی‌ایران‌برای‌بارزسازی‌زون-را‌در‌کمربند‌آتشفشانی‌‌2منطقی‌

(Mars and Rowan, 2006مارس‌‌ محدوده‌طیفی‌‌الگوریتم‌‌(2013)‌(.‌ از‌ که‌ نمود‌ پیشنهاد‌ را‌ دیگری‌ های‌

دگرسانی‌‌حرارتی بهتر‌ تفکیک‌ برای‌ مینیز‌ استفاده‌ مختها‌ انواع‌ اساس‌ این‌ بر‌ آرژیلیک،‌‌کند.‌ دگرسانی‌ لف‌

-های‌غنی‌از‌کانی‌(‌و‌همچنین‌مناطق‌دگرسانی‌مرتبط‌با‌سنگاپیدوت-،‌کلریتکربناتفیلیک،‌پروپیلیتیک‌)‌

های‌سیلیسی‌با‌ارائه‌یک‌الگوریتم‌عملگر‌منطقی‌مخصوص‌به‌خود‌به‌صورت‌یک‌مقدار‌مشخص‌درست‌)ارزش‌‌

ل‌مورد‌نظر(‌برای‌هر‌پیکسل‌از‌تصویر‌مشخص‌‌یک‌برای‌پیکسل‌مورد‌نظر(‌یا‌نادرست‌)ارزش‌صفر‌برای‌پیکس

‌(.Mars, 2013شود‌)می

الگوریتم دگرسانیاین‌ بارزسازی‌ برای‌ آستانه‌ حد‌ بر‌ مبتنی‌ آستانه،‌‌ها‌ حد‌ انتخاب‌ برای‌ است.‌ ها‌

را‌پیشنهاد‌دادند.‌لازم‌به‌ذکر‌است‌در‌مواردی‌خاص‌با‌توجه‌‌‌‌2-‌2،‌استفاده‌از‌رابطه‌‌(1396)معصومی‌و‌رنجبر‌‌

انحراف‌‌‌‌𝜎میانگین،‌‌‌‌𝜇شود.‌در‌این‌رابطه‌تجربه‌و‌شناخت‌از‌منطقه‌مورد‌مطالعه،‌این‌مقدار‌تغییر‌داده‌میبه‌‌

‌(.‌1396)معصومی‌و‌رنجبر،‌‌استحدآستانه‌‌𝑡معیار‌و‌‌

(2-2‌)‌𝑡 = 𝜇 ± 𝜎 

 
1 Band Ratios 
2 Logical operator algorithm 
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 ژئوشیمی معادن -2-4

سازی‌پنهان‌است‌که‌به‌‌توسعه‌یک‌برنامه‌کلی‌جهت‌تشخیص‌کانی‌‌،هدف‌از‌اکتشاف‌ژئوشیمیایی‌

های‌ژئوشیمیای‌برای‌اکتشاف‌کانسارهای‌معدنی‌به‌سال‌‌لحاظ‌اقتصادی‌ارزش‌بالایی‌دارند.‌استفاده‌از‌روش‌

فرسمنمیبر‌‌1930 توسط‌ آن‌ بررسی‌ اولین‌ که‌ شد‌‌‌گردد‌ مطالعات‌‌(Fersman, 1939)‌‌انجام‌ زمان‌ آن‌ از‌ ‌.

های‌اکتشاف‌ژئوشیمیایی‌انجام‌شده‌است‌و‌این‌روش‌تا‌حد‌زیادی‌‌د‌نظریه‌و‌کاربرد‌روش‌بیشتری‌در‌مور‌

شاخه معادن‌ ژئوشیمی‌ است.‌ یافته‌ بهبود‌ و‌ روش‌اصلاح‌ وسیله‌ به‌ که‌ است‌ کاربردی‌ ژئوشیمی‌ از‌ های‌‌ای‌

شناخت‌از‌‌پردازد‌که‌به‌افزایش‌‌های‌سطحی‌تا‌عمیق‌میسازی‌در‌افقژئوشیمیایی‌به‌ارزیابی‌پتانسیل‌کانی

های‌اکتشاف‌در‌مقیاس‌محلی‌و‌‌کند.‌به‌عبارت‌دیگر‌مدلکانسارهای‌عمیق‌در‌معادن‌شناخته‌شده‌کمک‌می‌

‌(.Ziaii et al., 2009, 2012یابند‌)معدنی‌برای‌تشخیص‌آنومالی‌توسط‌ژئوشیمی‌معادن‌ایجاد‌و‌توسعه‌می

 اکتشاف ذخایر پنهان -2-4-1

پنهان‌در‌موقعیت اذخایر‌ این‌‌های‌مختلفی‌ از‌ برای‌هر‌کدام‌ و‌لازم‌است‌ دارند‌ قرار‌ ز‌سطح‌زمین‌

،‌کانسار‌در‌سطح‌رخنمون‌دارد‌‌Aدر‌حالت‌‌‌‌2-2ها،‌از‌روش‌اکتشافی‌مناسب‌استفاده‌نمود.‌در‌شکل‌‌موقعیت

عملکرد‌مناسبی‌دارند‌‌‌‌ها،‌دگرسانیBهای‌سنتی‌اکتشاف،‌قابل‌تشخیص‌است.‌در‌حالت‌‌که‌به‌وسیله‌روش‌

زمین‌و‌به‌‌سطح‌‌کانسار‌در‌عمقی‌از‌‌ممکن‌است‌‌کمی‌از‌سطح‌زمین‌قرار‌دارد.‌همچنین‌‌‌‌زیرا‌کانسار‌در‌عمق

ای،‌پوشش‌گیاهی‌و‌رسوبات‌آبرفتی‌پوشیده‌شده‌باشد‌که‌به‌ترتیب‌بیانگر‌‌وسیله‌سنگ‌بستر،‌رسوبات‌آبراهه

مناسبی‌برای‌شناسایی‌ایی‌عملکرد‌‌یهای‌ژئوشیمها‌روش‌است.‌در‌این‌حالت‌‌2-2در‌شکل‌‌‌‌Fو‌‌‌‌C, D, Eحالات‌‌

های‌ژئوشیمیایی‌مشاهده‌شوند‌ولی‌در‌‌ولی‌در‌بعضی‌از‌مواقع‌ممکن‌است‌در‌سطح‌زمین‌هاله،‌‌کانسار‌دارند‌

سازی‌از‌نوع‌پراکنده‌است.‌به‌‌نام‌دارد،‌کانی‌Gدر‌این‌حالت‌که‌در‌شکل‌‌.سازی‌وجود‌نداشته‌باشد‌عمق‌کانی

شوند‌که‌باعث‌بالا‌رفتن‌‌های‌درونگیر‌تشکیل‌میالات‌بر‌سنگسازی‌پراکنده‌به‌دلیل‌تاثیر‌سیطور‌کلی‌کانی

‌(.Grigorian, 1992گردد‌و‌ارزش‌اقتصادی‌بالایی‌ندارد‌)تمرکز‌عناصر‌نسبت‌به‌زمینه‌می
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‌
‌(‌1396های‌کانسارهای‌پنهان‌)صفری،‌ت:‌موقعی2-2شکل‌

کانیکانی و‌ پنهان‌ بر‌‌سازی‌ پراکنده‌ هالهسازی‌ ماهیت‌ و‌ بالای‌‌اساس‌ساختار‌ در‌ ژئوشیمیایی‌ های‌

هاله است‌ ولی‌ممکن‌ قابل‌شناسایی‌هستند.‌ کانیکانسار‌ ژئوشیمیایی‌ عنوان‌قسمت‌‌های‌ به‌ پراکنده‌ سازی‌

 Beusشود‌)سازی‌پنهان‌میسازی‌پنهان‌تشخیص‌داده‌شود‌که‌منجر‌به‌اشتباه‌در‌شناسایی‌کانیفوقانی‌کانی

and Grigorian, 1977سازی‌‌(.‌بنابراین‌از‌وظایف‌مهم‌یک‌ژئوشیمیست‌تشخیص‌و‌تفکیک‌این‌دو‌نوع‌کانی

‌(.Ziaii et al., 2019از‌یکدیگر‌است‌)

 های ژئوشیمیایی هاله -2-4-2

ای‌سنگی‌در‌اطراف‌کانسار‌و‌غنی‌شدگی‌‌نخستین‌بار‌سافرونف،‌مفهوم‌هاله‌اولیه‌را‌به‌صورت‌منطقه

کانسار،‌‌ با‌ مرتبط‌ )عناصر‌ کرد‌ زونSafronov, 1936معرفی‌ هاله(.‌ دربرگیرنده‌‌های‌ اولیه‌ ژئوشیمیایی‌ های‌

کانسار‌هستند‌که‌در‌نتیجه‌تاثیر‌اثر‌متقابل‌بین‌سنگ‌بستر‌و‌سیالات‌معدنی،‌از‌چند‌عنصر‌شیمیایی‌تهی‌یا‌‌

ها‌نسبت‌به‌ماده‌‌آنتر‌از‌ابعاد‌کانسار‌است‌و‌گاهی‌وسعت‌های‌ژئوشیمیایی‌اولیه‌وسیعاند.‌ابعاد‌هالهغنی‌شده

های‌ژئوشیمیایی‌در‌این‌است‌که‌عناصر‌یا‌فلزات‌تشکیل‌‌رسد.‌اهمیت‌کاربردی‌هالهمعدنی‌به‌صد‌برابر‌می

کنند.‌در‌واقع‌این‌‌های‌اولیه‌در‌اطراف‌ذخایر‌معدنی‌نقش‌مسیریاب‌را‌برای‌منطقه‌معدنی‌بازی‌میدهنده‌هاله

های‌کانساری‌نقش‌عناصر‌شاخص‌را‌دارند‌و‌بدین‌جهت‌به‌‌هها‌دارای‌عناصری‌هستند‌که‌برای‌تود‌نوع‌هاله

‌(.Beus and Grigorian, 1977روند‌)کار‌میهای‌کانساری‌بهعنوان‌راهنمای‌اکتشافی‌توده‌

های‌ژئوشیمیایی‌تشخیص‌حد‌آستانه‌عناصر‌ردیاب‌است.‌عنصر‌ردیاب‌به‌‌های‌مهم‌هالهیکی‌از‌جنبه

تباط‌ژنتیکی‌نزدیکی‌با‌عنصر‌یا‌عناصر‌مورد‌اکتشاف‌داشته‌و‌به‌‌شود‌که‌ارعنصر‌نسبتا‌متحرکی‌گفته‌می

‌(:Peters, 1987باشند‌)‌های‌زیر‌میآسانی‌قابل‌تشخیص‌باشد.‌عناصر‌ردیاب‌دارای‌ویژگی
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شوند.‌همچنین‌نسبت‌به‌‌پذیری‌بالایی‌داشته‌و‌به‌آسانی‌در‌اطراف‌ماده‌معدنی‌توزیع‌می(‌تحرک1

تری‌دارند.‌عناصر‌ردیاب‌باید‌در‌مقاطع‌عمقی‌مختلف‌بررسی‌‌ستردههای‌وسیع‌و‌گسایر‌عناصر،‌هاله

مکان در‌ عناصر‌ این‌ زیرا‌گسترش‌ و‌جهتشوند‌ قابل‌‌ها‌ مقدار‌ به‌ است‌ ممکن‌ کانسار‌ مختلف‌ های‌

‌توجهی‌متفاوت‌باشد.

شود.‌این‌عناصر‌باید‌به‌‌(‌تمرکز‌عناصر‌ردیاب‌با‌توجه‌به‌آنومالی،‌حد‌آستانه‌و‌زمینه‌مشخص‌می2

‌طوریکه‌بتوان‌هاله‌را‌از‌مقدار‌زمینه‌تفکیک‌کرد.‌زه‌کافی‌فراوان‌باشند‌به‌‌اندا

های‌خاص‌و‌پرهزینه‌‌ها‌نیازمند‌به‌تکنیکای‌انتخاب‌شوند‌که‌آنالیز‌آن‌(‌عناصر‌ردیاب‌باید‌به‌گونه‌3

‌گیری‌باشد.های‌آسان،‌ارزان‌و‌حساس‌قابل‌اندازهنباشد‌و‌با‌روش‌

‌های‌ماده‌معدنی‌باشد.باید‌مشابه‌با‌شکل‌توزیع‌هاله‌(‌توزیع‌ساختمانی‌عناصر‌ردیاب4

 تئوری زونالیته ژئوشیمیایی -2-4-3

بندی‌اولین‌بار‌توسط‌تئوری‌امونز‌مطرح‌شد.‌دما‌و‌فشار‌با‌دور‌شدن‌از‌توده‌نفوذی‌به‌‌پیدایش‌زون

ها‌را‌عامل‌‌ین‌کانیشود.‌تئوری‌امونز‌پاراژنز‌اهای‌مختلفی‌مییابد‌که‌منجر‌به‌تشکیل‌کانیتدریج‌کاهش‌می

های‌ژئوشیمیایی‌یک‌طبیعت‌فضایی‌و‌‌بندی‌هاله(.‌زونEmmons, 1933)‌‌معرفی‌کرده‌استبندی‌‌ایجاد‌زون

پارامتر‌بعد،‌جهت‌و‌غلظت‌عناصر‌تعریف‌شود‌)مفهوم‌جهتی‌است‌که‌می با‌سه‌  ,.Hamedani et alتواند‌

اولیه‌در‌‌(.‌در‌اطراف‌یک‌کانسار،‌زون2012 جهت‌طولی،‌عرضی‌و‌محوری‌)قائم(‌وجود‌دارد.‌‌‌‌3بندی‌هاله‌

و‌نسبت‌به‌دو‌زون‌دیگر‌از‌اهمیت‌‌‌‌استهای‌اولیه‌مرتبط‌با‌راستای‌جریان‌سیالات‌معدنی‌‌بندی‌قائم‌هالهزون

(.‌این‌زون‌شاخصی‌برای‌تعیین‌‌Yongqing and Pengda., 1998; Li et al., 2006بالاتری‌برخوردار‌است‌)

بندی‌قائم‌‌های‌ژئوشیمیایی‌نسبت‌به‌کانسار‌است.‌در‌ژئوشیمی‌معادن‌زونومالیموقعیت‌سطح‌از‌فرسایش‌آن‌

نام‌دارد‌)‌ قائم‌  ,Beus and Grigorianابزاری‌مناسب‌برای‌شناسایی‌مناطق‌هدف‌است‌و‌شاخص‌زونالیته‌

1977.)‌

اخص‌‌سازی‌پنهان‌ارائه‌کردند‌که‌فقط‌از‌ش‌بینی‌کانی‌،‌مدلی‌را‌برای‌پیش(1977)‌بئوس‌و‌گریگوریان‌‌

قائم‌به‌عنوان‌یک‌شاخص‌پیش انواع‌مختلف‌کانیزونالیته‌ برای‌شناسایی‌ تحت‌وضعیت‌‌‌‌سازیبینی‌کننده‌

(.‌Beus and Grigorian, 1977کند‌)در‌مقیاس‌معدنی‌و‌اکتشافات‌در‌مقیاس‌بزرگ‌استفاده‌می‌‌‌،زمین‌شناسی
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(.‌سپس‌گریگوریان‌‌Kitaev, 1991افته‌بود‌)های‌لیتوژئوشیمیایی‌توسعه‌یروش‌زونالیته‌در‌ابتدا‌برای‌آنالیز‌داده

توان‌استفاده‌نمود‌تا‌به‌‌ای‌نیز‌می‌های‌ژئوشیمیایی‌رسوبات‌آبراههثابت‌کرد‌از‌این‌روش‌برای‌داده(‌‌1992)

از‌فرسایش‌‌،وسیله‌حاصل‌ضرب‌عناصر‌مختلف از‌فرسایش‌‌‌‌سطح‌ آید.‌شناخت‌موفقیت‌آمیز‌سطح‌ بدست‌

‌(.‌Ziaii et al., 2009; Grigorian, 1992ای‌است‌)سازی‌در‌مقیاس‌ناحیهدورنمای‌کانیها‌مرتبط‌با‌‌آنومالی‌

اطمینان قابل‌ زونالیته‌ روش‌ هالهدر‌ تشخیص‌ برای‌ ملاک‌ کانساریترین‌ فوق‌ اولیه‌ از‌‌‌‌،های‌ سطح‌

ای‌‌بندی‌عنصری‌بربندی‌عناصر‌مرتبط‌با‌کانسار‌است.‌زونفرسایش‌کانسار‌و‌عمق‌احتمالی‌آن‌از‌طریق‌زون

های‌بالایی‌کانسار‌به‌‌رود.‌شاخص‌زونالیته‌از‌نسبت‌غلظت‌عناصر‌قسمتمحاسبه‌شاخص‌زونالیته‌به‌کار‌می‌

سازی‌‌آید.‌مقادیر‌بالای‌شاخص‌زونالیته،‌وجود‌کانیهای‌پایینی‌کانسار‌به‌دست‌میغلظت‌عناصر‌در‌قسمت

 Ziaii etنسار‌فرسایش‌یافته‌است‌)دهد‌و‌مقدار‌پایین‌آن‌نشان‌دهنده‌این‌است‌که‌کادر‌عمق‌را‌نشان‌می‌

al., 2009, 2011.)‌

 روش زونالیته ژئوشیمیایی  -2-4-3-1

سازی‌پنهان‌از‌تجزیه‌و‌‌های‌ژئوشیمیایی‌مرتبط‌با‌کانیبررسی‌شاخص‌زونالیته‌بدست‌آمده‌از‌هاله

‌(:‌Ziaii et al., 2009شود‌)تحلیل‌چهار‌مورد‌حاصل‌می‌

‌عناصر‌فوق‌کانسار‌و‌تحت‌کانسار‌و‌ارتباط‌آن‌با‌کانسار‌معدنیهای‌(‌بررسی‌پیوستگی‌هاله1

‌واحد‌ناشی‌از‌آنومالی‌کاذب‌‌‌(‌بررسی‌مولفه2

های‌ژئوشیمیایی‌برای‌حذف‌کردن‌‌(‌تجزیه‌و‌تحلیل‌مقادیر‌میانگین‌عناصر‌شاخص‌خارج‌از‌آنومالی3

‌هانویز‌زمینه‌در‌تجزیه‌و‌تحلیل‌داده

‌های‌زونالیته(‌های‌ژئوشیمیایی‌ضربی‌)مانند‌شاخصلی(‌ترسیم‌نقشه‌بدست‌آمده‌از‌آنوما4

‌ عناصر‌ نسبت‌ پورفیری،‌ مس‌ کانسار‌ ‌Pbدر‌ ‌‌ ‌Znو‌ ‌‌ ‌Cuبه‌ ‌‌ ‌Moو‌ عنوان‌‌‌ به‌ غالبا‌ که‌

(𝑃𝑏 × 𝑍𝑛)/(𝐶𝑢 × 𝑀𝑜)تعریف‌می‌‌(شود،‌از‌اهمیت‌بالایی‌برخوردار‌است‌Ziaii et al., 2009)‌‌.متغیرهای‌‌

(‌‌Moو‌‌‌Cu)‌‌‌رتحت‌کانسا‌‌و‌‌(Znو‌‌‌Pbوند:‌بخش‌فوق‌کانسار‌)ش‌گروه‌تقسیم‌می‌دو‌به‌در‌این‌شاخص‌‌ورودی‌‌

(Solovov, 1990‌.)‌
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 های ژئوشیمیایی پردازش داده پیش  -2-4-3-2

ردیف‌داده از‌ خارج‌ روش‌‌‌1های‌ بررسی‌ در‌ مشکلاتی‌ آمدن‌ وجود‌ به‌ دادهباعث‌ آماری‌ های‌‌های‌

‌‌به‌وسیله‌ها‌است‌که‌باید‌ایجاد‌این‌دادهبرداری‌و‌خطای‌آزمایشگاهی‌عامل‌شود.‌خطای‌نمونهژئوشیمیایی‌می

‌‌3-2ها‌مناسب‌است.‌شکل‌‌مقادیر‌مناسب‌جایگزین‌شوند.‌روش‌دورفل‌برای‌شناسایی‌و‌جایگزینی‌این‌داده

دار‌پنج‌درصد‌و‌یک‌درصد‌نشان‌‌نمودار‌دورفل‌را‌برای‌تعیین‌حدآستانه‌مقادیر‌خارج‌از‌ردیف‌برای‌سطح‌معنی‌

‌(.Shirazi et al., 2020دهد‌)‌می

‌
‌(‌Shirazi et al., 2020(‌و‌میزان‌دقت‌)n(‌به‌عنوان‌تابعی‌از‌تعداد‌نمونه‌)g:‌حد‌آستانه‌مقادیر‌خارج‌از‌ردیف‌)3-2شکل‌

‌‌𝑔انحراف‌معیار،‌‌‌‌𝑠میانگین،‌‌‌‌𝑥شود‌که‌در‌این‌رابطه‌‌محاسبه‌می‌‌3-2روش‌دورفل‌به‌وسیله‌رابطه‌‌

به‌منظور‌انجام‌‌‌‌(.Shirazi et al., 2020ها‌است‌)ترین‌مقدار‌داده‌بزرگ‌‌‌𝑥𝐴حد‌آستانه‌مقادیر‌خارج‌از‌ردیف‌و‌

‌‌دار‌مورد‌نظر‌در‌سطح‌معنی‌‌3-‌2های‌ژئوشیمیایی،‌به‌وسیله‌شکل‌‌روش‌دورفل،‌ابتدا‌با‌توجه‌به‌تعداد‌داده

های‌ژئوشیمیایی‌از‌مقدار‌حداکثر‌به‌‌داده‌‌سپس‌‌شود.تعیین‌می‌‌(𝑔)‌‌‌حد‌آستانه‌مقادیر‌خارج‌از‌ردیف‌‌‌مقدار

‌‌هاها‌بدون‌در‌نظر‌گرفتن‌بزرگترین‌مقدار‌دادهداده‌‌(𝑠)‌‌‌معیار‌‌‌و‌انحراف‌‌‌(𝑥)‌‌‌شوند‌و‌میانگینحداقل‌مرتب‌می

(𝑥𝐴)هابزرگترین‌مقدار‌دادهاگر‌‌شود.‌‌محاسبه‌می‌‌‌‌‌(𝑥𝐴)صدق‌کند،‌یک‌مقدار‌خارج‌از‌ردیف‌در‌‌‌‌3-2در‌رابطه‌‌‌‌

 
1 Outlier 
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انجام‌‌‌‌3-‌2شود.‌این‌کار‌تا‌زمانی‌که‌رابطه‌‌نظر‌گرفته‌می نباشد‌ آخرین‌مقدار‌محاسبه‌شده‌‌‌‌شده‌و‌صادق‌

‌‌‌شود.جایگزین‌تمام‌مقادیر‌خارج‌از‌ردیف‌می

(2-3‌)‌𝑥𝐴 ≥ 𝑥 + 𝑠. 𝑔 

 محاسبه زمینه و آنومالی  -2-4-3-3

برای‌محاسبه‌شاخص‌زونالیته‌نیاز‌به‌محاسبه‌مقادیر‌زمینه،‌حد‌آستانه‌آنومالی‌و‌انحراف‌از‌معیار‌‌

‌‌5-2و‌‌‌‌4-2.‌مقدار‌زمینه‌برابر‌میانگین‌هندسی‌مقادیر‌غلظت‌در‌منطقه‌خارج‌از‌آنومالی‌است.‌روابط‌‌است

لگاریتم‌‌ 𝑠𝑙𝑜𝑔مقدار‌زمینه،‌‌‌‌𝐶𝑥 ،‌‌‌غلظت‌آنومال‌𝐶𝐴 شود‌که‌در‌آن‌‌برای‌محاسبه‌حد‌آستانه‌آنومالی‌استفاده‌می

‌(.Solovov, 1987آید‌)به‌دست‌می‌6-‌2از‌رابطه‌‌𝜀(‌است.‌مقدار‌‌‌𝜀خطا‌)‌

(2-4‌)‌𝑙𝑜𝑔𝐶𝐴 = 𝑙𝑜𝑔𝐶𝑥 + 𝑡𝑠𝑙𝑜𝑔 

(2-5‌)‌𝐶𝐴 = 𝐶𝑥𝜀𝑡 

(2-6‌)‌𝜀 = 𝑎𝑛𝑡𝑖 log (√
∑ (𝑙𝑜𝑔𝐶𝑖 −𝑁

𝑖=1 𝑙𝑜𝑔𝐶𝑥)

𝑁 − 1
) 

های‌‌شود‌ولی‌برای‌آشکارسازی‌آنومالیدر‌نظر‌گرفته‌می‌‌3برابر‌‌‌‌tهای‌قوی،‌‌برای‌آشکارسازی‌آنومالی

(.‌این‌محاسبات‌سنتی‌باعث‌از‌دست‌دادن‌بسیاری‌‌Solovov, 1987شود‌)استفاده‌می‌‌7-‌2تر‌از‌رابطه‌‌ضعیف

ش‌‌های‌مهم‌در‌کانسارهای‌کم‌فرسایای‌منتهی‌به‌حذف‌آنومالیهای‌ضعیف‌خواهد‌شد‌و‌به‌گونهاز‌آنومالی

‌شود.‌یافته‌و‌یا‌پنهان‌می

(2-7‌)‌
𝐶𝐴 =  𝐶𝑥𝜀

3

√𝑚 

از‌‌‌‌9تا‌‌‌‌1مقداری‌بین‌‌‌‌𝑚در‌این‌رابطه‌‌ نقاطی‌است‌که‌غلظت‌بیشتر‌ برابر‌تعداد‌ دارند.‌در‌‌𝐶𝑥𝜀 و‌

‌شود.‌در‌نظر‌گرفته‌می‌‌9برابر‌‌mباشد‌مقدار‌‌‌9صورتی‌که‌این‌تعداد‌بیشتر‌از‌

 محاسبه سطح از فرسایش  -2-4-3-4

به‌ترتیب‌استفاده‌از‌‌‌‌(‌1977)و‌بئوس‌و‌گریگوریان‌‌(‌1987)‌برای‌محاسبه‌شاخص‌زونالیته،‌سالاووف‌‌

ها‌پیشنهاد‌کردند.‌تا‌با‌حذف‌‌ژنتیک‌هالهسازی‌را‌برای‌حذف‌پارامترهای‌سینتولید‌سطحی‌و‌شاخص‌کانی
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آنومالی آشکارسازی‌ نامطلوب،‌قدرت‌ دو‌‌بخش‌ است‌هر‌ به‌ذکر‌ یابد.‌لازم‌ افزایش‌ و‌‌ها‌ تولید‌سطحی‌ روش‌

مقادیر‌تولید‌خطی‌و‌تولید‌سطحی‌در‌‌‌‌شود.سازی‌برای‌محاسبه‌شاخص‌زونالیته‌قائم‌استفاده‌میشاخص‌کانی

‌(.Solovov, 1987شود‌)محاسبه‌می‌‌9-2و‌‌‌‌8-‌2برداری‌سیستماتیک‌از‌روابط‌یک‌شبکه‌نمونه

(2-8‌)‌𝑀 =  ∆𝑋(∑ 𝐶𝑥 − 𝑛𝐶0

𝑛

𝑥=1

) 

(2-9‌)‌𝑃 =  2𝑙(∑ 𝑀𝑖

𝑚

𝑖=1

) 

غلظت‌ 𝐶𝑥 ها‌در‌طول‌پروفیل،‌‌فاصله‌بین‌نمونه‌‌𝑋∆تولید‌سطحی‌و‌‌‌‌𝑃تولید‌خطی،‌‌‌‌𝑀در‌این‌روابط،‌‌

ها‌‌تعداد‌پروفیل‌𝑚فاصله‌بین‌دو‌پروفیل‌و‌‌‌2𝑙غلظت‌زمینه،‌𝐶0 های‌آنومال‌و‌‌تعداد‌نمونه‌𝑛هر‌نمونه‌آنومال،‌‌

‌است.‌

طحی‌عناصر‌فوق‌کانساری‌به‌تولید‌‌شاخص‌زونالیته‌معرفی‌شده‌توسط‌سالاووف‌از‌نسبت‌تولید‌س‌

(.‌لازم‌‌Solovov, 1987آید‌)به‌دست‌می‌‌10-‌2سطحی‌عناصر‌تحت‌کانساری‌برای‌هر‌آنومالی‌به‌وسیله‌رابطه‌‌

به‌ذکر‌است‌با‌توجه‌به‌مناطق‌مورد‌مطالعه‌در‌این‌پژوهش،‌عناصر‌سرب‌و‌روی‌به‌عنوان‌فوق‌کانسار‌و‌عناصر‌‌

‌.شده‌استی‌در‌نظر‌گرفته‌مس‌و‌مولیبدن‌به‌عنوان‌تحت‌کانسار

(2-10‌)‌𝐾𝑆 =  
𝑃(𝑃𝑏) × 𝑃(𝑍𝑛)

𝑃(𝐶𝑢) × 𝑃(𝑀𝑜)
 

برای‌محاسبه‌شاخص‌زونالیته‌معرفی‌شده‌توسط‌روش‌بئوس‌و‌گریگوریان‌نیاز‌به‌ارائه‌یک‌ضریب‌‌

سازی‌‌محاسبه‌ضریب‌کانی‌‌11-2شود.‌رابطه‌‌سازی‌شناخته‌میبرای‌هر‌عنصر‌است‌که‌به‌عنوان‌ضریب‌کانی

‌های‌آنومال‌است.برابر‌تعداد‌نمونه‌‌𝜂(𝛼)𝑜𝑟𝑒های‌یک‌زون‌و‌‌کل‌نمونهبرابر‌‌𝜂𝑎(𝛼)دهد‌که‌در‌آن‌‌نشان‌میرا‌

(2-11‌)‌𝜂(𝛼) =  
𝜂𝑎(𝛼)𝑜𝑟𝑒

𝜂𝑎(𝛼)
 

سازی‌بدست‌آمده‌برای‌هر‌عنصر‌در‌زون‌مورد‌نظر،‌باید‌در‌میانگین‌غلظت‌سپس‌مقدار‌ضریب‌کانی

‌شاخص‌زونالیته‌محاسبه‌شود.‌‌12-‌2به‌وسیله‌رابطه‌‌(‌ضرب‌شود‌تا‌𝐶𝐴 آن‌عنصر‌)‌

(2-12‌)‌𝐾𝐺 =  
𝜂(𝛼)𝑃𝑏 ×  𝐶𝐴𝑃𝑏  × 𝜂(𝛼)𝑍𝑛 × 𝐶𝐴𝑍𝑛

𝜂(𝛼)𝐶𝑢 × 𝐶𝐴𝐶𝑢  × 𝜂(𝛼)𝑀𝑜 × 𝐶𝐴𝑀𝑜
 



20 

مدل‌شاخص‌زونالیته‌قائم‌را‌برای‌ذخایر‌مس‌‌‌‌،به‌وسیله‌محاسبه‌مقادیر‌تولید‌سطحی‌‌‌(1996ی‌)ئضیا

(.‌در‌‌Ziaii, 1996پورفیری‌بر‌پایه‌ذخایر‌مس‌پورفیری‌قزاقستان،‌بلغارستان،‌ارمنستان‌و‌ایران‌معرفی‌کرد‌)

تغییرات‌عمودی‌در‌سه‌شاخص‌زونالیته‌نشان‌داده‌شده‌است‌که‌مرتبط‌با‌کانسارهای‌مس‌پورفیری‌‌‌‌4-2شکل‌‌

های‌قابل‌‌حالات‌ژئوشیمیایی‌در‌کشورهای‌متفاوت‌است.‌با‌وجود‌تفاوت-منظرهایه‌‌در‌مناطقی‌با‌شرایط‌مشاب

های‌زونالیته‌رو‌به‌پایین‌به‌صورت‌‌شناسی‌کانسارهای‌مس‌پورفیری،‌مقادیر‌شاخصتوجه‌در‌موقعیت‌زمین

می‌ پیدا‌ کاهش‌ هالهیکنواخت‌ در‌ یکسان‌ عمودی‌ زونالیته‌ شاخص‌ وجود‌ دهنده‌ نشان‌ که‌ اولیه‌‌کنند‌ های‌

های‌‌انسارهای‌مس‌پورفیری‌است.‌مقادیر‌مشابه‌شاخص‌زونالیته‌حاکی‌از‌عمق‌مشابه‌کانی‌سازی‌و‌هالهک

های‌اولیه‌کانسارهای‌معدنی‌در‌اعماق‌مختلف‌با‌شاخص‌‌اولیه‌در‌محدوده‌سنگ‌معدن‌است.‌بنابراین‌هاله

ادیر‌سطح‌از‌فرسایش‌بیشتر‌‌مق‌‌،‌4-2با‌توجه‌به‌شکل‌‌‌‌(.‌Ziaii et al., 2011)‌‌شودمی‌زونالیته‌مشخص،‌توصیف‌‌

سازی‌پراکنده‌‌معرف‌کانی‌‌‌،سازی‌پنهان‌اقتصادی‌و‌مقادیر‌سطح‌از‌فرسایش‌کمتر‌از‌یکمعرف‌کانی‌‌،از‌یک

‌غیر‌اقتصادی‌است.‌‌

‌
‌(‌Ziaii, 1996از‌ا‌تغیرات‌ب)‌(1996)ی‌ئ:‌مدل‌شاخص‌زونالیته‌قائم‌معرفی‌شده‌توسط‌ضیا4-2شکل‌

مدلی‌برای‌ذخایر‌مس‌پورفیری‌‌‌‌،سازیبه‌وسیله‌محاسبه‌شاخص‌کانی(‌‌2009)ی‌و‌همکاران‌‌ئضیا

آکتوگی‌)قزاقستان(،‌آسارل‌)بلغارستان(،‌تخوت‌)ارمنستان(‌و‌سونگون‌و‌آستامال‌)ایران(‌ارائه‌کردند‌)شکل‌‌

نقاط‌بر‌روی‌یک‌خط‌‌‌‌های‌قابل‌توجه‌در‌موقعیت‌زمین‌شناسی‌این‌مناطق،(.‌در‌این‌شکل‌با‌وجود‌تفاوت2-5

های‌اولیه‌کانسار‌است‌مستقیم‌قرار‌دارند‌که‌حاکی‌از‌وجود‌شاخص‌زونالیته‌عمودی‌یکسان‌در‌ساختار‌هاله‌

(Ziaii et al., 2009.)سازی‌پنهان‌‌معرف‌کانی‌‌،مقادیر‌سطح‌از‌فرسایش‌بیشتر‌از‌یک،‌‌5-2با‌توجه‌به‌شکل‌‌‌‌

‌.‌(5-2)شکل‌‌‌سازی‌پراکنده‌غیر‌اقتصادی‌استعرف‌کانیم‌‌،اقتصادی‌و‌مقادیر‌سطح‌از‌فرسایش‌کمتر‌از‌یک
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‌
 (‌Ziaii et al., 2009)‌(2009)ی‌و‌همکاران‌ئشاخص‌زونالیته‌قائم‌معرفی‌شده‌توسط‌ضیا‌:‌مدل5-2شکل‌

 علم داده و علوم زمین  -2-5

استخراج‌اطلاعات‌علوم‌زمین‌است‌تا‌با‌ارزیابی‌ای‌برای‌‌های‌زمین‌یک‌زمینه‌نوین‌میان‌رشتهعلم‌داده

های‌مختلفی‌برای‌تجزیه‌و‌تحلیل‌‌.‌روش‌شودبینی‌منابع‌و‌محیط‌زیست،‌منشا‌و‌آینده‌زمین‌بهتر‌درک‌‌و‌پیش

کاوی،‌بینش‌و‌یا‌بینایی‌و‌‌ها‌را‌به‌آمار‌داده،‌دادهتوان‌به‌طور‌کلی‌آنهای‌علوم‌زمین‌وجود‌دارد‌که‌می‌داده

های‌آماری‌سنتی‌با‌هدف‌مرتب‌سازی،‌فیلتر‌کردن،‌‌ها‌عمدتا‌به‌روش‌ها‌تقسیم‌نمود.‌آمار‌دادههبینی‌دادپیش

کاوی‌به‌کشف‌قوانین‌ناشناخته،‌‌دار‌اشاره‌دارد.‌دادهها‌برای‌استخراج‌اطلاعات‌معنیمحاسبه‌و‌شمارش‌داده

الگوریتم‌‌،1بندی‌های‌خوشههای‌علوم‌زمین‌مانند‌روش‌اطلاعات‌مفید‌و‌پنهان‌از‌داده های‌‌آنالیز‌فاکتوری‌و‌

ها‌مهیا‌نمودن‌بازنمایی‌رخدادهای‌‌بینی‌دادههوش‌مصنوعی‌اشاره‌دارد.‌همچنین‌هدف‌بینش‌و‌یا‌بینایی‌و‌پیش

 ,Zuo and Xiangها‌است‌)گیریسازی‌متغیرهای‌علوم‌زمین‌برای‌قطعیت‌در‌تصمیم‌شناسی‌و‌یکپارچهزمین

2020.)‌

 
1 Clustering 
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 بندیخوشه -2-5-1

ها‌مد‌نظر‌‌های‌بدون‌برچسب،‌نحوه‌یافتن‌الگوها‌در‌این‌دادهدر‌داده‌‌1توجه‌به‌عدم‌وجود‌برچسببا‌‌

شوند‌‌هایی‌است‌که‌خوشه‌نامیده‌میبندی‌نام‌دارد‌که‌به‌معنای‌نسبت‌دادن‌اشیا‌به‌گروهاست.‌این‌روش‌خوشه

های‌درون‌هر‌خوشه‌‌ت‌بین‌دادههایی‌است‌که‌شباهها‌به‌خوشهبندی،‌تقسیم‌دادهخوشهاز‌‌(.‌هدف‌‌1399)لی،‌‌

بندی‌یک‌روش‌غیرمستقیم‌‌های‌متفاوت،‌حداقل‌شود.‌روش‌خوشه‌های‌درون‌خوشهحداکثر‌و‌شباهت‌بین‌داده

ها‌وجود‌ندارد،‌استفاده‌کرد‌‌توان‌از‌این‌روش‌حتی‌زمانی‌که‌هیچ‌گونه‌اطلاعاتی‌از‌ساختار‌دادهاست،‌یعنی‌می‌

‌(.‌1398)شیرازی‌و‌همکاران،‌‌

بندی‌است.‌این‌روش‌با‌اینکه‌از‌شبکه‌‌های‌خوشهترین‌و‌مشهورترین‌روش‌یکی‌از‌ساده‌‌2ینمیانگ‌-کا

بندی‌است‌)هزارخانی‌و‌شکوه‌سلجوقی،‌‌های‌خوشهکند‌ولی‌ایده‌بسیاری‌از‌روش‌استفاده‌نمی‌‌‌3عصبی‌مصنوعی‌

های‌ورودی‌است.‌در‌‌ها‌و‌برچسب‌برای‌دادهمرکز‌ثقل‌خوشه‌‌Kبندی‌بدست‌آوردن‌‌(.‌هدف‌این‌خوشه1397

-‌کاشود.‌از‌مسائل‌مهم‌در‌خوشه‌بندی‌‌این‌روش‌اغلب‌جهت‌تعیین‌فاصله‌از‌فاصله‌اقلیدسی‌استفاده‌می

.‌ضریب‌شبح‌از‌‌شوداستفاده‌می‌‌4برای‌انجام‌این‌کار‌از‌ضریب‌شبح‌‌که‌‌‌بهینه‌است‌‌Kبدست‌آوردن‌‌‌‌میانگین

‌(.‌1399)لی،‌آید‌بدست‌می‌13-2رابطه‌‌

(2-13‌)‌𝑆𝐶 = 1 − (𝑎 𝑏⁄ ) 

ترین‌فاصله‌میانگین‌‌کم‌‌𝑏فاصله‌میانگین‌یک‌نقطه‌به‌دیگر‌نقاط‌در‌خوشه‌مشابه‌و‌‌‌𝑎در‌این‌رابطه،‌

بهینه‌است‌)لی،‌‌‌‌Kمعرف‌تعداد‌‌‌‌𝑆𝐶ترین‌خوشه‌است.‌بالاترین‌مقدار‌‌یک‌نقطه‌به‌همه‌دیگر‌نقاط‌در‌نزدیک

1399‌.)‌

 شبکه عصبی مصنوعی مبانی  -2-5-2

ای‌از‌عناصر‌‌سازی‌مغز‌انسان،‌الهام‌گرفته‌و‌مجموعهعی‌از‌مطالعات‌مربوط‌به‌مدلشبکه‌عصبی‌مصنو

کنند‌‌ای‌تشکیل‌شده‌است‌که‌به‌طور‌موازی‌عمل‌می‌این‌شبکه‌از‌عناصر‌سادهاند.‌‌پردازنده‌متصل‌غیر‌خطی

 
1 Label 
2 K-means 
3 Artificial Neural Network (ANN) 
4 Silhouette 
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شبکه‌عصبی‌مصنوعی‌در‌‌از‌‌شود.‌‌نامیده‌می‌‌1های‌بیولوژیک،‌هر‌یک‌از‌این‌عناصر‌نورون‌و‌با‌الهام‌از‌شبکه

های‌‌آموزش‌شبکه‌‌.شود‌که‌شامل‌سه‌لایه‌ورودی،‌پنهان‌و‌خروجی‌استشناسایی‌و‌تشخیص‌الگوها‌استفاده‌می

های‌شبکه‌است‌تا‌خروجی‌شبکه‌به‌‌ها‌به‌ازای‌ورودیهای‌ارتباطی‌نورونعصبی‌مصنوعی‌شامل‌تنظیم‌وزن

‌.‌(1397ی،‌سلجوق‌هزارخانی‌و‌شکوه‌)‌‌سمت‌خروجی‌مطلوب‌همگرا‌شود

ها‌بیشتر‌باشد‌به‌آن‌شبکه‌عصبی‌‌های‌پنهان‌و‌نورونتعداد‌لایه‌‌اگر‌های‌عصبی‌مصنوعی،‌‌در‌شبکه

اساس‌کار‌یادگیری‌‌شود.‌بدین‌ترتیب‌‌،‌یادگیری‌عمیق‌گفته‌میفرآیند‌آموزش‌این‌شبکهبه‌‌عمیق‌گفته‌و‌‌

مبانی‌ بر‌ مصنوعی‌‌‌‌عمیق‌ عصبی‌ استشبکه‌ در‌‌(1398آگاروال،‌‌)‌‌استوار‌ معرفی‌‌.‌ و‌ بررسی‌ به‌ بخش‌ این‌

پرداخته‌‌شبکه‌عصبی‌عمیق‌که‌در‌فرآیند‌یادگیری‌عمیق‌موثر‌هستند،‌‌‌‌و‌‌عصبی‌مصنوعی‌‌ی‌شبکهپارامترها

‌شود.‌می

 انتشار خطا الگوریتم پس -2-5-2-1

پس شبکه‌‌2انتشارالگوریتم‌ ساختار‌ ترتیب‌ بدین‌ است.‌ مبتنی‌ خطا‌ اصلاح‌ یادگیری‌ قانون‌ های‌‌بر‌

شود.‌فرآیند‌این‌الگوریتم‌به‌صورت‌رفت‌و‌برگشت‌است.‌در‌مسیر‌رفت،‌‌با‌این‌الگوریتم‌تکمیل‌می‌3خورپیش

لاح‌‌در‌مسیر‌برگشت‌پارامترهای‌شبکه‌تغییر‌کرده‌و‌اصو‌‌‌‌شودورودی‌به‌شبکه‌اعمال‌شده‌و‌خروجی‌ایجاد‌می

‌(.‌1397سلجوقی،‌‌‌شوند‌)هزارخانی‌و‌شکوهمی

 خور های پیششبکه  -2-5-2-2

های‌لایه‌بعد‌وصل‌شود‌به‌‌خروجی‌هر‌نورون‌تنها‌به‌نورون‌‌شبکه‌عصبی‌مصنوعی‌‌‌زمانی‌که‌در‌یک‌

گرفته‌‌های‌لایه‌قبل‌ورودی‌‌در‌هر‌لایه‌از‌همه‌نورون‌‌نورون‌شود.‌در‌این‌شبکه‌اگر‌هر‌‌خور‌گفته‌میآن‌پیش

تواند‌تک‌لایه‌یا‌عمیق‌و‌چند‌لایه‌باشد‌)هزارخانی‌‌این‌شبکه‌می‌‌که‌‌‌شودباشد‌به‌آن‌شبکه‌تمام‌متصل‌گفته‌می

‌(.‌1397سلجوقی،‌‌‌‌و‌شکوه‌

 
1 Neuron 
2 Backpropagation 
3 Feed Forward Neural Networks 
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 برازش برازش و بیشکم -2-5-2-3

تعمیم‌ مهم‌‌1قابلیت‌ از‌ مفهوم‌‌یکی‌ توجه‌شود.‌ آن‌ به‌ شبکه‌عصبی‌ در‌ باید‌ که‌ است‌ مواردی‌ ترین‌

و‌به‌عنوان‌دو‌مسئله‌مهم‌در‌آموزش‌‌‌‌هبر‌مبنای‌یادگیری‌و‌قابلیت‌تعمیم‌ایجاد‌شد‌‌3برازش‌و‌بیش‌2برازش‌کم

دهد‌که‌‌برازش‌زمانی‌رخ‌میکم‌‌6-2با‌توجه‌به‌شکل‌‌(.‌‌6-‌2شود‌)شکل‌‌شناخته‌می‌‌شبکه‌عصبی‌مصنوعی

بوده‌‌)نمودار‌نارنجی(‌‌‌‌5آزمایش‌‌‌مجموعهتر‌از‌نمودار‌خطای‌‌پایین)نمودار‌آبی(‌‌‌‌4آموزش‌‌‌مجموعهنمودار‌خطای‌‌

های‌‌دهد‌که‌نمودار‌خطای‌دادهبرازش‌زمانی‌رخ‌می‌و‌هر‌دو‌نمودار‌در‌جهت‌کاهش‌خطا‌است.‌همچنین‌بیش‌

برازش‌بیانگر‌‌کمبه‌طور‌کلی‌‌های‌آموزش‌کاهش‌یابد.‌‌آزمایش‌شروع‌به‌افزایش‌کرده‌ولی‌نمودار‌خطای‌داده

دهنده‌‌برازش‌نشانبیش‌‌است.‌همچنین‌ها‌‌نتایج‌بر‌روی‌دیگر‌دادهعملکرد‌ضعیف‌شبکه‌در‌یادگیری‌و‌تعمیم‌‌

 (.‌Smith, 2018یادگیری‌خوب‌در‌شبکه‌ولی‌قابلیت‌تعمیم‌ضعیف‌است‌)‌

‌
 (Zhang et al., 2019)‌شبکه‌عصبی‌مصنوعیبرازش‌در‌برازش‌و‌بیش:‌شمایی‌از‌مشکل‌کم‌6-2شکل‌

توان‌به‌انتخاب‌معماری‌بهتر‌برای‌‌برازش‌راهکارهای‌متعددی‌وجود‌دارد‌که‌میبرای‌رفع‌مشکل‌کم

ها‌اشاره‌کرد.‌همچنین‌‌های‌بهتر‌برای‌آموزش‌شبکه‌و‌افزایش‌و‌رفع‌محدودیت‌داده‌شبکه،‌اضافه‌کردن‌ویژگی

پذیر‌نیست‌‌انها‌را‌افزایش‌داد‌ولی‌در‌بیشتر‌مواقع‌این‌روش‌امکتوان‌دادهبرازش‌نیز‌میبرای‌رفع‌مشکل‌بیش

 
1 Generalization  
2 Underfitting 
3 Overfitting 
4 Training data 
5 Test data 



25 

و‌‌سازی‌باعث‌تغییر‌جزئی‌در‌الگوریتم‌یادگیری‌‌شود.‌منظماستفاده‌می‌‌1سازیو‌از‌روش‌دیگری‌به‌نام‌منظم

 Zhang) سازی‌استهای‌کاربردی‌در‌منظم‌یکی‌از‌روش‌‌‌2.‌حذف‌تصادفی‌شوددر‌مدل‌میقابلیت‌تعمیم‌‌ایجاد‌‌

et al., 2019.)‌

.‌در‌این‌روش‌شبکه‌مجبور‌به‌‌ه‌استبرازش‌ارائه‌شد‌یشروش‌حذف‌تصادفی‌به‌منظور‌جلوگیری‌از‌ب

با‌‌‌‌بدین‌ترتیب‌شود.‌‌های‌مفید‌بیشتری‌مییادگیری‌ویژگی در‌طول‌فرآیند‌آموزش‌در‌هر‌تکرار،‌هر‌نورون‌

1در‌شبکه‌حفظ‌و‌با‌احتمال‌‌𝑝احتمال‌ − 𝑝شمایی‌از‌یک‌‌‌7-2شکل‌در‌شود.‌‌از‌شبکه‌حذف‌)غیرفعال(‌می‌

‌(.Baldi and Sadowski, 2013)‌داده‌شده‌استشبکه‌قبل‌و‌بعد‌از‌حذف‌تصادفی‌نشان‌

 
‌(‌Liu et al., 2018)‌)الف(‌و‌بعد‌از‌حذف‌تصادفی‌)ب(‌‌حذف‌تصادفییک‌شبکه‌قبل‌از‌شمایی‌از‌:‌7-2شکل‌

 ساز تابع فعال  -2-5-2-4

سلجوقی،‌‌‌‌کند‌)هزارخانی‌و‌شکوه‌ای‌برای‌مقادیر‌خروجی‌هر‌نورون‌تعیین‌میآستانه‌‌3ساز‌تابع‌فعال

های‌خاصی‌داشته‌باشد.‌این‌تابع‌باید‌‌خور،‌باید‌ویژگیهای‌پیشساز‌مورد‌استفاده‌در‌شبکه(.‌توابع‌فعال1397

محاسبه‌شود.‌برخی‌از‌‌پذیر‌و‌یکنوا‌نزولی‌باشد.‌همچنین‌مشتق‌اول‌این‌تابع‌باید‌به‌راحتی‌‌پیوسته،‌مشتق

‌6ساز‌خطی‌،‌تابع‌یکسو‌5،‌تانژانت‌هذلولی‌4های‌عمیق‌عبارتند‌از:‌تابع‌سیگموئید‌ساز‌پرکاربرد‌در‌شبکهتوابع‌فعال

 
1 Regularization 
2 Dropout 
3 Activation Function 
4 Sigmoid 
5 Hyperbolic Tangent 
6 Rectified Linear Unit (RELU) 
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‌‌در‌یادگیری‌عمیق‌‌‌بیشینه‌هموارو‌‌‌‌یکسوساز‌خطیتوابع‌‌استفاده‌از‌‌(.‌‌1398)آگاروال،‌‌‌‌1و‌تابع‌بیشینه‌هموار‌

در‌‌(.‌بدین‌منظور‌‌1399شود‌)شوله،‌‌ساز‌میمنجر‌به‌ارائه‌نتایج‌بهتر‌نسبت‌به‌دیگر‌توابع‌فعال‌‌مرسوم‌بوده‌و‌

‌.استفاده‌شده‌است‌بیشینه‌هموارو‌‌‌یکسوساز‌خطیاین‌پژوهش‌از‌توابع‌

 یکسوساز خطی تابع  الف( 

های‌‌شبکهساز‌در‌‌ترین‌تابع‌فعالهای‌اخیر‌به‌عنوان‌محبوبلدر‌طی‌سا‌‌تابع‌یکسوساز‌خطی‌تابع‌‌

شود.‌در‌صورتی‌که‌ورودی‌مقدار‌‌محاسبه‌می‌‌14-2رابطه‌‌‌‌به‌وسیله‌‌‌و‌‌‌(‌8-‌2عمیق‌شناخته‌شده‌است‌)شکل‌‌

گرداند.‌این‌‌های‌مثبت‌این‌تابع‌حد‌نداشته‌و‌ورودی‌را‌بازمیمنفی‌باشد‌این‌تابع‌مقدار‌صفر‌و‌برای‌ورودی

دهد‌خیلی‌سریع‌همگرا‌‌و‌به‌شبکه‌اجازه‌میتابع‌از‌نظر‌محاسباتی‌نسبت‌به‌دیگر‌توابع‌بسیار‌کارآمد‌است‌‌

‌(.‌1398شود‌)آگاروال،‌انتشار‌مواجه‌نمیشود.‌همچنین‌این‌تابع‌با‌خطاهای‌موجود‌در‌پس

(2-14‌)‌𝑅𝐸𝐿𝑈 = max (0, 𝑥) 

‌
‌تابع‌یکسوساز‌خطی:‌شمایی‌از‌8-2شکل‌

 بیشینه هموار تابع ب( 

یافته‌تابع‌سیگموئید‌بوده‌‌شود.‌این‌تابع‌تعمیمدر‌لایه‌خروجی‌استفاده‌می‌‌هموار‌تابع‌بیشینه‌‌از‌تابع‌‌

یک‌توزیع‌احتمال‌‌‌‌تابع‌بیشینه‌هموارشود.‌خروجی‌تابع‌‌بندی‌استفاده‌میو‌برای‌مشکلات‌مربوط‌به‌کلاس‌

که‌مجموع‌‌‌‌کند‌و‌هر‌خروجی‌را‌به‌نحوی‌نگاشت‌می‌‌‌کرده‌است.‌این‌تابع‌خروجی‌را‌به‌بازه‌صفر‌تا‌یک‌منتقل‌‌

 
1 Softmax 
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بردار‌داده‌‌‌‌yشود.‌در‌این‌رابطه‌‌می‌‌محاسبه‌‌‌15-2رابطه‌‌‌‌وسیله‌به‌‌‌‌تابع‌بیشینه‌هموارآن‌برابر‌با‌یک‌باشد.‌تابع‌‌

به‌ترتیب‌تابع‌نمایی‌استاندارد‌برای‌بردار‌ورودی‌و‌خروجی‌‌‌‌𝑒𝑦𝑗و‌‌‌‌𝑒𝑦𝑖های‌خروجی،‌‌تعداد‌طبقه‌‌kورودی،‌‌

‌.(Goodfellow et al., 2016)‌است

(2-15‌)‌𝑆(𝑦𝑖) =
𝑒𝑦𝑖

∑ 𝑒𝑦𝑗𝑘
𝑗=1

 

 تابع هزینه   -2-5-2-5

آموزش‌داده‌شده‌‌‌‌شبکه‌عصبی‌مصنوعی‌‌‌دهد‌نشان‌می‌‌است‌کهدر‌آموزش‌‌‌‌معیاری‌مهم‌‌1تابع‌هزینه‌

های‌مهم‌‌آل‌مورد‌نظر‌بوده‌است.‌انتخاب‌تابع‌هزینه‌مناسب‌یکی‌از‌جنبهتا‌چه‌اندازه‌نزدیک‌به‌معیار‌ایده

مهمی‌در‌سرعت‌همگرایی‌شبکه‌دارد‌و‌معیاری‌برای‌بررسی‌عملکرد‌و‌تنظیم‌‌آموزش‌است.‌این‌تابع‌نقش‌‌

ای‌که‌‌شود.‌توابع‌هزینهبندی‌و‌رگرسیون‌استفاده‌میپارامترهای‌شبکه‌است.‌تابع‌هزینه‌برای‌مقاصد‌کلاس‌

میانگین‌‌‌‌،4،‌هینج‌3لیبر-‌،‌کولبک2های‌عمیق‌دارند‌عبارتند‌از:‌آنتروپی‌متقاطع‌بیشترین‌استفاده‌را‌در‌شبکه

و‌‌‌‌آنتروپی‌متقاطع‌(.‌توابع‌هزینه‌‌Goodfellow et al., 2016)‌‌6و‌میانگین‌خطای‌قدر‌مطلق‌‌‌5خطای‌مربعات

‌‌دارند‌‌‌یادگیری‌عمیقدر‌‌بندی‌و‌رگرسیون‌به‌ترتیب‌کاربرد‌وسیعی‌در‌مباحث‌کلاس‌‌‌میانگین‌خطای‌مربعات

استفاده‌‌‌‌پی‌متقاطع‌و‌میانگین‌خطای‌مربعاتتوابع‌هزینه‌آنترو.‌بدین‌ترتیب‌در‌این‌پژوهش‌از‌‌(1399)شوله،‌‌

‌شده‌است.

 آنتروپی متقاطع تابع  الف(

بندی‌استفاده‌‌کلاس‌یک‌روش‌ریاضی‌است‌که‌در‌مسائل‌گسسته‌مانند‌‌‌‌آنتروپی‌متقاطعتابع‌هزینه‌‌

ترتیب‌‌بندی‌دودویی‌و‌چندتایی‌دارد‌که‌به‌‌های‌عمیق‌به‌منظور‌طبقهشود.‌این‌تابع‌کاربرد‌وسیعی‌در‌شبکهمی

نشان‌دهنده‌تابع‌هزینه‌آنتروپی‌‌‌‌61-2.‌رابطه‌‌8ایو‌آنتروپی‌متقاطع‌دسته‌‌‌7عبارتند‌از‌آنتروپی‌متقاطع‌باینری‌

 
1 Loss Function 
2 Cross Entropy 
3 Kullback–Leibler 
4 Hinge 
5 Mean Squared Error (MSE) 
6 Mean Absolute Error 
7 Binary Cross Entropy 
8 Categorical Cross Entropy 
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آن‌‌ در‌ که‌ است‌ واقعی،‌‌‌‌𝑦متقاطع‌ و‌‌‌‌′𝑦مقدار‌ شبکه‌ نمونه‌‌𝑛خروجی‌ دادهتعداد‌ شبکه‌ است‌‌های‌ ها‌

(Goodfellow et al., 2016.)‌

(2-16‌)‌𝐶𝐸 (𝑦, 𝑦′) =
∑ 𝑦𝑖 log 𝑦′

𝑖
𝑛
𝑖=1

𝑛
 

 میانگین خطای مربعاتتابع  ب(

ترین‌توابع‌هزینه‌در‌رگرسیون‌است‌که‌میانگین‌اختلاف‌مربعات‌‌میانگین‌خطای‌مربعات‌از‌معروف

‌(.Goodfellow et al., 2016نماید‌)محاسبه‌می‌17-2بین‌مقادیر‌واقعی‌و‌خروجی‌شبکه‌را‌به‌وسیله‌رابطه‌‌

(2-17‌)‌𝑀𝑆𝐸 (𝑦, 𝑦′) =
∑ (𝑦𝑖 − 𝑦′

𝑖
)2𝑛

𝑖=1

𝑛
 

 سازالگوریتم بهینه -2-5-2-6

ها‌در‌شبکه‌‌سازی‌وزنهنگاماز‌طریق‌بهبا‌تعیین‌نرخ‌یادگیری‌و‌‌هایی‌هستند‌که‌‌سازها‌الگوریتمبهینه

ای‌تنظیم‌‌ها‌به‌گونهسعی‌در‌به‌حداقل‌رساندن‌تابع‌هزینه‌دارند.‌این‌فرآیند‌هدف‌اصلی‌شبکه‌است‌یعنی‌وزن

تا‌شبکه‌توانایی برای‌بهینهیادگیری‌را‌بدست‌آورد.‌روش‌‌‌شوند‌ سازی‌وجود‌دارد‌که‌گرادیان‌‌های‌مختلفی‌

است.‌الگوریتم‌گرادیان‌‌‌شبکه‌عصبی‌مصنوعیها‌در‌ترین‌این‌الگوریتمترین‌و‌متداولیکی‌از‌محبوب‌‌1کاهشی

سانی‌تدریجی‌‌های‌داخلی‌شبکه‌و‌بروزرسازی‌مبتنی‌بر‌تکرار‌است‌و‌با‌تغییر‌در‌وزنکاهشی‌یک‌روش‌بهینه

انجام‌میآن هزینه‌ تابع‌ رساندن‌ در‌جهت‌حداقل‌ تغییری‌‌ها‌ هزینه‌ تابع‌ در‌ زمانی‌که‌ تا‌ تکرار‌ فرآیند‌ شود.‌

سازی‌گرادیان‌‌های‌بهینهشود.‌انواع‌مختلفی‌از‌الگوریتم‌مشاهده‌نشود‌ادامه‌دارد‌که‌به‌آن‌همگرایی‌گفته‌می

شبکه در‌ الگوریتمکاهشی‌ این‌ دارد؛‌ وجود‌ عمیق‌ تصادفی‌های‌ کاهشی‌ گرادیان‌ از:‌ عبارتند‌ آداگراد‌2ها‌ ‌ ‌،3‌،

.‌در‌این‌پژوهش‌به‌واسطه‌عملکرد‌مناسب‌‌(Ruder, 2016)‌‌6و‌برآورد‌تکانه‌تطبیقی‌‌‌5اس‌پراب‌،‌آرام4آدادلتا‌

استفاده‌‌سازی‌‌،‌از‌این‌الگوریتم‌در‌بهینههای‌مختلف‌یادگیری‌عمیقدر‌شبکه‌‌برآورد‌تکانه‌تطبیقیالگوریتم‌‌

‌شده‌است.

 
1 Gradient descent 
2 Stochastic gradient descent 
3 Adagrad 
4 Adadelta 
5 RMSprop 
6 Adaptive Moment Estimation (ADAM) 
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روشی‌جهت‌محاسبه‌نرخ‌یادگیری‌تطبیقی‌برای‌هر‌پارامتر‌است.‌این‌‌‌‌برآورد‌تکانه‌تطبیقیالگوریتم‌‌

ها‌معرفی‌شده‌‌کند‌و‌در‌جهت‌توسعه‌آناستفاده‌می‌‌اس‌پرابآرامو‌‌‌‌آداگرادهای‌‌الگوریتم‌از‌مزایای‌الگوریتم

ودکار‌نرخ‌یادگیری‌بدون‌تنظیم‌دستی‌و‌برطرف‌کردن‌‌توان‌به‌تنظیم‌خاست.‌از‌مزایای‌این‌دو‌الگوریتم‌می

ها‌دارد‌و‌در‌‌عملکرد‌بهتری‌نسبت‌به‌دیگر‌روش‌‌‌برآورد‌تکانه‌تطبیقیمشکل‌کاهش‌نرخ‌یادگیری‌اشاره‌کرد.‌‌

شود.‌همچنین‌بر‌مشکلاتی‌مانند‌فروپاشی‌نرخ‌یادگیری،‌واریانس‌بالا‌در‌بروزرسانی‌و‌‌ترین‌زمان‌همگرا‌میکم

‌(.Kingma and Ba, 2015; Ruder, 2016کند‌)غلبه‌می‌همگرایی‌آهسته

از‌گرادیان‌‌برآورد‌تکانه‌تطبیقیالگوریتم‌‌ و‌میانگین‌ 𝑣𝑡های‌گذشته‌را‌در‌‌میانگین‌فروپاشی‌نمایی‌

به‌ترتیب‌بیانگر‌مقادیر‌میانگین‌)رابطه‌‌‌‌𝑣𝑡و‌‌‌𝑚𝑡کند.‌بر‌این‌اساس‌ذخیره‌می‌‌𝑚𝑡ای‌دوم‌گرادیان‌را‌در‌تکانه

‌(.‌Kingma and Ba, 2015(‌هستند‌)19-2و‌واریانس‌غیرمتمرکز‌)رابطه‌(‌2-18

(2-18‌)‌𝑚𝑡 = 𝛽1 𝑚𝑡−1 + (1 − 𝛽1)𝑔𝑡 

(2-19‌)‌𝑣𝑡 = 𝛽2 𝑣𝑡−1 + (1 − 𝛽2)𝑔𝑡2 

های‌متحرک‌نمایی‌گرادیان‌و‌گرادیان‌مربع‌را‌به‌ترتیب‌توسط‌معادلات‌‌همچنین‌این‌الگوریتم‌میانگین

‌(.Ruder, 2016کند‌)کنترل‌می‌‌‌21-‌2و‌‌2-20

(2-20‌)‌𝑚𝑡
′ =

𝑚𝑡

1 − 𝛽1
𝑡 

(2-21‌)‌𝑣𝑡
′ =

𝑣𝑡

1 − 𝛽2
𝑡 

شود.‌‌محاسبه‌می‌‌22-2به‌وسیله‌رابطه‌‌‌‌برآورد‌تکانه‌تطبیقی‌‌الگوریتم‌‌ها‌طبقبنابراین‌بروزرسانی‌وزن

مقداری‌برای‌جلوگیری‌از‌صفر‌شدن‌مخرج‌است‌‌‌‌𝜀عضو‌بازه‌صفر‌تا‌یک‌و‌‌‌‌𝛽2و‌‌‌‌𝛽1در‌تمامی‌روابط،‌مقادیر‌‌

‌(.Ruder, 2016شود‌)‌در‌نظر‌گرفته‌می‌8−10طور‌معمول‌برابر‌‌که‌به

(2-22‌)‌𝑤𝑡+1 = 𝑤𝑡 −
𝜂

√𝑣𝑡
′ + 𝜀

𝑚𝑡
′  
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 ارزیابی صحت  -2-5-2-7

دو‌روش‌برای‌ارزیابی‌مدل‌است‌که‌در‌زمینه‌روش‌عملی‌در‌تقابل‌با‌یکدیگر‌هستند.‌‌‌‌2و‌صحت‌‌‌1دقت‌

اندازه‌ واقعی‌است‌در‌حالیصحت‌یک‌سیستم‌ مقادیر‌ با‌ نتایج‌ فاصله‌ بررسی‌ برای‌ به‌‌گیری‌ مربوط‌ که‌دقت‌

است. بیان تکرارپذیری‌ پیش‌‌هکنند‌صحت‌ کل‌‌بینیتعداد‌ تعداد‌ بر‌ شبکه‌ توسط‌ شده‌ انجام‌ درست‌ های‌

دارد‌‌بینییشپ درست‌ تشخیص‌ در‌ شبکه‌ قدرت‌ به‌ اشاره‌ که‌ است‌ شبکه‌ همان‌ توسط‌ شده‌ انجام‌ های‌

(Fawcett, 2006معیار‌صحت‌به‌وسیله‌رابطه‌‌‌.)شود.‌برای‌معرفی‌پارامترهای‌این‌معیار،‌به‌‌محاسبه‌می‌‌23-‌2

گرفته‌شده‌است.‌پارامترهای‌‌‌ای‌را‌در‌نظر‌بگیرید‌که‌برای‌تشخیص‌بیماران‌از‌افراد‌سالم‌در‌نظرطور‌مثال‌شبکه

ماتریس‌درهم از‌‌3ریختگیتشکیل‌ به‌درستی‌سالم‌‌‌‌:این‌شبکه‌عبارتند‌ توسط‌شبکه‌ افراد‌سالمی‌که‌ تعداد‌

معرفی‌شده‌،‌‌(TN)‌‌اند‌معرفی‌شده سالم‌ اشتباه‌ به‌ توسط‌شبکه‌ که‌ بیمار‌ افراد‌ افراد‌‌،‌‌(FN)‌‌اند‌تعداد‌ تعداد‌

تعداد‌افراد‌سالم‌که‌توسط‌شبکه‌به‌‌،‌‌(TP)‌‌اند‌بیمار‌تشخیص‌داده‌شدهبیماری‌که‌توسط‌شبکه‌به‌درستی‌‌

‌(.‌1397سلجوقی،‌‌)هزارخانی‌و‌شکوه‌(FP)‌اند‌اشتباه‌بیمار‌تشخیص‌داده‌شده

(2-23‌)‌𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
 

 هاسازی داده آماده  -2-5-2-8

‌6،‌مجموعه‌آزمایش‌5است‌و‌به‌سه‌دسته‌مجموعه‌آموزش‌‌‌4ها‌به‌صورت‌تنسور‌های‌عمیق‌دادهدر‌شبکه

شوند.‌همچنین‌برای‌آموزش‌صحیح‌شبکه‌و‌اجرای‌صحیح‌پارامترهای‌‌تقسیم‌می‌‌7و‌مجموعه‌اعتبارسنجی‌

بندی‌معمول‌عبارت‌است‌‌شوند.‌یک‌تقسیمبندی‌خاصی‌وارد‌شبکه‌میها‌با‌تقسیممورد‌استفاده‌در‌شبکه،‌داده

درصد‌‌‌‌70ها‌برای‌مجموعه‌اعتبارسنجی‌و‌‌درصد‌داده‌‌15ها‌برای‌مجموعه‌آزمایش،‌‌دادهدرصد‌‌‌‌15از:‌اختصاص‌‌

‌(.‌1397سلجوقی،‌‌؛‌هزارخانی‌و‌شکوه1399)شوله،‌‌‌آموزش‌ها‌برای‌مجموعه‌داده

 
1 Precision 
2 Accuracy 
3 Confusion matrix 
4 Tensor 
5 Training data 
6 Test data 
7 Validation data 
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ها‌به‌دامنه‌‌تر‌مقیاس‌شوند‌که‌تبدیل‌دادهمقادیر‌ورودی‌تنسورها‌در‌شبکه‌باید‌به‌مقادیر‌کوچک

سازی‌ویژگی‌‌منتقل‌شدند‌که‌به‌نرمال‌‌[0,1]ها‌به‌دامنه‌‌مرسوم‌است.‌در‌این‌پژوهش‌داده‌‌[0,1]و‌‌‌‌[1,1−]

سازی‌ویژگی‌عملکرد‌بهتری‌دارد‌زیرا‌برای‌مقادیر‌نسبی‌ویژگی‌رایج‌است‌که‌بیش‌از‌ده‌‌معروف‌است.‌نرمال

داده‌شده‌‌ی‌ویژگی‌نشان‌‌سازها‌به‌وسیله‌نرمالنحوه‌تبدیل‌داده‌‌24-‌2رابطه‌‌در‌‌برابر‌تغییرپذیری‌داشته‌باشد.‌‌

‌(.‌1398،‌آگاروال،‌1399)شوله،‌‌است

(2-24‌)‌𝑥𝑖𝑗
′ =

𝑥𝑖𝑗 − 𝑚𝑖𝑛𝑗

𝑚𝑎𝑥𝑗 − 𝑚𝑖𝑛𝑗
 

 یادگیری ماشین -2-5-3

صریحا‌‌ اینکه‌ بدون‌ را‌ اطلاعات‌ روش‌ این‌ است.‌ داده‌ تحلیل‌ و‌ تجزیه‌ روش‌ یک‌ ماشین‌ یادگیری‌

های‌یادگیری‌‌(.‌با‌توجه‌به‌ماهیت‌یادگیری،‌الگوریتمBishop, 2007آموزد‌)ها‌مینویسی‌شود‌از‌دادهبرنامه‌

 Mohri etشوند‌)بندی‌میتقسیم‌‌2و‌یادگیری‌نظارت‌نشده‌‌1ماشین‌به‌طور‌گسترده‌در‌یادگیری‌نظارت‌شده‌

al., 2018کند‌که‌هدف‌آن‌ایجاد‌‌دار‌را‌ایجاد‌میهای‌برچسب(.‌در‌یادگیری‌نظارت‌شده،‌مجموعه‌ورودی‌پاسخ

های‌خروجی‌مورد‌‌ها‌است.‌در‌زمانی‌که‌پاسخهای‌جدید‌به‌خروجیک‌تابع‌غیرخطی‌برای‌تبدیل‌ورودیی

نشان‌‌ را‌ پیوسته‌ یا‌مشکلات‌رگرسیون‌وجود‌دارد‌که‌در‌آن‌خروجی‌مقادیر‌ مقادیر‌گسسته‌هستند‌ انتظار‌

یادگیری‌نظارت‌شده،‌‌‌بندی‌را‌مرتفع‌کند.‌برخلافتواند‌مشکلات‌کلاس‌دهد،‌این‌نوع‌یادگیری‌ماشین‌میمی

شود.‌در‌این‌نوع‌یادگیری،‌‌های‌ورودی‌بدون‌برچسب‌آموزش‌داده‌مییادگیری‌بدون‌نظارت‌به‌وسیله‌مجموعه

بندی،‌کاهش‌ابعاد‌و‌استخراج‌‌ها‌است‌و‌غالبا‌شامل‌خوشههدف‌آشکارسازی‌الگوهای‌پنهان‌و‌بالقوه‌در‌داده

‌(.Zuo et al., 2019ویژگی‌است‌)

ای‌است‌که‌تنها‌یک‌لایه‌پنهان‌را‌شامل‌های‌یادگیری،‌معماری‌ساده‌ن‌الگوریتم‌ویژگی‌مشترک‌ای

های‌کم‌عمق‌‌هایی‌که‌به‌صورت‌دستی‌ایجاد‌شده‌است،‌برای‌شناسایی‌ویژگیشود‌و‌بر‌اساس‌برچسبمی

 
1 Supervised learning 
2 Unsupervised learning 
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سازی‌بسیاری‌از‌موضوعات‌ساده‌یا‌به‌خوبی‌‌مناسب‌است.‌این‌معماری‌کم‌عمق‌ابزاری‌قدرتمند‌برای‌مدل

‌(.LeCun et al., 2015دهد‌)هایی‌را‌نشان‌میاست،‌اما‌در‌یادگیری‌سطوح‌بالاتر‌محدودیت‌دود‌شدهمح

 یادگیری عمیق  -2-5-4

ای‌از‌یادگیری‌ماشین،‌به‌موضوعی‌جذاب‌در‌‌های‌اخیر‌یادگیری‌عمیق‌به‌عنوان‌زیر‌مجموعهدر‌سال

هستند‌‌‌‌1های‌یادگیری‌بازنمایی‌یادگیری‌عمیق‌نوعی‌از‌روش‌‌‌های‌الگوریتمشده‌است.‌‌‌‌تبدیلهای‌مختلف‌‌رشته

ها‌استخراج‌کرده‌و‌برای‌‌توانند‌به‌طور‌خودکار‌الگوهای‌خوب‌و‌مفید‌را‌از‌دادهکه‌به‌عنوان‌یک‌ماشین‌می

ها‌در‌سطوح‌بالا‌از‌‌بندی‌یا‌تشخیص‌استفاده‌نمایند.‌این‌روش‌در‌استخراج‌و‌بازنمایی‌خودکار‌ویژگیکلاس‌

(.‌به‌عنوان‌مثال‌در‌زمینه‌‌LeCun et al., 2015; Zuo et al., 2019ای‌پیچیده،‌بسیار‌توانمند‌است‌)هداده

لایه‌برای‌مجموعه‌ورودی‌تصاویر،‌لایه‌اول‌شبکه‌‌‌‌4بندی‌تصاویر‌در‌یک‌شبکه‌عمیق‌شامل‌‌شناسایی‌و‌کلاس‌

ها،‌خطوط‌را‌‌یری‌و‌ترکیب‌لبهکند؛‌لایه‌دوم‌با‌بررسی‌نحوه‌قرارگهای‌خاص‌استخراج‌می‌ها‌را‌در‌جهتلبه

تواند‌با‌بخشی‌از‌‌دهد‌که‌می‌تر‌در‌کنار‌هم‌قرار‌میای‌بزرگ‌کند؛‌لایه‌سوم‌خطوط‌را‌در‌مجموعهاستخراج‌می‌

 Zeiler andدهد‌)های‌قبل‌اهداف‌را‌تشخیص‌میاهداف‌مطابقت‌داشته‌باشد‌و‌لایه‌چهارم‌با‌ترکیب‌لایه

Fergus, 2014; LeCun et al., 2015.)‌

ها‌به‌‌چند‌لایه‌بر‌مبنای‌تفکیک‌ویژگی‌‌شبکه‌عصبی‌مصنوعی‌‌به‌وسیلههای‌یادگیری‌عمیق‌‌روش‌

پردازند.‌عبارت‌عمیق‌نیز‌برگرفته‌از‌همین‌خاصیت‌‌ها‌میصورت‌سلسله‌مراتبی‌به‌کشف‌ساختار‌پنهان‌بین‌داده

شاخص‌اقدام‌به‌کشف‌‌‌های‌ای‌که‌شبکه‌آموزشی‌در‌هر‌مرحله‌با‌در‌نظر‌گرفتن‌یکسری‌ویژگیاست،‌به‌گونه

تر‌با‌‌های‌سادهشود‌تا‌ویژگی‌نماید.‌افزایش‌عمق‌شبکه‌باعث‌میها‌میهای‌غیرخطی‌بین‌دادهرابطه‌و‌ویژگی

 ,.LeCun et alها‌بدست‌آید‌)ترین‌بازنمایی‌سلسله‌مراتبی‌از‌دادههای‌پیچیده‌ترکیب‌شوند‌و‌مناسبویژگی‌

2015; Schmidhuber, 2015.)‌

 
1 Representation learning 
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از‌ از:‌خودرمزنگار‌تمالگوری‌‌‌برخی‌ عبارتند‌ عمیق‌ یادگیری‌ معروف‌ عمیق‌1های‌ باور‌ ،‌شبکه‌عصبی‌‌2،‌

ها‌‌با‌توجه‌به‌داده.‌‌(Goodfellow et al., 2016)‌‌‌5و‌شبکه‌عصبی‌بازگشتی‌‌‌4،‌شبکه‌مولد‌تخاصمی3همگشتی

ارتباط‌بین‌‌در‌این‌پژوهشمیایی‌مورد‌استفاده‌‌یو‌روش‌ژئوش‌ ایجاد‌ و‌ با‌‌،‌به‌منظور‌ترکیب‌ یادگیری‌عمیق‌

این‌دو‌‌‌‌استفاده‌شده‌است.‌در‌ادامه‌‌شبکه‌عصبی‌همگشتیو‌‌‌‌خودرمزنگارهای‌‌الگوریتماز‌‌‌‌زونالیته‌ژئوشیمیایی

‌.‌بررسی‌شده‌استها‌و‌پارامترهای‌مرتبط‌با‌آن‌‌الگوریتم

 خودرمزنگارالگوریتم  -2-5-4-1

سازی،‌کاهش‌بعد‌و‌‌برای‌بازنمایی،‌فشرده‌‌شبکه‌عصبی‌مصنوعیبه‌عنوان‌نوع‌خاصی‌از‌‌‌‌خودرمزنگار

ها‌به‌وسیله‌به‌حداقل‌رساندن‌خطای‌بازنمایی‌بین‌مقادیر‌ورودی‌و‌خروجی‌شبکه،‌به‌‌رمزگذاری‌بر‌روی‌داده

(.‌در‌این‌شبکه‌خروجی‌‌Bengio et al., 2007; Vincent et al., 2010طراحی‌شده‌است‌)‌‌نشده‌‌‌روش‌نظارت

اد‌واحدهای‌ورودی‌با‌خروجی‌برابر‌است،‌ولی‌معمولا‌تعداد‌واحدهای‌خروجی‌‌همان‌ورودی‌است.‌بنابراین‌تعد‌

نشان‌داده‌شده‌است‌‌‌‌خودرمزنگارمعماری‌یک‌‌‌‌9-2شکل‌‌در‌‌های‌پنهان‌است.‌‌بیشتر‌از‌تعداد‌واحدهای‌لایه‌

های‌‌کند‌و‌بر‌اساس‌ویژگیاست.‌رمزگذار‌ورودی‌را‌فشرده‌می‌‌‌8و‌رمزگشا‌‌‌7،‌رمز‌6رمزگذارکه‌شامل‌سه‌مولفه‌‌

می تولید‌ را‌ رمز‌ آمده‌ میبدست‌ بازسازی‌ رمز‌ اساس‌ بر‌ را‌ ورودی‌ رمزگشا‌ و‌ )کند‌  Hinton andکند‌

Salakhutdinov, 2006.)‌

 
1 Autoencoder (AE) 
2 Deep Belief Network (DBN) 
3 Convolutional Neural Network (CNN) 
4 Generative Adversarial Networks (GAN) 
5 Recurrent Neural Networks (RNN) 
6 Encoder 
7 Code 
8 Decoder 
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‌(‌Aouedi et al., 2020)‌خودرمزنگارمعماری‌شمایی‌از‌:‌9-2شکل‌

‌‌خودرمزنگار‌به‌ترتیب‌فرآیند‌تبدیل‌ورودی‌به‌لایه‌رمز‌و‌بازنمایی‌ورودی‌را‌برای‌‌‌‌26-2و‌‌‌‌25-‌2رابطه‌‌

𝑥بردار‌ورودی‌با‌شرایط‌‌‌𝑥دهد.‌در‌این‌روابط،‌با‌یک‌لایه‌میانی‌نشان‌می ∈ ℝ𝑛‌،𝜃 = {𝑊, 𝑏}که‌در‌آن‌‌‌𝑊‌

𝑊ماتریس‌وزن‌با‌شرایط‌‌ ∈ ℝ𝑛×𝑚و‌‌𝑏بردار‌بایاس‌با‌شرایط‌‌‌𝑏 ∈ ℝ𝑚است.‌همچنین‌‌𝑓𝜃(𝑥)رمزگذار‌و‌‌‌𝜎‌‌

′𝜃بردار‌خروجی‌با‌همان‌ابعاد‌بردار‌ورودی،‌‌‌‌′𝑥.‌مشابه‌پارامترهای‌معرفی‌شده،‌‌استساز‌‌تابع‌فعال = {𝑊′, 𝑏′}‌

‌(.Liu et al., 2018)‌‌استرمزگشا‌‌‌‌𝑔𝜃′(ℎ)و

(2-25‌)‌ℎ = 𝑓𝜃(𝑥) = 𝜎(𝑊𝑥 + 𝑏) 

(2-26‌)‌𝑥′ = 𝑔𝜃′(ℎ) = 𝜎(ℎ𝑊′ + 𝑏′) 

،‌‌2،‌خودرمزنگار‌عمیق‌1شود‌که‌عبارتند‌از:‌خودرمزنگار‌متغیر‌به‌انواع‌متعددی‌تقسیم‌می‌‌خودرمزنگار

ها‌و‌روش‌ژئوشیمیایی‌مورد‌‌لازم‌به‌ذکر‌است‌با‌توجه‌به‌داده.‌‌4و‌خودرمزنگار‌همگشتی‌‌3ای‌خودرمزنگار‌پشته

‌استفاده‌شده‌است.‌ایخودرمزنگار‌پشته‌‌الگوریتم‌از‌،‌در‌این‌پژوهشاستفاده‌‌

 ایخودرمزنگار پشته الگوریتم   الف(

تر‌در‌مقایسه‌‌های‌عمیقترین‌حالت‌از‌یک‌لایه‌میانی‌تشکیل‌شده‌است‌اما‌شبکهدر‌ساده‌‌خودرمزنگار

.‌در‌‌ه‌استشد‌‌‌ایخودرمزنگار‌پشته‌‌طراحیمنجر‌به‌‌د‌که‌‌با‌انواع‌کم‌عمق‌خود‌قادر‌به‌بازنمایی‌بهتری‌هست

 
1 Variational Autoencoder (VAE) 
2 Deep Autoencoder (DAE) 
3 Stacked Autoencoder (SAE) 
4 Convolutional Autoencoder (CAE) 
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ها‌به‌هم‌متصل‌بوده‌و‌آموزش‌از‌لایه‌ورودی‌به‌خروجی،‌بدون‌داشتن‌حلقه‌‌همه‌نورون‌‌ایخودرمزنگار‌پشته‌

شبکه‌عصبی‌‌مانند‌‌‌‌ایخودرمزنگار‌پشته‌خور‌است.‌‌های‌پیش‌کند‌که‌معرف‌شبکهرو‌به‌عقب‌جریان‌پیدا‌می‌

از‌ویژگی10-‌2شود‌)شکلانتشار‌آموزش‌داده‌میبه‌وسیله‌روش‌پس‌‌مصنوعی آموزش‌‌‌‌الگوریتمهای‌این‌‌(.‌

شود‌تا‌بتوان‌اطلاعات‌مورد‌نیاز‌‌ای‌و‌لایه‌به‌لایه‌آموزش‌داده‌میحریصانه‌است‌که‌شبکه‌به‌صورت‌چند‌لایه

‌‌بدین‌ترتیب‌بندی،‌کاهش‌بعد‌و‌فشرده‌سازی‌را‌در‌لایه‌رمز‌بدست‌آورد.‌‌در‌جهت‌استخراج‌ویژگی،‌خوشه

دار‌مجدد‌شبکه‌را‌آموزش‌داد.‌‌های‌برچسبو‌با‌داده‌‌طراحی‌نمود‌‌ابتداییای‌متفاوت‌با‌شبکه‌‌توان‌شبکهمی

‌‌1شود‌که‌به‌یادگیری‌انتقالی‌به‌شبکه‌جدید‌منتقل‌می‌‌اوللازم‌به‌ذکر‌است‌اطلاعات‌بدست‌آمده‌از‌شبکه‌‌

شبکه‌‌ مجدد‌ آموزش‌ فرآیند‌ است.‌همچنین‌ وسیلهمعروف‌ برچسبداده‌‌به‌ دقیق‌های‌ تنظیم‌ عنوان‌ با‌ ‌2دار‌

 ,.Hinton and Salakhutdinov, 2006; Bengio et alنظارت‌شده‌است‌)وزشی‌‌آمشناخته‌شده‌است‌که‌‌

2007.)‌

‌
‌(Luo et al., 2020از‌‌اتتغیربا‌)‌ایخودرمزنگار‌پشتهمعماری‌شمایی‌از‌:‌10-2شکل‌

‌

‌

 

 
1 Transfer Learning 
2 Fine Tuning 
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 ای خودرمزنگار پشته تنظیم دقیق و الگوریتم  ب(

تواند‌‌شوند‌بسیار‌مفید‌است‌و‌می‌هایی‌که‌به‌تدریج‌آموزش‌داده‌میمدلیادگیری‌انتقالی‌به‌ویژه‌در‌‌

هدف‌از‌تنظیم‌دقیق‌بهبود‌فرآیند‌یادگیری‌‌از‌یک‌مدل‌به‌عنوان‌نقطه‌شروع‌برای‌ادامه‌آموزش‌استفاده‌کند.‌‌

شان‌‌های‌قبلی‌نبا‌استفاده‌از‌تجربه‌بدست‌آمده‌از‌حل‌مسائل‌قبلی‌است‌که‌تا‌حدودی‌شباهت‌دارند.‌بررسی

ویژگی‌داده نظارت‌نشده‌ به‌صورت‌ آموزش‌شبکه‌ از‌دادهاند‌که‌ را‌ مناسبی‌ بسیار‌ و‌اطلاعات‌ استخراج‌‌ها‌ ها‌

توان‌شبکه‌را‌با‌یادگیری‌نظارت‌شده‌آموزش‌‌ها‌و‌اطلاعات‌شبکه‌می‌کند‌و‌با‌انتقال‌کل‌یا‌جزئی‌از‌وزنمی

بندی‌نیز‌استفاده‌کرد.‌به‌‌از‌شبکه‌برای‌کلاس‌‌‌داده‌تا‌علاوه‌بر‌نتایج‌بدست‌آمده،‌توانایی‌یادگیری‌افزایش‌و‌

ابتدا‌به‌صورت‌نظارت با‌دادهویژگی‌‌نشده‌‌‌طور‌کلی‌در‌این‌نوع‌آموزش،‌در‌ های‌‌ها‌استخراج‌شده‌و‌سپس‌

شود‌که‌دقت،‌عملکرد‌و‌کارایی‌بهتری‌نسبت‌‌مجدد‌آموزش‌داده‌می‌‌دار‌و‌به‌صورت‌نظارت‌شده‌شبکه‌برچسب

‌(.Hinton and Salakhutdinov, 2006به‌شبکه‌قبل‌دارد‌)

است.‌‌نشان‌داده‌شده‌‌با‌سه‌لایه‌بر‌مبنای‌تنظیم‌دقیق‌‌‌‌ای‌خودرمزنگار‌پشته‌الگوریتم‌‌،‌‌11-‌2شکل‌‌در‌‌

‌‌،‌نظارت‌نشده‌‌‌مجزا‌به‌وسیله‌آموزش‌‌‌خودرمزنگاردر‌ابتدا‌قبل‌از‌تنظیم‌دقیق،‌هر‌لایه‌ورودی‌به‌صورت‌یک‌‌

کند.‌این‌الگوریتم‌‌می‌‌واحد‌رمز‌به‌عنوان‌ورودی‌جدید‌عملشود.‌سپس‌واحد‌رمزگشا‌حذف‌و‌‌آموزش‌داده‌می

اطلاعات‌و‌‌‌‌،‌.‌سپس‌بعد‌از‌اتمام‌آموزش‌شبکهشودتا‌زمانی‌که‌آموزش‌شبکه‌مورد‌نظر‌تکمیل‌شود،‌تکرار‌می

ها‌‌دار‌به‌منظور‌حداقل‌رساندن‌تابع‌هزینه‌و‌به‌روزرسانی‌وزنهای‌برچسبشبکه‌با‌داده‌‌ذخیره‌شده‌و‌‌‌پارامترها

‌(.Liu et al., 2018شود‌که‌بیانگر‌تنظیم‌دقیق‌است‌)وزش‌داده‌میآم
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‌(Liu et al., 2018از‌‌با‌تغیراتبعد‌از‌تنظیم‌دقیق‌)‌ایخودرمزنگار‌پشتهمعماری‌شمایی‌از‌:‌11-2شکل‌

 شبکه عصبی همگشتی الگوریتم  -2-5-4-2

های‌بینایی‌‌ترین‌روش‌های‌یادگیری‌عمیق‌و‌یکی‌از‌رایجالگوریتمترین‌‌از‌مهم‌‌شبکه‌عصبی‌همگشتی

های‌آن‌با‌یکدیگر‌تمام‌متصل‌هستند،‌مجموعه‌ورودی‌در‌‌که‌لایه‌خودرمزنگارماشین‌است.‌برخلاف‌معماری‌‌

زیرناحیه‌‌شبکه‌عصبی‌همگشتی‌ به‌ فیلترها‌ میبه‌وسیله‌ تقسیم‌ نظر،‌‌هایی‌ مورد‌ فیلترهای‌ اعمال‌ با‌ و‌ شود‌

ها‌به‌ویژه‌تصاویر،‌‌(.‌برای‌برخی‌از‌انواع‌دادهLeCun et al., 1998دهند‌)های‌بعدی‌را‌تشکیل‌می‌لایه‌‌هانورون

پیششبکه شبکههای‌ در‌ ندارند.‌ مناسبی‌ کارکرد‌ پیشخور‌ از‌‌های‌ هریک‌ به‌ کامل‌ طور‌ به‌ نورون‌ هر‌ خور‌

اما‌در‌بازنمایی‌تصاویر‌اغلب‌استفاده‌از‌زیرساخت‌محلی‌در‌تصویر‌‌‌‌های‌موجود‌در‌لایه‌بعدی‌متصل‌استنورون‌

که‌‌ دیگری‌ ویژگی‌ است.‌ دیگر‌شبکه‌‌شبکه‌عصبی‌همگشتیسودمند‌ از‌ می‌را‌ متمایز‌ بودن‌‌کند،ها‌ مشترک‌

به‌عنوان‌یادگیری‌موثر‌‌‌‌شبکه‌عصبی‌همگشتیهای‌پنهان‌است.‌‌های‌مختلف‌لایههای‌شبکه‌در‌نورونوزن

شود.‌‌های‌تصویر‌ورودی‌اعمال‌میها‌برای‌همه‌زیر‌پنجرهکه‌هرکدام‌از‌آن‌‌ناخته‌شده‌استش‌مجموعه‌فیلترها‌‌

از‌دیگر‌‌‌‌و‌‌کند‌ها‌میاستفاده‌از‌فیلترها‌در‌کل‌تصویر،‌شبکه‌را‌مجبور‌به‌یادگیری‌یک‌بازنمایی‌کلی‌از‌داده
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؛‌شوله،‌‌1398)آگاروال،‌‌‌‌تر‌شدن‌آموزش‌شبکه‌و‌کارآمدی‌شبکه‌استمزایای‌آن‌کاهش‌تعداد‌پارامترها،‌آسان

1399‌.) 

تری‌دارد.‌‌خور‌وضعیت‌پیچیدهدر‌مقایسه‌با‌آموزش‌شبکه‌پیش‌‌شبکه‌عصبی‌همگشتیفرآیند‌آموزش‌‌

انتشار‌‌ها‌از‌قوانین‌ویژه‌برای‌انتشار‌به‌جلو‌و‌پسهای‌مختلف‌در‌شبکه‌است‌که‌بنابر‌ویژگیدلیل‌آن‌وجود‌لایه

ها‌‌رونوخور‌که‌هر‌نورون‌دارای‌یک‌بردار‌وزن‌جداگانه‌است،‌نیشکنند.‌همچنین‌برخلاف‌شبکه‌پاستفاده‌می

های‌قابل‌‌ها‌منجر‌به‌کاهش‌تعداد‌کلی‌وزنوزن‌مشترک‌دارند.‌این‌اشتراک‌وزن‌‌شبکه‌عصبی‌همگشتی‌در‌‌

‌(.‌1399؛‌شوله،‌1398شود‌)آگاروال،‌‌آموزش‌می

،‌لایه‌‌1رتند‌از:‌لایه‌همگشت‌های‌پنهان‌است‌که‌عباشامل‌انواع‌مختلفی‌از‌لایه‌‌شبکه‌عصبی‌همگشتی

شبکه‌عصبی‌‌های‌مختلف‌یک‌‌لایه‌‌12-2شکل‌‌در‌‌(.‌‌Krizhevsky et al., 2012)‌‌3و‌لایه‌تمام‌متصل‌‌‌2ادغام

شبکه‌‌چند‌معماری‌از‌‌ها‌و‌‌.‌در‌ادامه‌این‌لایهداده‌شده‌استبندی‌یک‌تصویر‌نشان‌‌را‌برای‌کلاس‌‌‌همگشتی

‌.بررسی‌شده‌است‌عصبی‌همگشتی

‌
‌بندی‌تصویردر‌کلاس‌شبکه‌عصبی‌همگشتی:‌مثالی‌از‌12-2شکل‌

 

 

 

 
1 Convolutional Layer 
2 Pooling Layer 
3 Fully Connected Layer 
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 شبکه عصبی همگشتی لایه همگشت در الف( 

شود.‌‌است‌و‌به‌عنوان‌اولین‌لایه‌استفاده‌می‌‌شبکه‌عصبی‌همگشتیترین‌قسمت‌‌لایه‌همگشت‌مهم‌

ساختار‌شبکه‌ممکن‌است‌بیش‌از‌یک‌لایه‌همگشت‌این‌لایه‌بیشترین‌بار‌محاسباتی‌را‌بر‌عهده‌دارد‌و‌بسته‌به‌‌

های‌مختلف‌مجموعه‌‌های‌محلی‌در‌بخششناسایی‌ویژگیدر‌‌این‌لایه‌‌‌‌اصلی‌‌‌در‌شبکه‌وجود‌داشته‌باشد.‌نقش‌

ها‌و‌ایجاد‌همبستگی‌مکانی‌است‌که‌باعث‌یادگیری‌ارتباط‌‌ورودی‌است.‌مزیت‌این‌بخش‌شامل‌تقسیم‌وزن

‌1هادو‌مفهوم‌اساسی‌در‌لایه‌همگشت‌عبارتند‌از:‌پرش‌‌‌(.‌uo et al., 2016Gشود‌)های‌همسایه‌می‌بین‌پیکسل

پرش‌2گذاری‌و‌لایه پیکسل.‌ تعداد‌ بیانگر‌ و‌لایه‌ها‌ است‌ افقی‌ و‌ راستای‌عمودی‌ فیلتر‌در‌ زمانی‌‌های‌ گذاری‌

تناسب‌ندارد.‌‌استفاده‌می با‌ماتریس‌ورودی‌ فیلتر‌ ‌‌همگشتیشبکه‌عصبی‌‌اندازه‌خروجی‌‌همچنین‌‌شود‌که‌

ها‌تغییری‌نکرده‌و‌‌،‌حاشیه3تر‌از‌اندازه‌مجموعه‌ورودی‌است‌که‌با‌اعمال‌لایه‌گذاری‌یکسان‌مقداری‌کوچک

مولفه‌تصویر‌ورودی،‌استخراج‌‌‌‌‌‌3شاملشود.‌به‌طور‌کلی‌لایه‌همگشت‌‌فیلتر‌متناسب‌با‌مجموعه‌ورودی‌می

‌(.1399؛‌شوله،‌1398است‌)آگاروال،‌‌4ویژگی‌و‌نقشه‌ویژگی‌

 شبکه عصبی همگشتی یه ادغام در لاب( 

گیرد‌و‌از‌آن‌برای‌کاهش‌اندازه‌نقشه‌ویژگی‌و‌‌معمولا‌بعد‌از‌هر‌لایه‌همگشت‌یک‌لایه‌ادغام‌قرار‌می‌

‌‌6و‌ادغام‌میانگین‌‌‌5شود.‌اجرای‌این‌لایه‌به‌وسیله‌دو‌تابع‌معروف‌ادغام‌حداکثری‌پارامترهای‌شبکه‌استفاده‌می‌

(.‌لازم‌به‌ذکر‌است‌این‌فرآیند‌منجر‌به‌کاهش‌قدرت‌محاسباتی‌مورد‌‌Scherer et al., 2010شود‌)‌انجام‌می

شود.‌بدین‌ترتیب‌به‌جای‌استفاده‌از‌این‌لایه،‌در‌لایه‌همگشت‌یک‌پرش‌تعریف‌‌ها‌می‌نیاز‌برای‌پردازش‌داده

غام‌را‌برطرف‌‌از‌لحاظ‌تعداد‌پارامترهای‌آموزش،‌این‌روش‌با‌لایه‌ادغام‌برابر‌است‌ولی‌مشکلات‌لایه‌اد‌‌.‌شودمی

‌کند.‌می

‌

 
1 Strides 
2 Padding 
3 Same padding 
4 Feature map 
5 Max Pooling 
6 Average Pooling 
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 شبکه عصبی همگشتی لایه تمام متصل در ج( 

ها‌را‌بر‌عهده‌دارند.‌لایه‌‌های‌همگشت‌و‌ادغام‌وظیفه‌استخراج‌ویژگیلایه‌‌شبکه‌عصبی‌همگشتی‌در‌‌

شبکه‌‌است‌و‌در‌انتهای‌‌‌‌شبکه‌عصبی‌مصنوعیهای‌پنهان‌در‌‌مانند‌لایه‌‌شبکه‌عصبی‌همگشتیتمام‌متصل‌در‌‌

بندی،‌بازنمایی‌‌جهت‌کلاس‌‌‌در‌‌‌شبکه‌عصبی‌همگشتیتوان‌از‌‌می.‌به‌وسیله‌این‌لایه‌‌دارند‌قرار‌‌‌‌همگشتیعصبی‌‌

‌(.Krizhevsky et al., 2012; Girshick et al., 2014های‌دیگر‌استفاده‌کرد‌)ها‌و‌پردازش‌ویژگی

 شبکه عصبی همگشتی معماری د( 

معماری‌‌ همگشتیتعیین‌ عصبی‌ بالایی‌‌از‌‌‌‌شبکه‌ است.‌‌اهمیت‌  ,LeNetهای‌‌معماری‌برخوردار‌

AlexNet, ZFNet, VGGNet, GooGLeNetو‌‌‌‌ResNetدر‌‌از‌جمله‌معماری‌‌ تاثیرگذار‌ و‌ مهم‌ شبکه‌‌های‌

شبکه‌‌های‌معروف‌‌که‌جزو‌معماری‌‌AlexNetو‌‌‌‌LeNetهای‌‌هستند.‌در‌این‌بخش‌معماری‌‌عصبی‌همگشتی

‌.‌ه‌استشد‌در‌این‌پژوهش‌است،‌بررسی‌‌عصبی‌همگشتیشبکه‌‌و‌مبنای‌ایجاد‌معماری‌‌عصبی‌همگشتی

از‌‌‌‌LeNetطراحی‌شد.‌‌‌‌1998در‌سال‌‌‌‌LeNetمعماری‌‌ بود‌که‌ بر‌همگشت‌ مبتنی‌ معماری‌ اولین‌

بندی‌اسناد‌دست‌نویس‌طراحی‌شده‌است.‌‌انتشار‌برای‌آموزش‌شبکه‌استفاده‌نمود‌و‌برای‌دستهالگوریتم‌پس‌

ئه‌نیز‌‌ااما‌موفقیت‌چندانی‌کسب‌نکرد‌و‌تا‌چندین‌سال‌بعد‌از‌ار‌داشتبا‌وجود‌اینکه‌این‌معماری‌دقت‌خوبی‌‌

دار،‌تکنولوژی‌ضعیف‌‌های‌برچسب‌توان‌به‌کمبود‌داده(.‌از‌مشکلات‌این‌معماری‌می13-2ناشناخته‌بود‌)شکل‌‌

‌(.‌LeCun et al., 1998ساز‌غیرخطی‌اشتباه‌اشاره‌نمود‌)فعالآن‌زمان‌و‌استفاده‌از‌تابع‌

‌
‌LeNet‌‌(LeCun et al., 1998‌)بر‌مبنای‌معماری‌‌شبکه‌عصبی‌همگشتی:‌13-2شکل‌
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تر‌شده‌و‌همچنین‌‌تر‌و‌بزرگاست،‌با‌این‌تفاوت‌که‌شبکه‌عمیق‌‌LeNetشبیه‌به‌‌‌AlexNetمعماری‌‌

برآورد‌تکانه‌‌ساز‌‌(.‌در‌این‌معماری‌تابع‌فعال14-‌2چندین‌لایه‌همگشت‌استفاده‌کرده‌است‌)شکل‌‌از‌ترکیب‌‌

‌(.Krizhevsky et al., 2012)‌شد‌‌استفاده‌برای‌اولین‌بار‌و‌روش‌حذف‌تصادفی‌‌‌تطبیقی

‌
‌AlexNet‌‌(Krizhevsky et al., 2012‌)بر‌مبنای‌معماری‌‌شبکه‌عصبی‌همگشتی:‌14-2شکل‌

 مروری بر مطالعات پیشین  -2-6

این‌بخش‌‌ ارائه‌کاربرد‌روش‌در‌ و‌ بهتر‌ ارائه‌شده‌در‌بخشبه‌منظور‌درک‌ قبل،‌های‌ ‌‌مطالعات‌‌‌های‌

ها‌با‌الگوریتم‌عملگرهای‌منطقی،‌تشخیص‌‌ها،‌بارزسازی‌دگرسانیدر‌ارتباط‌با‌استخراج‌خودکار‌خطوارهپیشین‌‌

‌.ه‌استشد‌،‌بررسی‌ژئوشیمیایی‌‌اتبا‌روش‌زونالیته‌و‌کاربرد‌یادگیری‌عمیق‌در‌اکتشاف‌آنومالی‌ژئوشیمیایی

 هاانجام شده در استخراج خودکار خطواره مطالعات  -2-6-1

آباد‌را‌به‌دو‌صورت‌دستی‌‌های‌مرتبط‌با‌حوضه‌آبریز‌منطقه‌خرم،‌خطواره(1394)‌چراغی‌و‌همکاران‌

‌‌PC1اعمال‌کردند‌و‌‌‌‌استر‌های‌اصلی‌را‌بر‌روی‌تصاویر‌‌ابتدا‌روش‌تحلیل‌مولفهو‌خودکار‌استخراج‌کردند.‌در‌‌

ها‌به‌صورت‌خودکار‌به‌‌دار‌انتخاب‌کردند.‌خطوارهکه‌شامل‌بیشترین‌اطلاعات‌بود‌را‌برای‌فیلترگذاری‌جهت‌

شناسی‌ها‌با‌نقشه‌ریختنقشه‌تراکم‌خطواره‌‌تطابقاستخراج‌شده‌است‌و‌‌‌‌PCI Geomaticaافزار‌‌وسیله‌نرم

ها‌جهت‌‌دهد‌که‌علاوه‌بر‌رخنمون‌سازندها،‌تمامی‌عوارض‌سطحی‌مانند‌خطوارهمنطقه‌مورد‌مطالعه‌نشان‌می‌

ها‌از‌مورفولوژی‌‌شناسی‌هستند.‌براساس‌نتایج‌این‌پژوهش‌خطوارهیافتگی‌داشته‌و‌متاثر‌از‌ساختارهای‌زمین

‌(.‌1394د‌)چراغی‌و‌همکاران،‌نماینشناسی‌است‌تبعیت‌میمنطقه‌که‌متاثر‌از‌ساختارهای‌زمین



42 

‌‌استرو‌سنجنده‌‌‌‌82لندست‌‌و‌‌‌‌11سنتینل‌‌های‌‌،‌با‌استفاده‌از‌تصاویر‌ماهواره(2017)ادیری‌و‌همکاران‌‌

بوشکور‌اینلیر‌در‌مراکش‌را‌به‌صورت‌‌-دی‌فلاحهای‌منطقه‌سیهای‌اصلی،‌خطوارهو‌اعمال‌روش‌تحلیل‌مولفه

های‌‌شناسی،‌واحدهای‌سنگی،‌دادهبدست‌آمده‌از‌هر‌تصویر‌با‌نقشه‌زمینهای‌‌خودکار‌استخراج‌کردند.‌خطواره

دهنده‌این‌است‌‌های‌بدست‌آمده‌از‌بررسی‌میدانی‌مقایسه‌گردید‌و‌نتایج‌نشانارتفاعی،‌تراکم‌و‌جهت‌گسل

عمدتا‌مرزهای‌بین‌واحدهای‌سنگی‌را‌بارزسازی‌کرده‌و‌ماهواره‌‌‌‌استر‌های‌بدست‌آمده‌از‌تصاویر‌‌که‌خطواره

Sentinel 1های‌‌ها‌عملکرد‌بهتری‌داشته‌است.‌همچنین‌خطوارهبه‌واسطه‌سنجنده‌راداری‌در‌استخراج‌خطواره‌‌‌

ساختار‌محلی‌منطقه‌مورد‌مطالعه‌را‌به‌خوبی‌بارزسازی‌کرده‌است.‌لازم‌به‌ذکر‌‌‌‌استر‌بدست‌آمده‌از‌سنجنده‌

در‌منطقه‌مورد‌مطالعه‌معرفی‌‌‌‌PCI Geomaticaافزار‌‌ای‌برای‌پارامترهای‌نرماست‌در‌این‌پژوهش‌مقادیر‌بهینه

‌(.‌Adiri et al., 2017باشد‌)گردید‌ولی‌این‌مقادیر‌قابل‌تعمیم‌به‌دیگر‌مناطق‌نیز‌می

‌‌PC1های‌اصلی،‌و‌اعمال‌روش‌تحلیل‌مولفه‌استر‌،‌با‌استفاده‌از‌تصاویر‌(‌1398)محمدپور‌و‌همکاران‌‌

اند.‌در‌این‌پژوهش‌برای‌بهبود‌تشخیص‌‌ز‌انتخاب‌کردهجبال‌بار‌‌1:100000های‌برگه‌‌را‌جهت‌استخراج‌خطواره

ها،‌‌ها‌تبدیل‌هاف‌انجام‌شده‌است.‌پس‌از‌بارزسازی‌خطوارهو‌برای‌آشکارسازی‌خطواره‌‌Cannyلبه‌الگوریتم‌‌

های‌‌درصد‌از‌اندیس‌‌77زایی‌شناسایی‌شدند.‌با‌توجه‌به‌نتایج‌بدست‌آمده،‌‌های‌نهایی‌مرتبط‌با‌کانیگسل

نواحی در‌ بالای‌گسل‌‌معدنی‌ این‌گسلبا‌چگالی‌ و‌ آمده‌قرار‌گرفته‌ با‌‌‌‌63ها‌‌های‌بدست‌ درصد‌همپوشانی‌

‌(.‌1398شناسی‌محدوده‌داشتند‌)محمدپور‌و‌همکاران،‌‌های‌نقشه‌زمینگسل

ساختارهای‌‌بررسی‌‌برای‌‌‌‌استرو‌سنجنده‌‌‌‌8لندست‌‌،‌از‌تصاویر‌ماهواره‌‌(2020)‌‌‌همیمی‌و‌همکاران

استفاده‌کردند.‌در‌این‌پژوهش‌مدل‌ارتفاعی‌بدست‌‌‌‌در‌مراکش‌‌‌زون‌برشی‌آتالاشناسی‌‌شناسی‌و‌سنگزمین

مکان از‌ شاتلآمده‌ فیلتر‌جهت‌‌3دار‌نگاری‌ اعمال‌ خطواره‌جهت‌ خودکار‌ استخراج‌ و‌ نرمدار‌ در‌  PCIافزار‌‌ها‌

Geomaticaخطواره‌‌ استخراج‌ است.‌ شده‌ ساختاری‌‌استفاده‌ روند‌ تراکم‌ و‌ توزیع‌ از‌ کلی‌ برآورد‌ یک‌ ها‌

کند.‌همچنین‌‌شناسی‌را‌در‌منطقه‌مورد‌مطالعه‌ارائه‌و‌منطقه‌از‌نظر‌ساختاری‌به‌چهار‌بخش‌تقسیم‌میزمین

‌(.Hamimi et al., 2020شناسی‌تایید‌شدند‌)نتایج‌بدست‌آمده‌به‌وسیله‌بررسی‌میدانی‌و‌کانی

 
1 Sentinel 1 satellite 
2 Landsat 8 satellite 
3 Shuttle Radar Topography Mission 
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 ها با الگوریتم عملگرهای منطقی انجام شده در بارزسازی دگرسانی مطالعات  -2-6-2

هنزا‌بررسی‌‌ه‌‌زایی‌مس‌پورفیری‌را‌در‌محدوده‌کو‌کننده‌کانی،‌عوامل‌کنترل(1392)‌‌محبی‌و‌همکاران‌

کردند.‌در‌این‌پژوهش‌الگوریتم‌عملگرهای‌منطقی‌برای‌بارزسازی‌مناطق‌دگرسانی‌آرژیلیک‌و‌فیلیک‌و‌ماسک‌‌

پوشش مناطق‌ و‌‌‌‌کردن‌ آرژیلیک‌ دگرسانی‌ مناطق‌ همچنین‌ شد.‌ استفاده‌ روش‌‌گیاهی‌ وسیله‌ به‌ فیلیک‌

از‌دو‌روش‌به‌وسیله‌‌‌‌بردار‌زاویه‌طیفی‌بارزسازی‌شدند.‌با‌توجه‌به‌نتایج‌بدست‌آمده،‌مناطق‌دگرسانی‌نقشه‌

بردار‌زاویه‌طیفی‌‌نقاط‌معدنی‌تایید‌شدند‌و‌مناطقی‌که‌در‌آن‌هر‌دو‌روش‌الگوریتم‌عملگرهای‌منطقی‌و‌نقشه

‌(.‌1392زایی‌مس‌پورفیری‌را‌دارند‌)محبی‌و‌همکاران،‌یکدیگر‌را‌تایید‌کنند،‌بیشترین‌احتمال‌کانی

های‌مختلف‌مانند‌ترکیب‌رنگی‌کاذب،‌عملگرهای‌منطقی‌‌،‌به‌وسیله‌روش‌(1393)‌‌‌اخیانی‌و‌همکاران

بر‌روی‌دادهو‌روش‌نقشه مناطق‌دگرسانی‌آرژیلیک‌پیشرفته،‌آرژلیک‌متوسط،‌‌‌‌استر‌های‌‌بردار‌زاویه‌طیفی‌

چاه‌شیرین‌پرداختند.‌سپس‌نتایج‌بدست‌آمده‌را‌با‌‌-ه‌آتشفشانی‌نفوذی‌ترودفیلیک‌و‌پروپیلیتیک‌در‌منطق

های‌یادشده‌‌شناسی‌مقایسه‌کرده‌و‌برای‌ارزیابی‌صحت‌روش‌شناسی،‌مشاهدات‌میدانی‌و‌آنالیز‌کانینقشه‌زمین

نتایج‌این‌پژوهش،‌روش‌ به‌ با‌توجه‌ الگوریتم‌عملگ‌از‌ماتریس‌خطا‌و‌ضریب‌کاپا‌استفاده‌کردند.‌ رهای‌‌های‌

‌(.‌1393بردار‌زاویه‌طیفی‌دقت‌بالایی‌برای‌بارزسازی‌مناطق‌دگرسانی‌دارند‌)اخیانی‌و‌همکاران،‌‌منطقی‌و‌نقشه

و‌الگوریتم‌عملگرهای‌منطقی‌مناطق‌دگرسانی‌غنی‌‌‌‌استر‌،‌به‌وسیله‌تصاویر‌‌(1396)معصومی‌و‌رنجبر‌‌

شناسی‌پاریز‌بارزسازی‌کردند.‌این‌‌مینای‌از‌برگه‌زاز‌سیلیس،‌پروپیلیتیک،‌آرژیلیک‌و‌فیلیک‌را‌در‌منطقه

منطقه‌حاوی‌کانسارهای‌مس‌متعددی‌است.‌در‌این‌پژوهش‌مقادیر‌حدآستانه‌مورد‌استفاده‌در‌عملگرها‌بر‌‌

شناسی،‌آزمایشگاهی‌و‌بررسی‌آماری‌تعیین‌گردید.‌همچنین‌نتایج‌بدست‌آمده‌به‌وسیله‌‌اساس‌مطالعات‌زمین

‌(.‌1396ری‌و‌مشاهدات‌صحرایی‌تایید‌شدند‌)معصومی‌و‌رنجبر،‌‌برداشناسی،‌نمونهبررسی‌نقشه‌زمین‌

ژو‌ و‌ کانی(2017)‌‌ژنگ‌ مناطق‌ شناسایی‌ منظور‌ به‌ روش‌،‌ از‌ پورفیری‌ مس‌ الگوریتم‌‌سازی‌ های‌

مولفه تحلیل‌ و‌ منطقی‌ دگرسانیعملگرهای‌ مناطق‌ بارزسازی‌ برای‌ اصلی‌ و‌‌های‌ فیلیک‌ آرژیلیک،‌ های‌

بائوگوتو‌در‌چ برای‌‌پروپیلیتیک‌در‌منطقه‌ استفاده‌کردند.‌همچنین‌ کانسارهای‌معدنی‌است،‌ ین‌که‌شامل‌

‌2ساز‌انرژی‌مقید‌و‌کمینه‌‌1های‌فیلترگذاری‌انطباقی‌ها‌به‌وسیله‌روش‌های‌مرتبط‌با‌دگرسانیمقایسه،‌کانی

 
1 Mixture-Tuned Matched-Filtering 
2 Constrained Energy Minimization 
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شناسی‌‌بارزسازی‌شده‌است.‌مناطق‌بارزسازی‌شده‌از‌طریق‌مشاهده‌میدانی،‌طیف‌سنجی‌و‌مطالعات‌سنگ

ارزشمند‌هستند‌‌ اکتشافی‌ ادامه‌عملیات‌ برای‌ نتایج‌بدست‌آمده،‌مناطق‌معرفی‌شده‌ به‌ با‌توجه‌ تایید‌شد.‌

(Zhang and Zhou, 2017‌.)‌

 انجام شده در تشخیص آنومالی ژئوشیمیایی با روش زونالیته  مطالعات  -2-6-3

منطقه‌جبال‌بارز‌که‌‌‌‌1:100000شناسی‌‌،‌بر‌روی‌بخشی‌از‌نقشه‌زمین(2011)‌‌‌ی‌و‌همکارانئضیا‌

شامل‌ذخایر‌معدنی‌شهر‌بابک،‌کانسارهای‌مس‌پورفیری‌میدوک‌و‌سرچشمه‌است،‌بررسی‌ژئوشیمی‌معادن‌‌

 ,Cu, Zn, Ag, Pb, Au, Wای‌برای‌بررسی‌عناصر‌‌نمونه‌رسوبات‌آبراهه‌‌300را‌انجام‌دادند.‌در‌این‌پژوهش‌‌

As, Hg, Ba, Biو‌‌‌‌Moاصر‌سرب‌و‌روی‌به‌عنوان‌فوق‌کانسار‌و‌عناصر‌مس‌و‌نقره‌‌مورد‌بررسی‌قرار‌گرفت.‌عن‌‌

از‌شاخص‌زونالیته‌‌ و‌ 𝑃𝑏به‌عنوان‌تحت‌کانسار‌معرفی‌شدند‌ × 𝑍𝑛 𝐶𝑢 × 𝐴𝑔⁄کانی‌‌‌ سازی‌‌برای‌شناسایی‌

ها‌و‌‌های‌ژئوشیمی‌بدست‌آمده‌از‌روش‌زونالیته،‌گسلهای‌نشانگر‌لایهپنهان‌استفاده‌شد.‌به‌وسیله‌روش‌وزن

منطقه‌اندیس‌و‌کانسار‌مس‌پورفیری‌تلفیق‌‌‌‌15شناسی‌و‌‌حدهای‌سنگی،‌دگرسانی،‌ساختار‌زمینها،‌واخطواره

این‌روش‌با‌لایه‌ژئوشیمی‌عنصر‌مس‌‌‌‌،‌زایی‌بدست‌آمده‌است.‌برای‌مقایسهشده‌و‌نقشه‌پتانسیل‌مطلوب‌کانی

رد‌بهتری‌در‌تهیه‌‌نیز‌تکرار‌شد.‌بر‌اساس‌نتایج‌این‌پژوهش،‌مدل‌بدست‌آمده‌مبتنی‌بر‌روش‌زونالیته‌عملک

‌(.Ziaii et al., 2011سازی‌پنهان‌نسبت‌به‌مدل‌مبتنی‌بر‌عنصر‌مس‌دارد‌)‌نقشه‌پتانسیل‌و‌شناسایی‌کانی

نقره‌بروکن(2012)‌‌و‌همکاران‌‌همدانی به‌بررسی‌ذخیره‌سرب،‌روی‌و‌ هیل‌در‌استرالیا‌پرداخت.‌‌،‌

بر‌روی‌‌ را‌ ژئوشیمیایی‌ و‌‌‌‌2مقطع‌عرضی،‌‌‌‌4مطالعات‌ داد‌و‌‌‌‌2مقطع‌محوری‌ انجام‌ کانسار‌ از‌ مقطع‌طولی‌

‌‌77شناسی‌را‌در‌این‌مقاطع‌بررسی‌کرد.‌در‌این‌پژوهش‌‌شناسی،‌بافت‌و‌سنگتغییرات‌غلظت‌عناصر،‌کانی‌

بررسی‌شدند.‌‌‌Sbو‌‌‌‌Pb, Zn, As, Ag, Cu, Fe, Cd, S, Biحفاری‌با‌فواصل‌یک‌متر‌برداشت‌شد‌و‌عناصر‌‌

را‌‌‌‌Sو‌‌‌‌Pb, Zn, Cdعنوان‌عناصر‌معرف‌انتخاب‌کرد‌که‌عناصر‌‌‌‌سپس‌با‌بررسی‌تغییرات‌عمقی،‌ده‌عنصر‌را‌به‌

را‌به‌عنوان‌عناصر‌تحت‌کانسار‌معرفی‌کرد.‌با‌توجه‌به‌نتایج‌‌‌‌Agو‌‌‌‌Ar, Bi, Cuبه‌عنوان‌عناصر‌فوق‌کانسار‌و‌‌

‌( کانسار‌ فوق‌ به‌ کانسار‌ تحت‌ عناصر‌ ضربی‌ نسبت‌ آمده،‌ 𝐴𝑔بدست‌ × 𝐶𝑢 × 𝐵𝑖 𝑆 × 𝑃𝑏 × 𝑍𝑛⁄شاخص‌‌ ‌)

‌(.‌Hamedani et al., 2012ناسایی‌ذخیره‌در‌عمق‌و‌بررسی‌موقعیت‌سطح‌از‌فرسایش‌است‌)مناسبی‌برای‌ش‌
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متر‌از‌سطح‌زمین،‌بررسی‌‌‌‌800،‌کانسار‌مس‌اسکارن‌آنهوی‌در‌چین‌را‌با‌عمق‌‌(2014)‌‌لیو‌و‌همکاران‌

های‌‌مقطعهای‌مختلف‌‌در‌‌برداری‌در‌عمقژئوشیمیایی‌کردند.‌به‌منظور‌بررسی‌تغییرات‌غلظت‌عناصر،‌نمونه

‌‌50در‌‌‌‌200بندی‌منظم‌‌برداری‌سطحی‌به‌صورت‌شبکهعرضی‌و‌قائم‌مورد‌بررسی‌قرار‌گرفتند.‌علاوه‌بر‌نمونه

‌‌200گمانه‌برداشت‌کردند.‌با‌توجه‌به‌نتایج‌بدست‌آمده،‌غلظت‌مس‌و‌نقره‌از‌عمق‌‌‌‌5مغزه‌از‌‌‌‌308متر،‌تعداد‌‌

و‌آرسنیک‌نسبت‌به‌عمق،‌کاهش‌یافته‌است.‌‌‌‌معدنی‌افزایش‌و‌غلظت‌سربمتر‌از‌سطح‌زمین،‌به‌سمت‌ماده

ماده‌معدنی‌شاخص‌‌ به‌ نزدیک‌شدن‌ با‌ معرفی‌شد‌که‌ برای‌شناسایی‌ذخیره‌در‌عمق‌ 𝐴𝑠دو‌شاخص‌ 𝑇𝑒⁄‌‌

𝐶𝑢کاهش‌و‌شاخص‌ 𝐴𝑠⁄افزایش‌می‌‌(یابد‌Liu et al., 2014.)‌

آتود‌‌ه‌منظورب‌‌‌،(2015)‌‌هراز‌و‌همدی برای‌کانسار‌طلای‌ به‌‌‌‌ارائه‌یک‌مدل‌ژئوشیمیایی‌ در‌مصر،‌

عنصر‌‌‌‌11نمونه‌از‌سطح‌و‌سه‌افق‌مختلف‌برداشت‌شد‌و‌غلظت‌‌‌‌280های‌اولیه‌پرداختند.‌تعداد‌‌بررسی‌هاله

Au, U, Ag, Cu, S, Pb, As, Ba, Zn, Baو‌‌‌‌Coبندی‌‌زون‌شد.‌در‌این‌پژوهش‌به‌وسیله‌روش‌زونالیته‌‌بررسی‌‌‌‌

به‌عنوان‌عناصر‌فوق‌کانسار‌و‌اورانیوم‌و‌‌‌‌ها‌مشخص‌شد.‌عناصر‌سرب‌و‌مسعناصر‌در‌هاله‌‌،‌محوری‌و‌عرضی

‌‌7روی‌به‌عنوان‌عناصر‌تحت‌کانسار‌معرفی‌شدند.‌همچنین‌آنالیز‌فاکتوری‌را‌در‌منطقه‌بررسی‌کردند‌که‌‌

(‌‌U, S, Zn, Co(‌و‌)Ag, Zn, Co, Au, U, As, Sفاکتور‌شناسایی‌شد.‌فاکتور‌اول‌و‌دوم‌به‌ترتیب‌با‌عناصر‌)

معدنی‌است.‌با‌توجه‌به‌نتایج‌بدست‌آمده‌از‌این‌پژوهش،‌شاخص‌‌کنترل‌کننده‌مادهسازی‌و‌‌در‌ارتباط‌با‌کانی

𝑃𝑏 × 𝐶𝑢 𝑈 × 𝑍𝑛⁄بیشترین‌تغییرات‌را‌از‌سطح‌به‌عمق‌نشان‌داد‌و‌به‌عنوان‌بهترین‌شاخص‌برای‌تشخیص‌‌‌‌

‌(.‌Harraz and Hamdy, 2015سازی‌معرفی‌شد‌)ذخایر‌پنهان‌مشابه‌با‌این‌نوع‌کانی

های‌ژئوشیمیایی‌برای‌تخمین‌سطح‌از‌فرسایش‌در‌‌،‌به‌بررسی‌هاله(2019)‌‌مکارانپور‌و‌هامامعلی

سیستم‌‌‌‌های‌مهم‌منطقه‌مورد‌مطالعه،‌وجود‌یکانداز‌معدنی‌جیوه‌طوره‌در‌ایران‌پرداختند.‌از‌ویژگیچشم

در‌این‌‌شود.‌‌های‌برشی‌کنترل‌میشناسی‌و‌زونزایی‌است‌که‌به‌وسیله‌ساختارهای‌زمیندگرسانی‌و‌کانی

تعداد‌‌ از‌‌‌‌64پژوهش‌ نمونه‌‌13نمونه‌سنگی‌ فواصل‌‌پروفیل‌در‌یک‌شبکه‌ به‌ متر‌‌‌‌50در‌‌‌‌30برداری‌منظم‌

گیری‌کردند.‌‌را‌اندازه‌‌Auو‌‌‌‌Hg, As, Sb, Ag, Cu, Co, Ni, Pb, Zn, Ba, Mo, Biبرداشت‌شد‌و‌غلظت‌عناصر‌‌

فوق‌کانسار‌و‌عناصر‌کبالت،‌مس،‌نیکل،‌‌با‌بررسی‌تغییرات‌عمقی،‌عناصر‌آرسنیک،‌آنتیموان‌و‌نقره‌به‌عنوان‌‌

𝐴𝑠سرب‌و‌روی‌به‌عنوان‌تحت‌کانسار‌معرفی‌شده‌است.‌دو‌شاخص‌زونالیته‌‌ × 𝑆𝑏 × 𝐴𝑔 𝐶𝑢 × 𝐶𝑜 × 𝑁𝑖⁄‌‌
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𝑆𝑏و‌‌‌ × 𝐴𝑠 𝑃𝑏 × 𝑍𝑛⁄برای‌تعیین‌سطح‌از‌فرسایش‌استفاده‌شد.‌برای‌تعیین‌سطح‌از‌فرسایش،‌شاخص‌‌‌‌

شباهت‌دارد،‌مقایسه‌شد.‌این‌‌‌‌سازیاستاندارد‌که‌از‌لحاظ‌کانیزونالیته‌منطقه‌مورد‌مطالعه‌با‌یک‌ذخیره‌‌

و‌برای‌شاخص‌دوم‌‌‌‌001/0ها‌در‌کانسار‌اولگائوک‌بررسی‌شد‌که‌برای‌شاخص‌اول‌مقادیر‌بیشتر‌از‌‌شاخص

سازی‌پنهان‌است.‌میانگین‌مقدار‌شاخص‌زونالیته‌اول‌و‌دوم‌در‌منطقه‌مورد‌‌مقادیر‌بیشتر‌از‌یک،‌معرف‌کانی

است‌که‌مقدار‌شاخص‌زونالیته‌اول‌در‌مقایسه‌با‌کانسار‌اولگائوک،‌‌‌76/3و‌‌000198/0ترتیب‌برابر‌‌‌مطالعه‌به

دهنده‌‌تر‌از‌سطح‌فوقانی‌کانسار‌و‌بیشتر‌از‌سطح‌تحتانی‌کانسار‌است‌و‌برای‌شاخص‌زونالیته‌دوم‌نشان‌کم

رود‌با‌افزایش‌عمق،‌مقادیر‌‌ظار‌میسطحی‌بالاتر‌از‌فوق‌کانسار‌در‌مقایسه‌با‌کانسار‌اولگائوک‌است.‌همچنین‌انت

‌(.Imamalipour et al., 2019ها‌کاهش‌یابد‌)این‌شاخص

،‌روشی‌جدید‌برای‌شناسایی‌1،‌با‌ترکیب‌روش‌زونالیته‌و‌گرادیان‌غلظت‌(2019)‌‌ی‌و‌همکارانئضیا

زون‌تقسیم‌شد‌‌‌‌4مطالعه‌به‌‌سازی‌پنهان‌در‌منطقه‌کرور‌در‌بخشی‌از‌جبال‌بارز‌ارائه‌دادند.‌منطقه‌مورد‌‌کانی

 ,Cu, Zn, Ag, Pb, Au, W, Asگیری‌غلظت‌عناصر‌‌نمونه‌در‌شبکه‌سطحی‌برای‌اندازه‌‌932در‌این‌مناطق‌‌

Hg, Baو‌‌‌‌Bi6نمونه‌از‌‌‌‌1253محدوده‌مورد‌مطالعه،‌‌‌‌‌‌2زون‌برداری‌سطحی‌در‌‌برداشت‌شد.‌علاوه‌بر‌نمونه‌‌‌‌

ان‌غلظت‌شاخص‌ضربی‌عناصر‌فوق‌کانسار‌و‌عناصر‌تحت‌‌.‌برای‌بررسی‌روش‌گرادیشد‌گمانه‌اکتشافی‌برداشت‌‌

کانسار‌انتخاب‌شد‌که‌در‌آن‌عناصر‌سرب‌و‌روی‌معرف‌فوق‌کانسار‌و‌عناصر‌مس‌و‌نقره‌معرف‌تحت‌کانسار‌‌

سازی‌پنهان‌و‌مقادیر‌‌تر‌از‌یک‌معرف‌کانیاست.‌با‌توجه‌به‌نتایج‌بدست‌آمده،‌مقدار‌شاخص‌زونالیته‌بزرگ

‌.(Ziaii et al., 2019)‌سازی‌پراکنده‌استکانی‌تر‌از‌یک‌بیانگرکوچک

،‌با‌استفاده‌از‌شاخص‌زونالیته‌و‌مدل‌فرکتال،‌شاخص‌جدیدی‌برای‌‌(2020یاری‌و‌همکاران‌)علی

‌‌91نمونه‌خاک‌درجا‌و‌‌‌‌522مولیبدن‌در‌کمربند‌ماگمایی‌کرمان‌ارائه‌کردند.‌تعداد‌‌-‌کانسارهای‌مس‌پورفیری

عنصر‌مرتبط‌با‌مس‌پورفیری‌مورد‌‌‌‌44متر‌برای‌‌‌‌100در‌‌‌‌100بندی‌منظم‌‌شبکهنمونه‌سنگ‌برداشت‌شده‌در‌‌

استخراج‌شد‌که‌‌‌‌F2-3و‌‌‌‌F1-3مرحله‌آنالیز‌فاکتوری،‌فاکتورهای‌‌‌‌3بررسی‌قرار‌گرفت.‌در‌این‌پژوهش‌پس‌از‌‌

است.‌بر‌اساس‌فاکتورها،‌‌‌‌Cu-Moو‌فاکتور‌دوم‌شامل‌‌‌‌Asو‌‌‌‌‌‌Pb, Zn, Au, Ag, Mn, Cdفاکتور‌اول‌شامل

𝐹1نسبت‌‌ − 3 𝐹2 − به‌عنوان‌یک‌شاخص‌زونالیته‌توسعه‌یافته‌معرفی‌شد.‌همچنین‌شاخص‌زونالیته‌‌‌‌⁄3

 
1 Concentration gradient 
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𝑃𝑏متداول‌نیز‌به‌وسیله‌‌ × 𝑍𝑛 𝐶𝑢 × 𝑀𝑜⁄‌.های‌زونالیته‌به‌وسیله‌مدل‌فرکتال‌‌در‌انتها‌شاخص‌محاسبه‌شد

های‌‌ست‌آمده‌تطابق‌خوبی‌با‌واحدهای‌آتشفشانی،‌نمونهبندی‌شدند.‌مناطق‌اصلی‌آنومالی‌بد‌اندازه‌طبقه-تعداد

‌(.Aliyari et al., 2020های‌اکتشافی‌دارد‌)کانسنگ‌معدنی‌و‌گمانه

 انجام شده در کاربرد یادگیری عمیق در اکتشاف ژئوشیمیایی  مطالعات  -2-6-4

جهت‌بارزسازی‌آنومالی‌‌‌‌خودرمزنگار‌عمیقمتال‌آهن‌از‌‌،‌برای‌شناسایی‌ذخایر‌پلی(2016)ژیانگ‌و‌زو‌‌

خودرمزنگار‌‌ای‌دارد،‌استفاده‌کردند.‌در‌این‌پژوهش‌‌شناسی‌پیچیدهژئوشیمیایی‌فوجیان‌در‌چین‌که‌زمین

های‌ژئوشیمیایی‌با‌توزیع‌احتمال‌چند‌متغیره‌پیچیده‌ناشناخته،‌آموزش‌‌برای‌رمزنگاری‌و‌بازنمایی‌داده‌‌عمیق

های‌بولتزمن‌محدود‌‌ماشین‌‌ابتداسه‌بخش‌تشکیل‌شده‌است.‌‌از‌‌‌‌خودرمزنگار‌عمیقداده‌شده‌است.‌معماری‌‌

ترتیب‌برای‌وزن‌1پیوسته‌ به‌ اولیه‌شبکه‌آموزش‌داده‌می،‌ ایجاد‌‌های‌ برای‌ ‌خودرمزنگار‌عمیقشود‌و‌سپس‌

شود.‌در‌انتها‌کل‌شبکه‌عمیق‌از‌طریق‌تنظیم‌دقیق‌آموزش‌داده‌شده‌است.‌پارامترهای‌شبکه‌بر‌‌تفکیک‌می

تن خطا‌ کاهش‌ شناس‌اساس‌ برای‌ مفیدی‌ شاخص‌ آنومالی،‌ امتیاز‌ یا‌ بازنمایی‌ خطای‌ و‌ است‌ شده‌ یی‌‌اظیم‌

متال‌آهن‌است.‌همچنین‌نتایج‌بدست‌آمده‌‌سازی‌پلی‌های‌ژئوشیمیایی‌چند‌متغیره‌در‌ارتباط‌با‌کانیآنومالی

ند.‌مناطق‌‌مقایسه‌شد‌و‌هر‌دو‌نتایج‌مشابه‌داشتهای‌بولتزمن‌محدود‌پیوسته‌‌ماشینبا‌‌‌‌خودرمزنگار‌عمیق‌از‌‌

کانسار‌آهن‌نوع‌اسکارن‌تطابق‌خوبی‌با‌نقشه‌آنومالی‌بدست‌آمده‌دارد‌که‌نشان‌از‌ارتباط‌بین‌مناطق‌آنومالی‌‌

‌(.Xiong and Zuo, 2016سازی‌آهن‌است‌)با‌کانی

های‌ژئوشیمیایی‌مرتبط‌با‌ذخایر‌آهن‌منطقه‌‌،‌به‌منظور‌شناسایی‌آنومالی(‌2019چن‌و‌همکاران‌)

مبتنی‌بر‌ناهمگنی‌فضایی‌زمینه‌به‌نام‌رویکرد‌چندگانه‌‌‌خودرمزنگارفوجیان‌در‌چین‌از‌یک‌رویکرد‌جدید‌در‌

استفاده‌کرد.‌در‌شناسایی‌آنومالی‌ژئوشیمیایی‌چند‌متغیره،‌مقدار‌زمینه‌‌‌‌2خودرمزنگار‌فضایی‌محدود‌کننده

در‌شناسایی‌الگوهای‌ژئوشیمیایی‌چند‌متغیره‌غیرخطی‌و‌جداسازی‌آنومالی‌از‌زمینه‌‌باعث‌کاهش‌قابلیت‌مدل‌‌

-‌کاشود.‌همچنین‌برای‌بررسی‌ناهمگنی‌فضایی‌زمینه‌ژئوشیمیایی،‌منطقه‌مورد‌مطالعه‌به‌وسیله‌روش‌‌می

ق‌دارند.‌‌،‌فیلتر‌فضایی‌و‌ادغام‌فضایی‌به‌چند‌قسمت‌تقسیم‌شد‌که‌از‌لحاظ‌الگوی‌زمینه‌با‌هم‌تطابمیانگین

 
1 Restricted Boltzmann Machines (RBM) 
2 Spatially Constrained Multi-Autoencoder (SCMA) 
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اثر‌زمینه‌حذف‌و‌اثرات‌وزندر‌هر‌کدام‌از‌این‌بخش‌‌خودرمزنگارسپس‌‌ های‌ابتدایی‌شروع‌‌ها‌اجرا‌شده‌تا‌

بین‌‌ اقلیدسی‌ فاصله‌ از‌ آنومال،‌ مناطق‌ شناسایی‌ برای‌ معیاری‌ عنوان‌ به‌ آنومالی‌ امتیاز‌ یابد.‌ کاهش‌ شبکه‌

با‌توجه‌به‌نتایج‌بدست‌آمده،‌روش‌معرفی‌‌های‌ژئوشیمیایی‌اصلی‌و‌بارزسازی‌شده‌محاسبه‌شده‌است.‌‌ویژگی

های‌دیگر‌در‌منطقه‌مورد‌‌سازی‌آهن‌در‌مقایسه‌با‌روش‌شده‌عملکرد‌و‌دقت‌بهتری‌در‌تشخیص‌مناطق‌کانی

‌(.Chen et al., 2019aمطالعه‌داشته‌است‌)

چین‌‌سازی‌آهن‌منطقه‌فوجیان‌در‌‌،‌به‌منظور‌شناسایی‌مناطق‌با‌اهمیت‌کانی(2019)چن‌و‌همکاران‌‌

های‌ساختاری‌و‌فضایی‌به‌عنوان‌‌استفاده‌کردند.‌بدین‌منظور‌از‌ویژگی‌‌1از‌شبکه‌خودرمزنگار‌چندگانه‌پیچشی‌

یک‌مولفه‌اصلی‌برای‌تشخیص‌زمینه‌در‌منطقه‌مورد‌مطالعه‌استفاده‌کردند‌که‌منجر‌به‌ارائه‌یک‌مفهوم‌و‌‌

شبکه‌عصبی‌‌و‌‌‌2از‌خودرمزنگار‌چندگانهروش‌جدید‌در‌شناسایی‌آنومالی‌ژئوشیمیایی‌شد.‌این‌شبکه‌ترکیبی‌‌

شود.‌در‌ابتدا‌فرآیند‌موسوم‌به‌سفیدکاری‌که‌در‌آن‌‌است‌که‌آموزش‌آن‌در‌سه‌مرحله‌انجام‌می‌‌همگشتی

شود.‌به‌دلیل‌اینکه‌انتخاب‌اندازه‌‌همبستگی‌بین‌عناصر‌ژئوشیمیایی‌به‌حداقل‌رسیده‌و‌تاثیر‌زمینه‌حداقل‌می

برای‌‌‌Moran’s Iمسائل‌دشوار‌این‌شبکه‌است،‌برای‌رفع‌آن‌از‌شاخص‌‌پنجره‌در‌شبکه‌همگشتی‌یکی‌از‌‌

یک‌‌ انتها‌ در‌ شد.‌ استفاده‌ شبکه‌ در‌ فضایی‌ ساختار‌ پیچشی‌‌تشخیص‌ چندگانه‌ یادگیری‌‌خودرمزنگار‌ برای‌

الگوهای‌ساختاری‌و‌فضایی‌و‌همچنین‌تشخیص‌زمینه‌برای‌هر‌عنصر‌ایجاد‌شد.‌در‌این‌پژوهش‌این‌روش‌به‌‌

استفاده‌شده‌است‌و‌به‌‌‌‌3O2Feو‌‌‌‌Cu, Mg, Pb, Znای‌برای‌عناصر‌‌های‌ژئوشیمیایی‌آبراههونهوسیله‌بررسی‌نم

های‌مفید‌بارزسازی‌شده‌است.‌با‌توجه‌به‌نتایج‌بدست‌آمده،‌شبکه‌خودرمزنگار‌‌وسیله‌امتیاز‌آنومالی،‌ویژگی‌

آهن‌شناخته‌شده‌در‌منطقه‌‌درصد‌بیشترین‌تطابق‌مکانی‌را‌با‌کانسارهای‌‌‌‌17بینی‌‌و‌منطقه‌پیش‌‌89/0با‌دقت‌‌

‌(.Chen et al., 2019bمورد‌مطالعه‌دارد‌)

سازی‌منطقه‌فوجیان‌در‌چین‌از‌‌های‌مربوط‌به‌کانی،‌برای‌استخراج‌ویژگی(2020)‌لوو‌و‌همکاران‌‌

‌‌3O2Feو‌‌‌‌Zn, Mn, Pb, Cuها‌از‌عناصر‌‌در‌توزیع‌عناصر‌ژئوشیمیایی‌استفاده‌کردند.‌ویژگی‌‌خودرمزنگار‌متغیر‌

ها‌با‌یکدیگر‌ادغام‌و‌نقشه‌آنومالی‌منطقه‌بر‌‌سازی‌است‌استخراج‌شدند.‌سپس‌این‌ویژگیکه‌مرتبط‌با‌کانی

متال‌‌سارهای‌پلیآنومال‌بدست‌آمده‌همبستگی‌خوبی‌با‌کان‌‌مناطقهای‌ژئوشیمیایی‌حاصل‌شد.‌‌اساس‌داده

 
1 Multi-Convolutional Autoencoder (MCA) 
2 Multi-Autoencoder (MAE) 
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خودرمزنگار‌‌ها‌در‌مقایسه‌با‌‌در‌شناسایی‌آنومالی‌‌خودرمزنگار‌متغیرآهن‌دارد.‌بر‌اساس‌نتایج‌بدست‌آمده،‌روش‌‌

خودرمزنگار‌‌که‌در‌مطالعات‌گذشته‌در‌منطقه‌استفاده‌شده‌است،‌عملکرد‌بهتری‌دارد‌و‌مناطقی‌که‌‌‌‌عمیق

‌(.Luo et al., 2020اسایی‌کرده‌است‌)ها‌ناتوان‌است‌را‌به‌خوبی‌شندر‌شناسایی‌آن‌عمیق

-و‌یادگیری‌انتقالی‌را‌بر‌اساس‌نقشه‌‌‌شبکه‌عصبی‌همگشتی،‌روشی‌مبتنی‌بر‌‌(2020)‌‌لی‌و‌همکاران‌

یابی‌طلا‌‌ای‌ژئوشیمیایی‌به‌منظور‌ارائه‌یک‌مدل‌برای‌شناسایی‌دقیق‌کانسارهای‌شناخته‌شده‌و‌پتانسیله

مس‌است،‌ارائه‌کردند.‌در‌‌-شامل‌چندین‌کانسار‌و‌اندیس‌طلاگواندیان‌در‌چین‌که‌‌-‌در‌منطقه‌ژانگ‌بالینگ

ها،‌‌های‌ژئوشیمیایی‌چند‌متغیره‌و‌هالهبندی‌آنومالیهای‌فضایی‌و‌ساختاری،‌زوناین‌روش‌با‌ترکیب‌ویژگی

بالاتر‌‌یابد‌که‌باعث‌همگرایی‌و‌بهبود‌مدل‌و‌دقت‌‌ها‌و‌معادن‌در‌شبکه‌کاهش‌میتاثیر‌مناطق‌کانسارها،‌اندیس

شود.‌افزودن‌عناصر‌بیشتر‌به‌مجموعه‌آموزش،‌اثر‌بخشی‌شناسایی‌آنومالی‌ژئوشیمیایی‌‌در‌نقشه‌پتانسیل‌می

است‌و‌‌‌‌1/0درصد‌و‌مقدار‌خطا‌کمتر‌از‌‌‌‌99بخشد.‌بر‌اساس‌نتایج‌ارائه‌شده،‌دقت‌شبکه‌بیش‌از‌‌را‌بهبود‌می

طق‌با‌آنومالی‌بالا‌شناسایی‌شده‌است.‌همچنین‌‌ها‌در‌نقشه‌بدست‌آمده‌جزو‌منادرصد‌از‌کانسارها‌و‌اندیس‌‌88

چندین‌بخش‌از‌منطقه‌مورد‌مطالعه‌برای‌بررسی‌اکتشافی‌بیشتر‌برای‌عناصر‌مس‌و‌طلا‌معرفی‌شده‌است‌‌

(Li et al., 2020.)‌

همکاران و‌ شبکه(2021)‌‌ژنگ‌ داده،‌ علم‌ بررسی‌ به‌ خودرمزنگار‌‌،‌ عصبی‌‌و‌‌‌‌همگشتیهای‌ شبکه‌

‌‌ میوو‌در‌چین‌پرداختند.-های‌یکسان‌در‌منطقه‌هزوشناسی‌با‌ویژگیت‌زمینبرای‌چندین‌اطلاعا‌‌همگشتی

‌‌Wو‌‌‌‌Au, As, Sb, Hg, Ba, Co, Pb, Mo, Zn, Agای‌برای‌عناصر‌‌نمونه‌رسوبات‌آبراهه‌‌9041بدین‌منظور‌‌

ارتباط‌خوبی‌‌‌‌Agو‌‌‌‌Sb, Cu, Au, Asقرار‌گرفتند‌که‌عناصر‌‌‌‌های‌اصلی‌تحلیل‌مولفه‌تحت‌بررسی‌تکینگی‌و‌‌

های‌‌برای‌تشخیص‌تکه‌‌خودرمزنگار‌همگشتیسازی‌در‌منطقه‌مورد‌مطالعه‌داشتند.‌در‌ابتدا‌دو‌شبکه‌‌کانی‌‌با

سنگ و‌ گسل‌ تا‌ )فاصله‌ شده‌ مرجع‌ زمین‌ تکینگی‌‌تصاویر‌ شاخص‌ نفوذی،‌ ،‌‌Agو‌‌‌‌Sb, Cu, Au, Asهای‌

خته‌شد‌که‌دارای‌خطای‌‌لایه‌سا‌‌9(‌به‌وسیله‌‌های‌اصلیتحلیل‌مولفه‌های‌اول‌و‌دوم‌بدست‌آمده‌از‌روش‌‌مولفه

کانی‌‌ با‌ مرتبط‌ که‌ بودند‌ بالایی‌ شبکه،‌‌بازنمایی‌ پارامترهای‌ بودن‌ بهینه‌ برای‌ هستند.‌ خودرمزنگار‌سازی‌

های‌آموزش‌متفاوت‌بررسی‌شد.‌همچنین‌برای‌قابل‌اطمینان‌بودن‌نتایج،‌‌با‌معماری‌و‌تعداد‌دوره‌‌همگشتی

از‌نقشه از‌‌‌‌سازی‌استفاده‌شد.های‌شاهد‌کانیترکیبی‌ نتایج‌بدست‌آمده‌ به‌ ،‌‌خودرمزنگار‌همگشتیبا‌توجه‌
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خودرمزنگار‌‌مناطق‌با‌خطای‌بارزسازی‌بالا‌و‌کم‌به‌ترتیب‌معرف‌آنومالی‌و‌زمینه‌است.‌نتایج‌بدست‌آمده‌از‌‌

همبستگی‌‌‌‌شبکه‌عصبی‌همگشتینیز‌استفاده‌شد‌و‌نتایج‌بدست‌آمده‌از‌‌‌‌شبکه‌عصبی‌همگشتیدر‌‌‌‌همگشتی

مکانی‌قوی‌با‌ذخایر‌شناخته‌شده‌طلا‌در‌منطقه‌مورد‌مطالعه‌نشان‌داده‌است.‌با‌توجه‌به‌عملکرد‌روش‌استفاده‌‌

برداری‌از‌مناطق‌با‌پتانسیل‌معدنی‌‌شده‌در‌این‌پژوهش،‌نویسندگان‌این‌روش‌را‌یک‌رویکرد‌بالقوه‌برای‌نقشه

‌(.Zhang et al., 2021aمعرفی‌کردند‌)

های‌یادگیری‌ماشین‌‌،‌تعداد‌زیادی‌نمونه‌آموزشی‌برای‌استفاده‌در‌الگوریتم(2021)‌‌ژنگ‌و‌همکاران

سازی‌یک‌‌های‌ژئوشیمیایی‌منطقه‌فوجیان‌در‌چین‌ایجاد‌کردند.‌کانیبه‌خصوص‌یادگیری‌عمیق‌برای‌داده

زمین نمونهرویداد‌ کمبود‌ به‌ منجر‌ که‌ است‌ نادر‌ میشناسی‌ آموزش‌ تعداد‌‌های‌ دلیل‌ همین‌ به‌ کمی‌‌شود.‌

یابی‌و‌بررسی‌ژئوشیمیایی‌استفاده‌شده‌است.‌در‌این‌‌یادگیری‌ماشین‌در‌پتانسیلشده‌‌های‌نظارت‌‌الگوریتم

سازی‌از‌یک‌روش‌جدید‌حاصل‌‌های‌ژئوشیمیایی‌چند‌متغیره‌در‌ارتباط‌با‌کانیپژوهش‌برای‌تشخیص‌آنومالی

ها،‌‌در‌ابتدا‌به‌وسیله‌ویژگی‌پیکسل‌‌ها‌استفاده‌شد.پیکسلبا‌ویژگی‌‌‌‌1از‌ترکیب‌شبکه‌عصبی‌پیچشی‌عمیق‌

لایه‌ایجاد‌و‌‌‌‌15را‌با‌‌‌‌شبکه‌عصبی‌همگشتیدار‌کافی‌برای‌آموزش‌شبکه‌ایجاد‌شد.‌سپس‌‌های‌برچسبداده

های‌ژئوشیمیایی‌آموزش‌دادند.‌با‌توجه‌به‌نتایج‌‌های‌بدست‌آمده‌از‌مرحله‌قبل‌برای‌تشخیص‌آنومالیبا‌داده

ئوشیمیایی،‌ارتباط‌مکانی‌نزدیکی‌با‌ذخایر‌معدنی‌شناخته‌شده‌دارد‌که‌نشان‌‌های‌ژبدست‌آمده،‌نقشه‌آنومالی

یابی‌مواد‌معدنی‌است‌‌های‌ژئوشیمیایی‌و‌پتانسیلدر‌تشخیص‌آنومالیشده‌‌های‌نظارت‌‌دهنده‌کاربرد‌الگوریتم

(Zhang et al., 2021b‌.)‌

‌

 
1 Deep Convolutional Neural Network 
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 وم سفصل 

شناسی‌و‌دورسنجی‌مناطق‌مورد‌مطالعهبررسی‌زمین
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 مقدمه -3-1

-‌.‌کمربند‌ارومیه‌شده‌استدر‌این‌پژوهش‌الگوی‌مورد‌نظر‌با‌بررسی‌مناطق‌سونگون‌و‌آستامال‌ارائه‌‌

د.‌زون‌ماگمایی‌‌ترین‌کمربند‌فلزای‌ایران‌است‌و‌تعداد‌زیادی‌کانسار‌مس‌پورفیری‌در‌آن‌وجود‌دار‌دختر‌مهم

ارسباران،‌کمربند‌مس‌‌-سازی‌مس‌پورفیری‌به‌سه‌بخش‌کمربند‌مس‌پورفیری‌اهر‌ارومیه‌دختر‌از‌لحاظ‌کانی

شود.‌مناطق‌سونگون‌و‌آستامال‌در‌کمربند‌مس‌‌یزد‌و‌کمربند‌مس‌پورفیری‌کرمان‌تقسیم‌می-پورفیری‌ساوه

ترین‌مناطق‌ایران‌برای‌اکتشاف‌کانسارهای‌‌انسیلارسباران‌قرار‌دارند.‌این‌کمربند‌یکی‌از‌پرپت‌-پورفیری‌اهر

‌(.Zürcher et al., 2019طلای‌پورفیری‌است‌)-مولیبدن‌و‌مس‌-مس

سازی‌آهن‌و‌‌ها‌و‌بازرسازی‌کانیشناسی‌و‌دورسنجی‌شامل‌استخراج‌خطوارهابتدا‌زمین‌‌در‌این‌فصل‌

برداری‌در‌شبکه‌سطحی‌و‌عمقی‌در‌مناطق‌سونگون‌و‌آستامال‌بررسی‌شده‌است.‌‌سپس‌نمونهو‌‌ها‌‌دگرسانی

سازی‌پنهان‌بوده،‌‌تشخیص‌کانی‌‌ای‌از‌مطالعات‌انجام‌شده‌در‌مناطق‌سونگون‌و‌آستامال‌که‌در‌پیشینهدر‌انتها‌‌

‌بررسی‌شده‌است.‌‌

 شناسی و دورسنجی در مناطق مورد مطالعهزمین -3-2

عنوان‌دو‌منطقه‌چالش‌بر‌انگیز‌برای‌بررسی‌موضوع‌پژوهش‌انتخاب‌‌‌‌مناطق‌سونگون‌و‌آستامال‌به

به‌منظور‌‌شناسی‌این‌دو‌منطقه‌معرفی‌شده‌و‌سپس‌‌های‌عمومی‌زمین.‌در‌این‌بخش‌ابتدا‌ویژگیشده‌است

به‌وسیله‌دورسنجی‌‌ها‌‌ها‌و‌دگرسانی،‌خطوارهشناسی‌و‌دگرسانی‌در‌مناطق‌مورد‌مطالعهبررسی‌مطالعات‌زمین

 .شده‌استام‌از‌این‌مناطق‌بارزسازی‌در‌هر‌کد‌

 منطقه آستامال -3-2-1

تبریز‌و‌‌‌‌70منطقه‌روستایی‌آستامال‌در‌‌ کیلومتری‌شمال‌شرقی‌خاروانا‌قرار‌‌‌‌25کیلومتری‌شمال‌

.‌آستامال‌‌نشان‌داده‌شده‌است‌‌آستامال‌‌‌ه‌های‌دسترسی‌به‌منطقموقعیت‌جغرافیایی‌و‌راه‌‌1-‌3شکل‌‌‌‌.‌در‌دارد

گوزای‌بلندترین‌قله‌آن‌با‌‌های‌عمیق‌است‌که‌قره‌های‌پرشیب‌و‌درهتوپوگرافی‌کوهستانی،‌دامنهای‌با‌‌منطقه

 است.‌متر‌‌2600ارتفاع‌
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‌
 های‌دسترسی‌به‌مناطق‌آستامال‌و‌سونگون:‌موقعیت‌جغرافیایی‌و‌راه1-3شکل‌

در‌‌ دارد.‌ تاریخی‌ ریشه‌ منطقه‌ این‌ در‌ مس‌ دو‌‌استخراج‌ آستامال،‌ روستای‌ غربی‌ شمال‌ قسمت‌

کیلومتری‌از‌شمال‌روستا،‌گواهی‌بر‌‌‌‌3کاری‌قدیمی‌در‌فاصله‌یک‌کیلومتر‌از‌یکدیگر‌و‌معدن‌گویران‌در‌‌کنده‌

های‌مس‌با‌مقادیر‌اندکی‌از‌‌های‌استخراج‌شده‌قدیمی،‌کربناتسازی‌مس‌در‌این‌منطقه‌است.‌در‌‌بخشکانی

شود‌که‌درون‌آهک‌تکتونیزه‌رخ‌داده‌است.‌بررسی‌زمین‌شناسی،‌اکتشاف‌‌سازی‌کالکوپیریت‌دیده‌میکانی

چکشی‌و‌ژئوشیمیایی‌در‌آستامال‌توسط‌مهندسین‌مشاور‌کانساران‌انجام‌و‌پیشنهادهایی‌برای‌کارهای‌آینده‌‌

چند‌‌ همراه‌ به‌ گریگوریان‌ سپس‌ است.‌ نداشته‌ خوبی‌ نتایج‌ امیدبخش،‌ نقاط‌ تشخیص‌ در‌ ولی‌ شد،‌ ارائه‌

های‌زونالیته‌ژئوشیمیایی‌را‌انجام‌دادند‌و‌در‌‌سازی‌در‌آستامال،‌پژوهشه‌منظور‌شناسایی‌کانیژئوشیمیست‌ب

‌(.‌1378سازی‌اعلام‌کردند‌)خوئی‌و‌همکاران،‌انتها،‌این‌منطقه‌را‌عقیم‌از‌کانی

ها‌در‌‌ترین‌رخنمون‌سنگدهد‌که‌قدیمی‌شناسی‌منطقه‌آستامال‌را‌نشان‌مینقشه‌زمین‌‌2-3شکل‌‌

آتشفشانی‌کرتاسه‌است.‌به‌طور‌کلی‌این‌بخش‌به‌دو‌واحد‌تقسیم‌شده‌است.‌‌-واحدهای‌رسوبی‌‌‌این‌منطقه،

های‌آهک‌مارنی‌که‌‌لایهسنگ‌به‌رنگ‌سبز‌زیتونی‌و‌گاه‌خاکستری‌با‌میانیک‌لایه‌تناوبی‌از‌مارن‌و‌ماسه

ت.‌بخش‌پایانی‌های‌نازک‌و‌متوسط‌آهک‌اس‌کنند.‌واحدهای‌دیگر‌شامل‌لایهها‌را‌قطع‌می‌هایی،‌آندایک

ها‌به‌کرتاسه‌پیشین،‌با‌استناد‌به‌‌های‌ولکانوسدیمنتری‌به‌وجود‌آمده‌است‌که‌وابستگی‌آنکرتاسه‌از‌نهشته

‌های‌یافت‌شده‌در‌آن‌انجام‌شده‌است.‌فسیل
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‌
‌(‌Mehrpartou et al, 1992:‌نقشه‌زمین‌شناسی‌منطقه‌آستامال‌)2-3شکل‌

 ها در منطقه آستامال استخراج خطواره  -3-2-1-1

مادون‌قرمز‌‌-محدوده‌مرئیبر‌روی‌باندهای‌‌‌‌های‌اصلیتحلیل‌مولفه‌روش‌‌‌‌ENVIافزار‌‌به‌وسیله‌نرم

و‌نمودار‌بردار‌ویژه‌را‌در‌منطقه‌آستامال‌نشان‌‌‌‌PC1تصویر‌‌‌‌3-3شکل‌‌در‌‌.‌‌ه‌استاعمال‌شد‌‌‌استرتصویر‌‌‌‌نزدیک

-NW)‌‌135و‌‌‌‌45‌‌(NE-SW)‌،‌‌90‌‌(E-W‌)،‌‌(‌N-S)‌‌0های‌‌جهت‌با‌آزیموت‌‌4دار‌در‌‌.‌فیلتر‌جهتداده‌شده‌است

SE)برای‌بارزسازی‌عوارض‌بر‌روی‌تصویر‌‌‌‌PC1افزار‌‌(‌و‌سپس‌به‌وسیله‌نرم4-3)شکل‌‌‌‌هاعمال‌شد‌‌‌PCI 

Geomatica(‌برای‌پارامترهای‌مدل‌‌2017دیری‌و‌همکاران‌)و‌مقادیر‌پیشنهادی‌ا‌‌LINEها‌در‌هر‌‌،‌خطواره

های‌‌ادغام‌شدند‌و‌بخش‌‌GISافزار‌‌های‌بدست‌آمده‌در‌نرم.‌در‌انتها‌خطوارهه‌استکدام‌از‌جهات‌استخراج‌شد‌

ها‌‌پراکندگی‌خطواره‌‌5-‌3.‌در‌شکل‌‌شده‌استشناسی‌مانند‌رودخانه‌و‌جاده،‌حذف‌‌تکراری‌و‌خطوط‌غیر‌زمین

ها‌در‌منطقه‌آستامال‌نشان‌داده‌شده‌است.‌با‌توجه‌به‌تراکم‌‌و‌جهت‌خطواره‌‌استربر‌روی‌تصویر‌ترکیب‌رنگی‌‌

سازی‌در‌منطقه‌آستامال‌وجود‌دارد.‌همچنین‌‌ها‌در‌این‌منطقه،‌پتانسیل‌ساختاری‌برای‌کانیو‌تقاطع‌خطواره

‌جنوب‌غربی‌است.-ها‌عموما‌شمال‌شرقیجهت‌خطواره
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؛‌)ب(‌‌استرتصاویر‌‌مادون‌قرمز‌نزدیک-محدوده‌مرئی‌بر‌روی‌باندهای‌‌‌های‌اصلی‌تحلیل‌مولفه‌:‌)الف(‌بردار‌ویژه‌روش‌‌3-3شکل‌

‌در‌منطقه‌آستامال‌‌‌PC1تصویر‌

 
در‌منطقه‌‌‌PC1ر‌روی‌تصویر‌)د(‌ب‌‌NW-SE)ج(‌و‌‌‌E-W)ب(،‌‌NE-SW)الف(،‌‌‌N-Sجهت‌‌4دار‌در‌:‌فیلتر‌جهت4-3شکل‌

‌آستامال
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‌
‌در‌منطقه‌آستامال‌استرها‌بر‌روی‌تصویر‌ترکیب‌رنگی‌ها؛‌)ب(‌نقشه‌پراکندگی‌خطواره:‌)الف(‌جهت‌خطواره5-3شکل‌

 ها در منطقه آستامال سازی آهن و دگرسانی بارزسازی کانی -2- 3-2-1

زون به‌ توجه‌ کانیهای‌‌با‌ وجود‌ پورفیری‌ مس‌ مس‌‌دگرسانی‌ تشکیل‌ برای‌ منطقه‌ در‌ آهن‌ سازی‌

‌‌مادون‌قرمز‌نزدیک‌-محدوده‌مرئیپورفیری‌اهمیت‌بالایی‌دارد.‌به‌وسیله‌روش‌نسبت‌باندی‌بر‌روی‌باندهای‌‌

قرمز‌کوتاه‌و‌‌ مادون‌ فریک‌‌‌‌استرتصویر‌‌‌‌محدوده‌ مناطق‌حاوی‌آهن‌ مناطق‌پوشش‌گیاهی،‌ و‌ماسک‌کردن‌

(𝐵1/𝐵2آه‌،)‌(ن‌فروس‌𝐵5/𝐵3‌(و‌اکسید‌آهن‌فریک‌‌)𝐵4/𝐵3در‌منطقه‌آستامال‌بارزسازی‌‌‌)شده‌است‌‌‌

‌(.6-3)شکل‌
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‌:‌)الف(‌آهن‌فریک؛‌)ب(‌آهن‌فروس؛‌)ج(‌اکسید‌آهن‌فریک‌در‌منطقه‌آستامال6-3شکل‌

کلسدونی‌و‌اپال(،‌دگرسانی‌پروپیلیتیک‌‌مناطق‌دگرسانی‌غنی‌از‌سیلیس‌)هیدروسیلیکا،‌‌‌‌7-3شکل‌‌در‌‌

-‌های‌آلونیتاپیدوت‌به‌صورت‌مجزا،‌دگرسانی‌آرژیلیک‌با‌حضور‌کانی-های‌کربنات‌و‌کلریتدر‌ارتباط‌با‌کانی

کانی با‌ فیلیک‌ دگرسانی‌ و‌ سرسیتکائولینیت‌ شاخص‌ الگوریتم‌-های‌ وسیله‌ به‌ که‌ را‌ عملگرهای‌‌‌‌مسکویت‌

‌‌استر‌بر‌روی‌تصویر‌‌‌‌حرارتیو‌‌‌‌محدوده‌مادون‌قرمز‌کوتاه ,ن‌قرمز‌نزدیکمادو‌-محدوده‌مرئیباندهای‌‌‌‌و‌منطقی‌‌

(،‌از‌تصاویر‌‌2013.‌لازم‌به‌ذکر‌است‌مارس‌)داده‌شده‌استبارزسازی‌شده‌است‌را‌در‌منطقه‌آستامال‌نشان‌‌

های‌سیاه‌از‌‌با‌سطح‌تصحیح‌متفاوت‌نسبت‌به‌تصاویر‌این‌پژوهش‌استفاده‌کرده‌و‌به‌منظور‌حذف‌پیکسل
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در‌الگوریتم‌استفاده‌نموده‌است.‌در‌تصاویر‌مورد‌استفاده‌در‌این‌پژوهش،‌پیکسلی‌‌‌‌‌‌and (b4 gt 260)عبارت

شود.‌بدین‌ترتیب‌عبارت‌‌در‌این‌الگوریتم‌باعث‌صفر‌شدن‌کل‌نتیجه‌می‌‌‌andندارد‌و‌وجود‌‌‌‌260ارزش‌بالاتر‌از‌‌

and (b4 gt 260)(1-3)جدول‌‌‌ه‌استها‌حذف‌شد‌از‌الگوریتم‌‌‌.‌

در‌مناطق‌آستامال‌و‌‌‌ها‌برای‌بارزسازی‌دگرسانی‌استر‌تصاویر‌الگوریتم‌عملگرهای‌منطقی‌استفاده‌شده‌بر‌روی‌:1-3جدول‌

‌سونگون‌

 الگوریتم  دگرسانی هیدروترمال  منطقه

‌آستامال

‌مناطق‌گرمابی‌غنی‌از‌سیلیس‌

‌)هیدروسیلیکا،‌کلسدونی‌و‌اپال(‌

((float(b3)/b2) le 4.52) and ((float(b4)/b7) ge 1.16) and ((float(b13)/b12) ge 

1.08) and ((float(b12)/b11) lt 1.13)‌

 and ((float(b6)/b8) gt 1.11) and (b5 gt b6) and (b7 gt (le 4.52 (float(b3)/b2))‌پروپیلیتیک‌)کربنات(‌

b8) and (b9 gt b8) and ((float(b13)/b14) gt 1.13)‌

‌دگرسانی‌پروپیلیتیک

‌اپیدوت(‌-)کلریت

((float(b3)/b2) le 4.52) and ((float(b6)/b8) gt 1.11) and 

((float(b5)/(float(b4)+b6)) gt 0.57) and (b5 gt b6) and (b6 gt b7) and (b7 gt 

b8) and (b9 gt b8) and ((float(b13)/b14) le 1.13)‌

 and ((float(b4)/b6) gt 1.17) and ((float(b5)/b6) le (le 3.19 (float(b3)/b2))‌(‌تینیکائول-تیآلونآرژیلیک‌)

1.12) and ((float(b7)/b6) ge 1.1) 

 and ((float(b4)/b6) gt 1.17) and ((float(b5)/b6) gt (le 3.19 (float(b3)/b2))‌(‌تیمسکو-تیسرسفیلیک‌)

1.12) and ((float(b7)/b6) ge 1.1)‌

‌سونگون‌

مناطق‌گرمابی‌غنی‌از‌سیلیس‌‌

‌)هیدروسیلیکا،‌کلسدونی‌و‌اپال(‌
((float(b3)/b2) le 6.34) and ((float(b4)/b7) ge 1.18) and ((float(b13)/b12) ge 

1.1) and ((float(b12)/b11) lt 1.14)‌

 and ((float(b6)/b8) gt 1.18) and (b5 gt b6) and (b7 gt (le 6.34 (float(b3)/b2))‌پروپیلیتیک‌)کربنات(‌

b8) and (b9 gt b8) and ((float(b13)/b14) gt 1.06)‌

‌دگرسانی‌پروپیلیتیک

‌اپیدوت(‌-)کلریت

((float(b3)/b2) le 6.34) and ((float(b6)/b8) gt 1.18) and 

((float(b5)/(float(b4)+b6)) gt 0.55) and (b5 gt b6) and (b6 gt b7) and (b7 gt 

b8) and (b9 gt b8) and ((float(b13)/b14) le 1.06)‌

 and ((float(b4)/b6) gt 1.21) and ((float(b5)/b6) le (le 2.91 (float(b3)/b2))‌(‌تینیکائول-تیآلونآرژیلیک‌)

1.09) and ((float(b7)/b6) ge 1.09)‌

 and ((float(b4)/b6) gt 1.21) and ((float(b5)/b6) gt (le 2.91 (float(b3)/b2))‌(‌تیمسکو-تیسرسفیلیک‌)

1.09) and ((float(b7)/b6) ge 1.09)‌

b‌‌،باند‌:float‌‌،اعداد‌اعشاری‌:leتر‌یا‌مساوی،‌‌:‌کوچکltتر،‌‌:‌کوچکgeتر‌یا‌مساوی،‌‌:‌بزرگgtتر‌:‌بزرگ 

‌
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‌
‌در‌منطقه‌آستامال‌استرهای‌بارزسازی‌شده‌به‌وسیله‌الگوریتم‌عملگرهای‌منطقی‌بر‌روی‌تصاویر‌دگرسانی‌:‌7-3شکل‌

های‌شناسایی‌شده‌در‌منطقه‌آستامال‌شامل‌دو‌نوع‌دگرسانی‌‌با‌توجه‌به‌مطالعات‌گذشته،‌دگرسانی

آلونیتی‌شدن‌است‌که‌‌ای‌به‌صورت‌‌ای‌و‌دگرسانی‌در‌محدوده‌کانسار‌است.‌دگرسانی‌در‌مقیاس‌ناحیهناحیه

ها‌شامل‌پتاسیک،‌سریسیتی‌شدن،‌‌سازی‌دگرسانیاز‌شمال‌غرب‌تا‌زنجان‌ادامه‌یافته‌است.‌در‌محدوده‌کانی‌

سازی‌اولیه‌به‌صورت‌افشان‌‌کربناتی،‌آلونیتی‌شدن‌و‌پروپیلیتیک‌است.‌کانی-کائولینیتی،‌آرژیلیک-سریسیتی

های‌ثانویه‌مس‌به‌ندرت‌‌لکوپیریت‌و‌پیروتیت‌است‌و‌کانیهای‌کاشامل‌پیریت‌با‌تراکم‌بسیار‌متغیر‌و‌دانه

‌(.‌1378شود‌)خوئی‌و‌همکاران،‌دیده‌می

 منطقه سونگون -3-2-2

شرقی،‌‌ آذربایجان‌ استان‌ در‌ سونگون‌ معدنی‌ و‌ روستایی‌ تبریز،‌‌‌‌130منطقه‌ شمال‌ ‌‌75کیلومتری‌

ای‌به‌مختصات‌‌ناحیه‌معدنی‌در‌گسترهکیلومتری‌شمال‌ورزقان‌قرار‌دارد.‌این‌‌‌‌30کیلومتری‌شمال‌غرب‌اهر‌و‌‌

با‌توجه‌به‌‌شرقی‌واقع‌شده‌است.‌‌‌‌46°‌43'تا‌‌‌‌46°‌41'شمالی‌و‌‌‌‌38°‌42'‌‌45''تا‌‌‌38°‌41'‌‌43''جغرافیایی‌‌
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تبریز،‌‌1-3شکل‌‌ آسفالته‌ جاده‌ طریق‌ از‌ سونگون‌ معدن‌ به‌ اصلی‌ دسترسی‌ و‌‌-ورزقان-مسیرهای‌ سونگون‌

‌.‌ر‌استسونگون‌میس-ورزقان-اهر-همچنین‌جاده‌تبریز‌

کانسار‌مس‌سونگون‌یک‌کانسار‌مس‌پورفیری‌مونزونیتی‌است‌و‌در‌کمربند‌تکتونیکی‌زون‌فرورانش‌‌

سازی‌در‌‌سازی‌اسکارن،‌کانیای‌با‌سن‌ترشیاری‌تشکیل‌شده‌است.‌در‌این‌منطقه‌در‌سه‌نوع‌کانیحاشیه‌قاره

های‌آتشفشانی‌‌(.‌سنگ1378توده‌پورفیری‌و‌زون‌دگرسان‌سوپرژن‌قابل‌تفکیک‌است‌)خوئی‌و‌همکاران،‌‌

متاسوماتیسمی‌در‌سنگ‌‌ اثرات‌ و‌ آگلومرا‌تشکیل‌شده‌است‌ و‌ تراکیتی‌ تا‌ آندزیتی‌ توف‌ از‌ منطقه‌سونگون‌

گرانودیوریت‌تا‌کوارتز‌‌-(.‌‌منطقه‌سونگون‌شامل‌یک‌استوک‌دیوریت‌Ziaii et al., 2009گیر‌وجود‌دارد‌)درون‌

کوارتزمونزونیت‌)قدیمی(‌در‌بخش‌‌-‌استوک‌شامل‌مونزونیتهای‌نفوذی‌این‌‌مونزونیت‌با‌سن‌میوسن‌است.‌توده

(.‌همچنین‌ماگماتیسم‌در‌این‌منطقه‌‌8-3گرانودیوریت‌)جدید(‌در‌بخش‌شرق‌است‌)شکل‌‌-‌غربی‌و‌دیوریت

(.‌‌این‌‌1389های‌آندزیتی‌حجیمی‌در‌بخش‌شرقی‌شده‌است‌)هزارخانی‌و‌همکاران،‌‌منجر‌به‌جایگزینی‌دایک

اسکارن‌در‌سطح‌جهانی‌‌-مولیبدن‌پورفیری-سار‌سونگون‌به‌عنوان‌یک‌کانسار‌مسعامل‌باعث‌شده‌است‌تا‌کان

های‌نفوذی‌سونگون‌شامل‌چهار‌دسته‌‌های‌تاخیری‌و‌توده(.‌دایکZürcher et al., 2019شناخته‌شده‌باشد‌)

‌(:1393است‌که‌سرشت‌کالک‌آلکالن‌با‌پتاسیم‌بالا‌و‌شوشونیتی‌دارند‌)علوی‌و‌همکاران،‌

 نسل‌اول،‌ترکیبی‌در‌حد‌مونزونیت‌تا‌دیوریت‌پورفیری‌دارند.های‌(‌دایک1

‌های‌نسل‌دوم،‌ترکیبی‌گابرودیوریتی‌و‌بافتی‌گرانولار‌دارد.‌(‌دایک2

 های‌نسل‌سوم،‌ترکیب‌دیوریتی‌با‌بافت‌میکرولیتی‌تا‌پورفیری‌دارد.‌(‌دایک3

‌بافت‌آفانتیک‌است.های‌نسل‌چهارم،‌از‌آپوفیزهای‌توده‌داسیتی‌حاشیه‌سونگون‌با‌(‌دایک4
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‌
‌(‌Ziaii et al., 2009شناسی‌منطقه‌سونگون‌):‌نقشه‌زمین8-3شکل‌

 ها در منطقه سونگون استخراج خطواره  -2-1- 3-2

‌‌‌PC1.‌تصویر‌‌داده‌شده‌است‌و‌نمودار‌بردار‌ویژه‌را‌در‌منطقه‌سونگون‌نشان‌‌‌‌PC1تصویر‌‌‌‌9-3شکل‌‌در‌‌

-NW)‌‌135و‌‌‌‌45‌‌(NE-SW)‌،‌‌90‌‌(E-W)،‌‌(N-S)‌‌0های‌‌جهت‌با‌آزیموت‌‌4دار‌در‌در‌‌برای‌اعمال‌فیلتر‌جهت

SE)(‌و‌به‌وسیله‌مدل‌‌10-‌3)شکل‌‌‌‌ه‌انتخاب‌شد‌‌‌LINEدر‌‌‌‌PCI Geomaticaو‌مقادیر‌پیشنهادی‌ادیری‌و‌‌‌‌

شده‌‌ها‌در‌هر‌کدام‌از‌جهات‌در‌منطقه‌سونگون‌استخراج‌‌(‌برای‌پارامترهای‌این‌مدل،‌خطواره2017همکاران‌)

شده‌‌های‌اضافه‌حذف‌ادغام‌و‌بخش‌‌GISافزار‌های‌بدست‌آمده‌در‌جهات‌مختلف،‌در‌نرم.‌سپس‌خطوارهاست

ها‌را‌در‌‌و‌جهت‌خطواره‌‌استربر‌روی‌تصویر‌ترکیب‌رنگی‌‌‌‌ها‌را‌نقشه‌پراکندگی‌خطواره‌‌11-‌‌3.‌شکلاست

ها‌عموما‌شمال‌دهد.‌مشابه‌منطقه‌آستامال،‌در‌منطقه‌سونگون‌نیز‌جهت‌خطوارهمنطقه‌سونگون‌نشان‌می‌

سازی‌‌ها‌در‌این‌منطقه‌نشان‌از‌پتانسیل‌ساختاری‌برای‌کانیجنوب‌غربی‌است.‌تراکم‌و‌تقاطع‌خطواره-شرقی

‌است.‌
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؛‌)ب(‌‌استرتصاویر‌‌مادون‌قرمز‌نزدیک-محدوده‌مرئی‌بر‌روی‌باندهای‌‌‌های‌اصلی‌تحلیل‌مولفه‌:‌)الف(‌بردار‌ویژه‌روش‌‌9-3شکل‌

‌در‌منطقه‌سونگون‌‌PC1تصویر‌

‌
در‌منطقه‌‌‌‌PC1(‌بر‌روی‌تصویر‌)د‌‌NW-SE)ج(‌و‌‌‌E-W)ب(،‌‌‌‌NE-SW)الف(،‌‌‌N-Sجهت‌‌‌4دار‌در‌:‌فیلتر‌جهت10-3شکل‌

‌سونگون‌
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‌
‌سونگون‌در‌منطقه‌‌استرها‌بر‌روی‌تصویر‌ترکیب‌رنگی‌ها؛‌)ب(‌نقشه‌پراکندگی‌خطواره:‌)الف(‌جهت‌خطواره‌11-3شکل‌

 سونگون ها در منطقه سازی آهن و دگرسانی بارزسازی کانی -2-2- 3-2

مادون‌‌-محدوده‌مرئی‌سازی‌آهن‌ابتدا‌پوشش‌گیاهی‌از‌باندهای‌‌کانیبرای‌بارزسازی‌مناطق‌شامل‌‌

های‌باندی‌مناطق‌‌و‌سپس‌به‌وسیله‌نسبت‌هماسک‌شد‌‌‌استر‌تصویر‌‌‌‌محدوده‌مادون‌قرمز‌کوتاه‌و‌‌قرمز‌نزدیک‌

‌( فریک‌ آهن‌ )‌𝐵1/𝐵2حاوی‌ فروس‌ آهن‌ ‌،)𝐵5/𝐵3‌( فریک‌ آهن‌ اکسید‌ و‌ ‌)𝐵4/𝐵3سونگون‌‌ منطقه‌ در‌ ‌)

 (.‌12-3)شکل‌‌شده‌استبارزسازی‌

‌
‌سونگون‌:‌)الف(‌آهن‌فریک؛‌)ب(‌آهن‌فروس؛‌)ج(‌اکسید‌آهن‌فریک‌در‌منطقه‌12-3شکل‌
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 ,مادون‌قرمز‌نزدیک-محدوده‌مرئیبر‌روی‌باندهای‌‌‌‌1-‌3عملگرهای‌منطقی‌در‌جدول‌‌‌‌سپس‌الگوریتم‌

سازی‌مس‌پورفیری‌‌اعمال‌و‌مناطق‌دگرسانی‌مرتبط‌با‌کانی‌استرتصویر‌‌حرارتیو‌‌‌‌اهمحدوده‌مادون‌قرمز‌کوت

 (.‌13-3)شکل‌‌شده‌استبارزسازی‌

‌
‌در‌منطقه‌سونگون‌‌استرهای‌بارزسازی‌شده‌به‌وسیله‌الگوریتم‌عملگرهای‌منطقی‌بر‌روی‌تصاویر‌:‌دگرسانی13-3شکل‌

فیلیک،‌فیلیک،‌‌-های‌پتاسیک،‌پتاسیکبا‌توجه‌به‌مطالعات‌گذشته،‌کانسار‌سونگون‌شامل‌دگرسانی

پروپیلیتیک‌‌ و‌ کانیاستآرژیلیک‌ کالکوپیری.‌ )پیریت،‌ سولفیدها‌ شامل‌ منطقه‌ این‌ در‌ موجود‌ و‌‌های‌ ت‌

مولیبدینیت(،‌کوارتز،‌کلسیت‌و‌انیدریت‌)به‌صورت‌ژیپس(‌است.‌در‌سونگون‌کانه‌شاخص‌مس،‌کالکوپیریت‌‌

سازی‌هیپوژن‌مس‌‌است‌و‌مولیبدنیت،‌بورنیت،‌کالکوسیت‌و‌تتراهدریت‌در‌مقادیر‌خیلی‌کم‌وجود‌دارند.‌کانی

میزان‌کم‌ به‌ پتاسیک‌و‌ به‌طور‌عمده‌در‌طول‌دگرسانی‌ انجام‌شده‌است.‌‌تر‌در‌طول‌دگنیز‌ رسانی‌فیلیک‌
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با‌دگرسانی‌پتاسیک‌است‌‌‌در‌ارتباط‌‌های‌ژرف‌استوک‌تشکیل‌شده‌و‌بیشترطور‌عمده‌در‌بخشمولیبدنیت‌به

‌(.1389)هزارخانی‌و‌همکاران،‌

در‌زون‌پتاسیک،‌تهی‌شدگی‌عناصر‌سدیم،‌کلسیم،‌منیزیوم‌و‌آهن‌ولی‌غنی‌شدگی‌پتاسیم‌موجود‌‌

ا‌جایگزینی‌پلاژیوکلاز‌و‌آمفیبول‌با‌بیوتیت‌و‌فلدسپات‌پتاسیم‌است.‌همچنین‌در‌‌دارد.‌این‌تغییرات‌مرتبط‌ب

کانسار‌سونگون،‌دگرسانی‌پتاسیک‌در‌مرکز‌سیستم‌پورفیری‌منطقه‌و‌زیر‌بخش‌فیلیک‌قرار‌گرفته‌است.‌لازم‌‌

ن‌‌به‌ذکر‌است‌وسعت‌مکانی‌زون‌فیلیک‌بسیار‌گسترده‌است‌و‌دگرسانی‌هیپوژن‌غالب‌در‌منطقه‌است.‌زو

های‌کوارتز‌ثانویه،‌سرسیت‌و‌پیریت‌و‌پتاسیم‌فلدسپار‌و‌آلبیت‌ثانویه‌شناخته‌‌فیلیک‌در‌سونگون‌با‌حضور‌کانی

شود.‌در‌طی‌دگرسانی‌فیلیک،‌‌شود.‌در‌زون‌فیلیک،‌کلسیت‌به‌مقدار‌فراوان‌و‌کلریت‌به‌مقدار‌کم‌یافت‌میمی

های‌‌ور‌کلی‌دگرسانی‌فیلیک‌تمام‌بخششوند.‌به‌طفلدسپارها‌به‌سریسیت‌و‌مقدار‌کمی‌رس‌دگرسان‌می

کند‌)هزارخانی‌‌فوقانی‌و‌خارجی‌استوک‌پورفیری‌را‌پوشش‌داده‌و‌زون‌پروپیلیتیک‌را‌از‌زون‌پتاسیک‌جدا‌می

 (.‌1398زاده‌و‌همکاران،‌؛‌عباس‌1389و‌همکاران،‌‌

 برداری در مناطق مورد مطالعهنمونه -3-3

در‌بررسی‌کاربرد‌یادگیری‌عمیق‌‌‌‌Znو‌‌‌‌Cu, Mo, Pbهای‌ژئوشیمیایی‌عناصر‌‌در‌این‌پژوهش‌از‌داده

های‌حفاری‌شده‌در‌مناطق‌مورد‌‌در‌ژئوشیمی‌معادن‌استفاده‌شد.‌سپس‌نتایج‌بدست‌آمده‌به‌وسیله‌گمانه

برداری‌در‌شبکه‌سطحی‌و‌عمقی‌در‌مناطق‌مورد‌مطالعه‌بررسی‌‌.‌در‌ادامه‌نمونهند‌مطالعه،‌اعتبارسنجی‌شد‌

 .استه‌شد‌

 برداری در منطقه آستامالنمونه -3-3-1

‌‌19جنوب،‌متشکل‌از‌‌-برداری‌منظم‌در‌راستای‌شمالنمونه‌سنگی‌در‌یک‌شبکه‌نمونه‌‌916تعداد‌‌

ها‌برای‌‌متر‌در‌هر‌پروفیل‌برداشت‌شده‌است.‌این‌نمونه‌‌40برداری‌‌متر‌و‌فاصله‌نمونه‌‌100پروفیل‌با‌فواصل‌‌

.‌همچنین‌‌شده‌استبه‌وسیله‌روش‌جذب‌اتمی‌در‌سازمان‌صنایع‌مس‌ایران‌آنالیز‌‌‌‌Znو‌‌‌‌Cu, Mo, Pbعنصر‌‌‌‌4

‌‌10نمونه‌‌با‌فواصل‌‌‌‌10متر‌از‌سطح‌زمین‌حفر‌شده‌و‌از‌هر‌کدام‌‌‌‌100گمانه‌در‌منطقه‌آستامال‌تا‌عمق‌‌‌‌2
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نمونه است.‌ برداشت‌شده‌ گمانهمتری‌ کانیهای‌ موسسه‌ توسط‌ عناصر‌ها‌ کریستالوگرافی‌ ژئوشیمی‌ ‌‌شناسی،‌

‌.‌(1396)صفری،‌‌‌عنصری‌با‌روش‌اسپکترومتری‌نشری‌انجام‌شده‌است‌36کمیاب‌در‌روسیه،‌آنالیز‌‌

 برداری در منطقه سونگوننمونه -3-3-2

‌‌19جنوب‌به‌وسیله‌‌-برداری‌در‌راستای‌شمالنمونه‌سنگی‌به‌صورت‌شبکه‌منظم‌نمونه‌‌842تعداد‌‌

های‌برداشت‌‌در‌هر‌پروفیل‌برداشت‌شده‌است.‌نمونه‌متر‌‌20برداری‌‌متر‌و‌فاصله‌نمونه‌100پروفیل‌با‌فواصل‌

شده‌برای‌عناصر‌مس،‌نقره،‌سرب،‌روی،‌مولیبدن،‌آنتیموان،‌آرسنیک‌و‌طلا‌توسط‌سازمان‌صنایع‌مس‌ایران‌‌

در‌منطقه‌سونگون‌به‌ترتیب‌‌‌‌78و‌‌‌‌66‌‌،69های‌‌.‌سه‌گمانه‌به‌نامشده‌استو‌به‌وسیله‌روش‌جذب‌اتمی‌آنالیز‌‌

و‌‌‌‌60‌‌،44ها‌به‌ترتیب‌تعداد‌‌متر‌حفاری‌شده‌است‌که‌از‌هرکدام‌از‌گمانه‌‌550متر‌و‌‌‌500متر،‌‌‌‌600تا‌عمق‌‌

های‌در‌‌های‌برداشت‌شده‌از‌گمانهعنصری‌نمونه‌‌36.‌آنالیز‌‌شده‌استمتری‌برداشت‌‌‌‌10نمونه‌با‌فواصل‌‌‌‌64

‌.‌(1396)صفری،‌‌شناسی،‌ژئوشیمی‌کریستالوگرافی‌عناصر‌کمیاب‌روسیه‌انجام‌شده‌استموسسه‌کانی

سازی پنهان در مناطق سونگون  مطالعات انجام شده در تشخیص کانی -4-3

 و آستامال 

سازی‌پنهان‌در‌منطقه‌سونگون‌و‌آستامال‌به‌وسیله‌روش‌‌مطالعات‌انجام‌شده‌به‌منظور‌تشخیص‌کانی

به‌وسیله‌‌‌‌1993تا‌‌‌‌1979های‌‌گریگوریان‌در‌طی‌سال‌‌گردد.‌برمی‌‌‌1979به‌سال‌‌‌‌وزونالیته‌شیمیایی‌انجام‌شده‌‌

در‌طی‌این‌بررسی‌‌‌‌.پرداختسازی‌پنهان‌در‌منطقه‌سونگون‌‌کانی‌‌تشخیص‌به‌‌روش‌سنتی‌زونالیته‌ژئوشیمیایی‌‌

‌‌1سازی‌پنهان‌اقتصادی‌معرفی‌شد‌که‌به‌نام‌سونگون‌‌ای‌در‌جنوب‌شرقی‌این‌منطقه‌به‌عنوان‌کانیمحدوده

می به‌‌(‌‌1994)‌‌گریگوریانهمچنین‌‌شود.‌‌شناخته‌ ژئوشیمیایی‌ زونالیته‌ سنتی‌ روش‌ وسیله‌ ‌‌تشخیص‌به‌

منطقه‌غربی‌سونگون‌‌‌‌1992در‌سال‌‌لازم‌به‌ذکر‌است‌‌سازی‌پنهان‌در‌منطقه‌سونگون‌و‌آستامال‌پرداخت.‌‌کانی

نشان‌‌‌‌(‌1994)شناخته‌شده،‌به‌عنوان‌محل‌باطله‌انتخاب‌شده‌بود.‌مطالعات‌گریگوریان‌‌‌‌2که‌به‌نام‌سونگون‌‌

،‌کل‌‌1سونگون‌‌سازی‌پنهان‌در‌‌کانی‌‌که‌با‌توجه‌به‌سازی‌پنهان‌اقتصادی‌است‌‌ک‌کانی‌ی‌‌2داد‌که‌سونگون‌‌

بزرگ‌‌ کانسار‌ عنوان‌ به‌ کانیمنطقه‌سونگون‌ اقتصادی‌‌شامل‌ پنهان‌ گریگوریان‌‌سازی‌ معرفی‌شد.‌همچنین‌

ت‌و‌‌از‌وسعها‌در‌آن‌‌دگرسانی‌‌لیو‌بوده‌‌شناسی‌مشابه‌منطقه‌سونگون‌‌از‌لحاظ‌زمینکه‌‌را‌‌منطقه‌آستامال‌‌
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استشدت‌‌ برخوردار‌ ژئوشیمیایی‌‌،‌‌بیشتری‌ زونالیته‌ سنتی‌ روش‌ وسیله‌ کانیبه‌ عنوان‌ پراکنده‌‌به‌ سازی‌

‌.(Ziaii, 1996; Garigorian, 1994)‌کرد‌غیراقتصادی‌معرفی‌‌

سازی‌پنهان‌در‌منطقه‌سونگون‌و‌‌روش‌سنتی‌زونالیته‌ژئوشیمیایی‌نقش‌مهمی‌در‌تشخیص‌کانی

هایی‌‌محدودیتدر‌تفکیک‌زمینه‌از‌آنومالی‌و‌تعیین‌سطوح‌مختلف‌آنومالی‌‌آستامال‌داشته‌است‌اما‌این‌روش‌‌

سازی‌پنهان‌در‌‌کانی‌بررسیبه‌‌‌‌(‌2009)‌‌‌ضیائی‌و‌همکاران‌به‌منظور‌مرتفع‌نمودن‌این‌مشکلات،‌‌است.‌‌داشته‌‌

سازی‌پنهان،‌منطقه‌سونگون‌که‌‌به‌منظور‌تشخیص‌کانی‌‌بدین‌ترتیب‌‌‌پرداختند.منطقه‌سونگون‌و‌آستامال‌‌

که‌در‌جنوب‌غربی‌‌‌‌3و‌سونگون‌‌‌‌یی‌به‌روش‌سنتی‌زونالیته‌ژئوشیمیا‌‌را‌‌است‌‌2و‌سونگون‌‌‌‌1سونگون‌‌شامل‌‌

ترکیب‌شبکه‌عصبی‌مصنوعی‌و‌‌‌به‌وسیله‌‌را‌‌قرار‌دارد‌و‌خارج‌از‌محدوده‌مورد‌مطالعه‌این‌پژوهش‌‌‌‌2سونگون‌

سازی‌پراکنده‌در‌منطقه‌‌همچنین‌تشخیص‌کانی.‌‌کردند‌با‌روش‌زونالیته‌ژئوشیمیایی‌بررسی‌‌‌‌1ازی‌ف‌‌c-میانگین

فازی‌با‌روش‌‌‌‌c-ترکیب‌شبکه‌عصبی‌مصنوعی‌و‌میانگینآستامال‌از‌هر‌دو‌روش‌سنتی‌زونالیته‌ژئوشیمیایی‌و‌‌

در‌منطقه‌سونگون‌‌‌‌از‌سنگ‌‌نمونه‌‌920و‌‌‌‌‌‌2900منظور‌به‌ترتیببدین‌‌زونالیته‌ژئوشیمیایی‌بررسی‌شده‌است.‌‌

عناصر‌سرب‌و‌روی‌به‌عنوان‌‌‌‌لازم‌به‌ذکر‌است‌‌.کردند‌آنالیز‌‌‌‌Znو‌‌‌‌Cu, Mo, Pbبررسی‌عناصر‌‌‌‌برایو‌آستامال‌‌

𝑃𝑏فوق‌کانسار،‌عناصر‌مس‌و‌مولیبدن‌به‌عنوان‌تحت‌کانسار‌و‌نسبت‌ضربی‌‌ × 𝑍𝑛 𝐶𝑢 × 𝑀𝑜⁄به‌عنوان‌‌‌‌

سازی‌پنهان‌‌به‌عنوان‌کانی‌‌3منطقه‌سونگون‌‌  با‌توجه‌به‌نتایج‌بدست‌آمده‌‌.ستشاخص‌زونالیته‌انتخاب‌شده‌ا

‌.(Ziaii et al., 2009)‌‌سازی‌پراکنده‌غیراقتصادی‌معرفی‌شده‌استاقتصادی‌و‌منطقه‌آستامال‌به‌عنوان‌کانی

سازی‌پنهان‌و‌پراکنده‌در‌منطقه‌سونگون‌‌به‌منظور‌تشخیص‌مناطق‌کانی،‌‌(2018)صفری‌و‌همکاران‌‌

در‌‌و‌آستامال‌در‌ایران‌و‌اینزا‌در‌کانادا‌از‌ترکیب‌روش‌گرادیان‌غلظت‌با‌زونالیته‌ژئوشیمیایی‌استفاده‌کردند.‌‌

بندی‌‌در‌منطقه‌اینزا‌به‌صورت‌شبکه‌‌Znو‌‌‌‌Cu, Mo, Pbنمونه‌از‌خاک‌برای‌آنالیز‌عناصر‌‌‌‌436این‌پژوهش‌‌

‌‌Cu, Mo, Pb, Zn, Ag, Asنمونه‌از‌سنگ‌برای‌آنالیز‌عناصر‌‌‌‌880و‌‌‌840به‌ترتیب‌متر‌و‌‌‌50در‌‌‌200منظم‌‌

‌‌40در‌‌‌‌100بندی‌منظم‌‌متر‌و‌آستامال‌در‌شبکه‌‌20در‌‌‌‌100بندی‌منظم‌‌در‌منطقه‌سونگون‌در‌شبکه‌‌Sbو‌‌

‌‌3گمانه‌در‌منطقه‌اینزا‌و‌‌‌‌2،‌‌به‌منظور‌بررسی‌تغییرات‌عمقی‌عناصر.‌همچنین‌‌شده‌استمتر‌مورد‌بررسی‌‌

عناصر‌سرب‌و‌روی‌به‌عنوان‌فوق‌‌لازم‌به‌ذکر‌است‌‌‌‌گمانه‌در‌منطقه‌سونگون‌و‌آستامال‌بررسی‌شده‌است.

 
1 Fuzzy C-Means 
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𝑃𝑏کانسار،‌عناصر‌مس‌و‌مولیبدن‌به‌عنوان‌تحت‌کانسار‌و‌نسبت‌ضربی‌‌ × 𝑍𝑛 𝐶𝑢 × 𝑀𝑜⁄به‌عنوان‌شاخص‌‌‌

.‌با‌توجه‌به‌نتایج‌بدست‌آمده‌از‌نسبت‌روش‌گرادیان‌غلظت‌برای‌عناصر‌فوق‌کانسار‌‌زونالیته‌انتخاب‌شده‌است

سازی‌پراکنده‌‌سازی‌پنهان‌و‌مقادیر‌کمتر‌از‌یک‌معرف‌کانییک‌معرف‌کانی‌‌بیشتر‌از‌و‌تحت‌کانسار،‌مقادیر‌‌

دار‌عناصر‌فوق‌‌گرادیان‌غلظت‌برای‌عناصر‌فوق‌کانسار‌و‌تحت‌کانسار‌بیشتر‌از‌مق‌‌همچنین‌اگر‌میانگیناست.‌‌

منطقه‌سونگون‌و‌اینزا‌‌‌‌با‌توجه‌به‌نتایج‌بدست‌آمده‌سازی‌پراکنده‌غیر‌اقتصادی‌است.‌‌کانسار‌باشد،‌معرف‌کانی

‌‌سازی‌پراکنده‌غیر‌اقتصادی‌معرفی‌شد.‌سازی‌پنهان‌اقتصادی‌و‌منطقه‌آستامال‌به‌عنوان‌کانیبه‌عنوان‌کانی

 Safari etدارد‌)ها‌‌مکانی‌خوبی‌با‌گمانه‌‌تطابقرد‌مطالعه،‌‌لازم‌به‌ذکر‌است‌نتایج‌بدست‌آمده‌در‌مناطق‌مو

al., 2018).‌

سازی‌پنهان‌در‌مناطق‌سونگون‌و‌آستامال‌از‌روش‌‌تشخیص‌مناطق‌کانی‌‌به‌منظور(،‌‌1396صفری‌)

‌1سینگولاریتی‌،‌ترکیب‌روش‌گرادیان‌غلظت‌با‌زونالیته‌ژئوشیمیایی‌و‌ترکیب‌روش‌‌سنتی‌زونالیته‌ژئوشیمیایی

ترکیب‌گرادیان‌‌های‌ژئوشیمیایی‌و‌نتایج‌بدست‌آمده‌از‌روش‌‌داده‌‌با‌زونالیته‌ژئوشیمیایی‌استفاده‌کرده‌است.‌

.‌با‌توجه‌‌(‌است2018صفری‌و‌همکاران‌)مشابه‌‌در‌منطقه‌سونگون‌و‌آستامال‌‌غلظت‌با‌زونالیته‌ژئوشیمیایی‌‌

سازی‌پراکنده‌غیراقتصادی‌و‌‌کانی‌‌به‌عنوان‌،‌آستامال‌‌اییسنتی‌زونالیته‌ژئوشیمی‌‌به‌نتایج‌بدست‌آمده‌از‌روش‌

سونگون منطقه‌ غرب‌ و‌ شرقی‌ جنوب‌ در‌ زون‌ عنوان‌‌‌‌دو‌ است.‌‌کانیبه‌ شده‌ معرفی‌ اقتصادی‌ پنهان‌ سازی‌

سازی‌پنهان‌از‌ترکیب‌روش‌سینگولاریتی‌با‌زونالیته‌ژئوشیمیایی‌در‌‌همچنین‌به‌منظور‌تشخیص‌مناطق‌کانی

استفاده‌‌ سونگون‌ استمنطقه‌ سونگون‌که‌‌‌‌کرده‌ منطقه‌ غرب‌ و‌ شرقی‌ جنوب‌ قسمت‌ نتیجه‌ عنوان‌‌‌‌در‌ به‌

نتایج‌بدست‌آمده‌از‌این‌سه‌روش‌در‌تشخیص‌‌است.‌لازم‌به‌ذکر‌است‌‌‌‌معرفی‌شدهسازی‌پنهان‌اقتصادی‌‌کانی

ج‌‌با‌توجه‌به‌نتای‌به‌طور‌کلی‌‌ها‌داشته‌است.‌‌تطابق‌خوبی‌با‌گمانه‌‌سازی‌پنهان‌در‌مناطق‌مورد‌مطالعه،‌کانی

سازی‌پراکنده‌‌کانی‌‌‌به‌عنوان‌‌سازی‌پنهان‌اقتصادی‌و‌منطقه‌آستامالکانیبه‌عنوان‌‌بدست‌آمده‌منطقه‌سونگون‌‌

غیراقتصادی‌تشخیص‌داده‌شد.‌همچنین‌روش‌گرادیان‌غلظت‌و‌سینگولاریتی‌نسبت‌به‌روش‌سنتی‌زونالیته‌‌

‌(.‌1396صفری،‌)‌‌اشته‌استدسازی‌پنهان‌و‌پراکنده‌ژئوشمیایی‌عملکرد‌بهتری‌در‌تشخیص‌مناطق‌کانی

 
1 Singularity 
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 بندیجمع -5-3

ارسباران‌واقع‌شده‌‌-منطقه‌سونگون‌و‌آستامال‌در‌شمال‌غربی‌ایران‌بر‌روی‌کمربند‌مس‌پورفیری‌اهر

است.‌این‌دو‌منطقه‌از‌گذشته‌به‌عنوان‌مناطقی‌چالشی‌برای‌کانسار‌مس‌پورفیری‌شناخته‌شده‌است.‌در‌این‌‌

ابتدا‌زمین دورسنجی‌منطقه‌سونگون‌و‌آستامال‌مورد‌بررسی‌قرار‌گرفت.‌به‌منظور‌بررسی‌‌شناسی‌و‌‌فصل‌

‌‌های‌باندی‌و‌سازی‌آهن‌به‌روش‌نسبت،‌کانیها‌به‌روش‌خودکاردورسنجی‌در‌مناطق‌مورد‌مطالعه،‌خطواره

مناطق‌مورد‌‌های‌استخراج‌شده‌در‌‌ها‌به‌روش‌الگوریتم‌عملگرهای‌منطقی‌بارزسازی‌شدند.‌خطوارهدگرسانی

و‌‌‌‌طالعه‌م هستند‌ متقاطع‌ و‌ متراکم‌ صورت‌ خطوارههمچنین‌‌به‌ شرقیجهت‌ شمال‌ است.‌‌-ها‌ غربی‌ جنوب‌

بالایی‌در‌شناسایی‌کانسار‌مس‌پورفیری‌دارند‌سازی‌آهن‌و‌دگرسانیکانی ‌‌در‌هر‌دو‌منطقه‌‌،ها‌که‌اهمیت‌

آستامال‌شدت‌و‌وسعت‌‌‌‌منطقه‌‌‌در‌ها‌‌با‌توجه‌به‌مطالعات‌پیشین،‌دگرسانیاما‌‌‌‌،نمایان‌شده‌‌سونگون‌و‌آستامال‌

مناطق‌مورد‌مطالعه‌‌شناسی‌و‌ساختاری،‌‌لازم‌به‌ذکر‌است‌از‌نظر‌زمینرد.‌‌بیشتری‌نسبت‌به‌منطقه‌سونگون‌دا

ها‌با‌وسعت‌و‌شدت‌بالا‌‌،‌اما‌باید‌توجه‌شود‌وجود‌دگرسانی‌پتانسیل‌مناسبی‌برای‌تشکیل‌مس‌پورفیری‌دارند‌

‌اقتصادی‌در‌این‌منطقه،‌منجر‌به‌ایجاد‌چالش‌اکتشافی‌شده‌است.سازی‌در‌منطقه‌آستامال‌و‌عدم‌کانی

‌‌842و‌‌‌‌916شده‌است.‌تعداد‌‌‌‌انجام‌برداری‌در‌مناطق‌مورد‌مطالعه‌به‌دو‌صورت‌سطحی‌و‌عمقی‌‌نمونه

در‌شبکه از‌سنگ‌ است.‌‌نمونه‌سطحی‌ شده‌ برداشت‌ سونگون‌ و‌ آستامال‌ منطقه‌ در‌ ترتیب‌ به‌ منظم‌ بندی‌

گمانه‌در‌منطقه‌سونگون‌با‌‌‌‌3متر‌از‌سطح‌زمین‌و‌‌‌‌100منطقه‌آستامال‌تا‌عمق‌‌‌‌گمانه‌در‌‌‌2همچنین‌تعداد‌‌

متر‌‌‌‌10با‌فواصل‌‌ها‌‌از‌گمانهمتر‌از‌سطح‌زمین‌حفاری‌شده‌است‌که‌از‌هرکدام‌‌‌‌600و‌‌‌‌500‌‌،550های‌‌عمق

‌برداری‌شده‌است.نمونه

پیشین مطالعات‌ به‌ توجه‌ ب‌‌،‌با‌ آستامال‌ کانیمنطقه‌ عنوان‌ منطقه‌‌‌‌پراکنده‌سازی‌‌ه‌ و‌ اقتصادی‌ غیر‌

لازم‌‌سازی‌پنهان‌اقتصادی‌معرفی‌شده‌است.‌‌به‌عنوان‌کانی‌‌جنوب‌شرقی‌و‌غرب‌منطقه،‌سونگون‌در‌دو‌زون‌‌

عه‌منجر‌به‌توسعه‌روش‌سنتی‌زونالیته‌‌لبه‌ذکر‌است‌نتایج‌بدست‌آمده‌از‌مطالعات‌پیشین‌در‌مناطق‌مورد‌مطا

به‌خصوص‌تفکیک‌سطوح‌مختلف‌آنومالی‌‌‌‌تفکیک‌آنومالی‌از‌زمینه‌و‌تعیین‌زمینه،‌‌ژئوشیمیایی‌بوده‌ولی‌در‌‌

ژئوشیمی‌معادن‌و‌بالتبع‌آن‌‌در‌فصل‌بعد‌کاربرد‌یادگیری‌عمیق‌در‌‌داشته‌است.‌بدین‌ترتیب‌‌هاییمحدودیت

‌شده‌است.‌‌‌بررسی‌گون‌و‌آستامال‌در‌مناطق‌سونزونالیته‌ژئوشیمیایی‌
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 م چهارفصل 

‌کاربرد‌یادگیری‌عمیق‌در‌ژئوشیمی‌معادن
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 مقدمه  -1-4

بررسی‌عناصر‌‌‌وسیله‌های‌مهم‌زونالیته‌ژئوشیمیایی،‌به‌به‌عنوان‌یکی‌از‌بخش‌)قائم(‌‌شاخص‌زونالیته

بر‌اساس‌مطالعات‌‌.‌‌داشته‌است‌‌وسیعی‌‌‌سازی‌پنهان‌کاربردفوق‌کانسار‌و‌تحت‌کانسار‌در‌تشخیص‌مناطق‌کانی

پیشین‌در‌مناطق‌مورد‌مطالعه،‌عناصر‌سرب‌و‌روی‌به‌عنوان‌فوق‌کانسار،‌عناصر‌مس‌و‌مولیبدن‌به‌عنوان‌‌

𝑃𝑏تحت‌کانسار‌و‌نسبت‌ضربی‌‌ × 𝑍𝑛 𝐶𝑢 × 𝑀𝑜⁄زونالیته‌انتخاب‌شده‌است‌‌‌‌به‌عنوان‌شاخص‌‌(Ziaii et al., 

ابتدا‌داده.‌‌(2009 این‌فصل‌ به‌وسیله‌روش‌‌در‌ و‌آستامال‌ مناطق‌سونگون‌ از‌ردیف‌ ژئوشیمیایی‌خارج‌ های‌

های‌ژئوشیمیایی‌‌(.‌اطلاعات‌آماری‌داده1-4)جدول‌‌‌‌شده‌استتصحیح‌‌‌‌Znو‌‌‌‌Cu, Mo, Pbدورفل‌برای‌عناصر‌‌

آورده‌شده‌‌‌‌2-‌4مناطق‌سونگون‌و‌آستامال‌پس‌از‌اعمال‌روش‌دورفل‌در‌جدول‌‌‌‌Znو‌‌‌‌Cu, Mo, Pbعناصر‌‌

داده‌‌است. بهتر‌ بررسی‌ به‌منظور‌ فراوانی‌همچنین‌ توزیع‌ نمودار‌ به‌صورت‌‌‌‌Znو‌‌‌‌Cu, Mo, Pbعناصر‌‌‌‌1ها،‌

ن‌‌با‌توجه‌به‌ای‌‌نشان‌داده‌شده‌است.‌‌‌2-‌4و‌‌‌‌1-‌4جداگانه‌برای‌مناطق‌آستامال‌و‌سونگون‌به‌ترتیب‌در‌شکل‌‌

های‌ژئوشیمیایی‌در‌مناطق‌مورد‌مطالعه‌دارای‌توزیع‌غیرنرمال‌و‌چولگی‌مثبت‌هستند‌که‌بیانگر‌‌دو‌شکل،‌داده

‌در‌منطقه‌سونگون‌و‌آستامال‌است.‌Znو‌‌Cu, Mo, Pbمقادیر‌غلظت‌کم‌عناصر‌‌‌ی‌از‌تعداد‌بالای

 ردیف‌در‌مناطق‌مورد‌مطالعه‌های‌ژئوشیمیایی‌خارج‌از‌:‌تصحیح‌داده1-4جدول‌

 (ppmمقدار جایگزین شده ) تعداد داده خارج از ردیف  عنصر  منطقه

‌آستامال

Cu 20‌281‌

Mo‌22‌15‌

Pb‌41‌40‌

Zn‌30‌266‌

‌سونگون‌

Cu‌63‌460‌

Mo‌82‌45‌

Pb‌26‌489‌

Zn 22‌266‌

‌

‌

 
1 Frequency 
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 در‌مناطق‌مورد‌مطالعه‌‌پس‌از‌اعمال‌روش‌دورفل‌ژئوشیمیاییهای‌:‌اطلاعات‌آماری‌داده2-4جدول‌

 عنصر  منطقه
 حداقل غلظت 

(ppm ) 

 حداکثر غلظت

(ppm ) 

 میانگین غلظت

(ppm ) 
 کشیدگی چولگی  انحراف معیار

‌آستامال

Cu 5‌281‌38/72‌6/57‌8/1‌3/3‌

Mo‌5/0‌15‌1/4‌1/3‌7/1‌9/2‌

Pb‌12‌40‌72/19‌7/6‌8/1‌6/2‌

Zn‌15‌266‌6/88‌2/53‌7/1‌9/2‌

‌سونگون‌

Cu‌4/1‌460‌4/127‌3/125‌6/1‌5/1‌

Mo‌1/0‌45‌2/11‌9/13‌6/1‌1‌

Pb‌2‌489‌6/111‌5/113‌8/1‌8/2‌

Zn 3‌266‌5/80‌54‌7/1‌8/2‌

‌

‌
‌در‌منطقه‌آستامال‌Znو‌‌Cu, Mo, Pb:‌نمودار‌توزیع‌فراوانی‌عناصر‌1-4شکل‌
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‌سونگون‌در‌منطقه‌‌Znو‌‌Cu, Mo, Pb:‌نمودار‌توزیع‌فراوانی‌عناصر‌2-4شکل‌

الگو ارائه‌ منظور‌ ترکیب‌‌به‌ برای‌ عمیق‌‌یی‌ ژئوشیمیایی‌‌بایادگیری‌ به‌صورت‌‌زونالیته‌ زیر‌ مراحل‌ ‌،

‌:شده‌استجداگانه‌در‌مناطق‌سونگون‌و‌آستامال‌بررسی‌

‌بر‌روی‌شاخص‌زونالیته‌‌میانگین-کا(‌اعمال‌روش‌1

‌ایخودرمزنگار‌پشته‌های‌مختلف‌به‌وسیله‌(‌جداسازی‌زمینه‌و‌آنومالی‌در‌کلاس‌2

‌ق‌و‌تنظیم‌دقی‌‌ایخودرمزنگار‌پشتهسازی‌پنهان‌به‌وسیله‌(‌تشخیص‌نقاط‌کانی3

‌و‌تنظیم‌دقیق‌‌ایخودرمزنگار‌پشته‌سازی‌پنهان‌به‌وسیله‌(‌تشخیص‌مناطق‌کانی4

‌‌‌شبکه‌عصبی‌همگشتیسازی‌پنهان‌به‌وسیله‌(‌تشخیص‌مناطق‌کانی5

‌‌سازی‌بندی‌مناطق‌مورد‌مطالعه‌به‌منظور‌محاسبه‌زمینه،‌سطح‌از‌فرسایش‌و‌تعیین‌نوع‌کانی(‌زون6

‌سازی‌پنهان‌در‌مناطق‌کانی

‌نتایج‌‌نجی‌(‌اعتبارس‌7
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‌‌تحت‌‌‌و‌‌‌1به‌زبان‌پایتون‌‌‌،VS Codeنویسی‌‌های‌مورد‌استفاده‌در‌محیط‌برنامه‌الگوریتم‌‌در‌این‌پژوهش‌

کراس‌یک‌کتابخانه‌قدرتمند‌برای‌کدنویسی‌شبکه‌عصبی‌‌لازم‌به‌ذکر‌است‌‌.‌‌ه‌استکدنویسی‌و‌اجرا‌شد‌‌‌2کراس‌

های‌‌که‌از‌کتابخانه‌‌3کاربری‌مناسب،‌بر‌بستر‌تنسورفلو‌مصنوعی‌و‌یادگیری‌عمیق‌است.‌این‌کتابخانه‌با‌رابط‌‌

ایجاد‌کدهای‌یادگیری‌عمیق‌است،‌اجرا‌می مرحله‌‌‌‌4شود.‌مراحل‌کدنویسی‌در‌کراس‌عموما‌شامل‌‌اصلی‌

ها‌و‌ساخت‌مدل‌یادگیری‌‌ایجاد‌لایه(‌‌‌‌2،هاسازی‌دادهنرمالبندی‌و‌‌شامل‌تقسیم‌‌4ها‌سازی‌دادهآماده‌(‌‌‌‌1اصلی

و‌‌‌ساز‌و‌تابع‌ارزیابی‌ساز،‌تابع‌فعالتعیین‌پارامترهای‌آموزش‌مدل‌شامل‌تابع‌هزینه،‌الگوریتم‌بهینه(‌3عمیق،‌

‌‌یکسوساز‌خطی‌‌‌سازپارامترهای‌تابع‌فعالدر‌این‌پژوهش‌از‌‌‌‌.(1399)شوله،‌‌است‌‌‌‌(‌آموزش‌مدل‌ایجاد‌شده4

برآورد‌تکانه‌‌ساز‌‌،‌الگوریتم‌بهینهمیانگین‌خطای‌مربعاتو‌‌‌‌ایآنتروپی‌متقاطع‌دسته‌،‌تابع‌هزینه‌‌بیشینه‌هموارو‌‌

ها‌استفاده‌‌شبکه‌‌معماریدر‌مراحل‌مختلف‌‌‌‌هاعملکرد‌الگوریتمبا‌توجه‌به‌نوع‌‌‌‌صحت‌و‌تابع‌ارزیابی‌‌‌‌تطبیقی

سازی‌‌ور‌تشخیص‌مناطق‌کانیدر‌این‌فصل‌ابتدا‌فرآیند‌الگوی‌ارائه‌شده‌بررسی‌و‌سپس‌به‌منظ‌‌‌شده‌است.

‌پنهان‌اقتصادی‌به‌صورت‌جداگانه‌در‌مناطق‌سونگون‌و‌آستامال‌اجرا‌شده‌است.

 زونالیته ژئوشیمیایی   بایادگیری عمیق ترکیب  الگوی  فرآیند اجرای  -2-4

ارائه‌شده‌برای‌تشخیص‌مناطق‌کانی‌سازی‌پنهان‌اقتصادی‌‌‌‌الگوی‌ای‌‌مرحله‌‌7فرآیند‌‌در‌این‌بخش‌‌

به‌ذکر‌است.‌‌شده‌استبررسی‌‌ با‌دادههای‌معرفی‌شده‌‌معماری‌‌لازم‌ در‌‌متناسب‌ ژئوشیمیایی‌ مناطق‌‌های‌

‌‌‌است.سونگون‌و‌آستامال‌

 بر روی شاخص زونالیته  میانگین-کااعمال روش  -4-2-1

خوشه و‌ روند‌ شناسایی‌ دادهبرای‌ روش‌‌بندی‌ ژئوشیمیای،‌ شاخص‌‌‌میانگین-کاهای‌ نتایج‌ روی‌ بر‌

.‌شده‌استو‌عناصر‌فوق‌کانسار‌و‌تحت‌کانسار‌است،‌اعمال‌‌‌‌Cu, Mo, Pb, Znزونالیته‌که‌شامل‌تاثیر‌عناصر‌‌

شبکه‌عصبی‌‌و‌تعداد‌نورون‌لایه‌خروجی‌‌‌‌ایخودرمزنگار‌پشتهتعیین‌تعداد‌نورون‌لایه‌رمز‌‌‌‌دربندی‌‌خوشه

بندی‌توزیع‌آنومالی‌تاثیر‌‌و‌در‌کلاس‌بوده‌‌‌‌هاها‌مرتبط‌با‌ویژگیاین‌لایه‌‌.داشته‌استی‌‌اهمیت‌بالای‌‌همگشتی

 
1 Python 
2 Keras 
3 TensorFlow 
4 Data preparation 
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های‌‌باید‌تعداد‌خوشه‌‌علاوه‌بر‌معیار‌ضریب‌شبحبرای‌تعیین‌تعداد‌خوشه،‌‌.‌بدین‌ترتیب‌‌شته‌استمستقیمی‌دا

‌ه‌باشد.تطابق‌مناسبی‌داشت‌‌مناطق‌محتمل‌آنومالی‌شناسی‌و‌انتخاب‌شده‌با‌روند‌ساختار‌زمین

خودرمزنگار های مختلف به وسیله جداسازی زمینه و آنومالی در کلاس  -4-2-2

 ایپشته

خودرمزنگار‌‌آموزش‌‌فرآیند‌‌های‌ژئوشیمیایی‌دارد.‌‌تفکیک‌آنومالی‌از‌زمینه‌اهمیت‌بالایی‌در‌بررسی

‌مرحله‌است.‌3های‌مختلف‌شامل‌‌برای‌جداسازی‌زمینه‌از‌آنومالی‌در‌کلاس‌‌ایپشته

با‌معماری‌‌‌‌الگوریتمیک‌‌‌‌ایخودرمزنگار‌پشته‌‌‌؛است‌‌ایخودرمزنگار‌پشته‌اولین‌مرحله‌تعیین‌معماری‌

قرینه‌است‌که‌معمولا‌معماری‌این‌شبکه‌با‌لایه‌رمز‌متناسب‌است.‌در‌این‌پژوهش‌بعد‌از‌بررسی‌چندین‌‌

𝑥 با‌پارامترهای‌مختلف،‌معماریمعماری‌‌ − 48 − 𝑑 − 24 − 𝑑 − 12 − 𝑑 − ∎ − 𝑑 − 12 − 𝑑 − 24 −

𝑑 − 48 − 𝑥′های‌ژئوشیمیایی‌عناصر‌‌بیشترین‌تناسب‌را‌با‌دادهCu, Mo, Pb, Znو‌عناصر‌ضربی‌فوق‌کانسار‌‌‌‌

لایه‌خروجی‌شبکه‌برای‌‌‌′𝑥لایه‌ورودی‌و‌‌‌𝑥که‌در‌آن‌‌‌ه‌استو‌تحت‌کانسار‌در‌مناطق‌مورد‌مطالعه‌نشان‌داد‌

(‌‌𝑑برازش،‌از‌لایه‌حذف‌تصادفی‌)‌است.‌همچنین‌در‌این‌معماری‌جهت‌جلوگیری‌از‌مشکل‌بیش‌‌𝑥بازنمایی‌‌

ها‌از‌فرآیند‌‌درصد‌از‌نورون‌‌20،‌‌ایخودرمزنگار‌پشته‌فرآیند‌آموزش‌‌‌‌1استفاده‌شده‌است‌که‌در‌هر‌مرحله‌تکرار‌

اشاره‌به‌تعداد‌‌‌‌ایخودرمزنگار‌پشته‌(‌در‌معماری‌‌∎ی‌)‌.‌همچنین‌بخش‌خالشده‌استآموزش‌شبکه‌خارج‌‌

‌هر‌کدام‌از‌مناطق‌مورد‌مطالعه‌متفاوت‌است.در‌نورون‌لایه‌رمز‌دارد‌که‌

تکرار‌‌‌‌500با‌‌‌‌ایخودرمزنگار‌پشته‌تعیین‌تعداد‌بهینه‌تکرار،‌‌بررسی‌عملکرد‌و‌‌به‌منظور‌‌مرحله‌دوم‌‌در‌‌

و‌عناصر‌ضربی‌فوق‌کانسار‌و‌تحت‌‌‌‌Cu, Mo, Pb, Znهای‌ژئوشیمیایی‌عناصر‌‌دادهبرای‌مجموعه‌ورودی‌شامل‌‌

به‌عنوان‌مجموعه‌آموزش،‌آزمایش‌و‌‌به‌ترتیب‌ها‌درصد‌داده‌15و‌‌‌‌70‌‌،15که‌‌آموزش‌داده‌شده‌است‌کانسار

به‌صورت‌جداگانه‌‌‌‌ایخودرمزنگار‌پشته‌با‌انتخاب‌بهینه‌تکرار،‌‌سپس‌‌‌‌.ه‌استاعتبارسنجی‌اختصاص‌داده‌شد‌

لازم‌به‌ذکر‌است‌مجموعه‌ورودی‌‌‌ها‌ذخیره‌شده‌است.های‌معرفی‌شده‌اجرا‌شده‌و‌پارامترها‌و‌وزنرای‌دادهب

‌سازی‌شده‌است.نرمال‌‌24-2به‌وسیله‌رابطه‌

 
1 Epoch 
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خودرمزنگار‌‌های‌بدست‌آمده‌از‌مرحله‌قبل،‌بخش‌رمزگشا‌از‌‌در‌مرحله‌سوم‌با‌حفظ‌پارامترها‌و‌وزن

𝑥حذف‌و‌معماری‌شبکه‌به‌‌‌‌ایپشته − 48 − 𝑑 − 24 − 𝑑 − 12 − 𝑑 − این‌‌به‌وسیله‌‌.‌‌شده‌استتبدیل‌‌‌‌∎

های‌ژئوشیمیایی‌هر‌عنصر‌به‌صورت‌جداگانه‌به‌تعداد‌‌شبکه‌با‌داشتن‌اطلاعات‌بدست‌آمده‌از‌شبکه‌قبل،‌داده

نتایج‌بدست‌آمده‌‌‌‌،برای‌ایجاد‌نقشه‌آنومالی.‌‌است‌‌شدههای‌لایه‌رمز(‌تقسیم‌‌نورونهای‌مورد‌نظر‌)تعداد‌‌کلاس‌

‌GISافزار‌‌نرم‌‌به‌صورت‌جداگانه‌به‌‌و‌عناصر‌ضربی‌فوق‌کانسار‌و‌تحت‌کانسار‌‌Cu, Mo, PB, Znعناصر‌‌‌‌رایب

لازم‌به‌ذکر‌است‌‌‌‌.شده‌استیابی‌‌درون‌‌،2از‌درجه‌‌‌‌1دهی‌بر‌مبنای‌عکس‌فاصله‌وزن‌روش‌‌به‌‌و‌‌منتقل‌شده‌‌

تص ترتیب‌‌‌‌سونگون‌و‌‌‌‌آستامالمنطقه‌‌در‌‌یر‌‌اوابعاد‌ و‌‌ستون×سطر)‌‌251×276به‌ پیکسل‌ ‌)251×391‌‌

متر‌مربع‌و‌در‌منطقه‌‌‌‌84/51(‌پیکسل‌است‌که‌مساحت‌هر‌پیکسل‌در‌منطقه‌آستامال‌برابر‌‌ستون×سطر)

‌است.‌متر‌مربع‌‌33/23سونگون‌برابر‌‌

و تنظیم  ایخودرمزنگار پشتهسازی پنهان به وسیله تشخیص نقاط کانی -4-2-3

 دقیق 

سازی‌پنهان‌از‌معماری‌معرفی‌شده‌در‌بخش‌قبل‌استفاده‌شده‌با‌این‌تفاوت‌‌کانی‌‌نقاطبرای‌تشخیص‌‌

های‌ژئوشیمیایی‌عناصر‌ضربی‌فوق‌کانسار‌و‌تحت‌کانسار‌به‌عنوان‌مجموعه‌آزمایش‌و‌اعتبارسنجی‌‌که‌داده

در‌این‌بخش‌بعد‌از‌حذف‌بخش‌رمزگشا،‌شبکه‌مجدد‌به‌وسیله‌روش‌تنظیم‌‌‌‌.‌همچنین‌ه‌استانتخاب‌شد‌

،‌شاخص‌زونالیته‌‌مجموعه‌ورودی‌‌دار‌شدن.‌برای‌برچسبشده‌استدار‌آموزش‌داده‌‌های‌برچسبدقیق‌با‌ورودی

های‌مورد‌نظر‌‌ها‌به‌تعداد‌خوشه،‌دادهمیانگین-کابرای‌مجموعه‌آموزش‌اعمال‌شد‌و‌سپس‌به‌وسیله‌روش‌‌

بدین‌ترتیب‌هر‌کدام‌‌شده‌و‌‌های‌آزمون‌و‌اعتبارسنجی‌نیز‌انجام‌‌.‌این‌فرآیند‌برای‌مجموعهشده‌استم‌‌تقسی

سازی‌‌برای‌تشخیص‌نقاط‌کانی‌‌ایخودرمزنگار‌پشته‌.‌مراحل‌آموزش‌‌شده‌استدار‌‌های‌شبکه‌برچسباز‌ورودی

‌پنهان‌عبارت‌است‌از:

 
1 Inverse Distance Weighting (IDW) 
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اول،‌‌ به‌‌ابتدا‌ورودیمرحله‌ بردار‌است‌ به‌صورت‌ رابطه‌‌ها‌که‌ ‌‌.‌شده‌استسازی‌‌نرمال‌‌24-‌2وسیله‌

و‌با‌انتخاب‌تعداد‌بهینه‌تکرار،‌شبکه‌بار‌دیگر‌با‌این‌تعداد‌‌‌‌شدهآموزش‌داده‌‌،‌‌تکرار‌‌500با‌‌‌‌ایخودرمزنگار‌پشته‌

‌.شده‌استهای‌شبکه‌برای‌اعمال‌تنظیم‌دقیق‌ذخیره‌پارامترها‌و‌وزن‌وشده‌‌تکرار‌آموزش‌داده‌

و‌معماری‌‌شده‌‌حذف‌‌‌‌ایخودرمزنگار‌پشته‌رمزگشا‌از‌‌‌‌بخش‌‌‌،‌تنظیم‌دقیقدر‌مرحله‌دوم‌برای‌اعمال‌‌

به‌‌ 𝑥شبکه‌ − 48 − 𝑑 − 24 − 𝑑 − 12 − 𝑑 − به‌وسیله‌‌سپس‌‌.‌‌کرده‌استتغییر‌‌‌‌∎ شبکه‌جدید‌مجدد‌

های‌ژئوشیمیایی‌‌.‌بعد‌از‌اتمام‌آموزش،‌دادهشده‌استآموزش‌داده‌‌‌‌،‌دار‌در‌تعداد‌بهینه‌تکرارهای‌برچسب‌داده

Cu, Mo, Pbو‌‌‌‌Znبا‌کانی‌‌به‌‌‌ نقاط‌مرتبط‌ های‌‌سازی‌پنهان‌در‌کلاس‌عنوان‌ورودی‌به‌شبکه‌داده‌شده‌و‌

‌.شده‌استمختلف‌تشخیص‌داده‌

و تنظیم  ایخودرمزنگار پشتهسازی پنهان به وسیله تشخیص مناطق کانی  -4-2-4

 دقیق 

‌‌ایخودرمزنگار‌پشتهفرآیند‌آموزش‌این‌بخش‌مشابه‌با‌بخش‌قبل‌است‌ولی‌معماری‌و‌مجموعه‌ورودی‌‌

کند.‌در‌ابتدا‌‌داده‌یا‌تصویر‌به‌بردار‌تبدیل‌میها‌را‌از‌نوع‌مختلف‌‌ورودی‌‌ایخودرمزنگار‌پشته‌‌متفاوت‌است.

که‌‌‌‌ه‌کانسار،‌به‌بردار‌تبدیل‌شد‌‌‌و‌عناصر‌ضربی‌فوق‌کانسار‌و‌تحت‌‌Cu, Mo, Pb, Znهای‌آنومالی‌عناصر‌‌نقشه

بردار،‌‌ این‌ مربوطه‌‌بیانگر‌‌مقادیر‌هر‌عضو‌ پیکسل‌ روشنایی‌ پیکسل‌استمیزان‌ از‌ ترتیب‌بخشی‌ بدین‌ های‌.‌

درصد‌از‌‌‌‌70به‌عنوان‌مجموعه‌آموزش‌اختصاص‌یافت‌که‌شامل‌‌‌‌Znو‌‌‌‌Cu, Mo, Pbهای‌آنومالی‌عناصر‌‌نقشه

برای‌مجموعه‌‌‌ورودیمجموعه‌‌ بر‌اساس‌نقشه‌‌است.‌این‌فرآیند‌ اعتبارسنجی‌ و‌ آنومالی‌عناصر‌‌آزمایش‌ های‌

.‌‌داده‌استرا‌تشکیل‌مجموعه‌ورودی‌‌مانده‌از‌درصد‌باقی‌‌30که‌‌‌‌هضربی‌فوق‌کانسار‌و‌تحت‌کانسار‌انجام‌شد‌

قبل‌‌‌‌بخشتخصیص‌برچسب‌به‌مجموعه‌ورودی‌برای‌تنظیم‌دقیق،‌نتایج‌بدست‌آمده‌از‌‌‌‌به‌منظورهمچنین‌‌

های‌‌برچسب‌‌و‌‌شدهیابی‌و‌نقشه‌آن‌ایجاد‌‌ندرو‌‌،2از‌درجه‌‌‌‌دهی‌بر‌مبنای‌عکس‌فاصلهوزن‌به‌وسیله‌روش‌‌

 .شده‌استهای‌تصاویر‌اعمال‌های‌ورودی‌شبکه‌مشابه‌با‌بخش‌قبل‌ولی‌بر‌روی‌پیکسلمجموعه

است‌زیرا‌این‌‌‌‌ایخودرمزنگار‌پشته‌تری‌برای‌‌توجه‌به‌بررسی‌برداری‌تصاویر،‌نیاز‌به‌معماری‌ساده‌با‌‌

شبکه‌عصبی‌‌ها‌مانند‌‌تری‌نسبت‌به‌دیگر‌روش‌عملکرد‌ضعیف‌‌،تصاویرمجموعه‌‌شبکه‌در‌آموزش‌به‌وسیله‌‌

ای‌مختلف،‌معماری‌‌با‌پارامتره‌‌ایخودرمزنگار‌پشته‌دارد.‌بدین‌ترتیب‌با‌بررسی‌چندین‌معماری‌‌‌‌همگشتی
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𝑥 − 24 − 𝑑 − 12 − 𝑑 − ∎ − 12 − 𝑑 − 24 − 𝑑 − 𝑥′حذف‌‌‌‌ لایه‌ شد‌درصد‌‌‌‌40با‌ استانتخاب‌ .‌‌ه‌

دشوار‌است‌اما‌با‌اعمال‌تنظیم‌دقیق‌نتایج‌بدست‌آمده‌از‌‌‌‌ای‌خودرمزنگار‌پشته‌انتخاب‌معماری‌مناسب‌برای‌‌

.‌فرآیند‌آموزش‌شبکه‌مشابه‌مراحل‌یک‌و‌دو‌در‌بخش‌قبل‌است‌با‌این‌تفاوت‌‌شده‌استشبکه‌اول‌توسعه‌داده‌‌

با‌‌‌‌ایخودرمزنگار‌پشته‌که‌‌ تکرارانتخاب‌‌‌‌100ابتدا‌ بهینه‌ تعداد‌ ‌‌همچنین‌‌‌.شده‌استتکرار‌آموزش‌و‌سپس‌

برابر‌‌ دقیق‌ تنظیم‌ برای‌ شبکه‌ 𝑥معماری‌ − 24 − 𝑑 − 12 − 𝑑 − سپس‌‌‌‌∎ تشخیصاست.‌ مناطق‌‌‌‌برای‌

‌‌به‌صورت‌برداری‌به‌شبکه‌وارد‌شده‌‌Znو‌‌Cu, Mo, Pbهای‌آنومالی‌عناصر‌نقشه‌،‌پنهان‌سازیمرتبط‌با‌کانی

‌.شده‌استهای‌مختلف‌تشخیص‌داده‌سازی‌پنهان‌در‌کلاس‌مرتبط‌با‌کانی‌‌‌مناطقو‌‌است

 شبکه عصبی همگشتی سازی پنهان به وسیله تشخیص مناطق کانی  -4-2-5

قوی‌‌شبکه‌عصبی‌همگشتی‌ از‌ ماشین‌‌‌‌های‌الگوریتمترین‌‌یکی‌ بینایی‌ در‌ که‌ است‌ یادگیری‌عمیق‌

های‌‌های‌ژئوشیمیایی،‌کمبود‌دادهدر‌بررسی‌داده‌‌شبکه‌عصبی‌همگشتیکاربرد‌وسیعی‌دارد.‌از‌مشکلات‌مهم‌‌

‌‌که‌‌‌ها‌و‌کانسارهای‌معدنی‌محدود‌استسازی‌یک‌فرآیند‌نادر‌و‌مناطق‌اندیسفرآیند‌کانی.‌‌دار‌استبرچسب

.‌به‌منظور‌رفع‌این‌مشکل،‌فرآیند‌آموزش‌شبکه‌‌شده‌است‌‌شبکه‌عصبی‌همگشتیها‌برای‌‌همنجر‌به‌کمبود‌داد‌

شده‌‌مرحله‌این‌آموزش‌انجام‌‌‌‌3در‌این‌پژوهش‌بر‌مبنای‌پیکسل‌است‌که‌در‌طی‌‌‌‌شبکه‌عصبی‌همگشتی‌

‌.‌است

‌‌شبکه‌عصبی‌همگشتی‌ترین‌بخش‌شروع‌فرآیند‌آموزش‌یعنی‌انتخاب‌معماری‌برای‌‌مرحله‌اول‌مهم

‌‌AlexNetو‌‌‌‌LeNetهای‌‌های‌مختلفی‌بر‌اساس‌معماریبتدا‌برای‌بهینه‌بودن‌پارامترهای‌شبکه،‌معماریاست.‌ا

𝑥.‌معماری‌‌ه‌استبررسی‌شد‌ − 𝑐(16) − 𝑐(32) − 𝑐(64) − 𝑓𝑙 − 𝑓(24) − 𝑑 − 𝑓(12) − 𝑑 − 𝑦(∎)‌‌

‌‌3.‌این‌معماری‌شامل‌‌شده‌استو‌برای‌آموزش‌شبکه‌استفاده‌‌‌‌داشته‌های‌مورد‌استفاده‌‌تناسب‌خوبی‌با‌داده

(‌و‌یک‌لایه‌خروجی‌‌𝑑لایه‌حذف‌تصادفی‌)‌‌‌2(،‌‌𝑓لایه‌تمام‌متصل‌)‌‌‌3(،‌‌𝑓𝑙)‌‌1(،‌یک‌لایه‌برداری‌𝑐لایه‌همگشت‌)‌

(𝑦است.‌لازم‌به‌ذکر‌است‌به‌منظور‌افزایش‌سرعت‌و‌قدرت‌محاسباتی‌‌‌)به‌جای‌لایه‌‌‌‌شبکه‌عصبی‌همگشتی

گذاری‌‌.‌در‌لایه‌همگشت‌پارامترهای‌فیلتر،‌پرش‌و‌لایهشده‌استدر‌هر‌لایه‌همگشت‌انتخاب‌‌یک‌پرش‌‌ادغام

 
1 Flatten 
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برازش‌بعد‌از‌هر‌لایه‌‌.‌به‌منظور‌جلوگیری‌از‌بیشه‌استگذاری‌یکسان‌انتخاب‌شد‌و‌لایه‌‌5‌‌،2×5به‌ترتیب‌‌

‌.‌‌ه‌استاستفاده‌شد‌درصد‌در‌معماری‌شبکه‌‌‌20تمام‌متصل‌یک‌لایه‌حذف‌تصادفی‌به‌اندازه‌

.‌‌شده‌استانتخاب‌‌‌‌شبکه‌عصبی‌همگشتیبرای‌آموزش‌‌‌هابرچسبو‌‌‌در‌مرحله‌دوم،‌مجموعه‌ورودی

به‌عنوان‌‌به‌صورت‌جداگانه‌‌آنومالی‌‌‌‌زمینه‌و‌‌‌مختلف‌‌سطوح‌در‌‌‌‌Znو‌‌‌‌Cu, Mo, Pbهای‌آنومالی‌عناصر‌‌نقشه

آنومالی‌‌‌‌زمینه‌و‌‌‌مختلف‌‌سطوح‌انسار‌در‌‌های‌آنومالی‌عناصر‌ضربی‌فوق‌کانسار‌و‌تحت‌کمجموعه‌آموزش‌و‌نقشه

ابتدا‌شاخص‌زونالیته‌‌‌‌ورودی.‌برای‌مجموعه‌‌ه‌استبه‌عنوان‌مجموعه‌اعتبارسنجی‌انتخاب‌شد‌به‌صورت‌جداگانه‌‌

‌‌و‌شده‌‌های‌مورد‌نظر‌تقسیم‌‌به‌تعداد‌خوشه‌‌میانگین-کاهای‌ژئوشیمیایی‌اعمال‌و‌به‌وسیله‌روش‌‌بر‌روی‌داده

نقشه‌زونالیته‌در‌‌‌‌.شده‌استنقشه‌زونالیته‌حاصل‌‌‌‌،2از‌درجه‌‌‌مبنای‌عکس‌فاصلهدهی‌بر‌‌وزنروش‌‌‌‌وسیله‌‌به

مجموعه‌‌دار‌شدن‌‌برچسبهمچنین‌برای‌‌.‌‌ه‌استسطوح‌مختلف‌آنومالی‌برای‌مجموعه‌آزمایش‌استفاده‌شد‌

های‌مورد‌نظر‌است،‌نقشه‌بدست‌آمده‌از‌قسمت‌قبل‌با‌نقشه‌زونالیته‌ایجاد‌شده،‌‌که‌همان‌کلاس‌‌‌ورودی

ترتیب‌‌شده‌استبندی‌‌خوشه‌‌میانگین-کابه‌وسیله‌روش‌‌مجدد‌‌ شامل‌‌ورودی‌‌مجموعه‌‌های‌‌برچسب.‌بدین‌

.‌لازم‌به‌‌که‌معرف‌مجموعه‌خروجی‌است‌‌و‌شاخص‌زونالیته‌است‌‌‌ایخودرمزنگار‌پشته‌نتایج‌بدست‌آمده‌از‌‌

سازی‌‌نرمال‌‌24-‌2های‌تنسور‌است‌و‌به‌وسیله‌رابطه‌‌به‌صورت‌داده‌‌شبکه‌عصبی‌همگشتیاست‌ورودی‌‌ذکر‌‌

‌.شده‌است

تکرار‌‌‌‌500انتخاب‌شده‌برای‌‌‌‌های‌برچسببا‌مجموعه‌ورودی‌و‌‌‌‌شبکه‌عصبی‌همگشتیدر‌مرحله‌سوم،‌‌

.‌‌شده‌استتکرار‌انتخاب‌و‌شبکه‌مجدد‌با‌این‌تعداد‌تکرار‌آموزش‌داده‌‌بهینه‌‌تعداد‌‌‌‌شده‌است‌و‌آموزش‌داده‌‌

بندی‌عمل‌کرده‌و‌نقشه‌آنومالی‌عناصر‌‌کلاس‌تشخیص‌و‌به‌عنوان‌یک‌شبکه‌‌شبکه‌عصبی‌همگشتیدر‌انتها‌

Cu, Mo, Pbو‌‌‌‌Znسازی‌‌مرتبط‌با‌کانی‌‌و‌مناطق‌شده‌‌وارد‌شبکه‌‌‌‌سازی‌پنهانتشخیص‌مناطق‌کانیبرای‌‌‌‌

‌.‌شده‌استهای‌مختلف‌تشخیص‌داده‌س‌پنهان‌در‌کلا

 سازی محاسبه زمینه، سطح از فرسایش و تعیین نوع کانی -4-2-6

منطقه‌‌،‌‌شبکه‌عصبی‌همگشتیسازی‌پنهان‌بدست‌آمده‌از‌‌سازی‌در‌مناطق‌کانیبرای‌تعیین‌نوع‌کانی

های‌مختلف‌‌سازی‌پنهان‌در‌کلاس‌که‌هر‌زون‌شامل‌مناطق‌کانی‌شده‌استمورد‌مطالعه‌به‌چند‌زون‌تقسیم‌

-‌4بخش‌بدست‌آمده‌از‌آنومالی‌های‌بدین‌ترتیب‌ابتدا‌مقدار‌زمینه‌در‌مناطق‌غیرآنومالی‌نقشهآنومالی‌است.‌
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از‌عناصر‌‌‌‌2-2 با‌روش‌زونالیته‌ژئوشیمیایی‌محاسبه‌و‌سپس‌به‌وسیله‌‌‌‌Znو‌‌‌‌Cu, Mo, Pbبرای‌هر‌کدام‌

(‌سطح‌از‌فرسایش‌در‌هر‌زون‌‌12-2(‌و‌گریگوریان‌)رابطه‌‌10-‌2ئه‌شده‌توسط‌سالاووف‌)رابطه‌‌های‌اراروش‌

کانی‌‌با‌.‌‌شده‌استمحاسبه‌‌ نوع‌ از‌روش‌سالاووف،‌ فرسایش‌ از‌ اساس‌شکل‌‌محاسبه‌سطح‌ بر‌ و‌‌‌‌4-‌2سازی‌

برای‌هر‌زون‌‌‌‌5-‌2سازی‌بر‌اساس‌شکل‌‌همچنین‌با‌محاسبه‌سطح‌از‌فرسایش‌به‌روش‌گریگوریان،‌نوع‌کانی

‌.‌شده‌استتعیین‌

سازی‌‌برای‌تعیین‌نوع‌کانی‌‌سازی‌پنهانلازم‌به‌ذکر‌است‌با‌استفاده‌از‌الگوی‌ارائه‌شده،‌مناطق‌کانی

،‌‌شبکه‌عصبی‌همگشتی‌علاوه‌بر‌‌‌‌.‌همچنین‌شده‌استحاصل‌‌‌‌شبکه‌عصبی‌همگشتی‌از‌شبکه‌‌‌‌و‌اعتبارسنجی‌

نیز‌‌‌‌شبکه‌عصبی‌همگشتیو‌نتایج‌آن‌در‌‌بدست‌آمده‌‌‌‌ایخودرمزنگار‌پشتهبه‌وسیله‌‌سازی‌پنهان‌‌مناطق‌کانی

‌‌سازی‌پنهان‌کانی‌‌مناطقموارد‌مطرح‌شده‌در‌این‌بخش‌برای‌‌علاوه‌بر‌بررسی‌‌استفاده‌شده‌است.‌بدین‌منظور‌‌

ه‌شده‌و‌مقایسه‌نتایج‌‌برای‌بررسی‌بهتر‌نتایج‌بدست‌آمده‌از‌الگوی‌ارائ‌،‌‌شبکه‌عصبی‌همگشتیبدست‌آمده‌از‌‌

از‌‌ آمده‌ پشتهبدست‌ همگشتیبا‌‌‌‌ایخودرمزنگار‌ عصبی‌ کانی،‌‌شبکه‌ از‌‌مناطق‌ آمده‌ بدست‌ پنهان‌ سازی‌

‌.شده‌استبررسی‌‌شبکه‌عصبی‌همگشتینتایج‌بدست‌آمده‌از‌‌مشابهنیز‌‌ایخودرمزنگار‌پشته‌

 اعتبارسنجی نتایج -4-2-7

منجر‌به‌تشخیص‌‌‌‌که‌‌‌شبکه‌عصبی‌همگشتی‌بررسی‌نتایج‌‌‌‌رب‌علاوه‌‌در‌این‌مرحله‌نیزمشابه‌مرحله‌قبل‌‌

کانی‌ پنهان‌‌مناطق‌ کانیتعیین‌‌و‌‌سازی‌ شد‌نوع‌ از‌‌‌‌نتایج،‌‌هسازی‌ آمده‌ پشته‌بدست‌ نیز‌‌‌‌ایخودرمزنگار‌

ای‌بودن‌الگو‌‌های‌چند‌مرحلهدلیل‌این‌کار‌بررسی‌بهتر‌الگوی‌ارائه‌شده‌و‌ارائه‌مزیت‌‌.شده‌است‌اعتبارسنجی

‌است.‌

از‌ نتایج‌بدست‌آمده‌ انتها‌ ارائه‌شده‌‌‌‌در‌ های‌موجود‌در‌مناطق‌مورد‌مطالعه‌‌به‌وسیله‌گمانهالگوی‌

گمانه‌در‌منطقه‌‌‌‌3گمانه‌در‌منطقه‌آستامال‌و‌‌‌‌2اطلاعات‌عمقی‌‌‌‌3-3با‌توجه‌به‌بخش‌‌.‌‌شده‌استبررسی‌‌

برای‌هر‌کدام‌از‌‌‌‌نتایج‌بدست‌آمده‌‌با‌ها‌‌این‌گمانهبررسی‌ارتباط‌مکانی‌‌سونگون‌موجود‌است.‌بدین‌ترتیب‌با‌‌

توجه‌به‌مطالعات‌‌.‌لازم‌به‌ذکر‌است‌با‌‌است‌‌شدهبررسی‌‌‌‌الگوی‌ارائه‌شده‌مناطق‌سونگون‌و‌آستامال،‌عملکرد‌‌

و‌‌)غیراقتصادی(‌‌سازی‌پراکنده‌‌(‌به‌ترتیب‌به‌عنوان‌کانی2و‌‌‌‌1گذشته،‌منطقه‌آستامال‌و‌سونگون‌)سونگون‌‌

‌(.Ziaii et al., 2009معرفی‌شده‌است‌)اقتصادی‌سازی‌پنهان‌کانی
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 سازی پنهان اقتصادی در منطقه آستامال تشخیص کانی -3-4

 بر روی شاخص زونالیته  میانگین-کااعمال روش  -4-3-1

ها‌در‌منطقه‌آستامال‌برابر‌‌با‌توجه‌به‌نتیجه‌ضریب‌شبح‌بر‌روی‌شاخص‌زونالیته،‌بهترین‌تعداد‌خوشه

اما‌تعداد‌‌3-4است‌)شکل‌‌‌‌2 با‌‌‌‌3(،‌ را‌ تطابق‌ بیشترین‌ و‌‌روند‌ساختار‌زمینخوشه‌ مناطق‌محتمل‌‌شناسی‌

خوشه‌نیز‌مقدار‌قابل‌قبولی‌را‌نشان‌‌‌‌3ن‌ضریب‌شبح‌برای‌‌.‌همچنیداشته‌استدر‌منطقه‌آستامال‌‌‌‌آنومالی

 داده‌است.

‌
‌:‌نمودار‌ضریب‌شبح‌در‌منطقه‌آستامال3-4شکل‌

خودرمزنگار های مختلف به وسیله جداسازی زمینه و آنومالی در کلاس  -4-3-2

 ایپشته

شناسی‌در‌منطقه‌‌با‌بررسی‌ساختار‌زمین‌‌میانگین-کاهای‌بدست‌آمده‌از‌روش‌‌با‌توجه‌به‌تعداد‌خوشه

𝑥برابر‌‌‌‌ایخودرمزنگار‌پشته‌معماری‌‌و‌‌انتخاب‌‌‌‌3های‌لایه‌رمز‌برابر‌‌آستامال،‌تعداد‌نورون − 48 − 𝑑 − 24 −

𝑑 − 12 − 𝑑 − 3 − 𝑑 − 12 − 𝑑 − 24 − 𝑑 − 48 − 𝑥′‌‌.خودرمزنگار‌‌برای‌بررسی‌عملکرد‌معماری‌‌‌‌است

 ,Cu ,Moعناصر،‌شبکه‌با‌مجموعه‌ورودی‌عناصر‌‌جداگانه،‌قبل‌از‌بررسی‌اد‌بهینه‌تکرارو‌تعیین‌تعد‌‌‌ایپشته

Pb, Znه‌‌تکرار‌آموزش‌داده‌شد‌‌‌500در‌‌‌‌2-2-‌4با‌توجه‌به‌بخش‌‌و‌عناصر‌ضربی‌فوق‌کانسار‌و‌تحت‌کانسار‌و‌‌‌‌

به‌بعد‌تغییری‌در‌کاهش‌خطا‌برای‌مجموعه‌آموزش‌)نمودار‌آبی(‌‌‌‌250از‌تکرار‌‌‌‌،‌4-‌4.‌با‌توجه‌به‌شکل‌‌است
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برای‌ادامه‌‌‌‌250با‌تکرار‌‌‌‌ایخودرمزنگار‌پشته‌بدین‌ترتیب‌‌‌‌.و‌اعتبارسنجی‌)نمودار‌نارنجی(‌نمایان‌نشده‌است

و‌‌‌‌02/0بر‌‌تکرار‌به‌ترتیب‌برا‌‌250.‌میزان‌خطا‌و‌صحت‌شبکه‌برای‌مجموعه‌آزمایش‌در‌‌ه‌استکار‌انتخاب‌شد‌

است.‌لازم‌به‌ذکر‌است‌هرچه‌میزان‌خطا‌به‌صفر‌و‌صحت‌به‌یک‌نزدیک‌شود‌عملکرد‌شبکه‌مناسب‌‌‌‌82/0

و‌عناصر‌ضربی‌فوق‌‌‌‌Cu, Mo, Pb, Znعناصر‌‌تکرار‌برای‌‌‌‌250است.‌سپس‌این‌فرآیند‌به‌صورت‌جداگانه‌با‌‌

را‌برای‌‌‌‌ایخودرمزنگار‌پشته‌ده‌از‌‌نقشه‌آنومالی‌بدست‌آم‌‌5-4شکل‌‌در‌‌.‌‌ه‌استکانسار‌و‌تحت‌کانسار‌انجام‌شد‌

‌.‌داده‌شده‌استکلاس‌زمینه،‌آنومالی‌ضعیف‌و‌آنومالی‌قوی‌در‌منطقه‌آستامال‌نشان‌‌‌‌3این‌عناصر‌در‌‌

‌
تکرار‌آموزش‌در‌منطقه‌آستامال‌500:‌نمودار‌خطا‌)الف(؛‌صحت‌)ب(؛‌بر‌حسب‌4-4شکل‌  
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‌
)د(؛‌عناصر‌ضربی‌فوق‌کانسار‌)ز(؛‌عناصر‌ضربی‌تحت‌کانسار‌‌‌‌Zn)ج(؛‌‌‌Pb)ب(؛‌‌‌Mo)الف(؛‌‌‌Cu:‌نقشه‌آنومالی‌عناصر‌‌5-4شکل‌

‌در‌منطقه‌آستامال‌ایخودرمزنگار‌پشته‌)ی(؛‌بدست‌آمده‌از‌
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و تنظیم  ایخودرمزنگار پشتهسازی پنهان به وسیله تشخیص نقاط کانی -4-3-3

 دقیق 

𝑥با‌معماری‌‌‌ایخودرمزنگار‌پشته‌‌،نورون‌در‌لایه‌رمز‌‌‌3با‌انتخاب‌‌‌‌3-‌2-4با‌توجه‌به‌بخش‌‌ − 48 −

𝑑 − 24 − 𝑑 − 12 − 𝑑 − 3 − 𝑑 − 12 − 𝑑 − 24 − 𝑑 − 48 − 𝑥′شد‌‌‌500برای‌‌‌‌ داده‌ آموزش‌ ه‌‌تکرار‌

‌‌200تکرار‌نشان‌داده‌شده‌است.‌با‌توجه‌به‌این‌شکل‌بعد‌از‌‌‌‌500نمودار‌خطا‌و‌دقت‌برای‌‌‌‌6-4.‌در‌شکل‌‌است

شده‌است.‌بدین‌ترتیب‌تعداد‌‌بیشتر‌‌خطای‌مجموعه‌آموزش‌‌‌‌نسبت‌به‌تکرار،‌خطای‌مجموعه‌اعتبارسنجی‌‌

‌‌87/0و‌‌‌‌026/0که‌میزان‌خطا‌و‌صحت‌در‌آن‌به‌ترتیب‌برابر‌‌‌‌ه‌تکرار‌برای‌ادامه‌آموزش‌شبکه‌انتخاب‌شد‌‌‌200

‌است.‌

‌
‌تکرار‌آموزش‌در‌منطقه‌آستامال‌500:‌نمودار‌خطا‌)الف(؛‌صحت‌)ب(؛‌بر‌حسب‌6-4شکل‌
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با‌‌ از‌اعمال‌تنظیم‌دقیق‌ بر‌روی‌شبکه‌‌‌‌200پس‌ 𝑥تکرار‌ − 48 − 𝑑 − 24 − 𝑑 − 12 − 𝑑 − 3‌‌،

سازی‌پنهان‌‌بدین‌ترتیب‌نقاط‌کانی(.‌‌7-4است‌)شکل‌‌‌‌96/0و‌‌‌‌018/0میزان‌خطا‌و‌صحت‌به‌ترتیب‌برابر‌‌

زمینه،‌آنومالی‌ضعیف‌‌کلاس‌‌‌3و‌تنظیم‌دقیق‌در‌‌‌‌ای‌خودرمزنگار‌پشته‌اقتصادی‌در‌منطقه‌آستامال‌به‌وسیله‌‌

‌(.‌8-4)شکل‌‌ه‌استبندی‌شد‌تقسیم‌‌و‌آنومالی‌قوی‌

‌
‌ش‌در‌منطقه‌آستامالتکرار‌آموز‌200:‌نمودار‌خطا‌)الف(؛‌صحت‌)ب(؛‌بر‌حسب‌7-4شکل‌

‌
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‌
‌و‌تنظیم‌دقیق‌در‌منطقه‌آستامال‌ایخودرمزنگار‌پشته‌سازی‌پنهان‌بدست‌آمده‌از‌:‌نقشه‌نقاط‌کانی8-4شکل‌

و تنظیم  ایخودرمزنگار پشتهسازی پنهان به وسیله تشخیص مناطق کانی  -4-3-4

 دقیق 

با‌‌‌‌ایخودرمزنگار‌پشته.‌شبکه‌‌ه‌استدر‌نظر‌گرفته‌شد‌‌‌‌‌3،مشابه‌بخش‌قبل‌‌،‌تعداد‌نورون‌لایه‌رمز

𝑥معماری‌‌ − 24 − 𝑑 − 12 − 𝑑 − 3 − 12 − 𝑑 − 24 − 𝑑 − 𝑥′4تکرار‌آموزش‌مشابه‌بخش‌‌‌‌100برای‌‌‌‌‌-

تکرار‌مقدار‌بالایی‌را‌‌‌‌100مقادیر‌خطا‌برای‌‌‌‌7-4(.‌با‌توجه‌به‌شکل‌‌9-4)شکل‌‌‌‌ه‌استآموزش‌داده‌شد‌‌‌2-4

ها‌از‌ورودی‌است‌که‌با‌اعمال‌تنظیم‌دقیق‌تا‌حدودی‌این‌‌بیانگر‌سختی‌استخراج‌ویژگینشان‌داده‌است‌که‌‌

دلیل‌باشد.‌‌‌‌3تواند‌مبتنی‌به‌‌تکرار‌نوسانی‌است‌که‌می‌‌100.‌همچنین‌صحت‌برای‌‌ه‌استمشکل‌برطرف‌شد‌

عداد‌‌.‌همچنین‌تیافته‌استبا‌بالاتر‌رفتن‌درصد‌حذف‌تصادفی،‌مقدار‌خطا‌کاهش‌و‌مقدار‌صحت‌نیز‌کاهش‌‌

که‌با‌زیاد‌بودن‌تعداد‌تکرارها‌نمودار‌‌‌‌شده‌استکم‌تکرارها‌باعث‌بزرگنمایی‌نمودار‌و‌بارزسازی‌جزییات‌بیشتر‌‌

.‌این‌امکان‌نیز‌وجود‌دارد‌که‌با‌توجه‌به‌مقادیر‌خطای‌بالا،‌شبکه‌در‌استخراج‌‌خواهد‌داشتروند‌بهتری‌را‌‌

م‌دقیق‌بر‌روی‌شبکه‌این‌مشکلات‌تا‌حد‌قابل‌قبولی‌‌با‌اعمال‌تنظی‌‌که‌‌‌ها‌عملکرد‌مناسبی‌نداشته‌باشد‌ویژگی

‌.ه‌استبرطرف‌شد‌



88 

‌
‌تکرار‌آموزش‌در‌منطقه‌آستامال‌100:‌نمودار‌خطا‌)الف(؛‌صحت‌)ب(؛‌بر‌حسب‌9-4شکل‌

و‌نمودار‌این‌دو‌خطا‌‌‌‌داشتهتکرار‌روند‌ثابتی‌‌‌‌25مقدار‌خطای‌مجموعه‌آموزش‌و‌اعتبارسنجی‌بعد‌از‌

در‌این‌تعداد‌‌که‌‌‌‌هتکرار‌برای‌ادامه‌آموزش‌شبکه‌انتخاب‌شد‌‌‌25.‌بدین‌ترتیب‌‌شده‌استبه‌یکدیگر‌نزدیک‌‌

‌است.‌72/0و‌‌4/0میزان‌خطا‌و‌صحت‌به‌ترتیب‌برابر‌‌تکرار‌

𝑥شبکه‌با‌معماری‌‌آموزش‌‌تکرار‌‌‌‌‌‌25برای‌‌‌و‌اعمال‌تنظیم‌دقیقبا‌حذف‌بخش‌رمزگشا‌‌ − 24 − 𝑑 −

12 − 𝑑 − (.‌با‌توجه‌به‌این‌مقادیر،‌‌10-4است‌)شکل‌‌‌77/0و‌‌‌108‌/0،‌مقدار‌خطا‌و‌صحت‌به‌ترتیب‌برابر‌‌3

ها‌را‌تشخیص‌‌های‌ورودیتر‌ویژگیتنظیم‌دقیق‌عملکرد‌شبکه‌را‌بهبود‌بخشیده‌و‌شبکه‌با‌میزان‌خطای‌کم‌

خطا‌بر‌صحت‌برتری‌دارد‌ولی‌با‌این‌وجود‌به‌وسیله‌تنظیم‌دقیق‌‌‌‌شبکه‌عصبی‌مصنوعیداده‌است.‌در‌مبحث‌‌

بدست‌آمده‌‌سازی‌پنهان‌اقتصادی‌‌نقشه‌مناطق‌کانی‌‌11-‌4شکل‌‌در‌‌است.‌‌بیشتر‌شده‌‌میزان‌صحت‌شبکه‌نیز‌‌

لی‌ضعیف‌و‌آنومالی‌قوی‌برای‌منطقه‌آستامال‌‌کلاس‌زمینه،‌آنوما‌‌3را‌در‌‌‌‌و‌تنظیم‌دقیق‌‌‌ایخودرمزنگار‌پشته‌از‌‌

‌.‌داده‌شده‌استنشان‌
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‌
‌تکرار‌آموزش‌در‌منطقه‌آستامال‌25:‌نمودار‌خطا‌)الف(؛‌صحت‌)ب(؛‌بر‌حسب‌10-4شکل‌

‌
‌و‌تنظیم‌دقیق‌در‌منطقه‌آستامال‌ایخودرمزنگار‌پشتهسازی‌پنهان‌بدست‌آمده‌از‌:‌نقشه‌مناطق‌کانی11-4شکل‌
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 شبکه عصبی همگشتی سازی پنهان به وسیله تشخیص مناطق کانی  -4-3-5

تکرار‌برای‌منطقه‌‌‌‌500نورون‌در‌لایه‌خروجی‌و‌‌‌‌3با‌‌‌‌شبکه‌عصبی‌همگشتی،‌‌5-2-4با‌توجه‌به‌بخش‌‌

‌‌شبکه‌عصبی‌همگشتیتکرار‌‌‌‌500نمودار‌خطا‌و‌دقت‌برای‌‌‌‌12-4شکل‌‌در‌‌.‌‌ه‌استآستامال‌آموزش‌داده‌شد‌

و‌برابر‌‌‌‌اشتهتکرار‌به‌بعد،‌خطای‌مجموعه‌آموزش‌و‌اعتبارسنجی‌تغییر‌خاصی‌ند‌‌‌100که‌از‌‌داده‌شده‌‌نشان‌‌

از‌‌‌‌است از‌خطای‌مجموعه‌آموزش‌شد‌‌‌300و‌بعد‌ اعتبارسنجی‌بیشتر‌ .‌بدین‌‌ه‌استتکرار،‌خطای‌مجموعه‌

که‌مقدار‌خطا‌و‌صحت‌در‌آن‌به‌‌‌‌هانتخاب‌شد‌‌‌شبکه‌عصبی‌همگشتیتکرار‌برای‌آموزش‌مجدد‌‌‌‌100ترتیب‌‌

کانی‌‌‌13-‌4شکل‌‌در‌‌است.‌‌‌‌98/0و‌‌‌‌002/0ترتیب‌‌ مناطق‌ از‌‌نقشه‌ آمده‌ بدست‌ پنهان‌ بی‌‌شبکه‌عص‌سازی‌

‌.‌نشان‌داده‌شده‌استزمینه،‌آنومالی‌ضعیف‌و‌آنومالی‌قوی‌کلاس‌‌3در‌‌برای‌منطقه‌آستامال‌همگشتی

‌
‌تکرار‌آموزش‌در‌منطقه‌آستامال‌500:‌نمودار‌خطا‌)الف(؛‌صحت‌)ب(؛‌بر‌حسب‌12-4شکل‌
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‌
‌در‌منطقه‌آستامال‌شبکه‌عصبی‌همگشتیسازی‌پنهان‌بدست‌آمده‌از‌:‌نقشه‌مناطق‌کانی13-4شکل‌

 سازی محاسبه زمینه، سطح از فرسایش و تعیین نوع کانی -4-3-6

تشخیص‌مناطق‌‌‌‌در‌‌شبکه‌عصبی‌همگشتیو‌‌‌‌ای‌خودرمزنگار‌پشته‌با‌توجه‌به‌نتایج‌بدست‌آمده‌از‌‌

سازی‌تقسیم‌‌از‌فرسایش‌و‌تعیین‌نوع‌کانیزون‌برای‌بررسی‌سطح‌‌‌‌2،‌منطقه‌آستامال‌به‌‌پنهان‌‌سازیکانی

منطقه‌آستامال‌در‌بخش‌غیرآنومالی‌نقشه‌آنومالی‌عناصر،‌برای‌‌‌عناصر‌‌(.‌مقدار‌زمینه26-4)شکل‌‌‌‌ه‌استشد‌

هر‌دو‌‌‌‌6-‌2-4.‌بر‌اساس‌بخش‌‌ه‌استبه‌وسیله‌زونالیته‌ژئوشیمیایی‌محاسبه‌شد‌‌‌Znو‌‌‌‌Cu, Mo, Pbعناصر‌‌

بیشتر‌فرسایش‌یافته‌‌‌Iنسبت‌به‌زون‌‌‌‌IIاست‌و‌زون‌‌‌‌)غیراقتصادی(‌‌اکندهسازی‌پرزون‌انتخاب‌شده‌معرف‌کانی‌

‌‌3-‌4.‌جدول‌‌استولی‌هر‌دو‌زون‌غیراقتصادی‌‌‌‌داشتهارزش‌بالاتری‌‌‌‌IIنسبت‌به‌زون‌‌‌‌Iاست.‌در‌نتیجه‌زون‌‌

عناصر زمینه‌ مقادیر‌ آستامال‌‌شامل‌ منطقه‌ نوع‌‌در‌ گریگوریان،‌ و‌ سالاووف‌ روش‌ از‌ آمده‌ بدست‌ مقادیر‌ ‌،

ها‌متراکم‌‌منطقه‌آستامال‌است.‌همچنین‌در‌این‌دو‌زون‌خطواره‌‌IIو‌‌‌‌Iهای‌‌ها‌در‌زونزی‌و‌دگرسانیساکانی

‌سازی‌است.‌دهنده‌ساختاری‌مناسب‌برای‌کانیکه‌نشان‌‌استو‌به‌صورت‌متقاطع‌

‌
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در‌‌‌هاسازی‌و‌دگرسانی،‌نوع‌کانی(𝐾𝐺)‌‌و‌گریگوریان‌(𝐾𝑆)‌‌:‌مقادیر‌زمینه،‌مقادیر‌بدست‌آمده‌از‌روش‌سالاووف3-4جدول‌

‌آستامال‌‌IIو‌‌‌Iهای‌زون

 عنصر  منطقه
 مقدار زمینه 

(ppm) 
 هادگرسانی سازیکانی 𝑲𝑺 𝑲𝑮 زون 

‌آستامال

Cu 41 

 I 82/0 13/0زون‌‌
‌پراکنده‌

 )غیراقتصادی(‌

به‌صورت‌وسیع‌و‌متمرکز‌دگرسانی‌آرژلیک،‌‌

اپیدوت(‌و‌‌-)کلریتفیلیک،‌پروپیلیتیک‌‌

 Mo 3/2 مناطق‌غنی‌از‌سیلیس‌

Pb‌17 
‌II 24/0 1/0زون‌‌

‌پراکنده‌

‌)غیراقتصادی(‌

آرژلیک،‌فیلیک،‌پروپیلیتیک‌‌دگرسانی‌‌

اپیدوت(‌و‌پروپیلیتیک‌)کربنات(‌با‌‌-)کلریت

‌Iتر‌نسبت‌به‌زون‌‌وسعت‌کم Zn‌61‌

 سونگون سازی پنهان اقتصادی در منطقه تشخیص کانی -4-4

 بر روی شاخص زونالیته  میانگین-کااعمال روش  -4-4-1

خوشه‌بیشترین‌مقدار‌ضریب‌شبح‌را‌‌‌‌2بر‌روی‌شاخص‌زونالیته،‌تعداد‌‌‌‌میانگین-‌کابا‌اعمال‌روش‌‌

تطابق‌خوبی‌‌‌مناطق‌محتمل‌آنومالیشناسی‌و‌‌روند‌ساختار‌زمینبا‌‌تعداد‌خوشه‌(،‌اما‌این‌‌14-‌4)شکل‌داشته‌

های‌ژئوشیمیایی‌منطقه‌‌.‌دادهه‌استنیز‌بررسی‌شد‌‌‌5و‌‌‌‌3‌‌،4های‌‌دلیل‌تعداد‌خوشه‌‌.‌به‌همین‌اشته‌استند‌

در برای‌کلاس‌‌‌4و‌‌‌‌3های‌‌خوشه‌‌تعداد‌‌سونگون‌ نزدیکی‌ داشباهت‌ این‌‌‌‌شتهبندی‌ در‌ و‌حتی‌ضریب‌شبح‌

برابر‌است.‌مقدار‌ضریب‌شبح‌در‌تعداد‌‌خوشه با‌روند‌‌خوشه،‌کم‌‌5ها‌ اما‌ از‌دو‌خوشه‌قبل‌است‌ ساختار‌تر‌

ترتیب‌در‌معماری‌شبکهداشته‌استشناسی‌منطقه‌تطابق‌خوبی‌‌زمین های‌مورد‌استفاده‌در‌منطقه‌‌.‌بدین‌

ه‌و‌تعداد‌‌(‌به‌صورت‌جداگانه‌در‌معماری‌شبکه‌بررسی‌شد‌5و‌‌3‌‌،4ها‌)سونگون،‌هر‌کدام‌از‌این‌تعداد‌خوشه

‌.برای‌معماری‌شبکه‌انتخاب‌شده‌استخوشه‌بهینه‌
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‌
‌:‌نمودار‌ضریب‌شبح‌در‌منطقه‌سونگون‌14-4شکل‌

خودرمزنگار های مختلف به وسیله جداسازی زمینه و آنومالی در کلاس  -4-4-2

 ایپشته

‌‌میانگین-کابه‌وسیله‌روش‌‌‌‌ایخودرمزنگار‌پشته‌های‌لایه‌رمز‌در‌‌تعداد‌نورون،‌‌2-‌2-4بخش‌با‌توجه‌به‌‌

قبل‌از‌بررسی‌جداگانه‌‌.‌در‌ابتدا‌‌ه‌استانتخاب‌شد‌‌‌5شناسی‌در‌منطقه‌سونگون،‌برابر‌‌با‌بررسی‌ساختار‌زمین

𝑥با‌معماری‌‌‌‌ایخودرمزنگار‌پشتهعناصر‌به‌وسیله‌‌ − 48 − 𝑑 − 24 − 𝑑 − 12 − 𝑑 − 5 − 𝑑 − 12 − 𝑑 −

24 − 𝑑 − 48 − 𝑥′‌‌،اصر‌برای‌مجموعه‌ورودی‌عن‌‌ای‌خودرمزنگار‌پشته‌‌‌شبکه،‌‌‌به‌منظور‌بررسی‌عملکرد‌Cu 

,Mo, Pb, Znبه‌بعد‌‌‌‌140از‌تکرار‌‌‌‌است.‌‌هتکرار‌اجرا‌شد‌‌‌500و‌عناصر‌ضربی‌فوق‌کانسار‌و‌تحت‌کانسار‌برای‌‌‌‌

تکرار‌برای‌‌‌‌140.‌بدین‌ترتیب‌تعداد‌‌شده‌استنمودار‌خطای‌مجموعه‌آموزش‌و‌اعتبارسنجی‌با‌یکدیگر‌یکسان‌‌

‌‌022/0تکرار‌به‌ترتیب‌برابر‌‌این‌تعداد‌‌خطا‌و‌صحت‌برای‌‌‌‌ه‌که‌مقدار‌انتخاب‌شد‌‌‌ایخودرمزنگار‌پشته‌آموزش‌‌

‌Cu ,Mo, Pb, Znتکرار‌برای‌عناصر‌‌‌‌140(.‌سپس‌این‌فرآیند‌به‌صورت‌جداگانه‌با‌‌15-4است‌)شکل‌‌‌‌87/0و‌‌

خودرمزنگار‌‌که‌در‌نتیجه‌نقشه‌آنومالی‌این‌عناصر‌به‌وسیله‌‌‌‌ه‌و‌عناصر‌ضربی‌فوق‌کانسار‌و‌تحت‌کانسار‌انجام‌شد‌

زمینه‌سطح‌‌1کلاس‌زمینه‌سطح‌‌‌‌5در‌‌‌‌ایپشته برای‌‌2،‌ قوی‌ آنومالی‌ و‌ آنومالی‌متوسط‌ آنومالی‌ضعیف،‌ ‌،

‌(.‌16-‌4)شکل‌‌ه‌استمنطقه‌سونگون‌ایجاد‌شد‌
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‌
‌سونگون‌تکرار‌آموزش‌در‌منطقه‌‌500:‌نمودار‌خطا‌)الف(؛‌صحت‌)ب(؛‌بر‌حسب‌15-4شکل‌



95 

‌
)د(؛‌عناصر‌ضربی‌فوق‌کانسار‌)ز(؛‌عناصر‌ضربی‌تحت‌‌Zn)ج(؛‌‌‌Pb)ب(؛‌‌‌Mo)الف(؛‌‌‌Cu:‌نقشه‌آنومالی‌عناصر‌‌16-4شکل‌

‌سونگون‌در‌منطقه‌‌ایخودرمزنگار‌پشتهکانسار‌)ی(؛‌بدست‌آمده‌از‌
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و تنظیم  ایخودرمزنگار پشتهسازی پنهان به وسیله تشخیص نقاط کانی -4-4-3

 دقیق 

.‌‌ه‌استبرای‌منطقه‌سونگون‌انتخاب‌شد‌‌‌ایخودرمزنگار‌پشته‌‌‌نورون‌در‌لایه‌رمز‌‌‌3تعداد‌‌در‌این‌بخش‌‌

𝑥با‌توجه‌به‌معماری‌‌ − 48 − 𝑑 − 24 − 𝑑 − 12 − 𝑑 − 3 − 𝑑 − 12 − 𝑑 − 24 − 𝑑 − 48 − 𝑥′مطرح‌‌‌‌

.‌با‌توجه‌به‌نمودار‌خطا‌و‌‌ه‌استتکرار‌آموزش‌داده‌شد‌‌500برای‌‌ایخودرمزنگار‌پشته‌،‌3-2-4بخش‌شده‌در‌

.‌در‌این‌شکل‌ه‌استانتخاب‌شد‌‌‌ایار‌پشته‌خودرمزنگ‌تکرار‌برای‌ادامه‌آموزش‌‌‌‌85،‌تعداد‌‌17-4دقت‌در‌شکل‌‌

داده‌‌،‌خطای‌مجموعه‌آموزش‌با‌اعتبارسنجی‌یکسان‌شده‌و‌تغییر‌خاصی‌نشان‌ن85تکرار‌بیشتر‌از‌‌تعداد‌‌‌‌در

تکرار‌به‌‌‌‌85برازش‌شده‌است.‌مقدار‌خطا‌و‌صحت‌در‌‌تکرار‌به‌بعد،‌شبکه‌دچار‌بیش‌‌150.‌همچنین‌از‌‌است

‌است.‌78/0و‌‌027/0ترتیب‌برابر‌

‌
‌سونگون‌‌تکرار‌آموزش‌در‌منطقه‌500:‌نمودار‌خطا‌)الف(؛‌صحت‌)ب(؛‌بر‌حسب‌17-4شکل‌

𝑥پس‌از‌اعمال‌تنظیم‌دقیق‌بر‌روی‌شبکه‌با‌معماری‌‌ − 48 − 𝑑 − 24 − 𝑑 − 12 − 𝑑 − ‌‌برای‌‌‌3

است‌)شکل‌‌‌‌95/0و‌‌‌‌024/0و‌به‌ترتیب‌برابر‌‌‌‌هتکرار،‌میزان‌خطا‌و‌صحت‌نسبت‌به‌شبکه‌قبل‌بهبود‌یافت‌‌‌85



97 

‌‌3و‌تنظیم‌دقیق‌را‌در‌‌‌‌ایخودرمزنگار‌پشته‌سازی‌پنهان‌بدست‌آمده‌از‌‌نقاط‌کانی‌‌19-4شکل‌‌در‌‌(.‌‌4-18

‌.‌شده‌استداده‌کلاس‌زمینه،‌آنومالی‌ضعیف‌و‌آنومالی‌قوی‌در‌منطقه‌سونگون‌نشان‌

‌
‌تکرار‌آموزش‌در‌منطقه‌سونگون‌‌85:‌نمودار‌خطا‌)الف(؛‌صحت‌)ب(؛‌بر‌حسب‌18-4شکل‌

‌
‌و‌تنظیم‌دقیق‌در‌منطقه‌سونگون‌‌ایخودرمزنگار‌پشتهسازی‌پنهان‌بدست‌آمده‌از‌:‌نقشه‌نقاط‌کانی19-4شکل‌



98 

و تنظیم  ایخودرمزنگار پشتهسازی پنهان به وسیله تشخیص مناطق کانی  -4-4-4

 دقیق 

دهی‌بر‌مبنای‌عکس‌‌وزن‌روش‌‌نتایج‌بدست‌آمده‌از‌بخش‌قبل‌به‌وسیله‌‌‌‌،هابه‌منظور‌ایجاد‌برچسب

انجام‌نشده‌است.‌‌‌‌به‌خوبیولی‌در‌نقشه‌بدست‌آمده‌تفکیک‌مناطق‌آنومالی‌‌‌‌هیابی‌شد‌ندرو،‌‌2از‌درجه‌‌‌‌فاصله

با‌شاخص‌زونالیته‌‌‌‌میانگین-کاتعداد‌نورون‌لایه‌رمز،‌نتایج‌بدست‌آمده‌به‌وسیله‌روش‌‌برای‌تعیین‌‌بدین‌ترتیب‌‌

نورون‌‌‌‌4.‌بدین‌ترتیب‌با‌تعداد‌‌ه‌استکلاس‌تقسیم‌شد‌‌‌4و‌نقشه‌بدست‌آمده‌از‌بخش‌قبل‌به‌‌‌‌هتطابق‌داده‌شد‌

𝑥 با‌معماری‌‌ایخودرمزنگار‌پشته‌در‌لایه‌رمز‌‌ − 24 − 𝑑 − 12 − 𝑑 − 4 − 12 − 𝑑 − 24 − 𝑑 − 𝑥′برای‌‌

تکرار‌روند‌‌‌‌30.‌مقدار‌خطای‌مجموعه‌آموزش‌بعد‌از‌‌ه‌استآموزش‌داده‌شد‌‌‌4-2-4مشابه‌با‌بخش‌‌‌‌،تکرار‌‌100

تکرار‌برای‌ادامه‌آموزش‌‌‌30.‌بدین‌ترتیب‌است‌یشتر‌شدهو‌خطای‌مجموعه‌اعتبارسنجی‌شروع‌ب‌‌داشتهابتی‌ث

-‌4است‌)شکل‌‌65/0و‌‌‌317/0به‌ترتیب‌برابر‌‌در‌این‌تعداد‌تکرار‌خطا‌و‌صحت‌‌‌مقدارکه‌‌‌هشبکه‌انتخاب‌شد‌

تنظیم‌دقیق‌این‌مشکلات‌‌نیز‌در‌منطقه‌سونگون‌مشاهده‌شده‌است‌که‌با‌اعمال‌‌‌‌4-‌3-4(.‌مشکلات‌بخش‌‌20

‌.شده‌استتا‌حد‌قابل‌قبولی‌برطرف‌

‌
‌تکرار‌آموزش‌در‌منطقه‌سونگون‌‌100:‌نمودار‌خطا‌)الف(؛‌صحت‌)ب(؛‌بر‌حسب‌20-4شکل‌
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𝑥با‌معماری‌‌‌‌شبکهآموزش‌‌تکرار‌‌‌‌‌‌30در‌با‌حذف‌بخش‌رمزگشا‌و‌اعمال‌تنظیم‌دقیق‌‌ − 24 − 𝑑 −

12 − 𝑑 − نقشه‌‌‌22-4شکل‌در‌(.‌‌21-4است‌)شکل‌‌77‌/0و‌‌0062/0،‌مقدار‌خطا‌و‌صحت‌به‌ترتیب‌برابر‌‌4

کانی از‌‌مناطق‌ آمده‌ بدست‌ اقتصادی‌ پنهان‌ پشته‌سازی‌ در‌‌‌‌ایخودرمزنگار‌ دقیق‌ تنظیم‌ زمینه،‌‌‌‌4و‌ کلاس‌

‌.داده‌شده‌استآنومالی‌ضعیف،‌آنومالی‌متوسط‌و‌آنومالی‌قوی‌در‌منطقه‌سونگون‌نشان‌

‌
‌تکرار‌آموزش‌در‌منطقه‌سونگون‌‌30:‌نمودار‌خطا‌)الف(؛‌صحت‌)ب(؛‌بر‌حسب‌21-4شکل‌

‌
‌و‌تنظیم‌دقیق‌در‌منطقه‌سونگون‌‌ایخودرمزنگار‌پشتهسازی‌پنهان‌بدست‌آمده‌از‌:‌نقشه‌مناطق‌کانی22-4شکل‌
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 شبکه عصبی همگشتی سازی پنهان به وسیله تشخیص مناطق کانی  -4-4-5

مشابه‌‌تعداد‌نورون‌لایه‌خروجی‌‌،‌‌قبل‌و‌نقشه‌آنومالی‌عناصر‌‌بخش‌با‌توجه‌به‌اطلاعات‌بدست‌آمده‌از‌‌

‌‌5با‌‌‌‌شبکه‌عصبی‌همگشتی‌‌.‌بدین‌ترتیب‌ه‌استانتخاب‌شد‌‌‌‌‌5در‌این‌بخش‌برابرولی‌‌بخش‌قبل‌‌فرآیند‌‌با‌‌

.‌‌ه‌استتکرار‌برای‌منطقه‌سونگون‌آموزش‌داده‌شد‌‌500با‌‌‌‌و‌‌5-2-4بخش‌‌‌ا‌توجه‌بهنورون‌در‌لایه‌خروجی‌ب

تکرار،‌خطای‌مجموعه‌آموزش‌و‌اعتبارسنجی‌یکسان‌شده‌و‌بعد‌از‌آن‌‌‌‌100در‌نزدیک‌‌‌‌23-‌4با‌توجه‌به‌شکل‌‌

از‌مجموعه‌آموزش‌‌ اعتبارسنجی‌بیشتر‌ به‌بیش‌‌و‌خطای‌مجموعه‌ ترتیب‌‌شده‌استبرازش‌‌منجر‌ ‌‌85.‌بدین‌

ه‌‌و‌شبکه‌مجدد‌با‌این‌تعداد‌تکرار‌آموزش‌داده‌شد‌‌‌ه‌انتخاب‌شد‌‌‌شبکه‌عصبی‌همگشتیرار‌برای‌آموزش‌‌تک

نقشه‌مناطق‌‌‌24-4در‌شکل‌‌است.‌9‌/0و‌‌‌017‌/0تعداد‌تکرار‌به‌ترتیب‌برابر‌‌85.‌مقدار‌خطا‌و‌صحت‌در‌‌است

کلاس‌زمینه‌‌‌5برای‌منطقه‌سونگون‌شامل‌‌‌‌شبکه‌عصبی‌همگشتیسازی‌پنهان‌اقتصادی‌بدست‌آمده‌از‌‌کانی

‌.نشان‌داده‌شده‌استقوی‌،‌آنومالی‌ضعیف،‌آنومالی‌متوسط‌و‌آنومالی‌2،‌زمینه‌سطح‌‌1سطح‌

‌
‌سونگون‌تکرار‌آموزش‌در‌منطقه‌‌500:‌نمودار‌خطا‌)الف(؛‌صحت‌)ب(؛‌بر‌حسب‌23-4شکل‌

‌
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‌
‌سونگوندر‌منطقه‌‌شبکه‌عصبی‌همگشتیسازی‌پنهان‌بدست‌آمده‌از‌:‌نقشه‌مناطق‌کانی24-4شکل‌

 سازی محاسبه زمینه، سطح از فرسایش و تعیین نوع کانی -4-4-6

برای‌تشخیص‌‌‌‌شبکه‌عصبی‌همگشتیو‌‌‌‌ایخودرمزنگار‌پشته‌های‌‌بر‌اساس‌نتایج‌بدست‌آمده‌از‌شبکه

زون‌‌‌‌2سازی‌منطقه‌سونگون‌به‌‌بررسی‌سطح‌از‌فرسایش‌و‌تعیین‌نوع‌کانی‌‌،‌برایپنهان‌‌سازیکانی‌‌مناطق

استتقسیم‌شد‌ ابتدا‌‌(.‌‌30-‌4)شکل‌‌‌‌ه‌ عناصر‌‌در‌ برای‌ زمینه‌ زونالیته‌‌‌‌Znو‌‌‌‌Cu, Mo, Pbمقدار‌ وسیله‌ به‌

هر‌‌‌‌6-2-4.‌با‌توجه‌به‌بخش‌‌ه‌استژئوشیمیایی‌و‌در‌مناطق‌غیرآنومالی‌نقشه‌آنومالی‌هر‌عنصر‌محاسبه‌شد‌

‌‌بیشتر‌فرسایش‌یافته‌است.‌‌‌IIنسبت‌به‌زون‌‌‌‌Iزون‌‌‌‌لی‌سازی‌پنهان‌است‌و‌دو‌زون‌انتخاب‌شده‌معرف‌کانی

‌‌4-‌4جدول‌‌‌‌بیشتری‌در‌این‌زمینه‌برخوردار‌است.‌‌‌از‌اهمیت‌‌IIو‌زون‌‌‌‌استاقتصادی‌‌‌‌IIو‌‌‌‌Iبدین‌ترتیب‌زون‌‌

عناصر زمینه‌ مقدار‌ سونگون‌‌شامل‌ منطقه‌ نوع‌‌در‌ ‌ گریگوریان،‌ و‌ سالاووف‌ روش‌ از‌ آمده‌ بدست‌ مقادیر‌ ‌،

ها‌متراکم‌‌منطقه‌سونگون‌است.‌همچنین‌در‌این‌دو‌زون،‌خطواره‌‌IIو‌‌‌‌Iهای‌‌ها‌در‌زونسازی‌و‌دگرسانیکانی

‌.‌استسازی‌و‌به‌صورت‌متقاطع‌هستند‌که‌نشان‌از‌اهمیت‌این‌مناطق‌برای‌کانی

‌

‌
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سازی‌و‌دگرسانی‌در‌‌،‌نوع‌کانی(𝐾𝐺)‌‌و‌گریگوریان‌(𝐾𝑆)‌‌:‌مقادیر‌زمینه،‌مقادیر‌بدست‌آمده‌از‌روش‌سالاووف4-4جدول‌

‌سونگون‌IIو‌‌‌Iهای‌‌زون‌

 عنصر  منطقه
 مقدار زمینه 

(ppm) 
 هادگرسانی سازیکانی 𝑲𝑺 𝑲𝑮 زون 

‌سونگون‌

Cu 34 

 پنهان‌اقتصادی‌ I 7/2 1/2زون‌‌

‌؛‌به‌صورت‌متمرکز‌دگرسانی‌آرژلیک

پروپیلیتیک‌‌‌‌به‌صورت‌جزئی‌دگرسانی

 Mo 3/1 پروپیلیتیک‌)کربنات(‌اپیدوت(‌و‌‌-)کلریت

Pb‌24‌

‌پنهان‌اقتصادی‌‌II 4/46 3/42زون‌‌

‌؛فیلیکبه‌صورت‌وسیع‌و‌متمرکز‌دگرسانی‌‌

‌‌تر،دگرسانی‌آرژیلیک‌با‌وسعت‌خیلی‌کم

اپیدوت(‌و‌پروپیلیتیک‌-پروپیلیتیک‌)کلریت

دگرسانی‌‌تر‌نسبت‌به‌‌)کربنات(‌با‌وسعت‌کم

‌فیلیک‌
Zn‌59 

‌

 سنجی نتایجاعتبار -5-4

‌‌،‌شده‌‌ارائهنتایج‌بدست‌آمده‌از‌الگوی‌‌های‌اکتشافی‌در‌دو‌منطقه‌سونگون‌و‌آستامال،‌‌گمانهبه‌وسیله‌‌

و‌عمقی‌گمانهاست‌‌هاعتبارسنجی‌شد‌ به‌وجود‌اطلاعات‌مکانی‌ توجه‌ با‌ ارتباط‌مکانی‌‌.‌ بررسی‌ بر‌ ها،‌علاوه‌

های‌‌نالیته‌در‌گمانهسازی‌پنهان،‌تغییرات‌غلظت‌مس‌و‌شاخص‌زوهای‌آنومالی‌مناطق‌کانیها‌با‌نقشهگمانه

‌.ه‌استبررسی‌شد‌سازی‌ارائه‌شده،‌به‌منظور‌بررسی‌نوع‌کانیمختلف‌

 منطقه آستامال -4-5-1

سازی‌همراه‌‌منطقه‌آستامال‌از‌لحاظ‌دگرسانی‌ارزش‌بالایی‌دارد‌ولی‌مناطق‌دگرسان‌شده،‌با‌کانی

سازی‌‌منطقه‌به‌منظور‌شناسایی‌کانینیست.‌بر‌این‌اساس‌منطقه‌آستامال‌فرسایش‌یافته‌است‌و‌در‌بررسی‌‌

های‌اکتشافی‌حفر‌شده‌در‌منطقه،‌در‌‌.‌همچنین‌گمانهداده‌استمس‌پورفیری،‌غلظت‌کمی‌از‌مس‌را‌نشان‌‌

سازی‌پورفیری‌نبوده‌و‌‌بهترین‌حالت‌فقط‌پیریت‌را‌نشان‌داده‌است.‌بدین‌ترتیب‌منطقه‌آستامال‌شامل‌کانی

های‌مس‌در‌منطقه،‌به‌‌کی‌بیشتر‌از‌زمینه‌است.‌همچنین‌وجود‌اندیسهای‌ایجاد‌شده‌در‌آن‌اند‌صرفا‌آنومالی

‌(.‌Ziaii et al., 2009زایی‌آهک‌است‌که‌منجر‌به‌تمرکز‌مس‌شده‌است‌)دلیل‌اسکارن

داده‌‌متر‌از‌سطح‌زمین‌نشان‌‌‌‌100تا‌‌10را‌از‌عمق‌‌‌‌Znو‌‌‌Cu, Mo, Pbتغییرات‌عناصر‌‌‌2و‌‌‌‌1گمانه‌

و‌عیار‌عنصر‌مس‌در‌‌‌‌داده‌استمتر‌تقریبا‌روند‌ثابتی‌را‌نشان‌‌‌‌100،‌شاخص‌زونالیته‌تا‌عمق‌‌1.‌در‌گمانه‌‌است
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سازی‌اقتصادی‌در‌‌ولی‌مقدار‌آن‌برای‌وجود‌یک‌کانی‌‌داشته‌متر‌افزایش‌و‌بیشترین‌مقدار‌خود‌را‌‌‌‌60عمق‌‌

روند‌‌‌‌1،‌شاخص‌زونالیته‌مانند‌گمانه‌‌2سازی‌پراکنده‌است.‌در‌گمانه‌‌ت‌و‌در‌ارتباط‌با‌کانیعمق،‌بسیار‌کم‌اس‌

ولی‌غلظت‌عنصر‌مس‌به‌شدت‌کاهش‌یافته‌است.‌بدین‌ترتیب‌این‌گمانه‌عقیم‌بودن‌‌‌‌داده‌استثابتی‌را‌نشان‌‌

‌(.‌25-‌4)شکل‌‌داده‌استسازی‌را‌در‌عمق‌نشان‌از‌کانی

 
‌(1396)صفری،‌‌‌در‌منطقه‌آستامال‌)ب(‌‌2گمانه‌و‌)الف(‌1:‌تغییرات‌غلظت‌مس‌و‌شاخص‌زونالیته‌در‌گمانه‌25-4شکل‌

سازی‌پنهان‌اقتصادی‌بدست‌آمده‌از‌‌های‌کانینقشه‌‌بر‌روی‌‌‌2و‌‌‌‌1های‌‌محل‌گمانه‌‌26-4شکل‌‌در‌‌

‌Iدر‌زون‌‌‌‌1.‌با‌توجه‌به‌این‌شکل،‌گمانه‌‌داده‌شده‌استنشان‌‌‌‌شبکه‌عصبی‌همگشتیو‌‌‌‌ایخودرمزنگار‌پشته‌

در‌بخش‌زمینه‌که‌ارزش‌‌‌‌2و‌گمانه‌‌سازی‌پراکنده‌غیراقتصادی‌معرفی‌شده‌‌که‌به‌وسیله‌الگوی‌ارائه‌شده‌کانی

برای‌مناطق‌‌‌‌ایخودرمزنگار‌پشته‌در‌نقشه‌بدست‌آمده‌از‌‌‌1همچنین‌گمانه‌‌‌‌اقتصادی‌ندارد‌نمایان‌شده‌است.

از‌‌کانی برای‌مناطق‌‌‌‌شبکه‌عصبی‌همگشتیسازی‌پنهان،‌در‌بخش‌آنومالی‌ضعیف‌و‌در‌نقشه‌بدست‌آمده‌

‌است.‌شده‌سازی‌پنهان،‌در‌آنومالی‌قوی‌نمایان‌کانی
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‌
خودرمزنگار‌سازی‌پنهان‌بدست‌آمده‌از‌)الف(‌نقشه‌کانی‌؛‌در‌منطقه‌آستامال‌‌IIو‌‌‌Iهای‌ها‌و‌زون:‌محل‌گمانه26-4شکل‌

‌شبکه‌عصبی‌همگشتیسازی‌پنهان‌بدست‌آمده‌از‌؛‌)ب(‌نقشه‌کانیایپشته‌

 منطقه سونگون -4-5-2

،‌محدوده‌جنوب‌‌1993تا‌‌‌‌1979های‌‌مطالعات‌پیشین‌ژئوشیمیایی‌در‌منطقه‌سونگون‌در‌طی‌سال

ه‌‌شناخته‌شد‌‌‌1ت‌که‌بعدها‌به‌نام‌سونگون‌‌سازی‌پنهان‌معرفی‌کرده‌اس‌شرقی‌این‌منطقه‌را‌به‌عنوان‌کانی

‌‌ppm‌‌240درصد‌برای‌مس‌و‌‌‌66/0میلیون‌تن‌همراه‌با‌عیار‌‌‌300.‌میزان‌ذخیره‌در‌این‌محدوده‌حدود‌‌است

ها‌اطلاعاتی‌موجود‌نبود‌و‌این‌محدوده‌‌برای‌مولیبدن‌است.‌از‌بخش‌غربی‌و‌شمال‌غربی‌منطقه‌سونگون‌تا‌مدت

به‌وسیله‌شاخص‌زونالیته‌این‌محدوده‌به‌‌‌‌1994.‌در‌سال‌‌شده‌استه‌استفاده‌‌به‌عنوان‌محل‌باطلدر‌آن‌زمان‌‌

‌‌1.‌لازم‌به‌ذکر‌است‌مجموع‌ذخایر‌در‌سونگون‌ه‌استشد‌‌‌معرفی‌‌2سونگون‌‌و‌به‌نام‌‌سازی‌پنهان‌‌عنوان‌کانی‌

‌(.Ziaii et al., 2009حدود‌یک‌میلیارد‌تن‌برآورد‌شده‌است‌)‌2و‌

های‌در‌ارتباط‌‌زیادی‌حفاری‌شده‌است.‌در‌این‌پژوهش‌برخی‌از‌گمانههای‌در‌منطقه‌سونگون‌گمانه

کانی آنبا‌ عمقی‌ اطلاعات‌ که‌ پنهان‌ عمقی‌‌سازی‌ اطلاعات‌ همچنین‌ است.‌ شده‌ بررسی‌ است،‌ موجود‌ ها‌

سازی‌پنهان‌اقتصادی‌را‌در‌عمق‌‌،‌وجود‌کانیZnو‌‌‌‌Cu, Mo, Pbبرای‌تغییرات‌عناصر‌‌‌‌78و‌‌‌‌66‌‌،69های‌‌گمانه

‌‌600از‌سطح‌زمین‌تا‌عمق‌‌‌‌66گمانه‌‌تغییرات‌غلظت‌مس‌و‌شاخص‌زونالیته‌‌‌‌27-‌4شکل‌‌در‌‌.‌‌است‌‌کردهتایید‌‌

ولی‌مقدار‌غلظت‌مس‌افزایش‌یافته‌است.‌‌‌‌داشتهکه‌شاخص‌زونالیته‌در‌آن‌روند‌کاهشی‌‌‌‌داده‌شدهنشان‌‌متر‌را‌‌
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‌‌داده‌شده‌نشان‌‌‌‌متر‌را‌‌550از‌سطح‌تا‌عمق‌‌‌‌78گمانه‌‌‌‌تغییرات‌غلظت‌مس‌و‌شاخص‌زونالیته‌‌29-4شکل‌‌در‌‌

متری‌افزایش‌یافته‌است.‌این‌دو‌‌‌‌550ولی‌غلظت‌مس‌تا‌عمق‌‌‌‌داشتهکه‌شاخص‌زونالیته‌در‌آن‌روند‌کاهشی‌‌

‌‌200متر‌از‌سطح‌زمین،‌شاخص‌زونالیته‌تا‌عمق‌‌‌‌500با‌عمق‌‌‌‌69ای‌دارند‌ولی‌در‌گمانه‌‌گمانه‌رفتار‌مشابه

.‌این‌‌یافته‌استفزایش‌و‌بعد‌از‌این‌عمق‌کاهش‌‌متر‌مجدد‌ا‌‌300متر‌روند‌کاهشی‌نشان‌داده‌است‌و‌در‌عمق‌‌

‌‌300سازی‌محو‌شده‌و‌در‌عمق‌‌متر‌است‌که‌بعد‌از‌این‌عمق‌کانی‌‌200سازی‌تا‌عمق‌‌فرآیند‌بیانگر‌وجود‌کانی

‌(.‌28-4)شکل‌‌شده‌استسازی‌تکرار‌متری‌مجدد‌کانی

 
‌(1396در‌منطقه‌سونگون‌)صفری،‌‌66زونالیته‌در‌گمانه‌:‌تغییرات‌غلظت‌مس‌و‌شاخص‌27-4شکل‌

‌
‌(1396در‌منطقه‌سونگون‌)صفری،‌‌‌69:‌تغییرات‌غلظت‌مس‌و‌شاخص‌زونالیته‌در‌گمانه‌28-4شکل‌
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‌
‌(1396در‌منطقه‌سونگون‌)صفری،‌‌78:‌تغییرات‌غلظت‌مس‌و‌شاخص‌زونالیته‌در‌گمانه‌29-4شکل‌

از‌‌های‌کانیبر‌روی‌نقشه‌‌78و‌‌‌‌66‌‌،69های‌‌محل‌گمانه‌‌‌30-‌4شکل‌‌در‌‌ سازی‌پنهان‌بدست‌آمده‌

تطابق‌مکانی‌خوبی‌با‌‌‌‌78و‌‌‌‌66.‌گمانه‌‌داده‌شده‌استنشان‌‌‌‌شبکه‌عصبی‌همگشتیو‌‌‌‌ایخودرمزنگار‌پشته‌

این‌دو‌گمانه‌در‌نقشه‌‌‌‌.‌داشته‌است‌‌شبکه‌عصبی‌همگشتیو‌‌‌‌ایخودرمزنگار‌پشته‌ی‌بدست‌آمده‌از‌‌هانقشه

در‌کلاس‌آنومالی‌قوی‌نشان‌داده‌شده‌است‌ولی‌مقدار‌شاخص‌زونالیته‌‌‌‌ایخودرمزنگار‌پشتهبدست‌آمده‌از‌‌

‌‌که‌عصبی‌همگشتی‌شباست‌که‌این‌تفکیک‌به‌خوبی‌در‌نقشه‌بدست‌آمده‌از‌‌‌66کمتر‌از‌گمانه‌‌‌78در‌گمانه‌

در‌کلاس‌‌‌‌66،‌گمانه‌‌شبکه‌عصبی‌همگشتیسازی‌پنهان‌بدست‌آمده‌از‌‌نمایان‌شده‌است.‌در‌نقشه‌مناطق‌کانی

که‌از‌لحاظ‌‌‌‌69گمانه‌‌در‌کلاس‌آنومالی‌متوسط‌تشخیص‌داده‌شده‌است.‌همچنین‌‌‌‌78آنومالی‌قوی‌و‌گمانه‌‌

شناسایی‌نشده‌‌‌‌ای‌خودرمزنگار‌پشتهبه‌وسیله‌‌‌‌اشته،تری‌نسبت‌به‌دو‌گمانه‌دیگر‌د‌مشاخص‌زونالیته‌مقدار‌ک

تطابق‌‌‌‌69کلاس‌به‌خوبی‌با‌گمانه‌‌‌‌5سونگون‌در‌‌‌‌بندی‌منطقهبه‌دلیل‌تقسیم‌‌شبکه‌عصبی‌همگشتیاست‌ولی‌‌

و‌‌‌‌Iهای‌‌در‌زوناز‌الگوی‌ارائه‌شده‌را‌‌ها‌به‌خوبی‌نتایج‌بدست‌آمده‌‌.‌همچنین‌وجود‌گمانهداشته‌استمکانی‌‌

IIکرده‌استتایید‌‌‌است‌رااقتصادی‌سازی‌پنهان‌که‌معرف‌کانی‌‌.‌
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‌
خودرمزنگار‌سازی‌پنهان‌بدست‌آمده‌از‌نقشه‌کانی)الف(‌‌؛در‌منطقه‌سونگون‌‌IIو‌‌‌Iهای‌زونها‌و‌:‌محل‌گمانه30-4شکل‌

‌شبکه‌عصبی‌همگشتیسازی‌پنهان‌بدست‌آمده‌از‌؛‌)ب(‌نقشه‌کانیایپشته‌

 گیری بندی و نتیجهجمع  -6-4

ایجاد‌ارتباط‌بین‌یادگیری‌عمیق‌و‌زونالیته‌ژئوشیمیایی‌مطرح‌‌‌‌و‌‌ترکیب‌‌در‌این‌فصل‌الگویی‌برای‌

و‌نتیجه‌هر‌مرحله‌در‌‌‌‌مرحله‌اصلی‌است‌که‌هر‌مرحله‌به‌مرحله‌قبل‌وابسته‌است‌‌7.‌این‌الگو‌شامل‌‌ه‌استشد‌

از‌نقاط‌قوت‌الگوی‌ارائه‌شده‌است‌زیرا‌در‌طی‌چند‌‌‌وابستگی.‌این‌داشته‌استپاسخ‌نهایی‌الگو‌تاثیر‌مستقیم‌

از‌‌به‌وسیله‌استفاده‌‌مختلف‌‌‌لهمرح یادگیری‌عمیق‌تحت‌آموزش‌نظارت‌نشده‌و‌‌‌‌هایالگوریتم‌های‌متفاوت‌

‌.‌‌شده‌استاستخراج‌‌های‌ژئوشیمیاییو‌الگوهای‌پیچیده‌و‌پنهان‌بین‌داده‌‌هاویژگینظارت‌شده،‌‌
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سازی‌پنهان‌اقتصادی‌در‌مناطق‌سونگون‌و‌آستامال‌‌به‌منظور‌تشخیص‌مناطق‌کانی‌الگوی‌ارائه‌شده‌

و‌‌‌‌ایخودرمزنگار‌پشته‌و‌تعیین‌تعداد‌نورون‌لایه‌رمز‌‌‌‌بندیدر‌مرحله‌اول‌به‌منظور‌خوشه.‌‌است‌‌بررسی‌شده

بر‌روی‌شاخص‌زونالیته‌در‌مناطق‌سونگون‌و‌‌‌‌میانگین-‌کا‌‌روش‌،‌‌شبکه‌عصبی‌همگشتیتعداد‌نورون‌خروجی‌‌

مناطق‌محتمل‌‌شناسی‌و‌‌روند‌ساختار‌زمینبر‌اساس‌ضریب‌شبح‌و‌‌‌‌هااد‌خوشهتعد‌آستامال‌اعمال‌شده‌که‌‌

و‌برای‌‌‌‌خوشه‌برای‌منطقه‌آستامال‌‌3تعداد‌‌بدین‌ترتیب‌‌است.‌‌‌‌شده‌‌تعیینمناطق‌مورد‌مطالعه‌‌در‌‌‌‌آنومالی

،‌‌ایپشته‌خودرمزنگار‌‌به‌وسیله‌‌‌‌دومدر‌مرحله‌‌‌‌.است‌‌انتخاب‌شده‌‌5و‌‌‌‌3‌‌،4های‌‌خوشه‌تعداد‌‌منطقه‌سونگون‌‌

‌‌3در‌‌به‌صورت‌جداگانه‌‌تحت‌کانسار‌‌و‌‌و‌عناصر‌ضربی‌فوق‌کانسار‌‌‌‌Cu, Mo, Pb, Znنقشه‌آنومالی‌عناصر‌‌

سازی‌نقاط‌کانی‌سوم‌‌در‌مرحله‌‌‌‌شده‌است.‌‌حاصلکلاس‌برای‌منطقه‌سونگون‌‌‌‌5کلاس‌برای‌منطقه‌آستامال‌و‌‌

‌‌3در‌‌و‌تنظیم‌دقیق‌‌‌‌ایزنگار‌پشته‌خودرم‌به‌وسیله‌‌به‌صورت‌جداگانه‌‌پنهان‌در‌مناطق‌آستامال‌و‌سونگون‌‌

های‌مرحله‌بعد‌استفاده‌‌گذاری‌داده‌که‌از‌نتایج‌بدست‌آمده‌از‌این‌مرحله‌در‌برچسبتشخیص‌داده‌شده‌‌کلاس‌‌

سازی‌پنهان‌به‌منظور‌تشخیص‌مناطق‌کانیو‌تنظیم‌دقیق‌‌‌‌ایخودرمزنگار‌پشته‌از‌‌شده‌است.‌در‌مرحله‌چهارم‌‌

شده‌و‌در‌‌‌‌استفاده‌مرحله‌قبل‌‌نتایج‌‌در‌منطقه‌آستامال‌از‌‌دار‌‌های‌برچسببرای‌ایجاد‌داده‌‌است.استفاده‌شده‌‌

مجدد‌‌بندی‌‌از‌خوشه‌،‌برای‌تعیین‌تعداد‌نورون‌لایه‌رمز‌‌انتخاب‌شده‌استکه‌چند‌تعداد‌خوشه‌‌منطقه‌سونگون‌‌

سازی‌پنهان‌‌این‌مرحله‌مناطق‌کانی‌‌در‌تفاده‌شده‌است.‌‌نتایج‌بدست‌آمده‌از‌مرحله‌قبل‌با‌شاخص‌زونالیته‌اس‌

.‌در‌مرحله‌پنجم‌به‌وسیله‌‌اند‌شده‌‌تشخیص‌دادهکلاس‌‌‌‌‌‌4در‌سونگون‌‌منطقه‌‌کلاس‌و‌‌‌‌‌‌3در‌آستامال‌‌منطقه‌‌

تشخیص‌داده‌شد.‌‌‌‌شبکه‌عصبی‌همگشتیسازی‌پنهان‌به‌وسیله‌‌،‌مناطق‌کانینتایج‌بدست‌آمده‌از‌مراحل‌قبل

ایجاد‌شده‌‌ آنومالی‌ آنومالی‌عناصر‌در‌سطوح‌مختلف‌ نقشه‌ از‌ این‌مرحله‌مجموعه‌ورودی‌ ایجاد‌‌‌‌و‌در‌ برای‌

مجدد‌‌‌‌میانگین-کا‌‌روش‌‌‌شاخص‌زونالیته‌به‌وسیله‌دار،‌نتایج‌بدست‌آمده‌از‌مرحله‌قبل‌با‌‌های‌برچسبداده

‌‌مناطق‌بدین‌ترتیب‌‌است.‌‌‌‌5و‌‌‌‌3گون‌به‌ترتیب‌برابر‌‌ها‌در‌منطقه‌آستامال‌و‌سونبندی‌شده‌و‌تعداد‌خوشهخوشه

‌‌5و‌‌‌‌3در‌منطقه‌آستامال‌و‌سونگون‌به‌ترتیب‌در‌‌‌‌شبکه‌عصبی‌همگشتیسازی‌پنهان‌بدست‌آمده‌از‌‌کانی

لازم‌به‌ذکر‌است‌به‌دلیل‌بررسی‌بهتر‌عملکرد‌الگوی‌ارائه‌شده‌در‌تشخیص‌مناطق‌‌شد.‌‌تشخیص‌داده‌کلاس‌‌

سازی‌و‌ارزیابی‌نتایج‌است‌بر‌روی‌مناطق‌‌که‌شامل‌تعیین‌نوع‌کانی‌‌الگو‌‌‌مرحله‌آخر‌سازی‌پنهان،‌دو‌‌کانی

بررسی‌شده‌است.‌بدین‌ترتیب‌‌‌‌شبکه‌عصبی‌همگشتی‌و‌‌‌‌ایخودرمزنگار‌پشته‌سازی‌پنهان‌بدست‌آمده‌از‌‌کانی
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لفی‌در‌‌های‌مخت‌به‌زون‌‌شبکه‌عصبی‌همگشتیو‌‌‌‌ایخودرمزنگار‌پشته‌از‌‌‌‌سازی‌پنهان‌بدست‌آمدهمناطق‌کانی

پس‌از‌محاسبه‌‌‌است.‌های‌مختلف‌آنومالی‌وجود‌داشته‌مناطق‌مورد‌مطالعه‌تقسیم‌شده‌که‌در‌هر‌زون‌کلاس‌

برای‌عناصر‌‌ زمینه‌ از‌‌‌‌Znو‌‌‌‌Cu, Mo, Pbمقدار‌ آنومالی‌عناصر‌مربوطه،‌سطح‌ نقشه‌ مناطق‌غیرآنومالی‌ در‌

در‌منطقه‌آستامال‌در‌‌‌IIو‌‌Iهای‌ترتیب‌زونها‌تعیین‌شده‌است.‌بدین‌سازی‌در‌این‌زونفرسایش‌و‌نوع‌کانی

سازی‌پنهان‌‌در‌منطقه‌سونگون‌در‌ارتباط‌با‌کانی‌‌IIو‌‌‌‌Iهای‌‌سازی‌پراکنده‌غیراقتصادی‌و‌زونارتباط‌با‌کانی

ها‌در‌مناطق‌مورد‌مطالعه‌با‌نقشه‌مناطق‌‌گمانهمکانی‌با‌بررسی‌و‌تطابق‌‌‌همچنیناقتصادی‌تعیین‌شده‌است.‌

‌‌سازی‌تعیین‌شده‌و‌نوع‌کانی‌‌شبکه‌عصبی‌همگشتی‌و‌‌‌‌ایخودرمزنگار‌پشته‌دست‌آمده‌از‌‌سازی‌پنهان‌بکانی

مرحله‌پایانی‌‌‌‌‌‌2دلیل‌بررسی‌‌در‌ادامه‌‌ارزیابی‌شده‌است.‌‌های‌مناطق‌مورد‌مطالعه،‌نتایج‌بدست‌آمده‌در‌زون

‌.بررسی‌شده‌است‌همگشتیشبکه‌عصبی‌و‌‌ایخودرمزنگار‌پشته‌برای‌نتایج‌بدست‌آمده‌از‌الگوی‌ارائه‌شده‌

سازی‌به‌منظور‌تشخیص‌‌و‌تعیین‌نوع‌کانیسازی‌پنهان‌‌تشخیص‌مناطق‌کانیدر‌الگوی‌ارائه‌شده‌‌

تشخیص‌مناطق‌‌البته‌‌‌.است‌شبکه‌عصبی‌همگشتیبدست‌آمده‌از‌‌‌ایجنت‌ه‌وسیلهب‌سازی‌پنهان‌اقتصادی‌کانی

و‌از‌اطلاعات‌‌‌‌صورت‌پیوسته‌و‌متصل‌استوار‌استبه‌‌‌‌لهمرح‌‌7همه‌‌‌به‌‌‌در‌این‌الگو‌‌سازی‌پنهان‌اقتصادیکانی

‌‌.‌شده‌استاستفاده‌‌سازی‌پنهان‌اقتصادی‌‌در‌تشخیص‌مناطق‌کانیاستخراج‌شده‌است‌‌‌‌ه‌مرحل‌‌‌هر‌مفیدی‌که‌از‌‌

سازی‌پنهان‌به‌وسیله‌‌با‌توجه‌به‌این‌نکته،‌تفاوت‌در‌نتایج‌بدست‌آمده‌در‌تشخیص‌توزیع‌آنومالی‌مناطق‌کانی

‌‌به‌وسیله‌‌‌.نیست‌‌ایخودرمزنگار‌پشته‌دلیل‌بر‌عدم‌کارآمدی‌‌‌‌شبکه‌عصبی‌همگشتی‌‌و‌‌ایخودرمزنگار‌پشته‌

‌‌آموزش‌نظارت‌نشده‌و‌نظارت‌شده‌اطلاعات‌مفید‌‌‌بادر‌مراحل‌مختلف‌الگوی‌ارائه‌شده‌‌‌‌ایخودرمزنگار‌پشته‌

نیز‌مبتنی‌بر‌اطلاعات‌‌‌‌شبکه‌عصبی‌همگشتیو‌دلیل‌عملکرد‌مناسب‌‌‌‌شدهاستخراج‌‌‌‌های‌ژئوشیمیاییاز‌داده

از‌‌ آمده‌ پشتهبدست‌ گمانهاست.‌‌‌‌ایخودرمزنگار‌ بررسی‌ موجود‌با‌ مطالعه‌‌های‌ مورد‌ مناطق‌ عملکرد‌‌در‌ ‌،

.‌وجود‌‌ه‌استسازی‌پنهان‌ارزیابی‌شد‌در‌تشخیص‌مناطق‌کانی‌‌شبکه‌عصبی‌همگشتی‌و‌‌‌‌ایخودرمزنگار‌پشته‌

‌‌شبکه‌عصبی‌همگشتی‌و‌‌‌‌ایخودرمزنگار‌پشته‌‌‌قبول‌‌عملکرد‌قابلنشان‌دهنده‌‌های‌معرفی‌شده‌‌ها‌در‌زونگمانه

برای‌‌‌‌و‌تعیین‌محل‌حفاری‌‌‌ها‌ولی‌به‌منظور‌ارتباط‌مکانی‌با‌گمانه‌‌است‌‌‌سازی‌پنهانهای‌کانیدر‌تشخیص‌زون

‌‌اقتصادی‌‌سازی‌پنهاندر‌تشخیص‌مناطق‌کانی‌عملکرد‌بهتری‌‌شبکه‌عصبی‌همگشتی،‌ادامه‌عملیات‌اکتشاف

است‌که‌‌‌‌ایخودرمزنگار‌پشته‌نشان‌داده‌است.‌دلیل‌این‌اتفاق‌در‌نوع‌شبکه‌‌‌‌ایخودرمزنگار‌پشته‌نسبت‌به‌‌
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داشته‌‌تری‌‌عملکرد‌ضعیف‌‌شبکه‌عصبی‌همگشتینسبت‌به‌‌برای‌بررسی‌تصاویر‌‌‌‌های‌تمام‌متصلصرفا‌با‌لایه

‌.‌است

و‌‌‌‌است‌که‌شاخص‌زونالیته‌در‌آن‌کم‌‌‌‌ای‌گمانهدر‌تشخیص‌‌‌‌ایخودرمزنگار‌پشته‌در‌منطقه‌سونگون،‌‌

خاصیت‌‌‌‌ه‌دلیلب‌‌شبکه‌عصبی‌همگشتیولی‌‌‌‌نداشتهعملکرد‌خوبی‌‌‌‌تفکیک‌دو‌گمانه‌با‌شاخص‌زونالیته‌متفاوت‌

عملکرد‌بسیار‌‌‌‌هاو‌در‌تطابق‌مکانی‌با‌گمانه‌‌کرده‌کلاس‌تقسیم‌‌‌‌5منطقه‌سونگون‌را‌به‌‌،‌‌فرد‌خودمنحصربه

است‌‌‌‌شده‌‌الگو‌انجام‌فرآیند‌‌مشابه‌منطقه‌سونگون‌‌منطقه‌آستامال‌نیز‌‌‌‌.‌لازم‌به‌ذکر‌است‌در‌داشته‌استخوبی‌‌

توان‌منطقه‌آستامال‌را‌مانند‌منطقه‌سونگون‌از‌لحاظ‌کارایی‌‌در‌دسترس‌نمی‌‌‌یها‌گمانه‌تعداد‌‌ولی‌با‌توجه‌به‌

با‌توجه‌به‌مقادیر‌خطانمودشبکه‌بررسی‌‌ در‌تشخیص‌مناطق‌‌‌‌ایخودرمزنگار‌پشته‌‌‌و‌نوع‌ساختار‌‌صحت‌‌،‌.‌

های‌پیچیده‌‌سازی‌پنهان،‌این‌احتمال‌وجود‌دارد‌که‌نتایج‌بدست‌آمده‌از‌این‌شبکه‌در‌شناسایی‌ویژگیکانی

تنظیم‌دقیق‌این‌مشکل‌‌‌اعمال‌عملکرد‌محدودی‌داشته‌است.‌البته‌‌های‌آنومالی‌در‌آموزش‌نظارت‌نشده‌نقشه

شبکه‌عصبی‌‌گانه‌الگوی‌ارائه‌شده،‌‌‌‌7مراحل‌‌‌‌با‌توجه‌به‌‌ترتیب‌‌بدین.‌‌ه‌استد‌یرا‌تا‌حد‌قابل‌قبولی‌بهبود‌بخش

مشابه‌‌‌‌و‌اطلاعات‌بدست‌آمده‌از‌مراحل‌قبل‌الگو،‌صحت‌‌‌‌،خطاای،‌‌های‌خاص‌شبکهویژگیبا‌توجه‌به‌‌‌‌همگشتی

اقتصادی‌‌سازی‌پنهان‌‌در‌تشخیص‌مناطق‌کانی‌‌ایخودرمزنگار‌پشته‌بر‌‌نیز‌‌در‌منطقه‌آستامال‌‌منطقه‌سونگون‌‌

‌.داشته‌استیت‌حارج

منجر‌به‌تفکیک‌آنومالی‌از‌‌‌‌سونگون‌و‌آستامال‌‌‌به‌طور‌کلی‌استفاده‌از‌الگوی‌ارائه‌شده‌در‌مناطق

های‌‌در‌کلاس‌سازی‌پنهان‌‌تشخیص‌نقاط‌کانیهای‌مختلف‌بدون‌محاسبه‌زمینه‌و‌حدآستانه،‌‌زمینه‌در‌کلاس‌

‌‌و‌پنهان‌اقتصادی‌‌‌‌سازیتعیین‌نوع‌کانیهای‌مختلف‌و‌‌در‌کلاس‌سازی‌پنهان‌‌تشخیص‌مناطق‌کانیمختلف،‌‌

بسیاری‌از‌‌شدن‌‌‌‌برطرفمنجر‌به‌‌،‌الگوی‌ارائه‌شده‌‌ذکر‌شدهعلاوه‌بر‌موارد‌‌پراکنده‌غیراقتصادی‌شده‌است.‌‌

نتایج‌بدست‌آمده‌از‌این‌‌‌‌همچنین‌.‌‌است‌‌شده‌ای‌برای‌این‌روش‌‌توسعهو‌‌مشکلات‌روش‌زونالیته‌ژئوشیمیایی‌‌

و‌‌برای‌تعیین‌مناطق‌حفاری‌‌های‌ژئوشیمیایی‌‌و‌فقط‌به‌وسیله‌دادهاطلاعات‌پیچیده‌‌بانک‌‌نیاز‌به‌‌الگو‌بدون‌‌

.کارآمد‌استاکتشاف‌مراحل‌ه‌داما
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 م فصل پنج

‌ات‌گیری‌و‌پیشنهادنتیجه‌
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 گیری نتیجه -5-1

‌‌ایجاد‌و‌‌‌‌ترکیبهای‌موجود،‌الگویی‌برای‌‌در‌این‌پژوهش‌و‌با‌توجه‌به‌دادهبر‌اساس‌کارهای‌انجام‌شده‌‌

سازی‌پنهان‌اقتصادی‌‌ارائه‌شده‌و‌به‌منظور‌تشخیص‌کانیزونالیته‌ژئوشیمیایی‌‌‌‌و‌یادگیری‌عمیق‌‌‌‌بینارتباط‌‌

یق‌‌که‌ترکیب‌یادگیری‌عم‌‌داده‌است.‌به‌طور‌کلی‌نتایج‌نشان‌‌شده‌استدر‌مناطق‌سونگون‌و‌آستامال‌بررسی‌‌

سازی‌‌ها‌و‌تشخیص‌مناطق‌کانیبا‌زونالیته‌ژئوشیمیایی،‌روشی‌نوین‌و‌کاربردی‌برای‌ارزیابی‌و‌تفکیک‌آنومالی

‌.‌خواهد‌شد‌محسوب‌در‌کانسارهای‌مس‌پورفیری‌‌پنهان‌اقتصادی‌

در‌‌مرحله‌‌7الگوی‌‌ عمیق‌ یادگیری‌ کاربرد‌ مثبت‌ تاثیر‌ دهنده‌ نشان‌ پژوهش‌ این‌ در‌ شده‌ ارائه‌ ای‌

تفکیک‌آنومالی‌از‌زمینه‌در‌‌‌‌ای‌برای‌روش‌زونالیته‌ژئوشیمیایی‌است.‌این‌الگو‌در‌ژئوشیمی‌معادن‌و‌توسعه

‌‌سازی‌تشخیص‌نوع‌کانیسازی‌پنهان‌و‌‌های‌ضعیف‌تا‌قوی‌مناطق‌کانیهای‌مختلف،‌تشخیص‌آنومالیکلاس‌

‌است.‌داشتهعملکرد‌مناسبی‌‌پنهان‌اقتصادی‌و‌پراکنده‌غیراقتصادی‌

روابط‌پنهان‌پیچیده‌و‌‌‌‌شناساییی‌مختلف،‌‌هااین‌الگو‌منجر‌به‌استخراج‌ویژگیای‌بودن‌‌چند‌مرحله

متکی‌نبوده‌و‌با‌استفاده‌‌‌‌الگوریتمیک‌‌‌‌ه.‌چرا‌که‌این‌الگو‌صرفا‌بشده‌استهای‌ژئوشیمیایی‌‌خطی‌بین‌دادهغیر

مرحله‌اطلاعات‌‌‌‌7در‌‌های‌مختلف‌یادگیری‌عمیق‌‌به‌وسیله‌الگوریتم‌از‌آموزش‌نظارت‌نشده‌و‌نظارت‌شده‌‌

به‌‌است‌‌شده‌استخراج‌‌ با‌یکدیگر‌‌‌‌عنوان.‌ این‌مراحل‌ ارتباط‌ به‌واسطه‌ سازی‌‌در‌تشخیص‌مناطق‌کانیمثال‌

از‌‌های‌خروجی‌شبکه‌‌تعداد‌کلاس‌و‌حتی‌‌‌‌هارچسبب‌‌،‌ورودیمجموعه‌‌‌‌شبکه‌عصبی‌همگشتی‌‌به‌وسیله‌‌‌پنهان

لگوی‌‌بدین‌ترتیب‌ا‌‌‌این‌فرآیند‌تا‌ارزیابی‌نتایج‌نیز‌برقرار‌است.‌‌و‌بدست‌آمده‌‌ی‌ارائه‌شدهالگو‌‌مختلف‌مراحل‌‌

‌.خواهد‌شد‌‌سازی‌پنهان‌اقتصادیمناطق‌کانیمنجر‌به‌کاهش‌عدم‌قطعیت‌و‌تشخیص‌بهتر‌‌‌ارائه‌شده

در‌منطقه‌‌‌‌IIو‌‌‌‌Iهای‌‌آمده‌از‌این‌الگو‌در‌مناطق‌سونگون‌و‌آستامال،‌زونبا‌توجه‌به‌نتایج‌بدست‌‌

در‌منطقه‌‌‌‌IIو‌‌‌‌Iهای‌‌سازی‌پراکنده‌غیراقتصادی‌و‌زونبه‌عنوان‌کانی‌آستامال‌‌منطقه‌‌‌‌کلو‌بالتبع‌آن‌‌آستامال‌‌

تشخیص‌داده‌شد.‌لازم‌به‌ذکر‌است‌‌‌‌در‌سطوح‌مختلف‌آنومالی‌‌‌سازی‌پنهان‌اقتصادیسونگون‌به‌عنوان‌کانی

سازی‌پنهان‌به‌ترتیب‌در‌منطقه‌آستامال‌برابر‌‌تشخیص‌کانیدر‌‌شبکه‌عصبی‌همگشتی‌خطا‌و‌صحت‌‌مقادیر‌‌

 است.‌9‌/0و‌‌017‌/0و‌در‌منطقه‌سونگون‌برابر‌‌‌98/0و‌‌002/0
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اطلاعات‌‌‌‌ها،مناطق‌گمانهاز‌‌‌‌لازم‌به‌ذکر‌است‌نتایج‌بدست‌آمده‌از‌الگوی‌ارائه‌شده‌بدون‌استفاده

‌‌حاصل‌شده‌های‌ژئوشیمیایی‌‌صرفا‌بر‌اساس‌دادهبدون‌وابستگی‌به‌بانک‌اطلاعات‌پیچیده‌و‌‌شناسی‌و‌‌زمین

ارائه‌شده‌بدون‌‌ الگوی‌ با‌استفاده‌ ترتیب‌ بر‌اساس‌انجام‌‌است.‌بدین‌ تنها‌ حفاری‌در‌منطقه‌مورد‌مطالعه‌و‌

تعیین‌‌جهت‌‌در‌‌و‌نقشه‌آنومالی‌مربوطه‌‌شده‌‌‌داده‌سازی‌پنهان‌اقتصادی‌تشخیص‌های‌ژئوشیمیایی،‌کانیداده

‌.کارآمد‌است‌‌های‌اکتشافیفعالیتریزی‌‌محل‌حفاری‌و‌برنامه

‌

‌

‌

‌

‌

‌

‌

‌

‌

‌
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 پیشنهادات  -5-2

و‌‌ارائه‌شده‌‌‌‌الگوی‌پیشنهاداتی‌برای‌توسعه‌‌در‌ادامه‌‌‌‌پژوهش،با‌توجه‌به‌مطالب‌ارائه‌شده‌در‌این‌‌‌

‌.شده‌است‌بیان‌کمک‌به‌محققان‌بعدی‌‌مطالعه‌برای‌ادامه‌فرآیند‌اکتشاف‌در‌مناطق‌مورد‌

‌‌مناطق‌با‌آنومالی‌سازی‌و‌اکتشاف‌تفضیلی‌در‌‌های‌اکتشافی‌به‌منظور‌تعیین‌عمق‌کانیحفر‌گمانه‌‌-

‌.‌سونگونمنطقه‌‌Iو‌سپس‌زون‌‌‌IIزون‌قوی‌بدست‌آمده‌از‌الگوی‌ارائه‌شده‌در‌

گمانه‌‌- و‌حفر‌ تفضیلی‌ اکتشافی‌‌اکتشاف‌ مناطقبه‌‌های‌ اقتصادی‌ ارزش‌ تشخیص‌ آنومالی‌‌‌‌منظور‌

‌.سونگون‌منطقه‌‌Iو‌سپس‌زون‌‌‌IIزون‌در‌‌متوسط‌و‌ضعیف‌‌

منطقه‌آستامال‌به‌منظور‌بررسی‌‌‌‌IIو‌‌‌‌Iهای‌‌مناطق‌با‌آنومالی‌قوی‌زونهای‌اکتشافی‌در‌‌حفر‌گمانه‌‌-

‌.سازی‌پنهانتشخیص‌کانیدر‌‌شبکه‌عصبی‌همگشتیو‌‌‌ایخودرمزنگار‌پشته‌بهتر‌نتایج‌بدست‌آمده‌از‌

مبنای‌تئوری‌یادگیری‌عمیق‌در‌ابتدای‌راه‌فعالیت‌خود‌است.‌بدین‌ترتیب‌نیاز‌به‌ارائه‌تئوری‌توسعه‌‌‌‌-

‌ها‌به‌خصوص‌در‌بررسی‌ژئوشیمیایی‌ضروری‌است.الگوریتمسازی‌پارامترهای‌یافته‌در‌راستای‌بهینه

به‌منظور‌‌‌‌،های‌بررسی‌شده‌در‌الگو‌ارائه‌شدهالگوریتمهای‌یادگیری‌عمیق‌متفاوت‌با‌‌الگوریتمبررسی‌‌‌‌-

‌استفاده‌شده.‌‌‌های‌الگوریتمبررسی‌عملکرد‌

ای‌برای‌تشخیص‌‌احیهشده‌در‌مراحل‌مختلف‌اکتشاف،‌در‌مقیاس‌معدنی‌تا‌ن‌‌ارائه‌استفاده‌از‌الگوی‌‌‌‌-

‌سازی‌پنهان‌اقتصادی.‌کانی

‌در‌دیگر‌ذخایر‌معدنی.‌‌اقتصادی‌سازی‌پنهانکانی‌‌تشخیصبررسی‌الگوی‌ارائه‌شده‌برای‌‌-‌

سازی‌پنهان‌اقتصادی‌و‌سطح‌از‌‌توسعه‌الگوی‌ارائه‌شده‌به‌منظور‌تشخیص‌همزمان‌مناطق‌کانی‌‌-

‌فرسایش.

‌سازی‌ماده‌معدنی.‌ها‌به‌منظور‌مدلی‌اطلاعات‌گمانهاستفاده‌از‌الگوی‌معرفی‌شده‌برای‌بررس‌‌-

‌

‌
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 نامهواژه

 ‌Accuracyصحت

 ‌Activation Functionساز‌تابع‌فعال

 ‌Adaptive Moment Estimation (ADAM)برآورد‌تکانه‌تطبیقی‌

 ‌Advanced Spaceborne Thermal Emissionسنجنده‌استر‌

Reflection Radiometer (ASTER) 

 ‌Alterationدگرسانی‌

 ‌Artificial Neural Network (ANN)شبکه‌عصبی‌مصنوعی‌

 ‌Autoencoder (AE)خودرمزنگار‌

 ‌Average Poolingادغام‌میانگین

 ‌Backpropagationانتشار‌پس

 ‌Band Ratiosهای‌باندینسبت

 ‌Binary Cross Entropyآنتروپی‌متقاطع‌باینری‌

 ‌Blind Mineralization (BM)سازی‌پنهانکانی

 ‌Categorical Cross Entropyای‌آنتروپی‌متقاطع‌دسته

 ‌Classificationبندی‌کلاس‌

 ‌Clusteringبندی‌خوشه

 ‌Codeلایه‌رمز‌

 ‌Concentration gradientگرادیان‌غلظت

 ‌Confusion matrixریختگی‌ماتریس‌درهم

 ‌Constrained Energy Minimizationساز‌انرژی‌مقید‌کمینه

 ‌Continental Margin Seduction Zonesهازون‌فرورانش‌حاشیه‌قاره

 ‌Convolutional Autoencoder (CAE)خودرمزنگار‌همگشتی‌
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 ‌Convolutional Layerلایه‌همگشت

 ‌Convolutional Neural Network (CNN)شبکه‌عصبی‌همگشتی

 ‌Cross Entropyآنتروپی‌متقاطع‌

 ‌Data preparationهادادهسازی‌آماده

 ‌Decoderلایه‌رمزگشا

 ‌Deep Autoencoder (DAE)خودرمزنگار‌عمیق‌

 ‌Deep Belief Network (DBN)باور‌عمیق‌

 Deep Convolutional Neural Network شبکه‌عصبی‌پیچشی‌عمیق‌

 ‌Deep learningیادگیری‌عمیق‌

 ‌Directional filtersدار‌فیلترهای‌جهت

 ‌Dropoutتصادفی‌حذف‌

 Encoder لایه‌رمزگذار‌

 ‌Epochمرحله‌تکرار‌

 ‌Feature mapنقشه‌ویژگی‌

 ‌Feed Forward Neural Networksخورهای‌عصبی‌پیش‌شبکه

 ‌Fine Tuningتنظیم‌دقیق‌

 ‌Flattenلایه‌برداری‌

 ‌Frequencyتوزیع‌فراوانی‌

 ‌Fully Connected Layerلایه‌تمام‌متصل‌

 ‌Fuzzy C-Meansفازی‌c-میانگین

 ‌Generalizationقابلیت‌تعمیم‌

 ‌Generative Adversarial Networks (GAN)شبکه‌مولد‌تخاصمی‌
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 ‌Gradient descentگرادیان‌کاهش

 Halo هاله‌

 ‌Hyperbolic Tangentتانژانت‌هذلولی‌

 ‌Internal Average Relative Reflectanceبازتاب‌نسبی‌متوسط‌داخلی‌

 ‌Inverse Distance Weighting (IDW)دهی‌بر‌مبنای‌عکس‌فاصله‌وزن

 ‌Island Arcsجزایر‌قوسی‌

 ‌K-meansمیانگین-کا

 ‌Labelبرچسب

 ‌Level of erosionسطح‌از‌فرسایش‌

 ‌Lineamentخطواره‌

 ‌Logical operator algorithmالگوریتم‌عملگرهای‌منطقی‌

 ‌Loss Functionتابع‌هزینه‌

 ‌Max Poolingادغام‌حداکثری‌

 ‌Mean Absolute Errorمیانگین‌خطای‌قدرمطلق‌

 ‌Mean Squared Error (MSE)میانگین‌خطای‌مربعات

 ‌Mixture-Tuned Matched-Filteringفیلترگذاری‌انطباقی‌

 ‌Multi-Autoencoder (MAE)خودرمزنگار‌چندگانه‌

 ‌Multi-Convolutional Autoencoder (MCA)خودرمزنگار‌چندگانه‌پیچشی‌

 ‌Neuronنورون‌

 ‌Outlierهای‌خارج‌از‌ردیف‌داده

 ‌Overfittingبرازش‌بیش

 ‌Paddingگذاری‌لایه
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 ‌Pooling Layerلایه‌ادغام‌

 ‌Precisionدقت‌

 ‌Principal Component Analysis (PCA)های‌اصلی‌تحلیل‌مولفه

 ‌Rectified Linear Unit (RELU)یکسوساز‌خطی

 ‌Recurrent Neural Networks (RNN)شبکه‌عصبی‌بازگشتی‌

 ‌Regularizationسازی‌منظم

 ‌Representation learningیادگیری‌بازنمایی

 ‌Restricted Boltzmann Machines (RBM)های‌بولتزمن‌محدود‌پیوسته‌ماشین

 ‌Same paddingگذاری‌یکسانلایه

 ‌Sensor Radianceسنجنده‌‌یتابش

 ‌Silhouetteضریب‌شبح

 ‌Softmaxبیشینه‌هموار‌

 ‌Sortwave Infrared (SWIR)محدوده‌مادون‌قرمز‌کوتاه‌

 ‌Spatially Constrained Multi-Autoencoder (SCMA)خودرمزنگار‌فضایی‌محدود‌کننده

 ‌Stacked Autoencoder (SAE)ای‌خودرمزنگار‌پشته‌

 ‌Stochastic gradient descentکاهشی‌تصادفی‌گرادیان‌‌

 ‌Stridesها‌پرش‌

 ‌Sub-oreتحت‌کانسار‌

 ‌Supervised learningیادگیری‌نظارت‌شده‌

 ‌Supra-oreفوق‌کانسار

 ‌Test dataمجموعه‌آزمایش‌

 ‌Thermal Infrared (TIR)محدوده‌حرارتی‌
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 ‌Training dataمجموعه‌آموزش‌

 ‌Transfer Learningیادگیری‌انتقالی‌

 ‌Underfittingبرازش‌کم

 ‌Unsupervised learningیادگیری‌نظارت‌نشده‌

 ‌Validation dataمجموعه‌اعتبار‌سنجی‌

 ‌Variational Autoencoder (VAE)خودرمزنگار‌متغییر‌

 ‌Visible-Near Infrared (VNIR)مادون‌قرمز‌نزدیک‌-محدوده‌مرئی

 Zone Dispersed Mineralization (ZDM) سازی‌پراکنده‌کانی
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Abstract 

Depleting the surface mineral resources has been led to the rising demand for exploring 

deep deposits. Although there are various metal mineralization belts in Iran, particularly the 

Urmia-Dokhtar belt, the explorations have mostly been performed in shallow depths. This issue 

was due to several reasons, including the detection problems and the exploration of blind 

economic mineralization. The geochemical zonality method is known as one of the substantial 

approaches in mining geochemistry. This technique is characterized as one of the most reliable 

methods in exploring blind economic reserves. However, the shortcoming of this method and 

the advances in earth data science have forced the researchers to develop integrated approaches 

by combining novel and traditional techniques to improve the performance and cover the 

obstacles of the traditional methods. This study proposes a comprehensive methodology to 

integrate the deep learning technique as an interesting topic in earth data science and the 

traditional geochemical zonality method. Thus, the shortcomings of the geochemical zonality 

method are eliminated, and the blind economic mineralization areas are detected more 

efficiently. The suggested comprehensive methodology deals with seven continuous stages. 

Every stage plays a significant role in extracting the non-linear and complex geochemical 

features and the latent relationship among geochemical data. This procedure is conducted by 

the supervised and unsupervised deep learning algorithms. The performance of the proposed 

comprehensive methodology has been examined using two challenging areas (i.e., Sungun and 

Astamal areas) situated in the Ahar-Arasbaran belt. Sungun area is known as a world-class Cu-

Mo deposit. Astamal area is a weak area of blind economic mineralization, while it contains 

strong alterations and Copper mineral indices. The findings demonstrated that the Sungun area 

had two blind economic mineralization zones in the southeast and northwest. Also, blind 

mineralization in the Astamal area was recognized in the west and southeast zones. However, 

these were zone dispersed mineralization and non-economic. This study proved that the 

proposed comprehensive methodology was an efficient approach to split the geochemical data 

at different levels of anomalies without computing anomaly matrix and threshold, detecting the 

blind mineralization areas, determining the type of mineralization (i.e., economic and non-

economic), and specifying the drilling location. 

Keywords: Deep Learning, Mining Geochemistry, Geochemical Zonality, Blind Economic 

Mineralization.
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