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 تقدیر و تشکر

 

خود بر  تاکنون که این پژوهش به سرانجام رسیده اس فرستادگان پاکش؛پس از شکر و حمد ایزد منان و 

 از لازم میدانم تشکر کنم

الهای اهنمایی رساله را به عهده داشتند و در طی سرلطف کردند و جناب آقای دکتر حداد ظریف که 

 تحصیل همواره همراه و پشتیبان من بودند؛

در این  از هیچ کمک و راهنمایی ایجناب آقای دکتر حسینی ثانی که با سعه صدر مشاور محترم رساله 

 مسیر فروگذار نکردند؛

که  نجه فرو جناب آقای دکتر گ جناب آقای دکتر الفی دکتر قلی زاده,اساتید محترم داور، جناب آقای 

 مک کردند؛تیجه نهایی کعلاوه بر قبول زحمت داوری رساله، با راهنمایی های خود به هر چه بهتر شدن ن

 و

ن پیمودن ایشاهمسر و دختر نازنینم که با حمایتها و همراهیه همچنین و پدر و مادر عزیز خودم و همسرم،

 نمودند. این مسیر را بر من آسان
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دانشکده  کنترل-برقمهندسی رشته  دکتریدانشجوی دوره  بهشته صادقی سبزواریاینجانب 

بهبود ارسال داده ها جهت ارتقاء رساله شاهرود نویسنده صنعتی دانشگاه  و رباتیک مهندسی برق

متعهد  دکتر محمد حداد ظریف تحت راهنمائی پایداری و عملکرد سیستمهای کنترل تحت شبکه

 می شوم:

  برخوردار است. توسط اینجانب انجام شده است و از صحت و اصالت رسالهتحقیقات در این 

 .در استفاده از نتایج پژوهشهای محققان دیگر به مرجع مورد استفاده استناد شده است 

  تاکنون توسط خود یا فرد دیگری برای دریافت هیچ نوع مدرک یا امتیازی در هیچ جا ارائه نشده است. رسالهمطالب مندرج در 

   صنعتـی گاه ـدانش» رود می باشد و مقالات مستخرج با نام ــشاهصنعتی  معنـــوی این اثر متعلق به دانشگاهکلیه حقوق

 به چاپ خواهد رسید.« Shahrood  University of Technology»  و یا« ـرود شاه

  رعایت می  رسالهحقوق معنوی تمام افرادی که در به دست آمدن نتایح اصلی پایان نامه تأثیرگذار بوده اند در مقالات مستخرج از

 گردد.

  کلیه مراحل انجام این پایان نامه ، در مواردی که از موجود زنده ) یا بافتهای آنها ( استفاده شده است ضوابط و اصول اخلاقی در

 رعایت شده است.

  در کلیه مراحل انجام این پایان نامه، در مواردی که به حوزه اطلاعات شخصی افراد دسترسی یافته یا استفاده شده است اصل

    ابط و اصول اخلاق انسانی رعایت شده است .رازداری ، ضو

                                                                                                                                                                  

 تاریخ                                                                                                                                

 امضای دانشجو                                                                                                                                        

 

 

 

 

 

 

 مالکیت نتایج و حق نشر

  ،رم افزار ها و نکلیه حقوق معنوی این اثر و محصولات آن )مقالات مستخرج، کتاب، برنامه های رایانه ای

در حو مقتضی شاهرود می باشد. این مطلب باید به نصنعتی تجهیزات ساخته شده است ( متعلق به دانشگاه 

 تولیدات علمی مربوطه ذکر شود.

  بدون ذکر مرجع مجاز نمی باشد  رسالهاستفاده از اطلاعات و نتایج موجود در. 

 

 تعهد نامه
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 چکیده

هدف از این رساله ارائه الگوریتمی جدید برای زمانبندی ارسال داده ها از طریق شبکه در سیستمهای 

میباشد به گونه ای که منجر به بهبود پایداری و عملکرد سیستم شود. سیستم  )1NCS(کنترل تحت شبکه 

زمان گسسته همراه با اغتشاش ورودی است که در معرض تاخیر و از دست دادن  NCSمورد بررسی یک 

داده ها به صورت متغیر با زمان در هر دو کانال اندازه گیری و محرک میباشد. برای این منظور در مرحله 

 3و در مرحله بعد یک روش کنترل پیش بین خود تحریک 2اول یک روش کنترل پیش بین رویداد تحریک

مرتبه کامل لوئنبرگر و نیز مشاهده  میشود. در هر یک از روشهای مذکور ساختاری بر پایه مشاهده گر ارائه

لوئنبرگر و کنترل کننده پیش بین با چند بهره کنترلی ارائه میگردد. طراحی مشاهده  گر مرتبه کاهش یافته

 )LMI( 4گر و کنترل کننده در هر مرحله با استفاده از روش تابع لیاپانوف و روش نامساوی ماتریسی خطی

ند. در نهایت به گونه ای انجام میشود که قادر به پایدارسازی سیستم در حضور اغتشاشها و نقایص شبکه باش

با طراحی ساختاری تلفیقی الگوریتم نهایی ارائه شده است که برپایه استفاده از دو الگوریتم پایه ای کنترل 

الگوریتم تلفیقی با ترکیب روشهای  ،است. براساس نتایج شبیه سازی 6و کنترل خود تحریک 5رویداد تحریک

ETPC  وSTPC روشهای  ارائه شده در این رساله و نیز با ترکیبETC  وSTC  از مقاله ای دیگر، عملکرد

بهتری نسبت به الگوریتمهای مجزای خود دارد. بهبود عملکرد از دو منظر پایدارسازی سیستم در حضور 

اغتشاشهای خارجی در عین کاهش تعداد بسته های ارسال شده و نیز از منظر کاهش مصرف منابع انرژی 

 ی قرار گرفته است.سیستم و پهنای باند شبکه مورد بررس

جانبی، پایداری م سیستم کنترل تحت شبکه، زمانبندی ارسال داده ها، کنترل پیش بین، کلمات کلیدی:

 .کنترل یکنواخت در نهایت محدود شده

 

 

                                           

1 Networked Control System 
2 Event-triggered predictive Control (ETPC) 
3 Self-triggered predictive Control (STPC) 
4 Linear Matrix Inequality 
5 Event-triggered Control (ETC) 
6 Self-triggered Control (STC) 
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 .مقدمه1-1

از طریق یک شبکه مخابراتی  کنترلیست که در آن حلقه های سیستمی ا )NCS( 7یک سیستم کنترل تحت شبکه

)ها( کنترل کننده)ها(، حسگربه نحوی بسته میشوند که سیگنالهای سیستم حلقه بسته بین اجزاء مختلف سیستم )

ها را  NCSیک ساختار متداول از  1-1 شکلمشترک تبادل شوند.  مخابراتی  و محرک )ها(( از طریق یک شبکه

 نشان میدهد.

NCS نند: سیمکشی ما ؛دندر مقایسه با سیستم کنترلی سنتی مزایای متعددی دارشبکه مخابراتی، ها به دلیل وجود

دهه های  طیها  NCSکمتر، هزینه پایینتر، انعطاف پذیری بیشتر و قابلیت نگهداری بیشتر سیستم. در نتیجه 

انتقال نقل و  سیستمهای ،[1های رباتی ]مانند شبکه  ددی مورد استفاده قرار گرفته اند؛گذشته در حوزه های متع

یایی بدون [ و وسایل نقلیه در5[، میکروگریدها ]4[، سیستمهای فیزیکی سایبری ]3[، عمل جراحی ]2هوشمند ]

 [.6سرنشین ]

 

 ها NCS. ساختار متداول 1-1شکل 

های به حوزه سیستمچالشهای جدیدی را  کنترلدر سیستمهای  مخابراتی از سوی دیگر به کارگیری شبکه  

از طریق  را NCSاین نقایص رفتار  که ناشی از نقایص موجود در ساختار این شبکه هاست.  کنترل وارد میکند

ک نمایش د. به همین دلیل ضروری است که ینعملکرد یا ایجاد ناپایداری به شدت تحت تاثیر قرار میده افت

این شرایط  کنیم که پایداری را تحت بسازیم و کنترل کننده های موثری طراحیها را  NCSدینامیکی مناسب از 

 [7میسر کنند.]
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بسته ها،  ها، جابجایی از دست دادن بستهها ناشی از تاخیر القایی شبکه،  NCSروی  اصلی ترین چالشهای پیش

لف محدودیت پهنای باند شبکه، محدودیت منابع شبکه و اغتشاشهای وارد به سیستم است که روشهای مخت

 [15-8.]قرار گرفته استاین چالشها در سالهای اخیر از زوایای مختلف مورد بررسی رویارویی با هریک از 

 . زمانبندی ارسال داده ها۲-1
 یکی از مهمترین چالشهای پیش روی سیستمهای کنترل تحت شبکه محدودیت پهنای باند شبکه ارتباطی 

ریق شبکه طراحی رای ارسال داده ها از طمیباشد. به دلیل وجود این محدودیت، لازم است الگوریتم بهینه ای را ب

ست الگوریتمی کنیم تا ضمن ارسال داده های ضروری، از اتلاف منابع سیستم جلوگیری شود. به این منظور لازم ا

ی شده توسط ارائه شود که براساس آن تصمیم بگیریم در هر سیستم کنترل تحت شبکه چه زمانی داده اندازه گیر

یکی از  ه قرار گیرد یا به عبارتی چه زمانی تحریک کنترلی صورت گیرد. در حقیقتحسگرها باید برروی شبک

لی و پایداری مهمترین چالشها کاهش تعداد انتقالات در طول زمان، در عین حفظ مطلوبیت ویژگیهای عملکرد کنتر

یر قسمتها به با سا است. اهمیت این امر در آن است که در بسیاری از کاربردها، منابع ارتباطی محدود هستند و

نابع انرژی تعداد داده های منتقل شده از طریق شبکه علاوه بر حفظ م [ با کاهش16گذاشته شده اند.]اشتراک 

 سیستم، اثرات القایی شبکه بر روی عملکرد سیستم نیز کاهش میابند.

، 8با تحریک زمانبندی شدهاز نقطه نظر تحریک کنترلی، سه روش کنترلی متفاوت وجود دارد که عبارتند از کنترل 

های کنترل تحت شبکه بر اساس های کنترلی اولیه سیستم. طرح10و کنترل خود تحریک 9کنترل رویداد تحریک

شده بودند که بعدها پایه تئوری طرحهای کنترلی رویداد تحریک و خود تحریک قرار روش تحریک زمانبندی

ر متناوب در لحظات مشخص و از پیش تعیین شده از گرفت. در روش کنترل زمانبندی شده، حسگرها به طو

متغیرهای سیستم نمونه برداری میکنند. تمام متغیرهای نمونه برداری شده از طریق شبکه ارتباطی برای کنترل 

انتخاب  و پهنای باند ارتباطی CPUپلنت منتقل میشود. در این روش دوره تناوب برمبنای زمان پردازش 

 [17میشود.]

ک زمانبندی شده برای مدتی طولانی به دلیل سادگی تحلیل و طراحی بسیار جذاب بود. مشکل عمده روش تحری 

این رویکرد آن است که بدون در نظر گرفتن بار حال حاضر شبکه یا تغییرات در سیستمهای کنترلی، همواره 
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نه ای تعیین میشود که پایداری استفاده ثابتی از پهنای باند ارتباطی میکند. دوره نمونه برداری از ابتدا به گو

عملکرد را تحت بدترین شرایط حفظ کند حتی در حضور بزرگترین اغتشاش یا ازدحام ترافیکی. اما در این روش 

 همواره منابع زیادی به دلیل ارتباطات غیرضروری در سیستمهای کنترل تحت شبکه تلف میشوند. 

های رویداد تحریک و خود تحریک برای حل این مشکل توسعه یافتند. این دو روش متشکل از دو بنابراین روش 

رسانی شود؛  روز عنصر میباشند: یک مکانیسم تحریک که تعیین میکند چه زمانی ورودی کنترلی باید مجددا به

 [18کنترلی را محاسبه میکند.]و کنترل کننده پسخوردی که ورودی 

 . روش کنترلی رویداد تحریک 1-۲-1

روش کنترلی رویداد تحریک در حقیقت ابزاری برای محدود ساختن ارتباطات پسخوردی در یک حلقه کنترلی 

است. این ارتباطات تنها به لحظه هایی محدود میشوند که در آنها وقوع یک رویداد از پیش تعیین شده تعیین 

یژگی خاصی در رفتار یک سیستم حلقه بسته نیازمند به روز رسانی میکند که ورودی کنترلی به منظور تحقق و

میباشد. زمانهای رویداد بسته به مقادیر متغیرهای حالت یا خروجیهای سیستم تعیین میشود. به این ترتیب ارتباط 

ان رخ پسخوردی با رفتار سیستم تطبیق داده میشود. از آنجایی که رویدادها عموما به صورت ناهمگام در طول زم

[ 19متفاوت است.]میدهند، اساسا روش کنترلی رویداد تحریک کاملا با یک روش کنترلی تحریک زمانبندی شده 

 [ و منابع آنها میتوان اطلاعات تفصیلی را در باب روش کنترل بر مبنای رویداد مطالعه نمود.22-20در مقالات ]

 

  [23]تحریک کنترلی رویداد رحط برمبنای. ساختار کلی سیستم کنترل تحت شبکه 2-1شکل 
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وش رویداد های کنترل تحت شبکه با استفاده از رای سیستمده است، ساختار پایه[ آورده ش23همانطور که در ]

لنت و نشان داده شده است. برخلاف کنترل حلقه بسته متداول، یک مولد رویداد بین پ 2-1تحریک در شکل 

یر. وظیفه خشده باید منتقل شود یا برداریکند آیا داده نمونهین میکنترل کننده قرار داده شده است که تعی

حسگر را بر  کنترلی این مولد رویداد آن است که در صورت برقراری شرط رویداد، داده نمونه برداری شده توسط

 روی شبکه قرار دهد.

شبکه، اثرات القایی شبکه بر  بنابراین روش کنترلی رویداد تحریک با کاهش تعداد داده های ارسال شده از طریق

روی عملکرد سیستم را به میزان زیادی کاهش میدهد. یک روش موثر دیگر برای مقابله با اثرات القایی شبکه 

استفاده از روش کنترل پیش بین است که پس از اثرگذاری شبکه بر روی داده ها، به مقابله با این اثرات میپردازد. 

تحریک و روش کنترل پیش بین روش کاملتری تحت عنوان روش کنترل پیش  با ترکیب روش کنترلی رویداد

تبیین میشود. در این روش پس از تصمیم گیری در باب ضرورت ارسال هریک از  )ETPC( 11بین رویداد تحریک

داده های نمونه برداری شده و قرار دادن داده های ضروری بر روی شبکه؛ اثرات القایی شبکه بر روی داده های 

ارسال شده نیز؛ با استفاده از بلوک کنترل پیش بین؛ جبران میشود. الگوریتم ارائه شده در رساله حاضر نیز برای 

است که کارایی آن از طریق دو مثال مقایسه ای، در  ETPCبخش رویداد تحریک، به طور خاص یک الگوریتم 

 فصل بعد نشان داده شده است. 

اد تحریک ش کنترلی رویدروسالهای اخیر با موضوع بررسی تعدادی از مقالات منتشر شده در  خلاصه 1-1جدول 

ت را نشان مورد نظر در هر یک از مقالا NCSاست. این جدول ویژگیها و محدودیتهای در نظر گرفته شده برای 

ه ذکر شده در هر مقال میدهد. در ستون آخر جدول نیز روش کنترلی مورد استفاده به منظور پایدارسازی سیستم

 است.

کنترلی  نشان میدهد که الگوریتم ارائه شده در رساله حاضر، بیش از تمام کارهای موجود که به روش  1-1جدول 

مشخصا  [ که31-24با بررسی دقیقتر منابع ] پرداخته اند، نقایص شبکه را تحت پوشش قرار میدهد. رویداد تحریک

[ در سیستم کنترل تحت شبکه 24درمی یابیم که مقاله ]را مطرح کرده اند،  ETPCمشابه با رساله حاضر روش 

ها و عدم قطعیت را در نظر گرفته است و بهینه سازی را براساس خطای  از دست دادن بستهمورد بررسی خود 

فته ردگیری و متغیرهای حالت انجام میدهد در حالیکه در رساله حاضر وجود نقایص بیشتری در شبکه در نظر گر

خابراتی مورد استفاده در [ در شبکه م25شده است و سیستم با پسخورد خروجی در نظر گرفته شده است. مقاله ]
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NCS  خود تنها حضور تاخیر را در نظر گرفته است و به منظور تحلیل آن دو ساختار جداگانه در نظر گرفته است

 ی است و در دیگری بزرگتر از بازه نمونه برداری است.که در یکی از آنها تاخیر شبکه کوچکتر از بازه نمونه بردار

 رویداد تحریک. خلاصه بررسی تعدادی از مقالات منتشر شده در سالهای اخیر با موضوع روش کنترلی 1-1جدول 

شماره  مدل سیستم اثرات القایی شبکه اغتشاش نوع پسخورد نوع روش کنترلی

 منبع

جابجایی  ورودی حالت خروجی

 بسته ها

دست  از

دادن 

 بسته ها

 -زمان تاخیر

 پیوسته

  گسسته-زمان

ETPC  ✓   ✓   ✓ [24] 

ETPC ✓     ✓  ✓ [25] 

ETPC  ✓   ✓  ✓  [26] 

ETPC ✓     ✓  ✓ [27] 

ETPC ✓     ✓  ✓ [28] 

ETPC ✓     ✓  ✓ [29] 

ETPC ✓   ✓ ✓ ✓  ✓ [30] 

ETPC  ✓   ✓ ✓  ✓ [31] 

ETPC ✓  ✓ ✓ ✓ ✓  ✓  رساله

 حاضر

 

ها و با پسخورد حالت مورد بررسی  از دست دادن بسته[ یک سیستم کنترل تحت شبکه را در حضور 26مقاله ]

قرار میدهد و دو تشخیصگر رویداد یکی در سمت حسگر و یکی هم در سمت کنترل کننده در نظر میگیرد که 

منجر به پیچیدگی فیزیکی بیشتری نسبت به ساختار پیشنهادی در رساله حاضر میشود در حالیکه نقایص کمتری 

 .را در شبکه مخابراتی در نظر گرفته است
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با پسخورد خروجی نشان میدهد که در معرض تاخیر  NCSرا برای یک ساختار  ETPCالگوریتم  [ یک27مقاله ]

زمانی است و از دو روش مدل مجتمع و مدل تکه ای خطی الگوریتمهای پایدارسازی سیستم را پیشنهاد میدهد 

حسگر و کنترل کننده در نظر میگیرد ولی برخلاف رساله حاضر وجود شبکه مخابراتی را تنها در حد فاصل میان 

 و نقایص شبکه را نیز تنها محدود به تاخیر زمانی نموده است.

ساختار جداگانه، الگوریتم پایدارسازی ارائه شده است. یکبار زمانی که شبکه تنها در حد  [ برای دو28در مقاله ]

فاصل کنترل کننده و محرک وجود داشته باشد و یکبار زمانی که شبکه هم در بین حسگر و کنترل کننده و هم 

شبکه های مخابراتی در  در بین کنترل کننده و محرک وجود داشته باشد. در هر دو ساختار تنها وجود تاخیر در

 نظر گرفته شده است و اغتشاش و سایر نقایص شبکه نادیده گرفته شده اند.

دو تشخیصگر رویداد را یکی در سمت حسگر و دیگری در  NCSساختار پیشنهادی خود برای  [ در29مقاله ]

رک لحاظ شده است و اثر سمت کنترل کننده در نظر گرفته است. وجود تاخیر در هر دو کانال اندازه گیری و مح

 گسسته سازی در هنگام قرار دادن داده بر روی هر یک از کانالها بر پایداری سیستم در نظر گرفته شده است.

[ ساختاری مشابه ساختار پیشنهادی در رساله حاضر را در نظر گرفته است با این تفاوت که کنترل 30مقاله ]

ثابت است در حالیکه در این رساله کنترل کننده سوئیچ کننده با  ی با گینا کننده پیشنهادی آن کنترل کننده

تاخیر، از دست دادن بسته ها و جابجایی  [ وجود30گین متغیر پیشنهاد شده است. همچنین در حالیکه در مقاله ]

شده بسته ها لحاظ شده اند، اغتشاشهای ورودی و خروجی نادیده گرفته شده اند. الگوریتم پایدارسازی پیشنهاد 

 است. LMIدر این مقاله مشابه با الگوریتم پیشنهادی در رساله حاضر برپایه تابع لیاپونوف و به روش 

[ نیز شامل دو تشخیصگر رویداد؛ یکی در سمت حسگر و دیگری در سمت کنترل 31مقاله ]ساختار ارائه شده در 

ر گرفته شده است و منابع انرژی سیستم نیز ها در هر دو کانال در نظ از دست دادن بستهکننده؛ میباشد. تاخیر و 

محدود فرض شده است. برخلاف رساله حاضر سیستم به صورت پسخورد حالت در نظر گرفته شده است و نیز 

ثابت  [ به صورت بهره31حضور اغتشاش کاملا نادیده گرفته شده است. همچنین کنترل کننده مورد استفاده در ]

 است.

 حریکروش کنترلی خود ت. ۲-۲-1

به عنوان جایگزینی برای کنترل رویداد تحریک، کنترل خود تحریک مزایای قابل توجهی در مقایسه با کنترل 

باشد. به همین دلیل اتلاف کمتری رویداد تحریک دارد. در این روش نیازی به برررسی پیوسته شرط تحریک نمی
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سازی فیزیکی به وجود کمتری در پیاده در منابع مربوط به حسگرها وجود خواهد داشت و همچنین پیچیدگی

آورد که احتمالا منجر به عدم پذیرتر برای تعیین لحظه تحریک فراهم میخواهد آمد. گذشته از آن روشی انعطاف

انجام عملکردی خاص در شرایط حضور سیستم در نقطه تعادل خود میگردد. گذشته از آن، به سخت افزار مازاد 

مداوم بر شرط تحریک نیاز نخواهد بود که این برخلاف روش رویداد تحریک است. دیگری برای تکمیل نظارت 

مختلف این روش مزایای جذاب روش کنترلی خود تحریک منجر به تمایل روبه رشد محققین در بررسی ابعاد 

 [23شده است.]

ر هر دتحریک،  در حقیقت تفاوت اصلی میان روشهای رویداد تحریک و خود تحریک آن است که در روش رویداد

که برای حالت خود حالیلحظه نمونه برداری شرط رویداد بررسی میشود و در صورت لزوم داده ارسال میشود در

 [32.]بینی میگرددتحریک پس از هر بار نمونه برداری، براساس داده جدید لحظه نمونه برداری بعدی پیش 

رویداد تحریک با کاهش تعداد داده های ارسال شده  کنترلی خود تحریک نیز مانند روش کنترلیبنابراین روش 

از طریق شبکه، اثرات القایی شبکه بر روی عملکرد سیستم را به میزان زیادی کاهش میدهد. با ترکیب روش 

 12کنترلی خود تحریک و روش کنترل پیش بین، روش کاملتری تحت عنوان روش کنترل پیش بین خود تحریک

(STPC) ن روش پس از تعیین لحظه نمونه برداری بعدی و قرار دادن داده نمونه برداری جدید تبیین میشود. در ای

بر روی شبکه؛ اثرات القایی شبکه بر روی داده های ارسال شده نیز؛ با استفاده از بلوک کنترل پیش بین؛ جبران 

 STPCاص یک الگوریتم میشود. الگوریتم ارائه شده در رساله حاضر نیز برای بخش کنترل خود تحریک، به طور خ

 است که کارایی آن از طریق دو مثال مقایسه ای، در فصل سوم نشان داده شده است. 

-1ول است. مشابه جد خود تحریکحاوی خلاصه اطلاعات مربوط به مقالات با موضوع روش کنترلی  2-1جدول 

تار مورد بررسی بر ویژگیهای سیستم مورد بررسی در هر مقاله و نقایصی که برای شبکه مخابراتی در ساخ ، علاوه1

وریتم پایدارسازی هر مقاله در نظر گرفته شده است؛ در ستون آخر روش کلی مورد استفاده هر مقاله برای تبیین الگ

 سیستم ذکر شده است.

شابه با رساله حاضر استفاده کرده اند. بررسی دقیقتر این منابع م STPCطور خاص از روش  [ به36-33مقالات ]

تعیین زمان نمونه برداری بعدی در الگوریتم خود تحریک از بهینه سازی یک  [ برای33مقاله ]نشان میدهد که 

                                           

12Triggered Predictive Control (STPC)-Self  
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که شبکه  تابع هزینه استفاده کرده است و پایدارسازی را بر پایه تابع لیاپانوف انجام داده است و این در حالی است

 های مخابراتی را به صورت ایده آل در نظر گرفته است و هیچیک از نقایص شبکه را لحاظ نکرده است.

 خود تحریک. خلاصه بررسی تعدادی از مقالات منتشر شده در سالهای اخیر با موضوع روش کنترلی 2-1جدول 

  سیستم مدل شبکه القایی اثرات  اغتشاش نوع  پسخورد  نوع روش کنترلی

شماره 

 منبع
جابجایی  ورودی خروجی حالت خروجی 

 بسته ها

از دست 

دادن بسته 

 ها

 -زمان تاخیر

 پیوسته

-زمان

 گسسته

STPC  ✓       ✓ [33] 

STPC  ✓  ✓     ✓ [34] 

STPC  ✓       ✓ [35] 

STPC ✓  ✓ ✓     ✓ [36] 

STPC ✓  ✓ ✓ ✓  ✓  ✓  رساله

 حاضر

 

تصادفی را در شرایط وجود اغتشاشها و محدودیتهای احتمالاتی ارائه  STPCالگوریتم کنترلی  [ یک34مقاله ]

میکند. در این مقاله نشان داده شده است که لزوما لحظه نمونه برداری بعدی قابل محاسبه است اما روش پیشنهادی 

را با خود به همراه دارد. در حالی برای محاسبه آن یک روش برنامه نویسی بازگشتی است که بار محاسباتی زیادی 

که روش پیشنهادی در این رساله، لحظه نمونه برداری بعدی را مستقیما محاسبه میکند. علاوه بر آن، در این 

 رساله نقایص بیشتری در شبکه لحاظ شده است.

ا تحلیل میکند که برای تعیین لحظه نمونه برداری بعدی بهره میبرد و سیستمی ر تابع هزینه[ از روش 35مقاله ]

در حالیکه در رساله حاضر علاوه بر تعیین مستقیم لحظه نمونه برداری در معرض هیچیک از نقایص شبکه نیست 
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برای سیستمی در معرض  STPCالگوریتم  [ یک36در ] بعدی نقایص بیشتری در شبکه در نظر گرفته شده است.

حظه نمونه برداری بعدی برپایه یک تابع هزینه تعیین اغتشاشهای محدود ورودی و خروجی پیشنهاد شده است و ل

  میشود.

 .اشکالات طرحهای کنترلی 3-1
 . نقاط ضعف هریک از روشهای کنترلی3-1جدول 

 

توجه به توضیحات ذکر شده در قسمت قبل، هر یک از سه روش کنترلی ایراداتی دارند که به طور خلاصه در با 

شده اند. از آنجا که الگوریتمهای مورد بررسی الگوریتمهای مربوط به زمانبندی ارسال داده  گردآوری 3-1جدول 

ها میباشند، در حقیقت میزان قابلیت هر الگوریتم در تشخیص ضرورت انجام نمونه برداری جدید و سپس تشخیص 

ا که الگوریتم کنترلی مورد ضرورت ارسال داده نمونه برداری شده است که تعیین کننده است. به همین دلیل هرج

بحث قادر نباشد هر یک از دو وظیفه بالا را به خوبی انجام دهد نقطه ضعف آن الگوریتم تلقی میشود و منجر به 

اتلاف منابع انرژی سیستم و اشغال غیرضروری پهنای باند شبکه مخابراتی میگردد. علاوه بر آن به دلیل اینکه 

های ارسال شده از طریق شبکه مخابراتی عملکرد سیستم را تحت تاثیر قرار  اثرات القایی شبکه بر روی داده

 میدهد؛ ارسال داده های غیرضروری از این منظر نیز نقطه ضعف الگوریتم کنترلی میباشد.

 نقاط ضعف روش کنترلی

رسال تمام ی سیستم به دلیل انجام نمونه برداری به صورت متناوب و ااتلاف منابع انرژ- زمانبندی شده تحریک

 نمونه برداری شده از طریق شبکه حتی در لحظات غیرضروریداده های 

 اشغال غیرضروری پهنای باند شبکه به دلیل ارسال حجم زیاد داده -

 اتلاف منابع سیستم به دلیل نمونه برداری متناوب داده ها -  رویداد تحریک

 بررسی مدام شرط رویداداتلاف منابع سیستم به دلیل  -

مونه العمل مناسب نسبت به اغتشاشهای وارد شده به سیستم بین دو لحظه نعدم عکس - خود تحریک

 برداری متوالی



11 

 

 . انگیزه تحقیق4-1
تحریک  نظر میرسد ترکیب طرحهای کنترلی رویداد ، به3-1در جدول معایب روشهای مختلف با مدنظر قرار دادن 

و خود تحریک، طرح کنترلی مناسبی را به دست دهد که در آن مزایای هر یک از این دو طرح، نقاط ضعف طرح 

دیگر را پوشش میدهد. در شرایطی که اغتشاشهای متوالی به سیستم وارد شود، در صورتی که تنها از الگوریتم 

ونه برداری اغتشاشهای متعدد به سیستم خود تحریک استفاده کنیم، ممکن است در فاصله لحظات مختلف نم

وارد شوند و از آنجا که در این الگوریتم بین لحظات نمونه برداری متوالی هیچگونه نظارتی بر مقدار متغیرهای 

سیستم صورت نمیگیرد، ممکن است سیستم به سرعت ناپایدار شود و یا آنقدر از نقطه تعادل خود دور شود که 

به عملکرد مطلوب نیازمند اعمال سیگنال کنترلی بزرگ و صرف هزینه زیادی باشیم. در برای بازگرداندن سیستم 

صورتی هم که تنها از الگوریتم رویداد تحریک استفاده کنیم در فاصله میان اغتشاشها که پاسخ سیستم در حالت 

زیادی از منابع  پایدار است، بررسی پیوسته مقادیر متغیرهای سیستم صورت میگیرد که منجر به صرف انرژی

سیستم خواهد شد در صورتی که در شرایطی که سیستم در حالت پایدار به سر میبرد نیازی به این بررسی پیوسته 

 نیست.

در حقیقت ایده پایه ای در روش کلی ارائه شده در این رساله، استفاده از هر یک از این طرحها بسته به نوع پاسخ 

نی که سیستم در حالت گذرا قرار دارد متغیرهای سیستم تغییرات زیادی دارند. سیستم در هر بازه زمانی است. زما

در این حالت برای حفظ پایداری سیستم لازم است متغیرهای سیستم متناوبا نمونه برداری شوند و در صورت 

ز الگوریتم ضروری تشخیص دادن ارسال داده نمونه برداری شده جدید، ارسال صورت گیرد. به این ترتیب استفاده ا

کنترلی رویداد تحریک در زمانهایی که سیستم در حالت گذرا قرار دارد و تغییرات متغیرهای سیستم زیاد است، 

 مناسب به نظر میرسد.

از آن سو زمانی که سیستم در حالت ماندگار قرار دارد متغیرهای سیستم تغییرات زیادی ندارند و نیازی نیست 

برداری را انجام دهیم. به همین دلیل استفاده از الگوریتم کنترلی خود تحریک  که به صورت متناوب عمل نمونه

برای زمانهایی که سیستم در حالت ماندگار قرار دارد مناسب به نظر میرسد. چرا که در این الگوریتم در هر لحظه 

صورت حلقه باز عمل  نمونه برداری، لحظه نمونه برداری بعدی تعیین میشود و در فاصله این دو لحظه سیستم به

میکند. این رویکرد منجر به صرفه جویی قابل ملاحظه ای در منابع انرژی سیستم میشود چرا که نمونه برداری 

 غیر ضروری انجام نمیشود.
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ایده اصلی استفاده از یک الگوریتم کنترلی تلفیقی است که بین این دو الگوریتم تغییر وضعیت دهد. استفاده از 

یداد تحریک در زمان نوسانات پاسخ سیستم و سپس تغییر الگوریتم کنترلی به روش کنترلی خود روش کنترلی رو

تحریک در زمان اتمام حالت گذرا، ترکیبی است که منجر به بهینه استفاده بهینه از منابع انرژی سیستم میشود. 

نترلی رویداد تحریک تغییر سپس در صورتی که اغتشاش جدیدی به سیستم وارد شود الگوریتم کنترلی به روش ک

وضعیت میدهد و نمونه برداری به طور پیوسته توسط حسگرها انجام میگیرد و سیگنال کنترلی مناسب برمبنای 

این الگوریتم تعیین میشود که این امر منجر به رصد نمودن دقیقتر وضعیت سیستم در شرایط وارد شدن اغتشاش 

 میگردد.

ی نسبت به زمانی که فقط از یکی از الگوریتمها استفاده کنیم، منجر به استفاده بهینه استفاده از این الگوریتم تلفیق

تری از منابع انرژی سیستم میشود. علاوه بر آن نسبت به حالتی که از الگوریتم کلاسیک ارسال متناوب زمانبندی 

ری از شبکه ارتباطی و نتیجتا شده استفاده کنیم تعداد داده بسیار کمتری ارسال میشود که منجر به استفاده کمت

 اثرگذاری کمتر شبکه بر روی داده ها میشود. به این ترتیب اثرات القایی ناشی از شبکه نیز کاهش میابد. 

 . نوآوری رساله5-1
 این رساله به شرح زیر است: ، نوآوریهای2-1و  1-1جدولهای با در نظر گرفتن نتایج خلاصه شده در 

  

تحریک با در نظر گرفتن اغتشاش ورودی، تاخیر متغیر با زمان، از دست دادن و جابجایی  ارائه الگوریتم رویداد (1

اغتشاش با  بسته ها، محدودیت پهنای باند شبکه و منابع انرژی سیستم در دو حالت اغتشاش صفرشونده و

 کران بالای ثابت مشخص.

، از دست دادن و تاخیر متغیر با زمان ارائه الگوریتم کنترلی خود تحریک با در نظر گرفتن اغتشاش ورودی ، (2

و محدودیت پهنای باند شبکه و منابع انرژی سیستم در دو حالت اغتشاش صفرشونده و جابجایی بسته ها 

 اغتشاش با کران بالای ثابت مشخص.

بسته از دست دادن و جابجایی  ،ارائه الگوریتم تلفیقی با در نظر گرفتن اغتشاش ورودی ، تاخیر متغیر با زمان (3

و محدودیت پهنای باند شبکه و منابع انرژی سیستم در دو حالت اغتشاش صفرشونده و اغتشاش با کران  ها

 بالای ثابت مشخص.

در کنار نوآوریهای ذکر شده در بالا، کلیه الگوریتمهای پیشنهاد شده در این رساله ویژگیهایی دارند که منجر به 

 کاربردی تر شدن آنها شده است:
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 حل شود. 13Zenoارائه الگوریتمها به نحوی که موضوع پدیده  (1

ی معمول ننده هااستفاده از کنترل کننده سوئیچ کننده که منجر به ساختاری منعطف تر نسبت به کنترل ک (2

 .با یک بهره ثابت میگردد

 ارائه هر یک از الگوریتمهای پیشنهادی با دو مشاهده گر مرتبه کامل و مرتبه کاهش یافته. (3

 متغیر با زمان در هر دو کانال اندازه گیری و محرک.اظ کردن تاخیر لح (4

 در نظر گرفتن پسخورد خروجی به جای پسخورد حالت. (5

 معادلات فضای حالت به صورت گسسته.در نظر گرفتن  (6

 . ساختار کلی6-1
 ساختار رساله حاضر به این صورت میباشد:

ش در اد تحریک ارائه شده است. موثر بودن این رودر فصل دوم الگوریتم پیشنهادی کنترل پیش بین روید

و  پایدارسازی سیستم و کاهش تعداد بسته های ارسال شده در عین حفظ عملکرد سیستم در حضور اغتشاش

ریتم نقایص شبکه به کمک نتایج شبیه سازی در پایان فصل نشان داده شده است. فصل سوم به معرفی الگو

و، موثر ریک اختصاص داده شده است. در این فصل نیز مشابه رویکرد فصل دپیشنهادی کنترل پیش بین خود تح

سیستم  در پایدارسازی سیستم و کاهش تعداد بسته های ارسال شده در عین حفظ عملکرد بودن روش پیشنهادی

ق م با تلفیدر حضور اغتشاش و نقایص شبکه با مثالهای مقایسه ای مورد بررسی قرار گرفته است. در فصل چهار

ین فصل قابلیت دو الگوریتم کنترلی رویداد تحریک و خود تحریک، ساختار الگوریتم تلفیقی تبیین شده است. در ا

ثالهای مساختار معرفی شده جهت پایدارسازی و حفظ پهنای باند و منابع انرژی سیستم مانند فصول قبل با 

ای موضوع معرفی رویکردهای آینده در راستمقایسه ای نشان داده شده است. فصل پنجم نیز به نتیجه گیری و 

 رساله اختصاص یافته است.

 

 

 

                                           

13Zeno phenomenon  
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 .مقدمه1-۲

میپردازیم. برای این منظور در بخش اول ابتدا توصیف سیستم مورد بررسی  ETPCدر این فصل به تشریح الگوریتم 

و ساختار مدنظر برای پیاده سازی الگوریتم پیشنهادی ارائه میگردد. در بخش دوم نتایج اصلی در دو زیر بخش 

داری ارائه میگردد و بسته به محدودیت در نظر گرفته شده برای اغتشاش سیستم به ترتیب قضایایی برای پای

بودن متغیرهای حالت سیستم بیان و اثبات شده است. بخش سوم موثر بودن  14UUBمجانبی سیستم و 

الگوریتمهای پیشنهادی را از طریق مثالهای مقایسه ای نشان میدهد و بخش چهارم به نتیجه گیری این فصل 

 اختصاص یافته است.

 . توصیف سیستم۲-۲
ورت زیر توصیف میشود:سیستم کنترل تحت شبکه به ص در این فصل  

𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝑢(𝑘) + 𝐸1𝑤1(𝑘)            (2-1)  

𝑦(𝑘) = 𝐶𝑥(𝑘)          (2-2)    

𝑥(0) = 𝑥0                (2-3)  

∋ 𝑥 که در آن  ℜ𝑛, 𝑢 ∈ ℜ𝑚   و𝑦 ∈ ℜ𝑙    به ترتیب بردار حالت، ورودی کنترلی و خروجی سیستم را نشان

𝑤1میدهند.   ∈ ℜ𝑝  به فضای  است که ورودیاغتشاش بردار𝐿2(0، + ماتریسهای  𝐸1و  𝐴 ،𝐵 ،𝐶 ،𝐷د. تعلق دار (∞

 نشان داده میشود. 𝑥0ثابت مشخص با ابعاد مناسب هستند. مقدار اولیه بردار حالت سیستم با 

𝑘، 𝑘 ی لحظه در ∈ {1،2،3،  نمونه برداری شده تخمین میزند. 𝑦(𝑘)ده گر حالت سیستم را بر اساس مشاه {…

 𝑦(𝑘)اتفاق افتاده است یا خیر. اگر رویداد اتفاق افتاده باشد،  یرویداد بررسی میکند کهس تشخیصگر رویداد سپ

پیش  کنترل کنندهنادیده گرفته میشود.  𝑦(𝑘)ارسال میشود، در غیراینصورت  کنترل کنندهاز طریق شبکه به 

بین براساس آخرین داده دریافت شده، یک دنباله از سیگنالهای کنترلی تولید میکند و دنباله را به محرک ارسال 

کنترل پیش  میکند. در سمت محرک، یک انتخابگر وجود دارد که سیگنال کنترلی مناسب را از بین سیگنالهای

 میکند. و به پلنت اعمال اده دریافت شده؛ انتخاببین دریافت شده؛ براساس تاخیر تحمیل شده به آخرین بسته د

                                           

14 Uniformy Ultimately Bounded 
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در این ساختار  فرضیات زیر براینشان داده شده است.  1-2در شکل  NCSساختار مورد نظر در این فصل برای 

 :شده اندنظر گرفته 

ی ها عمل میکنند و بستهT و محرک متناوبا با دوره های نمونه برداری یکسان  کنترل کننده، حسگر. 1-2فرض 

 ارسال شده از طریق شبکه برچسب زمانی دارند.

 

 رسالهدر این  رویداد تحریکپیشبین  الگوریتم کنترل. ساختار پیشنهاد شده برای 1-2 شکل

نشان داده میشوند که هر دو مقادیری  𝐷𝑓𝑤 و 𝐷𝑓𝑏به ترتیب با  محرکو  اندازه گیری. تاخیر در کانالهای 2-2فرض 

 است.𝐷2 و  𝐷1به ترتیب 𝐷𝑓𝑤 و 𝐷𝑓𝑏هستند. حد بالای   متغیر با زمان

نشان داده  𝐿𝑓𝑤و  𝐿𝑓𝑏به ترتیب توسط  محرکو  اندازه گیریها در کانالهای  بسته از دست دادن. تعداد 3-2فرض 

 د.هستن 𝐿2و  𝐿1به ترتیب  𝐿𝑓𝑤و  𝐿𝑓𝑏هستند. حد بالای  متغیر با زمانمیشوند که هر دو مقادیری 

پیشنهادی در دو حالت بررسی  ETPCبراساس حالتهای مختلف اغتشاش وارد شده به سیستم، عملکرد الگوریتم 

 شده است. ابتدا حالتی در نظر گرفته میشود که اغتشاش ورودی کران بالایی به صورت

𝛼1‖𝑤1(𝑘)‖2
2 ≤ 𝛽1‖𝑥(𝑘)‖2

2               (2-4)  
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کران بالای اغتشاش ورودی  سپس حالتی بررسی میشود که مقادیر ثابت هستند. 𝛽1و  𝛼1که در آن داشته باشند 

 باشد 𝛽مقدار مشخص 

‖𝑤1(𝑘)‖2
2 ≤ 𝛽                (2-5)  

در ساختار پیشنهادی ممکن نخواهد بود. چرا که زمانی  Zenoوقوع پدیده  1-2لازم به ذکر است که به دلیل فرض 

این پدیده رخ میدهد که کران پایینی برای طول بازه نمونه برداری وجود نداشته باشد و در فاصله زمانی کوتاهی 

بینهایت نمونه برداری انجام شود که از نظر فیزیکی امکانپذیر نخواهد بود. اما در ساختار پیشنهادی فواصل زمانی 

 خواهد بود. 𝑇نمونه برداری و تحریک سیستم حداقل به اندازه 

 مشاهده گر مرتبه کامل. 1-۲-۲

 مرتبه کامل تشخیصگر رویداد مبتنی بر مشاهده گر.1-1-۲-۲

مشاهده گر لوئنبرگر است که به صورت زیر توصیف  ،ETPCالگوریتم مشاهده گر پیشنهاد شده در این رساله برای 

 میشود:

𝑥̂(𝑘 + 1) = 𝐴𝑥̂(𝑘) + 𝐵𝑢(𝑘) + 𝐿(𝑦(𝑘) − 𝐶𝑥̂(𝑘)).             (2-6)  

در مراحل  𝐿 هستند. ماتریس 𝑘به ترتیب حالت مشاهده گر و ورودی مشاهده گر در لحظه  𝑢(𝑘)و  𝑥̂(𝑘)و در آن 

تعیین ضرورت انتقال آخرین داده نمونه بعد به گونه ای طراحی میشود که پایداری سیستم تضمین شود. به منظور 

لحظه مناسب  (7-2)معادله تشخیصگر رویداد براساس در نظر گرفته میشود.  رویداد، یک تشخیصگر دهبرداری ش

رویداد کنترلی  برای ارسال جدیدترین داده نمونه برداری شده را تعیین میکند. به این ترتیب با استفاده از روش

 .جلوگیری میشودمنابع انرژی  اتلاف پهنای باند شبکه و از اشغال غیر ضروری ،تحریک

آخرین لحظه ای باشد که یک بسته داده از طریق شبکه ارسال شده است؛ شرط رویداد  𝑘𝑖اگر ، (7-2)در معادله 

لحظه نامساوی بررسی میشود. اگر  𝑅1ارسال شد، برای  𝑘𝑖بیان میکند که پس از آنکه یک بسته داده در لحظه 

𝑘𝑖باشد، جدیدترین داده نمونه برداری شده در لحظهلحظه رخ نداده  𝑅1هیچ اعوجاجی در طول این  + 𝑅1 + 1   

 بیان ریاضی این شرط به این صورت است .ارسال میشود

𝑘𝑖+1 = min (min{𝑘| (𝑥̂(𝑘) − 𝑥̂(𝑘𝑖))
𝑇Φ1(𝑥̂(𝑘) − 𝑥̂(𝑘𝑖)) > 𝑥̂𝑇(𝑘)Φ2𝑥̂(𝑘)، 𝑘 > 𝑘𝑖}،𝑘𝑖 + 𝑅1 + 1)   

(7-2) 
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 ماتریسهای متقارن مثبت معین با مقادیر مشخص هستند. Φ2 و  Φ1که در آن 

 . کنترل کننده پیش بین۲-1-۲-۲

نمایش داده شده است.  2-2در شکل  ETPCپیشنهادی کنترل کننده پیش بین در الگوریتم   ساختار داخلی

استفاده میشود. به  اندازه گیریبرای ذخیره سازی آخرین بسته داده دریافت شده از طریق کانال  ”1بافر “ بلوک

، برچسب زمانی آن با کنترل کنندهمنظور تعامل با جابجایی بسته ها، به محض دریافت بسته داده در سمت 

برچسب زمانی آخرین بسته ذخیره شده در بافر مقایسه میشود. در صورتی که بسته داده دریافت شده جدیدتر از 

ا داده جدیدتر جایگزین میشود و از این داده جدید برای محاسبه داده موجود در بافر باشد، داده موجود در بافر ب

 سیگنال کنترلی استفاده میشود. درغیر این صورت آخرین بسته داده دریافت شده نادیده گرفته میشود.

 

پیش بین کنترل کننده. ساختار داخلی 2-2شکل   

 تولید میشود:برای سیستمی بدون تاخیر زمانی، سیگنال کنترلی براساس معادله زیر 

𝑢(𝑘𝑖) = 𝐾0𝑥̂(𝑘𝑖)       (2-8)  

𝐾0که در آن  ∈ ℜ𝑚×𝑛 .ماتریس بهره کنترلی است که بعدا طراحی میشود 

بسته ها تحت تاثیر قرار میگیرد، یک رویکرد مناسب برای  از دست دادنزمانی که داده ارسال شده توسط تاخیر و 

با بهره های ثابت  ای کنترل کنندهپیش بین، استفاده از  کنترل کنندهتولید سیگنال کنترلی مناسب توسط 

 متفاوت به صورت زیر است

𝑢𝑘+𝑗|𝑘−𝑓 = 𝐾𝑗+𝑓𝑥̂(𝑘 − 𝑓)       (2-9)  

𝑗که در آن  = 0،1،2، … ،𝐷2 + 𝐿2،  𝑓 ∈ {1، … ،𝐷𝑓𝑏 + 𝐿𝑓𝑏} .𝑢𝑘+𝑗|𝑘−𝑓  تولید شده در سیگنال کنترل پیش بین

𝑘 است که براساس داده موجود از لحظه لحظه بعدتر 𝑗برای  𝑘لحظه  − 𝑓  .محاسبه شده است𝐾𝑗  کنترل بهره

 گام جلوتر است. 𝑗مورد نظر به منظور پیش بینی سیگنال کنترلی به اندازه  کننده

بسته ها در از دست دادن از آنجایی که سیگنالهای کنترلی قرار است به محرک ارسال شوند و در معرض تاخیر و 

بر سیگنال  محرکهستند، سیگنالهای کنترل پیش بین به منظور جبرانسازی اثرات احتمالی کانال  محرککانال 
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 رویدادکنترلی مورد نیاز است. در واقع یک سیگنال کنترلی تولید شده براساس بسته ارسال شده توسط تشخیصگر 

𝑘𝑖ممکن است در لحظه  𝑘𝑖در لحظه  + 𝐷𝑓𝑏 + 𝐿𝑓𝑏(𝑅1 + 1) + 𝐷𝑓𝑤 + 𝐿𝑓𝑤(𝑅2 + در سمت محرک  (1

𝑁استفاده شود. به این ترتیب با قرار دادن  = 𝐷1 + 𝐿1(𝑅1 + 1) + 𝐷2 + 𝐿2(𝑅2 + 𝑁؛ (1 + بهره کنترلی  1

برای مشاهده گر سمت کنترل کننده، نقشی مشابه  𝑅2لازم به ذکر است متغیر  متفاوت باید در نظر گرفته شود.

 برای مشاهده گر سمت سنسور دارد. 𝑅1با متغیر 

 پیش بین به صورت زیر است کنترل کنندهبسته کنترلی تولید شده توسط 

𝑢⃗ (𝑘) = [𝑢𝑘|𝑘𝑖

𝑇   𝑢𝑘+1|𝑘𝑖

𝑇   𝑢𝑘+2|𝑘𝑖

𝑇  ….  𝑢𝑘+𝑙|𝑘𝑖

𝑇 ]𝑇.             (2-10)  

کنترل کننده؛ توسط موجود در سمت  (𝑥̂(𝑘𝑖))لحظه ای را نشان میدهد که در آن جدیدترین داده  𝑘𝑖که در آن 

𝑙به صورت  𝑙ارسال شده بود و  صگر رویدادتشخی = 𝐷2 + 𝐿2(𝑅2 +  است. (1

آخرین  𝑘𝑐رابطه تشخیصگر رویداد در سمت کنترلر مشابه با رابطه بلوک مشابه در سمت مشاهده گر است. اگر 

لحظه ای است که  𝑘𝑠و  لحظه ای باشد که سیگنال کنترلی برای ارسال بر روی شبکه قرار داده شده است

 جدیدترین داده در سمت کنترل کننده دریافت شده است.

𝑘𝑐+1 = min (min{𝑘| (max (𝑢⃗ (𝑘𝑐)) − 𝑚𝑖𝑛(𝑢⃗ (𝑘𝑠)))
𝑇Φ3 (max (𝑢⃗ (𝑘𝑐)) − 𝑚𝑖𝑛(𝑢⃗ (𝑘𝑠))) >

𝑚𝑖𝑛(𝑢⃗ (𝑘𝑐))Φ4𝑚𝑖𝑛(𝑢⃗ (𝑘𝑐))، 𝑘 > 𝑘𝑐} ،𝑘𝑐 + 𝑅2 + 1) (2-11                                 )  

 مقادیر مشخص هستند.ماتریسهای متقارن مثبت معین با Φ4 و  Φ3که در آن 

 معادلات فضای حالت سیستم  را میتوان به صورت زیر بازنویسی نمود بنابراین

𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝐾𝑗𝑥̂(𝑘 − 𝑖) + 𝐸1𝑤1(𝑘)    (2-12)  

 همچنین معادله مشاهده گر نیز به صورت زیر است

𝑥̂(𝑘 + 1) = 𝐴𝑥̂(𝑘) + 𝐵𝐾𝑗𝑥̂(𝑘 − 𝑖) + 𝐿(𝐶𝑥(𝑘) − 𝐶𝑥̂(𝑘)) 

= (𝐴 − 𝐿𝐶)𝑥̂(𝑘) + 𝐵𝐾𝑗𝑥̂(𝑘 − 𝑖) + 𝐿𝐶𝑥(𝑘)   (2-13)  

 به صورت زیر هستند NCSبنابراین، معادلات فضای حالت مجتمع نتیجه شده 

𝑥̅(𝑘 + 1) = 𝐴̅𝑗𝑥̅(𝑘) + 𝐸̅1𝑤̅1(𝑘)                (2-14)  
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𝑦(𝑘) = 𝐶̅𝑥̅(𝑘)       (2-15)  

 که در آن

𝑥̅(𝑘) = [𝑥𝑇(𝑘)، 𝑥𝑇(𝑘 − 1)، … ، 𝑥𝑇(𝑘 − 𝑁)، 𝑥̂𝑇(𝑘)، 𝑥̂𝑇(𝑘 − 1)، … ،𝑥̂𝑇(𝑘 − 𝑁)]𝑇 

𝐸̅1 = [
𝐸1

0(2𝑁+1)𝑛×𝑞
02(𝑁+1)𝑛×𝑞] ،   𝐶̅ = [𝐶      0𝑙×(2𝑁+1)𝑛]،        𝑤̅1(𝑘) = [

𝑤1(𝑘)
0𝑞×1

]،                         

𝐴̅𝑗 = [
𝐴1 𝐴2𝑗

𝐴3 𝐴4𝑗
] 

 به صورت زیر میباشند 𝐴̅𝑗و بلوکهای 

𝐴1 = [
𝐴 0𝑛×𝑁𝑛

𝐼𝑁𝑛 0𝑁𝑛×𝑛
] ،    𝐴2𝑗 = [

0𝑛 𝐵𝐾𝑗 0𝑛×(𝑁−1)

0(𝑁+1)𝑛×(𝑁+1)𝑛
] ، 

𝐴3 = [
𝐿𝐶 0𝑛×𝑁𝑛

0𝑁𝑛×(𝑁+1)𝑛
] ،    𝐴4𝑗 = [

𝐴 − 𝐿𝐶 0𝑛×(𝑗−1)𝑛 𝐵𝐾𝑗 0𝑛×(𝑁−𝑗)

𝐼𝑁𝑛 0𝑁𝑛×𝑛
] 

 انتخابگر. 3-1-۲-۲
برچسب زمانی بسته جدید دریافت شده  "2بافر "بلوک ساختار داخلی بلوک انتخابگر را نشان میدهد.  3-2شکل 

برچسب زمانی را با برچسب بسته موجود در بافر مقایسه میکند. اگر بسته دریافت شده  محرکاز طریق کانال 

جدیدتری داشته باشد، در بافر ذخیره میشود و توسط محرک مورد استفاده قرار میگیرد. در غیر این صورت، نادیده 

گرفته میشود و بسته موجود در بافر توسط محرک مورد استفاده قرار میگیرد تا زمانی که بسته جدیدتری موجود 

  گردد.

 

انتخابگر. ساختار داخلی بلوک 3-2شکل   

، سیگنال کنترلی مناسب محرکانتخابگر سیگنال کنترلی، با توجه به تاخیر وارد شده به سیگنال در طول کانال 

 انتخاب میکند. کنترل کنندهرا از بین عناصر مختلف بسته های دریافت شده توسط 
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 . مشاهده گر مرتبه کاهش یافته۲-۲-۲

رهای حالت سیستم را میتوان به کمک سنسور مستقیما اندازه گیری از آنجا که در اغلب سیستمها تعدادی از متغی

کرد، نیازی به تخمین آنها نیست. در این سیستمها استفاده از مشاهده گر مرتبه کاهش یافته به جای مشاهده گر 

مرتبه مرتبه کامل پیشنهاد میشود. در این بخش روابط سیستم کنترل تحت شبکه با در نظر گرفتن مشاهده گر 

. لازم به ذکر است سایر بلوکهای حلقه بسته کاملا مشابه با حالت قبل )مشاهده گر کاهش یافته بازنویسی شده اند

 مرتبه کامل( میباشند.

𝑥(𝑘)بردار متغیرهای حالت سیستم را به صورت به منظور تعیین مشاهده گر مرتبه کاهش یافته،  = [
𝑥𝑎(𝑘)
𝑥𝑏(𝑘)

] 

از خروجی مستقیما قابل دستیابی هستند، بنابراین نیازی یرهای حالتی هستند که متغ 𝑥𝑎(𝑘) در نظر میگیریم.

معادلات فضای به این ترتیب است. سیستم  یرهای حالتمتغسایر  بردار حاوی 𝑥𝑏(𝑘) به تخمین آنها نیست و

 به صورت زیر بازنویسی کرد میتوان حالت سیستم را

[
𝑥𝑎(𝑘 + 1)
𝑥𝑏(𝑘 + 1)] = ⌈

𝐴𝑎𝑎 𝐴𝑎𝑏

𝐴𝑏𝑎 𝐴𝑏𝑏
⌉ [

𝑥𝑎(𝑘)

𝑥𝑏(𝑘)
] + [

𝐵𝑎

𝐵𝑏
] 𝑢(𝑘) + [

𝐸1𝑎
𝐸1𝑏

]𝑤1(𝑘)                   (2-16)  

𝑦(𝑘) = 𝐶 [
𝑥𝑎(𝑘)
𝑥𝑏(𝑘)

]           (2-17)    

𝑥𝑎 که در آن  ∈  ℜ𝑞, 𝑥𝑏  ∈  ℜ𝑛−𝑞، 𝐴𝑎𝑎  ∈ ℜ𝑞×𝑞 ، 𝐴𝑎𝑏  ∈ ℜ𝑞×(𝑛−𝑞)  ،𝐴𝑏𝑎  ∈ ℜ(𝑛−𝑞)×𝑞  ،𝐴𝑏𝑏  ∈

ℜ(𝑛−𝑞)×(𝑛−𝑞)  ،𝐵𝑎  ∈  ℜ𝑞، 𝐵𝑏  ∈  ℜ𝑛−𝑞  𝐸1𝑎  ∈  ℜ𝑞 𝐸1𝑏و ،  ∈  ℜ𝑛−𝑞 (16-2)ت به ترتیب بردارهای معادلا 

با توجه به معادلات مربوط به دو  هستند.𝑥𝑏(𝑘)و  𝑥𝑎(𝑘)کیک ارتباطشان با متغیرهای حالت به تف (17-2)و 

 دسته مختلف متغیرهای حالت،

𝑥𝑎(𝑘 + 1) − 𝐴𝑎𝑎𝑥𝑎(𝑘) − 𝐵𝑎𝑢(𝑘) − 𝐸1𝑎𝑤1(𝑘) = 𝐴𝑎𝑏𝑥𝑏(𝑘) 

𝑥𝑏(𝑘 + 1) − 𝐴𝑏𝑎𝑥𝑎(𝑘) − 𝐵𝑏𝑢(𝑘) − 𝐸1𝑏𝑤1(𝑘) = 𝐴𝑏𝑏𝑥𝑏(𝑘) 

𝑥𝑏(𝑘 + 1) = 𝐴𝑏𝑏𝑥𝑏(𝑘) + 𝐴𝑏𝑎𝑥𝑎(𝑘) + 𝐵𝑏𝑢(𝑘) + 𝐸1𝑏𝑤1(𝑘) 

 معادله مربوط به مشاهده گر مرتبه کاهش یافته به صورت زیر در نظر گرفته میشود

𝑥̂𝑏(𝑘 + 1) = 𝐴𝑏𝑏𝑥̂𝑏(𝑘) + 𝐴𝑏𝑎𝐶𝑥𝑎(𝑘) + 𝐵𝑏𝑢(𝑘) + 𝐿𝑟𝑜𝐶(𝑥𝑏(𝑘) − 𝑥̂𝑏(𝑘))  (2-18)                   
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بازنویسی  به گونه ای تعیین گردد که پایداری سیستم تضمین شود.𝐿𝑟𝑜 ماتریس بهره مشاهده گر که در آن باید 

 میدهد  را نتیجه (19-2)، معادله (18-2) معادله

𝑥̂𝑏(𝑘 + 1) = (𝐴𝑏𝑏 − 𝐿𝑟𝑜𝐶)𝑥̂𝑏(𝑘) + 𝐿𝑟𝑜𝐶𝑥𝑏(𝑘) + 𝐴𝑏𝑎𝐶𝑥𝑎(𝑘) + 𝐵𝑏𝑢(𝑘) (2-19)                       

را به  (19-2)معادله  (15-2)و  (14-2)به منظور به دست آوردن معادله مجتمع فضای حالتی مشابه با معادلات 

 صورت زیر در نظر میگیریم

𝑥̂𝑏(𝑘 + 1) = (𝐴𝑏𝑏 − 𝐿𝑟𝑜)𝑥̂𝑏(𝑘) + [𝐴𝑏𝑎  𝐿𝑟𝑜]𝐶𝑥(𝑘) + 𝐵𝑏[𝐾𝑗𝑎   𝐾𝑗𝑏] [
𝑥𝑎(𝑘 − 𝑖)
𝑥̂𝑏(𝑘 − 𝑖)

] 

 داریمدر مرحله بعد که 

𝑥̂𝑏(𝑘 + 1) = (𝐴𝑏𝑏 − 𝐿𝑟𝑜)𝑥̂𝑏(𝑘) + [𝐴𝑏𝑎     𝐿𝑟𝑜]𝐶𝑥(𝑘) + 𝐵𝑏𝐾𝑗𝑎𝑥𝑎(𝑘 − 𝑖) + 𝐵𝑏𝐾𝑗𝑏𝑥̂𝑏(𝑘 − 𝑖)    

(2-20 )      

سیستم با مشاهده گر مرتبه  حالت فضای معادلات مجتمع ،با یکدیگر (20-2)و  (13-2)حال با تطبیق معادلات 

 کاهش یافته به صورت زیر به دست می آید:

𝑥̅𝑟𝑜(𝑘 + 1) = 𝐴̅𝑗−𝑟𝑜𝑥̅𝑟𝑜(𝑘) + 𝐸̅1𝑤̅1(𝑘)              (2-21)  

𝑦(𝑘) = 𝐶̅𝑥̅𝑟𝑜(𝑘)      (2-22)  

 که در آن

𝑥̅𝑟𝑜(𝑘) = [𝑥𝑇(𝑘)، 𝑥𝑇(𝑘 − 1)، … ، 𝑥𝑇(𝑘 − 𝑁)، 𝑥̂𝑏
𝑇(𝑘)، 𝑥̂𝑏

𝑇(𝑘 − 1)، … ،𝑥̂𝑏
𝑇(𝑘 − 𝑁)]𝑇 

𝐸̅1 = [
𝐸1

0(2𝑁+1)𝑛×𝑞
02(𝑁+1)𝑛×𝑞] ،   𝐶̅ = [𝐶      0𝑙×(2𝑁+1)𝑛]،        𝑤̅1(𝑘) = [

𝑤1(𝑘)
0𝑞×1

]،                         

𝐴̅𝑗−𝑟𝑜 = [
𝐴1 𝐴2𝑗−𝑟𝑜

𝐴3−𝑟𝑜 𝐴4𝑗−𝑟𝑜
] 

 به صورت زیر میباشند 𝐴̅𝑗−𝑟𝑜بلوکهای ماتریس که 

    𝐴1 = [
𝐴 0𝑛×𝑁𝑛

𝐼𝑁𝑛 0𝑁𝑛×𝑛
] ،    𝐴2𝑗−𝑟𝑜 = [

0𝑛 [𝐵𝑏𝐾𝑗𝑎   𝐵𝑏𝐾𝑗𝑏] 0𝑛×(𝑁−1)

0(𝑁+1)𝑛×(𝑁+1)𝑛
] ،      

𝐴3−𝑟𝑜 = [
[𝐴𝑏𝑎𝐶     𝐿𝑟𝑜𝐶] 0𝑛×(𝑗−1)𝑛 [𝐵𝑏𝐾𝑗𝑎    0𝑛×(𝑛−𝑞)] 0𝑛×(𝑁−𝑗)𝑛

0𝑁𝑛×(𝑁+1)𝑛
] ،   
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𝐴4𝑗−𝑟𝑜 = [
𝐴𝑏𝑏 − 𝐿𝑟𝑜 0𝑛×(𝑗−1)𝑛 𝐵𝑏𝐾𝑗𝑏 0𝑛×(𝑁−𝑗)𝑛

𝐼𝑁𝑛 0𝑁𝑛×𝑛
] 

 . نتایج اصلی3-۲

𝐿[ )متمم شور( برای یک ماتریس متقارن به صورت 43] .1-۲لم  = [
𝐿11 𝐿12

𝐿12
𝑇 𝐿22

 ، عبارات زیر معادل هستند:[

 (1) 𝐿 < 0 

 (2) 𝐿11 < 0،  𝐿22 − 𝐿12
𝑇 𝐿11

−1𝐿12 < 0 

(3)  𝐿22 < 0،  𝐿11 − 𝐿12𝐿22
−1𝐿12

𝑇 < 0 

در این بخش هر یک از حالتهایی که بهره متفاوتی از کنترل کننده برای محاسبه سیگنال کنترلی مورد استفاده 

به معنی زیر  𝜎(𝑘)قرار گرفته باشد، به عنوان یک زیر سیستم برای سیستم اصلی در نظر گرفته شده است و نماد 

است. در قضایای ارائه شده در ادامه، ابتدا پایداری هریک از زیر سیستمها به تنهایی  𝑘سیستم فعال در لحظه 

مورد بررسی قرار گرفته است. سپس پایداری در زمان تغییر زیر سیستمها هم مدنظر قرار داده شده است. به منظور 

 (3-2)تا  (2-1)یر وضعیت میان زیر سیستمها، از معادلات فضای حالت اثبات برقراری پایداری در لحظات تغی

در  2-2در این حالت طبق لم   سیستم جدیدی استخراج شده است که مقادیر سیستم اصلی را نیز دربردارد.

صورت همگرایی مقادیر متغیرهای سیستم جدید به نقطه پایداری، مقادیر متغیرهای سیستم اولیه هم لزوما به 

 ن نقطه پایداری همگرا میشوند.هما

 اگر یک دنباله به حد مشخصی همگرا شود، هر زیردنباله آن نیز به همان حد همگرا میشود. [39]. ۲-۲لم 

در این حالت نیازمند روابط بین بازه ای برای متغیرهای حالت سیستم هستیم. به این منظور نمودار زمانی زیر را 

 در نظر بگیرید:

 

 𝑥1و  𝑥. رابطه میان متغیرهای حالت 4-2شکل 
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براساس آن نوشته شده اند. با ( 3-2)تا ( 1-2)بردار متغیرهای حالت سیستم است که روابط  𝑥(𝑘) 4-2در شکل 

𝑘𝑇 (𝑘را به نحوی تعریف میکنیم که در لحظات  𝑥(𝑘) ،𝑥1(𝑘)توجه به تغییرات  = 0،1،2،  𝑥(𝑘)مقدار آن با  (…

𝑇است یعنی  𝑥(𝑘) نصف 𝑥1(𝑘)در دوره تناوب آنهاست که برای  𝑥(𝑘)با  𝑥1(𝑘)تفاوت  .یکسان باشد = 2𝑇0. 

 در صورتی که رابطه مربوط به سیستم دوم را به صورت 

𝑥1(𝑘 + 1) = 𝐴1𝑥1(𝑘) + 𝐵1𝑢1(𝑘) + 𝐸2𝑤2(𝑘) (2-23                                    )  

𝑦1(𝑘 + 1) = 𝐶1𝑥1(𝑘 + 1) (2-24                                                                   )  

𝑥1(𝑘در نظر بگیریم از آنجایی که  + 𝑥1((𝑘در واقع به صورت  (1 + 1)𝑇0)  است، زمانی که بخواهیم مقدار𝑥(𝑘) 

 یکسان باشند در واقع باید داشته باشیم 𝑘𝑇 در لحظات 𝑥1(𝑘)و 

 𝑥1(2𝑘) = 𝑥(𝑘).  (2-25                                                                              )  

 در این صورت میتوان نوشت

𝑥1(2𝑘 + 2) = 𝐴1𝑥1(2𝑘 + 1) + 𝐵1𝑢1(2𝑘 + 1) + 𝐸2𝑤2(2𝑘 + 1) (2-26                      )  

 با استفاده از رابطه بازگشتی خواهیم داشت

𝑥1(2𝑘 + 2) = 𝐴1
2𝑥1(2𝑘) + (𝐴1 + 𝐼)𝐵1𝑢1(2𝑘) + 𝐴1𝐸2𝑤2(2𝑘) + 𝐸2𝑤2(2𝑘 + 1) (2-72       )  

𝑤2(2𝑘+1)=𝑤2(2𝑘)با فرض آنکه  = 𝑤1(𝑘)  باید داشته باشیم  (25-2)به منظور برقراری رابطه 

𝐴1
2 = 𝐴 ,  (𝐴1 + 𝐼)𝐵1 = 𝐵, 𝐴1𝐸2 + 𝐸2 = 𝐸1 (2-82                           )  

𝐴1)با فرض معکوس پذیری ماتریس  + 𝐼)  و مربع کامل بودن ماتریس𝐴 خواهیم داشت 

𝐴1 = √𝐴,  𝐵1 = (𝐴1 + 𝐼)−1𝐵,  𝐸2 = (𝐴1 + 𝐼)−1𝐸1 (2-92                    )  

 در سیستم مورد بررسی برای تعیین سیگنال کنترلی از رابطه 

𝑢1(2𝑘) = 𝐾𝑗𝑥̂1(2𝑘 − 2𝑗) (2-30                                                 )  

 میبریم. همچنین داریمبهره 

𝑢1(2𝑘 + 1) = 𝑢1(2𝑘) (2-31                                                    )  
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 ، میتوان نوشت𝑥1برقرار میشود. حال براساس رابطه به دست آمده برای  (25-2)به این ترتیب رابطه 

𝑥1(2𝑘 + 1) = 𝐴1
2𝑥1(2𝑘 − 1) + 𝐴1𝐵1𝑢1(2𝑘 − 1) + 𝐵1𝑢1(2𝑘) + 𝐴1𝐸2𝑤2(2𝑘 − 1) 

𝑥1(2𝑘 + 1) = 𝐴1
2𝑥1(2𝑘 − 1) + 𝐴1𝐵1𝐾𝜎(𝑘−1)𝑥̂1(2𝑘 − 2 − 2𝑖) + 𝐵1𝐾𝜎(𝑘)𝑥̂1(2𝑘 − 2 − 2𝑙) +

𝐴1𝐸2𝑤2(2𝑘 − 1) (2-32                                                                                      )  

 حال نوبت به تطبیق مشاهده گر برای سیستم جدید میرسد:

𝑥̂(𝑘 + 1) = 𝐴𝑥̂(𝑘) + 𝐵𝐾𝑗𝑥̂(𝑘 − 𝑖) + 𝐿(𝐶𝑥(𝑘) − 𝐶𝑥̂(𝑘)) 

 

𝑥̂1(2𝑘 + 2) = (𝐴 − 𝐿𝐶)𝑥̂1(2𝑘) + 𝐵𝐾𝑗𝑥̂1(2𝑘 − 2𝑖) + 𝐿𝐶𝑥1(2𝑘) (2-33)                         

𝑥̂1(2𝑘 + 2) = (𝐴̂1 − 𝐿̂1𝐶̂1)𝑥̂1(2𝑘 + 1) + 𝐵̂1𝑢1(2𝑘 + 1) + 𝐿̂1𝐶̂1𝑥1(2𝑘) 

𝑥̂1(2𝑘 + 1) = (𝐴̂1 − 𝐿̂1𝐶̂1)𝑥̂1(2𝑘) + 𝐵̂1𝑢1(2𝑘) + 𝐿̂1𝐶̂1𝑥1(2𝑘) 

𝑥̂1(2𝑘 + 2) = (𝐴̂1 − 𝐿̂1𝐶̂1) ((𝐴̂1 − 𝐿̂1𝐶̂1)𝑥̂1(2𝑘) + 𝐵̂1𝑢1(2𝑘) + 𝐿̂1𝐶̂1𝑥1(2𝑘)) + 𝐵̂1𝑢1(2𝑘 + 1)

+ 𝐿̂1𝐶̂1𝑥1(2𝑘) 

𝑥̂1(2𝑘 + 2) = (𝐴̂1 − 𝐿̂1𝐶̂1)
2
𝑥̂1(2𝑘) + ((𝐴̂1 − 𝐿̂1𝐶̂1)𝐿̂1𝐶̂1 + 𝐿̂1𝐶̂1) 𝑥1(2𝑘)

+ ((𝐴̂1 − 𝐿̂1𝐶̂1)𝐵̂1) 𝑢1(2𝑘) + 𝐵̂1𝑢1(2𝑘 + 1) 

= (𝐴̂1 − 𝐿̂1𝐶̂1)
2
𝑥̂1(2𝑘) + ((𝐴̂1 − 𝐿̂1𝐶̂1)𝐿̂1𝐶̂1 + 𝐿̂1𝐶̂1) 𝑥1(2𝑘) + ((𝐴̂1 − 𝐿̂1𝐶̂1)𝐵̂1 + 𝐵̂1) 𝑢1(2𝑘) 

(2-34)  

 برای آنکه داشته باشیم 

𝑥̂1(2𝑘) = 𝑥̂(2𝑘) (2-35                                                                )  

 باید داشته باشیم (34-2)و  (33-2)با تطبیق روابط 

(𝐴̂1 − 𝐿̂1𝐶̂1)
2
= 𝐴 − 𝐿𝐶،    (𝐴̂1 − 𝐿̂1𝐶̂1)𝐿̂1𝐶̂1 + 𝐿̂1𝐶̂1 = 𝐿𝐶،    (𝐴̂1 − 𝐿̂1𝐶̂1)𝐵̂1 + 𝐵̂1 = 𝐵 

تطبیق مشاهده گرها در صورتی که ماتریسهایی با ابعاد مناسب وجود داشته باشند که روابط بالا برقرار شوند؛ آنگاه 

𝐶̂1تساوی  از روابط گذشتهلازم به ذکر است هم محقق میشود.  = 𝐶1 = 𝐶 .به دست می آید 
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 معادلات مجتمع فضای حالت این سیستم را مینویسیم. 𝑥1حال با در دست داشتن روابط مربوط به سیستم 

𝑥1(2𝑘 − 1) = 𝐴1𝑥1(2𝑘 − 2) + 𝐵1𝐾𝜎(𝑘−2)𝑥̂1(2𝑘 − 2 − 2𝜎(𝑘 − 2)) + 𝐸2𝑤2(2𝑘 − 2) 

𝑥1(2𝑘) = 𝐴1𝑥1(2𝑘 − 1) + 𝐵1𝐾𝜎(𝑘−1)𝑥̂1(2𝑘 − 2 − 2𝜎(𝑘 − 1)) + 𝐸2𝑤2(2𝑘 − 2) 

⇒ 𝑥1(𝑘 + 1) = 𝐴1𝑥1(𝑘) + 𝐵1𝐾𝜎(𝜌𝑘)𝑥̂1(𝜔𝑘) + 𝐸2𝑤2(𝜑𝑘),  

 𝜌𝑘= ⌊
𝑘 − 1

2
⌋ , 𝜑𝑘=𝑘 − 𝑚𝑜𝑑(𝑘،2)  ، 𝜔𝑘 = 𝜑𝑘 − 2𝜎(𝜌𝑘)   

𝑥̂1(2𝑘) = (𝐴 − 𝐿𝐶)𝑥̂1(2𝑘 − 2) + 𝐵𝐾𝜎(𝜌𝑘)𝑥̂1(2𝑘 − 2𝜎(𝜌𝑘) − 2) + 𝐿𝐶𝑥1(2𝑘 − 2) 

𝑦1(𝑘) = 𝐶1𝑥1(𝑘) 

𝑥̅1(𝑘 + 1) = 𝐴̅𝜎(𝜌𝑘)𝑥̅1(𝑘) + 𝐸̅2𝑤̅2(𝑘) (2-36     )                              

𝑦̅1(𝑘 + 1) = 𝐶̂̅𝑥̅1(𝑘 + 1) (2-37                                                     )  

𝑘𝑚 با قرار دادن که در آن = 𝑘 + 𝑚𝑜𝑑(𝑘،2)خواهیم داشت 

𝑥̅1(𝑘 + 1) = [𝑥1
𝑇(𝑘 + 1)،𝑥1

𝑇( 𝑘𝑚 − 2)، 𝑥̂1
𝑇( 𝑘𝑚)، 𝑥̂1

𝑇( 𝑘𝑚 − 2)، … ،𝑥̂1
𝑇( 𝑘𝑚 − 2𝑁)]𝑇 ، 

𝐸̅2 = [
𝐸2
𝐸2

0(2𝑁+1)𝑛×𝑞

0(2𝑁+3)𝑛×𝑞]

𝑇

    ،   𝐶̂̅ = [𝐶̂1      0𝑙×(2𝑁+1)𝑛]،        𝑤̅2(𝑘) = [
𝑤2(𝜑𝑘)

𝑤2(𝜑𝑘𝑚−2)
0𝑞×1

]،      

𝑦̅1(𝑘 + 1) = [𝑦1(𝑘 + 1)] 

𝐴̅𝜎(𝜌𝑘) = [
𝐴̅1 𝐴̅2𝜎(𝜌𝑘)

𝐴̅3 𝐴̅4𝜎(𝜌𝑘)

] 

 که در آن

     𝐴̅1 = [
𝐴1

0𝑛×𝑛

0𝑛×𝑛

𝐴1−𝑚𝑜𝑑(𝑘)] ، 𝐴̅2𝜎(𝜌𝑘)
= [

0𝑛×𝜔𝑘𝑛

0𝑛×𝜔𝑘𝑚−2𝑛

𝐵1𝐾𝜎(𝜌𝑘)

𝐵1𝐾𝜎(𝜌𝑘) × (1 − 𝑚𝑜𝑑(𝑘))

0𝑛×(N−𝜔𝑘−1)𝑛
0𝑛×(N−𝜔𝑘𝑚−2−1)𝑛

] ،     

  

𝐴̅3 = [
𝐿𝐶(1 − 𝑚𝑜𝑑(𝑘)) 0𝑛×𝑛

0𝑁𝑛×2𝑛
] ،    
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𝐴̅4𝜎(𝜌𝑘)
=

[
 
 
 
 
 
 
(𝐴 − 𝐿𝐶)(1−𝑚𝑜𝑑(𝑘)) 0𝑛×(𝜎(𝜌𝑘)−1)𝑛 𝐵𝐾𝜎(𝜌𝑘) × (1 − 𝑚𝑜𝑑(𝑘)) 0𝑛×(𝑁−𝜎(𝜌𝑘))

𝐼𝑛×𝑛(1 − 𝑚𝑜𝑑(𝑘)) 𝐼𝑛×𝑛 × 𝑚𝑜𝑑(𝑘) 0 0

0 𝐼𝑛×𝑛(1 − 𝑚𝑜𝑑(𝑘)) ⋱ 0

0 0 0 ⋮
⋮ ⋱ 𝐼𝑛×𝑛 × 𝑚𝑜𝑑(𝑘) 0

0 0 𝐼𝑛×𝑛(1 − 𝑚𝑜𝑑(𝑘)) 𝐼𝑛×𝑛 × 𝑚𝑜𝑑(𝑘)]
 
 
 
 
 
 

 

 ام است.𝑖نشان دهنده زیر سیستم فعال در لحظه  𝜎(𝑖)لازم به ذکر است 

مشابه با روشی که در بخش قبل به منظور به دست آوردن معادلات مجتمع فضای حالت سیستم با مشاهده گر 

را با مشاهده گر  𝑥1مرتبه کاهش یافته شرح داده شد؛ در این بخش هم معادلات مجتمع فضای حالت سیستم 

 یم.مینام 𝑥1−𝑟𝑜مرتبه کاهش یافته مینویسیم و متغیرهای حالت این سیستم را 

𝑥̅1−𝑟𝑜(𝑘 + 1) = 𝐴̅𝜎(𝜌𝑘)−𝑟𝑜𝑥̅1−𝑟𝑜(𝑘) + 𝐸̅2𝑤̅2(𝑘) (2-38                                  )  

𝑦̅1(𝑘 + 1) = 𝐶̂̅𝑥̅1−𝑟𝑜(𝑘 + 1) (2-39                                                     )  

𝑘𝑚 با قرار دادن که در آن = 𝑘 + 𝑚𝑜𝑑(𝑘،2)خواهیم داشت 

𝑥̅1(𝑘 + 1) = [𝑥1
𝑇(𝑘 + 1)،𝑥1

𝑇( 𝑘𝑚 − 2)، 𝑥̂1
𝑇( 𝑘𝑚)، 𝑥̂1𝑏

𝑇 ( 𝑘𝑚 − 2)، … ،𝑥̂1𝑏
𝑇 ( 𝑘𝑚 − 2𝑁)]𝑇 ، 

𝐴̅𝜎(𝜌𝑘)−𝑟𝑜 = [
𝐴̅1 𝐴̅2𝜎(𝜌𝑘)−𝑟𝑜

𝐴̅3−𝑟𝑜 𝐴̅4𝜎(𝜌𝑘)−𝑟𝑜

] 

 که در آن

     𝐴̅1 = [
𝐴1
𝐴1

02𝑛×𝑛] ، 𝐴̅2𝜎(𝜌𝑘)−𝑟𝑜 = [
0𝑛 [𝐵1𝑏

𝐾𝜎(𝜌𝑘)𝑎   𝐵1𝑏
𝐾𝜎(𝜌𝑘)𝑏] 0𝑛×(𝑁−1)

0𝑛×(𝑁+1)𝑛
] ،     

  

𝐴̅3−𝑟𝑜 = [
0𝑛×𝑛 [𝐴𝑏𝑎𝐶 + 𝐵𝑏𝐾𝜎(𝜌𝑘)    𝐿𝑟𝑜𝐶]

02N𝑛×2𝑛
] ،   

𝐴̅4𝜎(𝜌𝑘)−𝑟𝑜 = [
𝐴𝑏𝑏 − 𝐿𝑟𝑜 0𝑛×(𝜎(𝜌𝑘)−1)𝑛 𝐵𝑏𝐾𝜎(𝜌𝑘)𝑏 0𝑛×(𝑁−𝜎(𝜌𝑘))

𝐼𝑁𝑛 0𝑁𝑛×𝑛

] 
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ر ادامه قضایایی برای محاسبه بهره های کنترل کننده و مشاهده گر بیان و اثبات میشود به نحوی که پایداری د

( 4-2)د که کران بالای اغتشاش ورودی براساس رابطه سیستم تضمین شود. حالت اول شرایطی را بررسی میکن

مقداری ثابت و ( 5-2)تعیین میشود و حالت دوم شرایطی است که کران بالای اغتشاش ورودی براساس رابطه 

 مشخص است.

 اغتشاش با مشاهده گر مرتبه کامل . حالت اول1-3-۲

𝜆اگر  .1-۲قضیه  < 𝐿 (𝑗و  𝐾𝑗د و ماتریسهای مقدار ثابت مثبت مشخص باش 1 ∈ 𝑁̅ = {0،1،2، … ،𝑁})  و

 با ابعاد مناسب موجود باشند به گونه ای که  𝑄𝑗و  𝑃𝑗 ماتریسهای متقارن مثبت معین

[
 
 
 
 𝑄𝑗 − 𝜆2𝑃𝑗 +

𝛽1

𝛼1
𝐼 ∗ ∗ ∗

0 −𝜆2𝑄𝑗 ∗ ∗

0 0 −𝐼 ∗
𝐴̅𝜎(𝜌𝑘) 0 𝐸̅2 −𝑃𝑗]

 
 
 
 

< 0              (2-40)  

 و 

, 𝜇𝑄𝑟 ≥ 𝑄𝑠، 𝜇𝑃𝑟 ≥ 𝑃𝑠;   𝑟،𝑠 ∈ 𝑁̅    (2-41)  

به صورت نمایی  (9-3)کنترل کننده پیش بین  (3-3) و (3-2)و  (3-1)ه سیستم توصیف شده توسط معادلات آنگا

𝜗نرخ کاهش نماییبا  = 𝜆𝜇
1

2𝜏  پایدار است که در آن𝜏 زمان سکون متوسط است که در رابطه 𝜏 >
ln𝜇

2 ln𝜆−1
صدق  

 میکند.

 تابع لیاپانوف چندگانه به صورت  اثبات.

𝑉𝑗(𝑘) = 𝑥̅1
𝑇(𝑘)𝑃𝑗𝑥̅1(𝑘) + 𝑥̅1

𝑇(𝑘 − 1)𝑄𝑗𝑥̅(𝑘 − 1)   (2-42)  

بهره کنترلی  اولین عنوان به 𝐾𝑗مین بازه کنترلی با 𝑖 زمانی است که سیستم در 𝑉𝑗(𝑘)را انتخاب میکنیم که در آن 

 داریم (34-2)و  (33-2)روابط از فعال است. 

𝑉𝑗(𝑘 + 1) − 𝜆2𝑉𝑗(𝑘)

= 𝑥̅1
𝑇(𝑘 + 1)𝑃𝑗𝑥̅1(𝑘 + 1) + 𝑥̅1

𝑇(𝑘)(𝑄𝑗 − 𝜆2𝑃𝑗)𝑥̅1(𝑘) − 𝜆2𝑥̅1
𝑇(𝑘 − 1)𝑄𝑗𝑥̅1(𝑘 − 1)

= [𝐴̅𝜎(𝜌𝑘)𝑥̅1(𝑘) + 𝐸̅2𝑤̅2(𝑘)]𝑇𝑃𝑗[𝐴̅𝜎(𝜌𝑘)𝑥̅1(𝑘) + 𝐸̅2𝑤̅2(𝑘)]

+ 𝑥̅1
𝑇(𝑘)(𝑄𝑗 − 𝜆2𝑃𝑗)𝑥̅1(𝑘) − 𝜆2𝑥̅1

𝑇(𝑘 − 1)𝑄𝑗𝑥̅1(𝑘 − 1) 
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 داریم (4-2)با استفاده از رابطه 

𝑉𝑗(𝑘 + 1) − 𝜆2𝑉𝑗(𝑘)

≤ [𝐴̅𝜎(𝜌𝑘)𝑥̅1(𝑘) + 𝐸̅2𝑤̅2(𝑘)]𝑇𝑃𝑗[𝐴̅𝜎(𝜌𝑘)𝑥̅1(𝑘) + 𝐸̅2𝑤̅2(𝑘)]

+ 𝑥̅1
𝑇(𝑘)(𝑄𝑗 − 𝜆2𝑃𝑗)𝑥̅1(𝑘) − 𝜆2𝑥̅1

𝑇(𝑘 − 1)𝑄𝑗𝑥̅1(𝑘 − 1) − ‖𝑤̅2(𝑘)‖2
2 +

𝛽1

𝛼1
‖𝑥̅1(𝑘)‖2

2 

= [

𝑥̅1(𝑘)𝑇

𝑥̅1(𝑘 − 1)𝑇

𝑤̅2(𝑘)𝑇

]

[
 
 
 
 𝐴̅𝜎(𝜌𝑘)

𝑇
𝑃𝑗𝐴̅𝜎(𝜌𝑘) + 𝑄𝑗 − 𝜆2𝑃𝑗 +

𝛽1

𝛼1
𝐼 0 𝐴̅𝜎(𝜌𝑘)

𝑇
𝑃𝑗𝐸̅2

∗ −𝜆2𝑄𝑗 0

∗ ∗ 𝐸̅2
𝑇
𝑃𝑗𝐸̅2 − 𝐼]

 
 
 
 

× 

[𝑥̅1(𝑘) 𝑥̅1(𝑘 − 1) 𝑤̅2(𝑘)] 

 داریمو ضرب کردن ماتریسهای مناسب از چپ و راست  1-2 با استفاده از لم

 

𝑉𝑗(𝑘 + 1) − 𝜆2𝑉𝑗(𝑘) ≤

[
 
 
 𝑄𝑗 − 𝜆2𝑃𝑗 +

𝛽1

𝛼1
𝐼 ∗ ∗

0 −𝜆2𝑄𝑗 ∗

0 0 −𝐼]
 
 
 
+ [

𝐴̅𝜎(𝜌𝑘)
𝑇
𝑃𝑗

0
𝐸̅2

𝑇
𝑃𝑗

] 𝑃𝑗
−1[𝑃𝑗𝐴̅𝜎(𝜌𝑘) 0 𝑃𝑗𝐸̅2] 

=

[
 
 
 
 
 𝑄𝑗 − 𝜆2𝑃𝑗 +

𝛽1

𝛼1
𝐼 ∗ ∗ ∗

0 −𝜆2𝑄𝑗 ∗ ∗

0 0 −𝐼 ∗
𝑃𝑗𝐴̅𝜎(𝜌𝑘) 0 𝑃𝑗𝐸̅2 −𝑃𝑗]

 
 
 
 
 

 

𝑉𝑗(𝑘 + 1) − 𝜆2𝑉𝑗(𝑘) ≤

[
 
 
 
 𝑄𝑗 − 𝜆2𝑃𝑗 +

𝛽1

𝛼1
𝐼 ∗ ∗ ∗

0 −𝜆2𝑄𝑗 ∗ ∗

0 0 −𝐼 ∗
𝐴̅𝜎(𝜌𝑘) 0 𝐸̅2 −𝑃𝑗]

 
 
 
 

    ( 2-43 ) 

 برقرار باشد داریم (40-2)بنابریان اگر نامساوی 

𝑉𝑗(𝑘 + 1) − 𝜆2𝑉𝑗(𝑘) < 0     ( 2-44 ) 

𝑘همواره به صورت نمایی کاهش میابد و برای هر  𝑉𝑗(𝑘) این رابطه نشان میدهد که ∈ [𝑘𝑖،𝑘𝑖+1)  

𝑉𝜎(𝑘)(𝑘) < 𝜆2(𝑘−𝑘𝑖)𝑉𝜎(𝑘𝑖)
(𝑘𝑖).    ( 2-45 ) 
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 داریم (41-2)از آنجایی که در متغیرهای حالت سیستم در لحظات سوئیچینگ پرش رخ نمیدهد با استفاده از 

𝑉𝜎(𝑘𝑖)
(𝑘𝑖) ≤ 𝜇𝑉𝜎(𝑘𝑖

−)(𝑘𝑖
−)     ( 2-46 ) 

 بنابراین خواهیم داشت

𝑉𝜎(𝑘)(𝑘) = 𝑉𝜎(𝑘𝑖)
(𝑘) 

≤ 𝜆2(𝑘−𝑘𝑖)𝑉𝜎(𝑘𝑖)
(𝑘𝑖) 

< 𝜇𝜆2(𝑘−𝑘𝑖)𝑉𝜎(𝑘𝑖
−)(𝑘𝑖

−) 

≤ 𝜇𝜆2(𝑘−𝑘𝑖−1)𝑉𝜎(𝑘𝑖−1)
(𝑘𝑖−1) 

≤ 𝜇2𝜆2(𝑘−𝑘𝑖)𝜆2(𝑘𝑖−𝑘𝑖−2)𝑉𝜎(𝑘𝑖−2)
(𝑘𝑖−2) 

⋮ 

≤ 𝜇𝑖𝜆2(𝑘−𝑘𝑖)𝜆2(𝑘𝑖−𝑘𝑖−2) …𝜆2(𝑘1−𝑘0)𝑉0(𝑘0) 

≤ 𝜇
𝑘−𝑘0

𝜏 𝜆2(𝑘−𝑘0)𝑉𝜎(𝑘0)
(𝑘0) 

= 𝜗2(𝑘−𝑘0)𝑉𝜎(𝑘0)
(𝑘0)     ( 2-47 )  

𝜀1 با تعریف متغیرهای = min
𝑖

{ 𝜆min(𝑃𝑖)}  𝜀2 = max
𝑖

{𝜆max(𝑃𝑖)} 𝜀3 و  ، = min
𝑖

 {𝜆min(𝑄𝑖)} داریم 

𝜀1‖𝑥1(2𝑘)‖2 + 𝜀1‖𝑥1(2𝑘 − 1)‖2 ≤ 𝜀1‖𝑥̅1(𝑘 + 1)‖2 + 𝜀3‖𝑥̅1(𝑘)‖2 ≤ 𝑉𝜎(𝑘)(𝑘) 

< 𝜀2𝜗
2(𝑘−𝑘0)‖𝑥̅1(𝑘0+1)‖2                                        

‖𝑥̅(𝑘0)‖ با استفاده از معادلات زیر کران بالایی برای
 به دست می آید. 2

‖𝑥̅1(𝑘0+1)‖2 = ‖𝑥1(2𝑘0+1)‖2 + ‖𝑥1(2𝑘0+1)‖2   ( 2-48 ) 

𝐶𝑥1(2𝑘0+1) = 𝑦1(2𝑘0+1) 

‖𝑥1(2𝑘0+1)‖ =
1

‖𝐶‖
‖𝑦1(2𝑘0+1)‖ 

⇒ ‖𝑥̅1(𝑘0+1)‖2 ≤ ‖𝑥̂1(2𝑘0+1)‖2 +
1

‖𝐶‖
‖𝑦1(2𝑘0+1)‖         ( 2-49 ) 

 آنگاه
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𝜀1‖𝑥1(𝑘)‖2 ≤ 𝜀2𝜗
2(𝑘−𝑘0)(‖𝑥̂1(2𝑘0+1)‖2 +

1

‖𝐶‖
‖𝑦1(2𝑘0+1)‖)          ( 2-50 ) 

𝜗 از آنجایی که <  اثبات کامل میشود.،  1

  ∎ 

 اغتشاش با مشاهده گر مرتبه کامل . حالت دوم۲-3-۲

اکنون حالتی را بررسی میکنیم که کران بالای نرم اغتشاش ورودی مقداری ثابت فرض شده است که به صورت 

روشی برای تعیین بهره های کنترل کننده و مشاهده گر نشان میدهد  2-2نشان داده میشود. قضیه ( 5-2)رابطه 

 متغیرهای سیستم تضمین شود. UUBبه گونه ای که پایداری 

𝜆ر اگ .۲-۲قضیه  < 𝜇 و 1 ≥ 𝐾𝑗 (𝑗دو مقدار ثابت مثبت مشخص باشند و ماتریسهای  1 ∈ 𝑁̅ = {0،1، … ،𝑁} )

 با ابعاد مناسب موجود باشند به گونه ای که  𝑃متقارن مثبت معین  و ماتریس 𝐿و 

[

−(1 − 𝛿)𝑃 ∗ ∗
0 −𝐼 ∗

𝑃𝐴̅𝜎(𝜌𝑘) 𝑃𝐸̅1 −𝑃
] < 0       (2-51)  

پایدار  (9-2)و کنترل کننده پیش بین  (37-2)و  (36-2)سیستم توصیف شده توسط معادلات  متغیرهای آنگاه

UUB .هستند 

 تابع لیاپانوف چندگانه به صورت  اثبات.

𝑉𝑗(𝑘) = 𝑥̅1
𝑇(𝑘 + 1)𝑃𝑥̅1(𝑘 + 1) 

به عنوان بهره کنترلی فعال  𝐾𝑗مین بازه کنترلی با 𝑖زمانی است که سیستم در  𝑉𝑗(𝑘) را انتخاب میکنیم که در آن

 است. در این صورت

𝑉𝑗(𝑘 + 1) − 𝑉𝑗(𝑘) = 𝑥̅1
𝑇(𝑘 + 1)𝑃𝑥̅1(𝑘 + 1) − 𝑥̅1

𝑇(𝑘)𝑃𝑥̅1(𝑘)

= [𝐴̅𝜎(𝜌𝑘)𝑥̅1(𝑘) + 𝐸̅2𝑤̅2(𝑘)]𝑇𝑃[𝐴̅𝜎(𝜌𝑘)𝑥̅1(𝑘) + 𝐸̅2𝑤̅2(𝑘)] − 𝑥̅1
𝑇(𝑘)𝑃𝑥̅1(𝑘)

= [𝐴̅𝜎(𝜌𝑘)𝑥̅1(𝑘) + 𝐸̅2𝑤̅2(𝑘)]𝑇𝑃[𝐴̅𝜎(𝜌𝑘)𝑥̅1(𝑘) + 𝐸̅2𝑤̅2(𝑘)] + 𝑥̅1
𝑇(𝑘)(𝛿 − 1)𝑃𝑥̅1(𝑘)

− 𝛿𝑥̅1
𝑇(𝑘)𝑃𝑥̅1(𝑘) − ‖𝑤̅1(𝑘)‖2

2 + 𝛽 

= [𝐴̅𝜎(𝜌𝑘)𝑥̅1(𝑘) + 𝐸̅2𝑤̅2(𝑘)]𝑇𝑃[𝐴̅𝜎(𝜌𝑘)𝑥̅1(𝑘) + 𝐸̅2𝑤̅2(𝑘)] + 𝑥̅1
𝑇(𝑘)(𝛿 − 1)𝑃𝑥̅1(𝑘) 

−‖𝑤̅1(𝑘)‖2
2 − 𝛿𝑉𝑗(𝑘) + 𝛽       ( 2-52 ) 
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 از آنجا که 

[𝐴̅𝜎(𝜌𝑘)𝑥̅1(𝑘) + 𝐸̅2𝑤̅2(𝑘)]𝑇𝑃[𝐴̅𝜎(𝜌𝑘)𝑥̅1(𝑘) + 𝐸̅2𝑤̅2(𝑘)] − 𝑥̅𝑇(𝑘)(1 − 𝛿)𝑃𝑥̅1(𝑘) − ‖𝑤̅2(𝑘)‖2
2

= [
𝑥̅1(𝑘)𝑇

𝑤̅2(𝑘)𝑇] [
𝐴̅𝜎(𝜌𝑘)

𝑇
𝑃𝐴̅𝜎(𝜌𝑘) − (1 − 𝛿)𝑃 𝐴̅𝜎(𝜌𝑘)

𝑇
𝑃𝐸̅2

∗ 𝐸̅2
𝑇
𝑃𝐸̅2 − 𝐼

] [𝑥̅1(𝑘) 𝑤̅2(𝑘)] 

 داریم 1-2با استفاده از لم 

[
𝐴̅𝜎(𝜌𝑘)

𝑇
𝑃𝐴̅𝜎(𝜌𝑘) − (1 − 𝛿)𝑃 𝐴̅𝜎(𝜌𝑘)

𝑇
𝑃𝐸̅2

∗ 𝐸̅2
𝑇
𝑃𝐸̅2 − 𝐼

]

= [−
(1 − 𝛿)𝑃 0

∗ −𝐼
] + [

𝐴̅𝜎(𝜌𝑘)
𝑇
𝑃

𝐸̅2
𝑇
𝑃

] 𝑃−1[𝑃𝐴̅𝜎(𝜌𝑘) 𝑃𝐸̅2] 

= [

−(1 − 𝛿)𝑃 ∗ ∗
0 −𝐼 ∗

𝑃𝐴̅𝜎(𝜌𝑘) 𝑃𝐸̅2 −𝑃
]     ( 2-53 ) 

نتیجه  (5-2)و  (52-2)روابط  است. بر مبنای (51-2)معادل برقراری رابطه  (53-2)منفی معین بودن ماتریس 

𝑉𝑗(𝑘)∆ میگیریم < −𝛿𝑉𝑗(𝑘) + 𝛽 . بنابراین 

𝑉𝑗(𝑘 + 1) < 𝑉𝑗(𝑘) − 𝛿𝑉𝑗(𝑘) + 𝛽 = (1 − 𝛿)𝑉𝑗(𝑘) + 𝛽    ( 2-54 ) 

𝑘 برای هر ∈ [𝑘𝑖 ،𝑘𝑖+1)  

𝑉𝜎(𝑘𝑖)
(𝑘) < (1 − 𝛿)𝑘−𝑘𝑖𝑉𝜎(𝑘𝑖)

(𝑘𝑖) + ∑ (1 − 𝛿)𝑙𝛽
𝑘−𝑘𝑖−1
𝑙=0   ( 2-55 )  

𝑉𝜎(𝑘)(𝑘) از آنجا که = 𝑉𝜎(𝑘𝑖)
(𝑘) ، 

𝑉𝜎(𝑘)(𝑘) < (1 − 𝛿)𝑘−𝑘𝑖𝑉𝜎(𝑘𝑖)
(𝑘𝑖) + ∑ (1 − 𝛿)𝑙𝛽

𝑘−𝑘𝑖−1

𝑙=0

 

 بنابرایندر متغیرهای حالت سیستم در لحظات سوئیچینگ پرش رخ نمیدهد 

𝑉𝜎(𝑘𝑖)
(𝑘𝑖) = 𝑉𝜎(𝑘𝑖

−)(𝑘𝑖
−)      

 به این ترتیب میتوان نوشت

𝑉𝜎(𝑘)(𝑘) = 𝑉𝜎(𝑘𝑖)
(𝑘) 
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< (1 − 𝛿)𝑘−𝑘𝑖𝑉𝜎(𝑘𝑖)
(𝑘𝑖) + ∑ (1 − 𝛿)𝑙𝛽

𝑘−𝑘𝑖−1

𝑙=0

 

= (1 − 𝛿)𝑘−𝑘𝑖𝑉𝜎(𝑘𝑖
−)(𝑘𝑖

−) + ∑ (1 − 𝛿)𝑙𝛽

𝑘−𝑘𝑖−1

𝑙=0

 

< (1 − 𝛿)𝑘−𝑘𝑖−1𝑉𝜎(𝑘𝑖−1)
(𝑘𝑖−1) + ∑ (1 − 𝛿)𝑙𝛽

𝑘−𝑘𝑖−1−1

𝑙=0

 

⋮ 

< (1 − 𝛿)𝑘−𝑘0𝑉0(𝑘0) + ∑ (1 − 𝛿)𝑙𝛽
𝑘−𝑘0−1
𝑙=0     ( 2-56 ) 

 را میتوان به صورت زیر نوشت (56-2)معادل رابطه 

𝑉𝜎(𝑘)(𝑘) < (1 − 𝛿)𝑘−𝑘0𝑉0(𝑘0) +
𝛽

𝛿
    ( 2-57 ) 

𝜀1با تعریف متغیرهای  = min
𝑖

{ 𝜆min(𝑃𝑖)}  𝜀2 = max
𝑖

{𝜆max(𝑃𝑖)} 𝜀3 و  ، = min
𝑖

 {𝜆min(𝑄𝑖)} داریم 

𝜀1‖𝑥1(2𝑘)‖2 + 𝜀1‖𝑥1(2𝑘 − 1)‖2 ≤ 𝜀1‖𝑥̅1(𝑘 + 1)‖2 + 𝜀3‖𝑥̅1(𝑘)‖
2 ≤ 𝑉𝜎(𝑘)(𝑘) <

𝜀2𝜗
2(𝑘−𝑘0)‖𝑥̅1(𝑘0+1)‖2 +

𝛽

𝛿
                  ( 2-58 ) 

 به دست می آید. 𝑥̅(2𝑘0+1)‖2‖ با استفاده از معادلات زیر کران بالایی برای

‖𝑥̅1(𝑘0+1)‖2 = ‖𝑥1(2𝑘0+1)‖2 + ‖𝑥̂1(2𝑘0+1)‖2    ( 2-59 ) 

 داریم (2-2)از طرفی از رابطه 

𝐶𝑥1(2𝑘0+1) = 𝑦1(2𝑘0+1) 

‖𝑥1(2𝑘0+1)‖ =
1

‖𝐶‖
‖𝑦1(2𝑘0+1)‖ 

⇒ ‖𝑥̅1(𝑘0+1)‖2 ≤ ‖𝑥̂1(2𝑘0+1)‖2 +
1

‖𝐶‖
‖𝑦1(2𝑘0+1)‖   ( 2-60 ) 

 آنگاه

𝜀1‖𝑥1(𝑘)‖2 ≤ 𝜀2𝜗
2(𝑘−𝑘0)(‖𝑥̂1(2𝑘0+1)‖2 +

1

‖𝐶‖
‖𝑦1(2𝑘0+1)‖) +

𝛽

𝛿
   ( 2-61 ) 
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𝜗 آنجایی کهاز  <  اثبات کامل میشود.،  1

  ∎ 

 اغتشاش با مشاهده گر مرتبه کاهش یافته . حالت اول3-3-۲

𝜆اگر  .3-۲قضیه  < 𝐿 (𝑗و  𝐾𝑗د و ماتریسهای مقدار ثابت مثبت مشخص باش 1 ∈ 𝑁̅ = {0،1،2، … ،𝑁})  و

 با ابعاد مناسب موجود باشند به گونه ای که  𝑄𝑗و  𝑃𝑗 ماتریسهای متقارن مثبت معین

[
 
 
 
 𝑄𝑗 − 𝜆2𝑃𝑗 +

𝛽1

𝛼1
𝐼 ∗ ∗ ∗

0 −𝜆2𝑄𝑗 ∗ ∗

0 0 −𝐼 ∗
𝐴̅𝜎(𝜌𝑘)−𝑟𝑜 0 𝐸̅2 −𝑃𝑗]

 
 
 
 

< 0           (2-62)  

 و 

, 𝜇𝑄𝑟 ≥ 𝑄𝑠، 𝜇𝑃𝑟 ≥ 𝑃𝑠;   𝑟،𝑠 ∈ 𝑁̅    (2-63)  

به صورت نمایی  (9-3)کنترل کننده پیش بین  (3-3) و (3-2)و  (3-1)ه سیستم توصیف شده توسط معادلات آنگا

𝜗نرخ کاهش نماییبا  = 𝜆𝜇
1

2𝜏  پایدار است که در آن𝜏 زمان سکون متوسط است که در رابطه 𝜏 >
ln𝜇

2 ln𝜆−1
صدق  

 میکند.

 میباشد. 1-2اثبات این قضیه مشابه با اثبات قضیه  اثبات.

 دوم اغتشاش با مشاهده گر مرتبه کاهش یافته. حالت 4-3-۲

𝜆اگر  .4-۲قضیه  < 𝜇 و 1 ≥ 𝐾𝑗 (𝑗دو مقدار ثابت مثبت مشخص باشند و ماتریسهای  1 ∈ 𝑁̅ = {0،1،… ،𝑁} )

 با ابعاد مناسب موجود باشند به گونه ای که  𝑃متقارن مثبت معین  و ماتریس 𝐿و 

[

−(1 − 𝛿)𝑃 ∗ ∗
0 −𝐼 ∗

𝑃𝐴̅𝜎(𝜌𝑘)−𝑟𝑜 𝑃𝐸̅1 −𝑃
] < 0       (2-64)  

پایدار  (9-2)و کنترل کننده پیش بین  (46-2)و  (45-2)سیستم توصیف شده توسط معادلات  متغیرهای آنگاه

UUB .هستند 
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 میباشد. 2-2اثبات این قضیه مشابه با قضیه  اثبات.

 . شبیه سازی4-۲

 اغتشاش . حالت اول1-4-۲

دو مثال  در هردر این قسمت تاثیرگذاری طرح کنترلی پیشنهاد شده از طریق دو مثال نمایش داده شده است. 

ورودی قرار میگیرند. کران بالای  ها و اغتشاش ها، جابجایی بسته بستهاز دست دادن سیستمها تحت تاثیر تاخیر، 

 صدق میکند. (4-2)اغتشاش ورودی وابسته به مقادیر متغیرهای حالت سیستم فرض شده است و در رابطه 

در نظر گرفته شده است و پایداری  [37]مقاله  بررسی درمورد  ی مشابه با پلنتدر این مثال پلنت .1-۲مثال 

و نیز مورد بررسی قرار گرفته است. الگوریتم پیشنهاد شده در این رساله  سیستم تحت نقصهای شبکه و اغتشاش

هر دو به سیستم اعمال میشوند و نتایج به دست آمده از دیدگاه پایداری سیستم  [37]الگوریتم پیشنهاد شده در 

پیشنهادی در این رساله از کنترل کننده سوئیچ کننده  مشابه با روش [37]ار گرفته اند. مقاله مورد مقایسه قر

استفاده کرده است و تاخیر، از دست دادن بسته ها و اغتشاش ورودی را در ساختار مورد بررسی خود لحاظ کرده 

 است.

 معادلات فضای حالت سیستم به صورت زیر هستند 

𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝑢(𝑘) + 𝐸1𝑤1(𝑘) 

𝑦(𝑘) = 𝐶𝑥(𝑘) 

 که در آن ماتریسها به صورت زیر در نظر گرفته میشوند

𝐴 = [
−0.85 0.271 −0.488
0.482 0.1 0.24

−0.002 −0.3681 0.707
] ،  𝐵 = [

0.5 0.1
0.3 −0.4
0.2 0.5

] ،  𝐶 = [
0.1 0.2 1
0.4 0.3 0.1] ، 𝐸1 = 𝐼3×3 

𝛼1صورت  به (4-2)رابطه ثوابت در نظر گرفته شده در  = 𝛽1 و 1 = انتخاب میشوند و بازه نمونه برداری به  0.01

Tصورت  = بسته های متوالی در کانالهای از دست دادن در نظر گرفته میشود. حد بالای تاخیرهای انتقال و  0.01

D1=2T ،D2به صورت  محرکو  اندازه گیری = T ،L1 = L2و  2 = قرار داده میشوند. حالتهای اولیه سیستم   2

𝑥(0)و مشاهده گر به ترتیب به صورت  = [0.98، 0.8، − 1.5]T  و𝑥̂(0) = [−0.9،  1.6،  1.2]T برای هستند .
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Φ1با قرار دادن  (2-7)تشخیص رخ دادن رویداد در هر لحظه نمونه برداری از رابطه  = I3×3 ،  Φ2 = I3×3و 

𝑅1=3T میشود. استفاده 

ناپایداری   5-2 مورد بررسی قرار میگیرد. شکل [37]در مقاله ابتدا پایداری سیستم تحت الگوریتم پیشنهاد شده 

تحت  بسته هااز دست دادن نمودارهای متغیرهای حالت سیستم و نمودار خروجی سیستم را در حضور تاخیر و 

در پایدارسازی سیستم در حضور نقایص شبکه  [37]نمودارها نشانگر ضعف الگوریتم  میدهند. نمایش [37]الگوریتم 

خروجی سیستم با استفاده از روش پیشنهاد شده  نمودار حالت سیستم ونمودارهای متغیرهای  6-2 شکلدر  است.

را در جبرانسازی  رسالهنمودارهای زمانی تاثیرگذاری روش پیشنهاد شده در این این در این رساله ترسیم شده است. 

 انطباقی نشان میدهند. بسته ها و همگرایی سریع حالتهای سیستم به سمت پایداراز دست دادن تاخیر و 

دقت تخمینهای مشاهده گر را  6-2 شکلحالت سیستم در نمودارهای مقادیر واقعی و مقادیر تخمینی متغیرهای 

است. تعداد داده های  LMIنشان میدهد که موید انتخاب مناسب مشاهده گر و دقت محاسبه بهره آن به روش 

لحظه نمونه برداری تنها داده های  200رویداد از میان  یدهد که تشخیصگرقرار گرفته بر روی شبکه نشان م

درصدی داده های ارسال شده با استفاده از طرح  70را ارسال میکند که به معنی کاهش لحظه  58به  مربوط

 کنترلی پیشنهاد شده در این رساله است.

 

 .1-2 [ برای مثال37پیشنهاد شده در ] ETPC حت الگوریتمتسیستم  متغیرهای. 5-2شکل 
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 .1-2برای مثالپیشنهاد شده در این مقاله  ETPCسیستم تحت الگوریتم متغیرهای  .6-2شکل 

 

 .1-2محرک شبکه مخابراتی برای مثال و  اندازه گیریتاخیر در کانال  توزیع متغیر با زمان .7-2شکل 
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 .1-2شبکه مخابراتی برای مثال  محرکو  اندازه گیریبسته ها در کانال توزیع متغیر با زمان از دست دادن . 8-2شکل 

اندازه بسته ها را در هر دو کانال از دست دادن بودن وقوع تاخیر و  متغیر با زمانبه ترتیب  8-2و  7-2 شکلهای

از در معرض تاخیر و  های ارسالی بسته داده اکثرنشان میدهند که  شکلهانشان میدهند. این  محرکو  گیری

 که در حقیقت یکی از بدترین شرایط ممکن برای سیستم است. هستندبسته ها دست دادن 

 

 .1-2برای مثال در حضور نویز سنسور پیشنهاد شده در این مقاله ETPCسیستم تحت الگوریتم  . متغیرهای9-2شکل 
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ظور در مرحله بعد عملکرد الگوریتم پیشنهادی در حضور نویز سنسور مورد بررسی قرار گرفته است. برای این من

نشان میدهند که  9-2اضافه شونده در نظر گرفته شده است. نمودارهای شکل سفید نویز سنسور به صورت نویز 

نمودارهای  م متغیرها همگرا شده اند.الگوریتم پیشنهادی به خوبی عمل میکند و تمادر حضور نویز سنسور هم 

نویزی اندازه گیری شده توسط سنسور نشان خروجیهای سیستم را به تفکیک مقادیر واقعی و مقادیر  10-2شکل 

میدهد و بیانگر میزان موثر بودن نویز بر مقدار اندازه گیری شده خروجی است که توسط مشاهده گر برای تعیین 

 سیگنال کنترلی مورد استفاده قرار میگیرد.

رار گرفته اند. رابطه متغیرهای سیستم تحت تاثیر تاخیر تصادفی با توزیع برنولی مورد بررسی ق 11-2در شکل 

 مربوط به پیاده سازی تاخیر به صورت 

𝑥𝑐(𝑘) = 𝑥(𝑘 − 𝜖𝑘𝐷𝑓𝑏) 

است و  𝑘متغیر حالت دریافت شده در سمت کنترل کننده در لحظه  𝑥𝑐(𝑘)در نظر گرفته شده است که در آن 

𝜖𝑘  در کانال پسخورد است و نیز متغیر تصادفی با توزیع برنولی است که تعیین کننده وقوع یا عدم وقوع تاخیر

 𝜖𝑘در نظر گرفته شده است. به طور مشابه رابطه ای تصادفی با متغیر تصادفی مستقل از  0,25احتمال عدم وقوع 

در نشان میدهند که متغیرهای سیستم  11-2نمودارهای شکل  وقوع تاخیر در کانال پیشخورد را تعیین میکند.

 پیشنهادی همگرا میشوند. ETPCخورد و پسخورد با استفاده از الگوریتم حضور تاخیر تصادفی در هر دو کانال پیش

پیشنهادی رساله با مشاهده گر مرتبه کاهش  ETPCنشانگر تغییرات متغیرهای سیستم تحت الگوریتم  12-2شکل 

( مستقیما قابل اندازه گیری است و 𝑥(1)یافته است. در این شبیه سازی فرض شده است اولین متغیر حالت )

مشاهده گر متغیرهای حالت دیگر را تخمین میزند. نمودارها نشان میدهند که مقادیر واقعی و تخمینی دیگر 

متغیرهای حالت سیستم اندک تفاوتی دارند اما الگوریتم پیشنهادی به خوبی قادر به همگرا کردن متغیرهای حالت 

نشان میدهد که سرعت  6-2با نمودارهای شکل  12-2ست. مقایسه نمودارهای شکل به نقطه پایداری را داشته ا

همگرایی متغیرهای سیستم با استفاده از مشاهده گر مرتبه کاهش یافته و مشاهده گر مرتبه کامل بسیار به یکدیگر 

داده های قرار  تعدادنزدیک است که نشان از انتخاب مناسب نوع مشاهده گر و محاسبه بهره مشاهده گر دارد. 

به  لحظه نمونه برداری تنها داده های مربوط 200یدهد که تشخیصگر رویداد از میان گرفته بر روی شبکه نشان م

درصدی داده های ارسال شده با استفاده از طرح کنترلی پیشنهاد  75را ارسال میکند که به معنی کاهش لحظه  50

 شده در این رساله است.
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 .1-2برای مثال  واقعی و نمونه برداری شده سیستم در حضور نویز سنسور. خروجی 10-2 شکل

 

 

 .1-2پیشنهادی در رساله در حضور تاخیر تصادفی برای مثال  ETPC. متغیرهای سیستم با استفاده از الگوریتم 11-2شکل
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از مشاهده گر مرتبه کاهش یافته برای با استفاده رساله  یپیشنهاد ETPC. متغیرهای سیستم با استفاده از الگوریتم 12-2شکل 

 .2-1مثال 

[ 31مقاله ] مشابه بادر این مثال، تاثیرگذاری الگوریتم پیشنهاد شده در این رساله بر روی سیستم . ۲-۲مثال 

مورد  1-2[ میباشد که در مثال 37معادلات فضای حالت این سیستم مشابه با سیستم مقاله ]بررسی شده است. 

معادلات فضای حالت سیستم به صورت زیر [ متفاوت میباشد. 31ت اما الگوریتم پیشنهادی ]بررسی قرار گرف

 هستند:

𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝑢(𝑘) + 𝐸1𝑤1(𝑘)    

𝑦(𝑘) = 𝐶𝑥(𝑘)  

 که در آن ماتریسها به صورت زیر در نظر گرفته میشوند

𝐴 = [
−0.85 0.271 −0.488
0.482 0.1 0.24

−0.002 −0.3681 0.707
] ،  𝐵 = [

0.5 0.1
0.3 −0.4
0.2 0.5

] ،  𝐶 = [
0.1 0.2 1
0.4 0.3 0.1],  𝐸1 = [

1 0
1 1
0 1

] 

𝛼1، به صورت 1-2، مشابه با مثال 2-2ثوابت در نظر گرفته شده در فرض  = 𝛽1 و 1 = انتخاب میشوند و   0.01

Tبازه نمونه برداری به صورت  = بسته از دست دادن در نظر گرفته میشود. حد بالای تاخیرهای انتقال و  0.01

D1=T ،D2به صورت  محرکو  اندازه گیریهای متوالی در کانالهای  = T ،𝐿1 = 𝐿2و  1 = قرار داده میشوند.   1

𝑥(0)حالتهای اولیه سیستم و مشاهده گر به ترتیب به صورت  = [−0.4، 0.1، 0.2]T  و𝑥̂(0) = [−0.6،0.2، 0.08]T 
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Φ1( با قرار دادن 7-2ابطه ). برای تشخیص رخ دادن رویداد در هر لحظه نمونه برداری از رهستند = 𝐼3×3 ،  

Φ2 = 𝐼3×3و 𝑅1 = 3T میشود.  استفاده 

 

 

 .2-2[ برای مثال 31پیشنهاد شده در ] ETPC تحت الگوریتمو تخمین آنها سیستم  متغیرهای حالت. 13-2شکل 



44 

 

 تحت ورودی در حضور نقایص شبکه و اغتشاش را سیستم متغیرهای حالت و خروجیهای پایداری 13-2 شکل

قادر   [31]الگوریتم پیشنهادی نشان میدهند که  13-2 بررسی میکند. نمودارهای شکل [31]مقاله  ETPCالگوریتم 

 یستم و خروجی سیستم واگرا میشوند.حالتهای سبه دلیل ضعف این الگوریتم نیست و  پایدارسازی سیستمبه 

تاثیرگذاری الگوریتم پیشنهادی در این رساله را بر پایدارسازی سیستم تحت تاثیر نقایص شبکه و  14-2شکل 

همگرایی سریع حالتهای سیستم وخروجی سیستم را نشان میدهند  شکلاین نمودارهای اغتشاشها نشان میدهند. 

قاله جبران میشوند. ن مکه تصریح میکنند نقایص شبکه به میزان زیادی توسط الگوریتم پیشنهاد شده در ای

، از آنجا که مسیر حرکت نمودارهای تخمین حالتهای سیستم مسیر حرکت حالتهای سیستم 14-2براساس شکل 

 را دنبال میکنند، انتخاب مناسب مشاهده گر و دقت بهره مشاهده گر محاسبه شده تایید میشود.

لحظه نمونه برداری داده ارسال  300بار از میان  155نشان میدهد که تشخیصگر رویداد  تحریکتعداد لحظات 

درصدی در تعداد بسته های ارسال شده با استفاده از طرح کنترلی پیشنهاد شده در این  50 حدودامیکند. کاهش 

 نشان میدهد. انرژی سیستم را در حفظ پهنای باند شبکه و منابعاثیرگذاری بالای این طرح کنترلی مقاله، ت

 

 

پیشنهاد شده در این رساله برای  ETPC توسط مشاهده گر تحت الگوریتم تغیرهای حالت سیستم و تخمین آنهام. 14-2شکل 

 .2-2 مثال
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 .2-2شبکه مخابراتی در مثال  محرکو  اندازه گیریدر کانالهای  . وقوع متغیر با زمان تاخیر15-2شکل 

 

 .2-2شبکه مخابراتی برای مثال  محرکو  اندازه گیریبسته ها در کانالهای  وقوع متغیر با زمان از دست دادن. 16-2شکل 



46 

 

اندازه بسته ها را در هر دو کانال  از دست دادنبودن وقوع تاخیر و  متغیر با زمانبه ترتیب  16-2و  15-2 شکلهای

ترین شرایط نشان میدهند که سیستم شبیه سازی شده در یکی از بد شکلهانشان میدهند. این  محرکو  گیری

بسته ها از دست دادن تحت تاثیر تاخیر و  اکثر داده های ارسالیممکن مورد بررسی قرار گرفته است که در آن 

 .محرک هستندو  اندازه گیری هایدر کانال

 اغتشاش . حالت دوم۲-4-۲

های  اغتشاشها و  ها، جابجایی بسته بستهاز دست دادن تحت تاثیر تاخیر،  سیستم مورد بررسیدر این قسمت 

ورودی و خروجی قرار میگیرد با این تفاوت که بردار اغتشاش ورودی دارای کران بالای ثابت و مشخصی است و 

 ( صدق میکند.5-2در رابطه )

[ در نظر گرفته شده است و پایداری سیستم تحت نقصهای 37مقاله ] مشابه بادر این مثال پلنت  .3-۲مثال 

و نیز الگوریتم پیشنهاد شده قرار گرفته است. الگوریتم پیشنهاد شده در این رساله شبکه و اغتشاشها مورد بررسی 

[ هر دو به سیستم اعمال میشوند و نتایج به دست آمده از دیدگاه پایداری سیستم مورد مقایسه قرار گرفته 37در ]

ه استفاده کرده است و تاخیر، پیشنهادی در این رساله از کنترل کننده سوئیچ کنند [ مشابه با روش37]اند. مقاله 

 از دست دادن بسته ها و اغتشاش خروجی را در ساختار مورد بررسی خود لحاظ کرده است.

 معادلات فضای حالت سیستم به صورت زیر هستند 

𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝑢(𝑘) + 𝐸1𝑤1(𝑘)    

𝑦(𝑘) = 𝐶𝑥(𝑘) 

 که در آن ماتریسها به صورت زیر در نظر گرفته میشوند

𝐴 = [
−0.85 0.271 −0.488
0.482 0.1 0.24

−0.002 −0.3681 0.707
] ،  𝐵 = [

0.5 0.1
0.3 −0.4
0.2 0.5

] ،  𝐶 = [
0.1 0.2 1
0.4 0.3 0.1] ،𝐸1 = 𝐼3×3 

𝛼1صورت  به 2-2فرض ثوابت در نظر گرفته شده در  = 𝛽1 و 1 = انتخاب میشوند و بازه نمونه برداری به  0.01

Tصورت  = های متوالی در کانالهای  دست دادن بسته ازدر نظر گرفته میشود. حد بالای تاخیرهای انتقال و  0.01

D1=2T ،D2به صورت  محرکو  اندازه گیری = T ،L1 = L2و  2 = قرار داده میشوند. حالتهای اولیه سیستم   2

𝑥(0)و مشاهده گر به ترتیب به صورت  = [0.98، 0.8، − 1.5]T  و𝑥̂(0) = [−0.9،  1.6،  1.2]T برای هستند .
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Φ1با قرار دادن  (7-2برداری از رابطه )تشخیص رخ دادن رویداد در هر لحظه نمونه  = I3×3 ،  Φ2 = I3×3و 

𝑅1=3T میشود. استفاده 

 

 .3-2پیشنهاد شده در رساله برای مثال  ETPC. متغیرهای سیستم تحت الگوریتم 17-2شکل 

 

 .3-2ی متغیرهای حالت و خروجیهای سیستم برای مثال 2. تغییرات نرم 18-2شکل 
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پیشنهادی  ETPCهمگرایی متغیرهای سیستم و خروجیهای سیستم را تحت الگوریتم  17-2نمودارهای شکل 

رساله نشان میدهند. نمودارها موید این مطلب هستند که در حالتی که اغتشاش ورودی سیستم کران بالای ثابتی 

دارد هم الگوریتم پیشنهادی به خوبی قادر به جبرانسازی تاخیر و از دست دادن و جابجایی بسته ها است و پایداری 

UUB دارهای مقادیر تخمینی و واقعی سیستم نشانگر انتخاب مناسب سیستم را به خوبی تامین میکند. انطباق نمو

نشانگر قرار گرفتن تغییرات  18-2الگوریتم پیشنهادی است.  شکل  بهره های کنترل کننده و مشاهده گر توسط

ی بردارهای حالت و خروجی سیستم در بازه پیشبینی شده در الگوریتم پیشنهادی است. پس از نوسانات 2نرم 

 دو نرم به سمت بازه تعیین شده حرکت میکنند و در همان بازه باقی میمانند. اولیه، هر

داده نمونه برداری شده است  200بسته از میان  63تعداد بسته های ارسال شده برای پایدارسازی سیستم برابر با 

ادی را در درصدی تعداد بسته های ارسال شده است که قابلیت الگوریتم پیشنه 70که نشانگر کاهش حدودا 

پایدارسازی سیستم در حضور اغتشاش صفرنشونده در عین کاهش تعداد بسته های داده نشان میدهد. شکلهای 

هم به ترتیب وقوع متغیر با زمان تاخیر و از دست دادن بسته ها را نشان میدهند که نشانگر آن  20-2و  19-2

دن بسته ها در هر دو کانال هستند که یکی از بدترین است که تقریبا تمام داده ها تحت تاثیر تاخیر و از دست دا

 حالتهای ممکن برای داده ها را نشان میدهد.

 

 .3-2شبکه مخابراتی در مثال  محرکو  اندازه گیریتاخیر در کانالهای  متغیر با زمان. وقوع 19-2شکل 
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 .3-2شبکه مخابراتی در مثال  محرکو  یریاندازه گدر کانالهای  وقوع متغیر با زمان از دست دادن بسته ها. 20-2شکل 

 

 .3-2پیشنهادی رساله با مشاهده گر مرتبه کاهش یافته برای مثال  ETPC. متغیرهای سیستم تحت الگوریتم 21-2شکل 
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پیشنهادی با استفاده از مشاهده گر مرتبه  ETPCتغییرات متغیرهای حالت سیستم را تحت الگوریتم  21-2شکل 

کاهش یافته نشان میدهد. نمودارها نشان میدهند با استفاده از مشاهده گر مرتبه کاهش یافته تمامی متغیرهای 

در می یابیم که سرعت  17-2تخمینی و همینطور خروجیهای سیستم محدود شده اند و با مقایسه با شکل 

ر دو مشاهده گر مرتبه کامل و مرتبه کاهش یافته تقریبا یکی است که نشان از همگرایی متغیرهای سیستم با ه

تعداد بسته های ارسال شده برای پایدارسازی سیستم انتخاب مناسب مشاهده گر و ماتریس بهره مشاهده گر است. 

سته های ارسال درصدی تعداد ب 75داده نمونه برداری شده است که نشانگر کاهش  200بسته از میان  50برابر با 

 شده است.

 . نتیجه گیری5-۲
خروجی بررسی  پسخوردبرای سیستمهای کنترل تحت شبکه با  پایدار ETPCدر این فصل، مساله طراحی یک 

 از دست دادن نقصهای شبکه شامل تاخیر،  نیز اغتشاش ورودی خارجی و معرضمورد نظر در  NCSشد. ساختار 

باند و منابع شبکه در نظر گرفته شد. یک تشخیصگر خطا بر پایه مشاهده  بسته ها و محدودیت پهنای و جابجایی

مورد  ؛گر برای محدود کردن بسته های داده ها به آنهایی که اساسا برای پایدارسازی سیستم ضروری هستند

های ارسال استفاده قرار گرفت. به این ترتیب منابع شبکه و پهنای باند آن حفظ میشوند و تاثیر شبکه بر روی داده 

در الگوریتمهای ارائه شده دو حالت مختلف برای مشاهده گر در نظر گرفته  شده به میزان زیادی کاهش میابد.

دو حالت نیز  در بررسی اغتشاش ورودی سیستم  شد: مشاهده گر مرتبه کامل و مشاهده گر مرتبه کاهش یافته.

اغتشاش ورودی وابسته به نرم بردار متغیرهای حالت مجزا بررسی شد. حالت اول زمانی است که کران بالای نرم 

 سیستم است. حالت دوم زمانی است که کران بالای نرم اغتشاش ورودی برابر با مقداری ثابت و مشخص است.

کنترل پیش بین سوئیچ کننده با بهره های چندگانه در ساختار پیشنهادی، منجر به  کنترل کنندهاستفاده از  

ی مرسوم با یک بهره ثابت میشود. با به دست آوردن یک کنترل کننده هاری نسبت به ی منعطف تکننده ها

از طریق حل  کنترل کنندهنمایش مجتمع جدید از معادلات فضای حالت سیستم، بهره مشاهده گر و بهره های 

LMIحالت اول در تابع لیاپانوف تضمین شود.  قضیهسیستم براساس  ند، به گونه ای که پایداریمحاسبه شد ها

اغتشاش، قضایای ارائه شده پایداری مجانبی سیستم را تضمین میکنند. در حالت دوم قضایای ارائه شده پایداری 

UUB .سیستم را تضمین میکنند  

سیستم  ال مورد بررسی قرار گرفتند. هر سهمث پیشنهاد شده، سه ETPCبه منظور نشان دادن تاثیرگذاری روش 

در معرض تاخیر ها بسته  اکثربدترین حالتهایشان در نظر گرفته شدند که در آن  شبیه سازی شده در یکی از
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. نتایج شبیه سازی همگرایی هستنددر شبکه مخابراتی  متغیر با زمانهای  از دست دادن بستهو  متغیر با زمان

ر این رساله پیشنهادی د ETPC مثال با پیاده سازی الگوریتم جیها و حالتهای سیستم را در هر سهسریع خرو

 [31]و  [37]نشان دادند در حالی که حالتهای سیستم و خروجیهای سیستم تحت الگوریتمهای پیشنهاد شده در 

ی معمول مبتنی بر زمان کنترل کننده هاواگرا میشدند. تعداد بسته های ارسال شده از طریق شبکه در مقایسه با 

در مثال دوم  ،درصد 75و با مشاهده گر مرتبه کاهش یافته  درصد 70 با مشاهده گر مرتبه کامل نیز در مثال اول

و با مشاهده گر مرتبه کاهش یافته درصد  70حدود با مشاهده گر مرتبه کامل و در مثال سوم درصد  50 حدود

ه به میزان این میزان کاهش تبادل داده ها منجر به حفظ پهنای باند شبکه و منابع شبکدرصد کاهش یافتند.  75

لاحظه ای میشود. همچنین اثرات القایی شبکه بر روی داده های ارسال شده و نتیجتا عملکرد سیستم به قابل م

در مثال اول همچنین عملکرد الگوریتم پیشنهادی در حضور نویز سفید اضافه شونده  ابد.ی همین میزان کاهش می

ار گرفت. نتایج شبیه سازی در این حالتها در سنسور و نیز در حضور تاخیر تصادفی با توزیع برنولی مورد بررسی قر

 نشانگر همگرایی متغیرهای حالت سیستم تحت الگوریتم پیشنهادی بودند.
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 خود تحریکالگوریتم کنترل پیش بین 
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 .مقدمه1-3

میپردازیم. برای این منظور در بخش در این فصل به تشریح الگوریتم کنترل پیش بین خود تحریک در این رساله 

سازی الگوریتم پیشنهادی ارائه میگردد. در  اول ابتدا توصیف سیستم مورد بررسی و ساختار مدنظر برای پیاده

بخش دوم نتایج اصلی در رابطه با تعیین بهره های کنترل کننده و مشاهده گر و نیز چگونگی تعیین زمان نمونه 

تبیین میگردد. بخش سوم موثر  UUBجزا با دو رویکرد پایداری مجانبی و پایداری برداری بعدی در دو حالت م

ای نشان میدهد و بخش چهارم به نتیجه گیری این فصل  بودن الگوریتم پیشنهادی را از طریق سه مثال مقایسه

 اختصاص یافته است.

 . توصیف سیستم۲-3
 سیستم کنترل تحت شبکه به صورت زیر توصیف میشود: مشابه فصل قبل، در این فصل نیز

𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝑢(𝑘) + 𝐸1𝑤1(𝑘)                (3-1)  

𝑦(𝑘) = 𝐶𝑥(𝑘)                          (3-2)  

𝑥(0) = 𝑥0        (3-3)  

∋ 𝑥 که در آن  ℜ𝑛, 𝑢 ∈ ℜ𝑚   و𝑦 ∈ ℜ𝑙    به ترتیب بردار حالت، ورودی کنترلی و خروجی سیستم را نشان

𝑤1میدهند.   ∈ ℜ𝑝   به فضای  کهد میباشاغتشاش ورودی𝐿2(0، + ماتریسهای  𝐸1و  𝐴 ،𝐵 ،𝐶 ،𝐷د. تعلق دار (∞

 نشان داده میشود. 𝑥0ثابت مشخص با ابعاد مناسب هستند. مقدار اولیه بردار حالت سیستم با 

براساس داده نمونه برداری شده حالت سیستم را تخمین میزند. بلوک  ، مشاهده گرنمونه برداری در هر لحظه

ابتدا براساس داده تخمینی، لحظه نمونه برداری بعدی را تعیین و آن  "تعیین کننده لحظه نمونه برداری بعدی"

ی شبکه قرار داده میشود. کنترل را به حسگر ارسال میکند؛ سپس داده تخمینی برای ارسال به کنترل کننده بررو

پیش بین براساس آخرین داده دریافت شده، یک دنباله از سیگنالهای کنترلی تولید میکند و دنباله را به  کننده

 محرک ارسال میکند. در سمت محرک، یک انتخابگر وجود دارد که سیگنال کنترلی مناسب را از بین سیگنالهای

ه داده دریافت شده؛ انتخاب میکند و ساس تاخیر تحمیل شده به آخرین بستکنترل پیش بین دریافت شده؛ برا

علاوه بر اعمال آن به سیستم، مقدار آن را به حسگر نیز اطلاع میدهد که در ادامه محاسبات مورد استفاده قرار 

 گیرد.
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داده شده است.  نشان 1-3ساختار مورد نظر در این رساله برای الگوریتم کنترل پیش بین خود تحریک در شکل 

 :شده انددر نظر گرفته این ساختار  فرضیات زیر برای

عمل میکنند و بسته های  Tو محرک متناوبا با دوره های نمونه برداری یکسان  کنترل کننده، حسگر .1-3فرض 

 ارسال شده از طریق شبکه برچسب زمانی دارند.

نشان داده میشوند که هر دو مقادیری  𝐷𝑓𝑤 و 𝐷𝑓𝑏به ترتیب با  محرکو  اندازه گیری. تاخیر در کانالهای 2-3فرض 

 است.𝐷2 و  𝐷1به ترتیب 𝐷𝑓𝑤  و 𝐷𝑓𝑏هستند. حد بالای  متغیر با زمان

 

 رسالهدر این  خود تحریکپیشبین با کنترل . ساختار پیشنهاد شده برای سیستم کنترل تحت شبکه 1-3شکل 

نشان داده  𝐿𝑓𝑤و  𝐿𝑓𝑏به ترتیب توسط  محرکو  اندازه گیریها در کانالهای  ستهب از دست دادن. تعداد 3-3 فرض

 هستند. 𝐿2و  𝐿1به ترتیب  𝐿𝑓𝑤و  𝐿𝑓𝑏هستند. حد بالای  متغیر با زمانمیشوند که هر دو مقادیری 

دو حالت بررسی  پیشنهادی در STPCبراساس حالتهای مختلف اغتشاشهای وارد شده به سیستم، عملکرد الگوریتم 

 شده است. ابتدا حالتی که اغتشاش ورودی کران بالایی به صورت

𝛼1‖𝑤1(𝑘)‖2
2 ≤ 𝛽1‖𝑥(𝑘)‖2

2              (3-4)  
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کران بالای اغتشاش  مورد بررسی قرار میگیرد. سپس حالتی که مقادیر ثابت هستند 𝛽1و  𝛼1که در آن داشته باشد 

 ورودی به صورت

 ‖𝑤1(𝑘)‖2
2 ≤ 𝛽     (3-5              )  

 باشد در نظر گرفته میشود.

 نخواهند شد. Zenoدر این فصل نیز الگوریتمهای ارائه شده با استدلالی مشابه با فصل قبل دچار پدیده 

 . تعیین کننده لحظه نمونه برداری بعدی مبتنی بر مشاهده گر1-۲-3

در فصل دو،  ETPC، مشابه با ساختار پیشنهاد شده برای الگوریتم STPCالگوریتم  برای اهده گر پیشنهاد شدهمش

 مشاهده گر لوئنبرگر است که به صورت زیر توصیف میشود:

𝑥̂(𝑘 + 1) = 𝐴𝑥̂(𝑘) + 𝐵𝑢(𝑘) + 𝐿(𝑦(𝑘) − 𝐶𝑥̂(𝑘)).      (3-6)  

روش  به 𝐿 هستند. ماتریس 𝑘به ترتیب حالت مشاهده گر و ورودی مشاهده گر در لحظه  𝑢(𝑘)و  𝑥̂(𝑘)و در آن 

سیستم تضمین شود. به منظور کاهش انتقال  ونه ای طراحی میشود که پایداریبه گ پیشنهاد شده در فصل دو

در نظر گرفته  "تعیین کننده لحظه نمونه برداری بعدی"بلوک  ، یکپسخوردداده های غیر ضروری در شبکه 

قاعده تعیین لحظه نمونه . بینی میکندلحظه نمونه برداری بعدی را پیش  ،نمونه برداری در هر لحظه میشود که

 برداری بعدی به صورت زیر میباشد:

بیان میکند که پس از  (7-3رابطه )؛ آخرین لحظه ای باشد که نمونه برداری و ارسال صورت گرفته است 𝑘𝑖اگر 

چ اعوجاجی در بررسی میشود. اگر هی (18-3) لحظه نامساوی 𝑅1ارسال شد، برای  𝑘𝑖آنکه یک بسته داده در لحظه 

𝑘𝑖لحظه رخ نداده باشد، جدیدترین داده نمونه برداری شده در لحظه 𝑅1طول این  + 𝑅1 + ، چه ارسال میشود   1

 بیان ریاضی این شرط به این صورت است اعوجاجی رخ داده باشد چه نه.

𝑘𝑖+1 = {
  (18 − 𝑘                                                                                                 ،  رابطه (3 < 𝑘𝑖 + 𝑅1 + 1

𝑘𝑖 + 𝑅1 + 1،                                                                                                         𝑘 ≥ 𝑘𝑖 + 𝑅1 + 1  
 

(7-3) 

خود به این ترتیب با استفاده از طرح کنترلی آورده شده است.  1-3در بخش نتایج اصلی، قضیه  (18-3)رابطه 

 د. نحفظ میشو به خوبی ، پهنای باند شبکه و منابع انرژیتحریک



57 

 

 . کنترل کننده پیش بین۲-۲-3

 "1بافر "بلوک نمایش داده شده است.  2-3در شکل  STPCالگوریتم  پیش بین در کنترل کنندهساختار داخلی 

دلیل وجود استفاده میشود. به  اندازه گیریبرای ذخیره سازی آخرین بسته داده دریافت شده از طریق کانال 

، برچسب زمانی آن با برچسب کنترل کنندهجابجایی بسته ها، به محض دریافت بسته داده در سمت  احتمال

ورتی که بسته داده دریافت شده جدیدتر از داده زمانی آخرین بسته ذخیره شده در بافر مقایسه میشود. در ص

موجود در بافر باشد، داده موجود در بافر با داده جدیدتر جایگزین میشود و از این داده جدید برای محاسبه سیگنال 

 کنترلی استفاده میشود. درغیر این صورت آخرین بسته داده دریافت شده نادیده گرفته میشود.

 زمانی، سیگنال کنترلی براساس معادله زیر تولید میشود: برای سیستمی بدون تاخیر

𝑢(𝑘𝑖) = 𝐾0𝑥̂(𝑘𝑖)      (3-8)  

𝐾0که در آن  ∈ ℜ𝑚×𝑛 .ماتریس بهره کنترلی است که بعدا طراحی میشود 

 

 STPCدر الگوریتم  پیش بین کنترل کننده. ساختار داخلی 2-3شکل 

تحت تاثیر قرار میگیرد، یک رویکرد مناسب برای تولید سیگنال کنترلی که داده ارسال شده توسط تاخیر  زمانی

 با بهره های ثابت متفاوت به صورت زیر است ای کنترل کنندهپیش بین، استفاده از  کنترل کنندهمناسب توسط 

𝑢𝑘+𝑗|𝑘−𝑓 = 𝐾𝑗+𝑓𝑥̂(𝑘 − 𝑓)       (3-9)  

𝑗که در آن  = 0،1،2، … ،𝐷2 + 𝐿2،  𝑓 ∈ {1، … ،𝐷𝑓𝑏 + 𝐿𝑓𝑏} .𝑢𝑘+𝑗|𝑘−𝑓  تولید شده در سیگنال کنترل پیش بین

𝑘 است که براساس داده موجود از لحظه لحظه بعدتر 𝑗برای  𝑘لحظه  − 𝑓  .محاسبه شده است𝐾𝑗  کنترل بهره

 گام جلوتر است. 𝑗مورد نظر به منظور پیش بینی سیگنال کنترلی به اندازه  کننده

ها در  از دست دادن بستهاز آنجایی که سیگنالهای کنترلی قرار است به محرک ارسال شوند و در معرض تاخیر و 

بر سیگنال  محرکهستند، سیگنالهای کنترل پیش بین به منظور جبرانسازی اثرات احتمالی کانال  محرککانال 

 رویداداس بسته ارسال شده توسط تشخیصگر کنترلی مورد نیاز است. در واقع یک سیگنال کنترلی تولید شده براس

𝑘𝑖ممکن است در لحظه  𝑘𝑖در لحظه  + 𝐷𝑓𝑏 + 𝐿𝑓𝑏(𝑅2 + 1) + 𝐷𝑓𝑤 + 𝐿𝑓𝑤(𝑅1 + در سمت محرک  (1
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𝑁استفاده شود. به این ترتیب با قرار دادن  = 𝐷1 + 𝐿1(𝑅2 + 1) + 𝐷2 + 𝐿2(𝑅1 + 𝑁؛ (1 + بهره کنترلی  1

 متفاوت باید در نظر گرفته شود.

 پیش بین به صورت زیر است کنترل کنندهلی تولید شده توسط بسته کنتر

𝑢⃗ (𝑘) = [𝑢𝑘|𝑘𝑖

𝑇   𝑢𝑘+1|𝑘𝑖

𝑇   𝑢𝑘+2|𝑘𝑖

𝑇  ….  𝑢𝑘+𝑙|𝑘𝑖

𝑇 ]𝑇.       (3-10)  

کنترل کننده؛ از موجود در سمت  (𝑥̂(𝑘𝑖))لحظه ای را نشان میدهد که در آن جدیدترین داده  𝑘𝑖که در آن 

𝑙به صورت  𝑙ارسال شده بود و  سمت پلنت = 𝐷2 + 𝐿2(𝑅2 +  است. (1

آخرین  𝑘𝑐رابطه تشخیصگر رویداد در سمت کنترلر مشابه با رابطه بلوک مشابه در سمت مشاهده گر است. اگر 

لحظه ای است که  𝑘𝑠و  لحظه ای باشد که سیگنال کنترلی برای ارسال بر روی شبکه قرار داده شده است

 در سمت کنترل کننده دریافت شده است.جدیدترین داده 

𝑘𝑐+1 = min (min{𝑘| (max (𝑢⃗ (𝑘𝑐)) − 𝑚𝑖𝑛(𝑢⃗ (𝑘𝑠)))
𝑇Φ3 (max (𝑢⃗ (𝑘𝑐)) − 𝑚𝑖𝑛(𝑢⃗ (𝑘𝑠))) >

𝑚𝑖𝑛(𝑢⃗ (𝑘𝑐))Φ4𝑚𝑖𝑛(𝑢⃗ (𝑘𝑐))، 𝑘 > 𝑘𝑐} ،𝑘𝑐 + 𝑅2 + 1) (3-11)                                  

 هستند.ماتریسهای متقارن مثبت معین با مقادیر مشخص Φ4 و  Φ3که در آن 

مشابه  در هر دو حالت مشاهده گر مرتبه کامل و نیز مشاهده گر مرتبه کاهش یافته، معادلات مجتمع فضای حالت

 هستند که به منظور رعایت اختصار از تکرار آنها اجتناب شده است.  2با معادلات به دست آمده در فصل 

 . انتخابگر3-۲-3

برچسب زمانی بسته جدید دریافت شده  "2بافر "بلوک ساختار داخلی بلوک انتخابگر را نشان میدهد.  3-3شکل 

را با برچسب بسته موجود در بافر مقایسه میکند. اگر بسته دریافت شده برچسب زمانی  محرکاز طریق کانال 

یگیرد. در غیر این صورت، نادیده جدیدتری داشته باشد، در بافر ذخیره میشود و توسط محرک مورد استفاده قرار م

گرفته میشود و بسته موجود در بافر توسط محرک مورد استفاده قرار میگیرد تا زمانی که بسته جدیدتری موجود 

 گردد.

، سیگنال کنترلی مناسب محرکانتخابگر سیگنال کنترلی، با توجه به تاخیر وارد شده به سیگنال در طول کانال 

 انتخاب میکند. کنترل کنندهبسته های دریافت شده توسط  را از بین عناصر مختلف
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 STPCدر الگوریتم  . ساختار داخلی بلوک انتخابگر3-3شکل 

 . نتایج اصلی3-3
در این قسمت قضایایی برای محاسبه بهره های کنترل کننده و مشاهده گر و نیز محاسبه لحظه نمونه برداری 

ایداری سیستم تضمین شود. حالت اول شرایطی را بررسی میکند که بعدی بیان و اثبات میشود به نحوی که پ

تعیین میشود و حالت دوم شرایطی است که کران بالای اغتشاش  (4-3)کران بالای اغتشاش ورودی براساس رابطه 

 مقداری ثابت و مشخص است.( 5-3)ورودی براساس رابطه 

 اغتشاش با مشاهده گر مرتبه کامل . حالت اول1-3-3

مورد  1-2در این حالت به منظور محاسبه بهره های کنترل کننده و مشاهده گر همان روابط مربوط به قضیه 

نحوه پیش بینی لحظه  2-3و  1-3پیشنهادی در قضایای  STPCاستفاده قرار میگیرد. برای تکمیل ساختار روش 

 سیستم برقرار بماند تشریح میشود.نمونه برداری بعدی و تعیین سیگنال کنترلی به نحوی که پایداری نمایی 

تحت  (9-3)کنترل کننده پیش بین  (3-3) و (2-3)و  (1-3)سیستم توصیف شده توسط معادلات  .1-3قضیه 

𝜗 پایدار نمایی با نرخ کاهش STPCالگوریتم  = 𝜆𝜇
1

2𝜏  خواهد بود اگر لحظه نمونه برداری بعدی با استفاده از رابطه

 زیر تعیین شود

𝑘𝑖+1 = 𝑘𝑖 + 𝑚𝑎𝑥{1، ⌊logΔ1
(1 −

(1−Δ1)‖𝑥̂(𝑘𝑖)‖

Ξ(𝑘𝑖)
)⌋}    (3-12)  

 که در آن

Δ1 = max
𝑗

{‖𝐴̅𝑗‖} ،    Δ2 = 𝑚𝑎𝑥
𝑗

{‖𝐴̅𝑗 − 𝐼‖} ،          

Θ(𝑘) = √
𝜀2

𝜀1
𝜗2(𝑘−𝑘0)(‖𝑥̂(𝑘0)‖

2 +
1

‖𝐶‖
‖𝑦(𝑘0)‖) 

Ξ(𝑘𝑖) = Δ2‖𝑥̂(𝑘𝑖)‖ + ‖𝐸̅1‖√
𝛽1

𝛼1
Θ(𝑘𝑖) + Δ2Θ(𝑘𝑖). 
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فاصله میان دو لحظه نمونه برداری  در 1-3بر اساس نمایش مجتمع معادلات سیستم و با استفاده از قضیه  اثبات.

𝑘𝑖] متوالی ،𝑘𝑖+1) داریم 

𝑒̅(𝑘 + 1) = 𝑥̅(𝑘 + 1) − 𝑥̅(𝑘𝑖) = 𝐴̅𝑗𝑥̅(𝑘) + 𝐸̅1𝑤̅1(𝑘) − 𝑥̅(𝑘𝑖) 

= 𝐴̅𝑗𝑒̅(𝑘) + 𝐸̅1𝑤̅1(𝑘) + (𝐴̅𝑗 − 𝐼)𝑥̅(𝑘𝑖)        (3-13)  

‖𝑒̅(𝑘 + 1)‖ ≤ ‖𝐴̅𝑗‖‖𝑒̅(𝑘)‖ + ‖𝐸̅1‖‖𝑤̅1(𝑘)‖ + ‖𝐴̅𝑗 − 𝐼‖‖𝑥̅(𝑘𝑖)‖ 

≤ ‖𝐴̅𝑗‖‖𝑒̅(𝑘)‖ + ‖𝐸̅1‖‖𝑤̅1(𝑘)‖ + Δ2‖𝑥̅(𝑘𝑖)‖ 

≤ ‖𝐴̅𝑗‖‖𝑒̅(𝑘)‖ + ‖𝐸̅1‖‖𝑤̅1(𝑘)‖ + Δ2(‖𝑥̂(𝑘𝑖)‖ + ‖𝑥(𝑘𝑖)‖) 

≤ Δ1‖𝑒̅(𝑘)‖ + ‖𝐸̅1‖√
𝛽1

𝛼1
‖𝑥(𝑘)‖ + Δ2(‖𝑥̂(𝑘𝑖)‖ + ‖𝑥(𝑘𝑖)‖) 

≤ Δ1‖𝑒̅(𝑘)‖ + Δ2‖𝑥̂(𝑘𝑖)‖ + ‖𝐸̅1‖√
𝛽1

𝛼1
Θ(𝑘𝑖) + Δ2Θ(𝑘𝑖) 

‖𝑒̅(𝑘 + 1)‖ ≤ Δ1‖𝑒̅(𝑘)‖ + Ξ(𝑘𝑖)         (3-14)  

‖𝑒̅(𝑘)‖ ≤ Δ1
𝑘−𝑏𝑘‖𝑒̅(𝑘𝑖)‖ +

1−Δ1
𝑘−𝑏𝑘

1−Δ1
Ξ(𝑘𝑖) =

1−Δ1
𝑘−𝑏𝑘

1−Δ1
Ξ(𝑘𝑖) (3-15)  

نمونه برداری شده منحرف شود، بیش از مقدار مشخصی از آخرین مقدار  𝑥̂(𝑘) و 𝑥(𝑘) از آنجایی که نمیخواهیم

‖𝑒̅(𝑘)‖ میخواهیم مطمئن شویم ≤ ‖𝑥̂(𝑘𝑖)‖ تضمین شده است. بنابراین داریم 

1 − Δ1
𝑘−𝑏𝑘

1 − Δ1
Ξ(𝑘𝑖) ≤ ‖𝑥̂(𝑘𝑖)‖ 

1 − Δ1
𝑇𝑘

1 − Δ1
Ξ(𝑘𝑖) = ‖𝑥̂(𝑘𝑖)‖ 

 که در آن 

𝑇𝑘 = logΔ1
(1 −

(1−Δ1)‖𝑥̂(𝑘𝑖)‖

Ξ(𝑘𝑖)
). 

 و اثبات کامل میشود.
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∎ 

تعیین چگونگی محاسبه سیگنال کنترلی هستیم. کنترل کننده  نیازمند STPC به منظور کامل کردن الگوریتم

 STPC نیاز است. از آنجایی که در الگوریتم 𝑦(𝑘) مقدار 𝑥̂(𝑘)دارد و برای محاسبه  𝑥̂(𝑘) پیش بین نیاز به مقدار

براساس دو  هستیم. باید تخمین را  𝑦(𝑘) در میان بازه ارسال نمونه برداری انجام نمیشود، نیازمند تخمین مقدار

 انجام دهیم. 𝑦(𝑘𝑖+1) و 𝑦(𝑘𝑖) مقدار نمونه برداری شده

گزینه های مختلف برای تابع تخمینی وجود دارند اما هر تابعی که به کار گرفته شود پایداری سیستم باید تضمین 

𝑘هر شود. در اینجا ما از تابع خطی به عنوان تابع تخمین استفاده میکنیم. براساس این تابع برای  ∈ [𝑘𝑖 ،𝑘𝑖+1) 

𝑦(𝑘)داریم  =
𝑦(𝑘𝑖+1)−𝑦(𝑘𝑖)

𝑘𝑖+1−𝑘𝑖
(𝑘 − 𝑘𝑖) + 𝑦(𝑘𝑖). 

 اکنون با در نظر گرفتن تابع تخمین، یک بار دیگر نمایش مجتمع معادلات حالت سیستم را به دست می آوریم.

𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝐾𝑗𝑥̂(𝑘 − 𝑖) + 𝐸1𝑤1(𝑘)            (3-16)  

𝑥̂(𝑘 + 1) = 𝐴𝑥̂(𝑘) + 𝐵𝐾𝑗𝑥̂(𝑘 − 𝑖) + 𝐿(𝑦(𝑘) − 𝐶𝑥̂(𝑘)) 

= (𝐴 − 𝐿𝐶)𝑥̂(𝑘) + 𝐵𝐾𝑗𝑥̂(𝑘 − 𝑖) + 𝐿𝑦(𝑘)   (3-17)  

  بنابراین معادلات فضای حالت مجتمع به دست آمده به صورت زیر خواهد بود

𝑥̆(𝑘 + 1) = 𝐴̆𝑗𝑥̆(𝑘) + 𝐿̆𝑌̆(𝑘) + 𝐸̆1𝑊̆1(𝑘) , 𝑗 = 1، … ،𝑁   (3-18)  

𝑦(𝑘) =
𝑦(𝑘𝑖+1)−𝑦(𝑘𝑖)

𝑘𝑖+1−𝑘𝑖
(𝑘 − 𝑘𝑖) + 𝑦(𝑘𝑖)  𝑘 ∈ [𝑘𝑖 ،𝑘𝑖+1),                   (3-19)  

 که در آن

𝑥̆(𝑘) = [𝑥𝑇(𝑘)،𝑥𝑇(𝑘 − 1)، … ،𝑥𝑇(𝑘 − 𝑁)،𝑥̂𝑇(𝑘)،𝑥̂𝑇(𝑘 − 1)، … ،𝑥̂𝑇(𝑘 − 𝑁)]𝑇 

𝐸̆1 = [
𝐸1

0(2𝑁+1)𝑛×𝑞
0(𝑁+1)𝑛×𝑞] ،    𝐿̆ = [01×(𝑁+1)𝑛  𝐿  𝐿  ⋯   𝐿]  

 

 

𝑤̆1(𝑘) = [
𝑤1(𝑘)
01×𝑞

],        𝑌̆(𝑘) = [01×(𝑁+1)𝑛  𝑦(𝑘)  𝑦(𝑘 − 1) ⋯   𝑦(𝑘 − 𝑁)] 

N+1 



62 

 

𝐴̆𝑗 = [
𝐴1 𝐴2𝑗

𝐴3 𝐴2𝑗
] 

 که تشکیل شده است از

𝐴1 = [
𝐴 0𝑛×𝑁𝑛

𝐼𝑁𝑛 0𝑁𝑛×𝑛
] ،   𝐴2𝑗 = [

0𝑛 𝐵𝐾𝑗 0𝑛×(𝑁−𝑗)

0(𝑁+1)𝑛×(𝑁+1)𝑛
] ،   𝐴3 = [

𝐿𝐶 0𝑛×𝑁𝑛

0𝑁𝑛×(𝑁+1)𝑛
] ، 

𝐴2𝑗 = [
𝐴 − 𝐿𝐶 0𝑛×(𝑗−1)𝑛 𝐵𝐾𝑗 0𝑛×(𝑁−𝑗)

𝐼𝑁𝑛 0𝑁𝑛×𝑛
]. 

 

𝜆̆ .۲-3قضیه  < 𝜇 و 1 ≥ ماتریسهای به دست آمده از  𝐿 و 𝐾𝑗 ماتریسهایدو مقدار ثابت مشخص هستند و  1

𝑄̆𝑗 (𝑗 و 𝑃̆𝑗 هستند. اگر ماتریسهای متقارن مثبت معین 1-2قضیه  ∈ 𝑁̅ = {0،1، … ،𝑁})  موجود باشند به گونه

  ای که

[
 
 
 
 
 Σ1 −𝐴̆𝑗 𝐴̆𝑗

𝑇
𝑃̆𝑗𝐿̆ 𝐴̆𝑗

𝑇
𝑃̆𝑗𝐸̆1 −𝐸̆1

∗ Σ2 0 0 𝐴̆𝑗
𝑇
𝐸̆1

∗ ∗ Σ3 𝐿̆𝑇𝑃̆𝑗𝐸̆1 0
∗ ∗ ∗ Σ4 0
∗ ∗ ∗ ∗ Σ5 ]

 
 
 
 
 

< 0    (3-20)  

Σ1 = 𝐴̆𝑗
𝑇
𝑃̆𝑗𝐴̆𝑗 + 𝑄̆𝑗 − 𝜆2𝑃̆𝑗 +

𝛽1

𝛼1
𝐼،                       Σ2 = 𝐴̆𝑗

𝑇
𝐴̆𝑗 − 𝜆2𝑄̆𝑗 +

𝛽1

𝛼1
𝐼 

Σ3 = 𝐿̆𝑇𝑃̆𝑗𝐿̆ −
‖𝐿̆‖

2

𝜌̆2
𝐼،          Σ4 = 𝐸̆1

𝑇
𝑃̆𝑗𝐸̆1 − 𝐼،            Σ5 = 𝐸̆1

𝑇
𝐸̆1 − 𝐼 

 و 

𝜇𝑃̆𝑖 ≥ 𝑃̆𝑗      𝜇𝑄̆𝑖 ≥ 𝑄̆𝑗  ,𝑖،𝑗 ∈ 𝑁̅ (3-21     )                                          

و معادلات ( 9-3)و کنترل کننده پیش بین ( 3-3)و ( 2-3)و ( 1-3)آنگاه سیستم توصیف شده توسط معادلات 

 میباشد. نماییپایدار ( 19-3)و ( 18-3)تخمین 

 با انتخاب تابع لیاپانوف چندگانه به صورت اثبات.

𝑉̆𝑗(𝑘) = 𝑥̆𝑇(𝑘)𝑃̆𝑗𝑥̆(𝑘) + 𝑥̆𝑇(𝑘 − 1)𝑄̆𝑗𝑥̆(𝑘 − 1)    ( 3-22 ) 
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بهره فعال کنترل کننده  𝐾𝑗 مین باره نمونه برداری است و𝑖زمانی که سیستم در  𝑉̆𝑗(𝑘) تغییراتو در نظر گرفتن 

 است، خواهیم داشت

𝑉̆𝑗(𝑘 + 1) − 𝜆̆2𝑉̆𝑗(𝑘) = 𝑥̆𝑇(𝑘 + 1)𝑃̆𝑗𝑥̆(𝑘 + 1) + 𝑥̆𝑇(𝑘)(𝑄̆𝑗 − 𝜆̆2𝑃̆𝑗)𝑥̆(𝑘) − 𝜆̆2𝑥̆𝑇(𝑘 − 1)𝑄̆𝑗𝑥̆(𝑘 −

1) = [𝐴̆𝑗𝑥̆(𝑘) + 𝐿̆𝑌̆(𝑘) + 𝐸̆1𝑊̆1(𝑘)]𝑇𝑃̆𝑗[𝐴̆𝑗𝑥̆(𝑘) + 𝐿̆𝑌̆(𝑘) + 𝐸̆1𝑊̆1(𝑘)] + 𝑥̆𝑇(𝑘)(𝑄̆𝑗 −

𝜆̆2𝑃̆𝑗) 𝑥̆(𝑘) − 𝜆̆2𝑥̆𝑇(𝑘 − 1)𝑄̆𝑗𝑥̆(𝑘 − 1)       

 ( 3-23 ) 

در دو لحظه متوالی به دست می آوریم. با در نظر گرفتن  𝑦(𝑘) در مرحله بعد کران بالایی برای نسبت مقادیر

𝑦(𝑘) به صورت 𝑦(𝑘) تخمین خطی = 𝑚𝑘 + 𝑦(𝑘𝑖) که در آن 𝑚 شیب خط مورد نظر است خواهیم داشت 

‖𝑦(𝑘+1)‖

‖𝑦(𝑘)‖
=

‖𝑚(𝑘+1)+𝑦(𝑘𝑖)‖

‖𝑚𝑘+𝑦(𝑘𝑖)‖
≤ 1 +

‖𝑚‖

‖𝑚𝑘+𝑦(𝑘𝑖)‖
    ( 3-24 ) 

‖𝑦(𝑘+1)‖

‖𝑦(𝑘)‖
≤ 1 +

‖𝑚‖

min {𝑦(𝑘𝑖)،𝑦(𝑘𝑖+1)}
    ( 25-3 ) 

𝜌̆ = 1 +
‖𝑚‖

min {𝑦(𝑘𝑖)،𝑦(𝑘𝑖+1)}
    ( 3-26 ) 

‖𝑦(𝑘+1)‖

‖𝑦(𝑘)‖
≤ 𝜌̆      ( 3-27 ) 

𝑌̆(𝑘) از آنجا که یک بردار است میتوان گفت   

‖𝑌̆(𝑘)‖

‖𝑌̆(𝑘−1)‖
≤ 𝜌̆      ( 3-28 ) 

داریم( 18-3)در سوی دیگر از معادله   

𝐿̆𝑌̆(𝑘 − 1) = 𝑥̆(𝑘) − 𝐴̆𝑗𝑥̆(𝑘 − 1) − 𝐸̆1𝑊̆1(𝑘 − 1)    ( 3-29 ) 

‖𝐿̆‖
2
‖𝑌̆(𝑘 − 1)‖

2
= ‖𝑥̆(𝑘) − 𝐴̆𝑗𝑥̆(𝑘 − 1) − 𝐸̆1𝑊̆1(𝑘 − 1)‖

2
  ( 3-30 ) 

‖𝐿̆‖2

𝜌̆2 ‖𝑌̆(𝑘)‖
2
≤ ‖𝑥̆(𝑘) − 𝐴̆𝑗𝑥̆(𝑘 − 1) − 𝐸̆1𝑊̆1(𝑘 − 1)‖

2
   ( 3-31 ) 

داریم (23-3)و معادله  (4-3)رابطه با استفاده از   

𝑉̆𝑗(𝑘 + 1) − 𝜆2𝑉̆𝑗(𝑘) ≤ [𝐴̆𝑗𝑥̆(𝑘) + 𝐿̆𝑌̆(𝑘) + 𝐸̆1𝑊̆1(𝑘)]𝑇𝑃̆𝑗[𝐴̆𝑗𝑥̆(𝑘) + 𝐿̆𝑌̆(𝑘) + 𝐸̆1𝑊̆1(𝑘)] +

𝑥̆𝑇(𝑘)(𝑄̆𝑗 − 𝜆̆2𝑃̆𝑗)𝑥̆(𝑘) − 𝜆̆2𝑥̆𝑇(𝑘 − 1)𝑄̆𝑗𝑥̆(𝑘 − 1) − ‖𝑊̆1(𝑘)‖
2

2
+

𝛽1

𝛼1
‖𝑥̆(𝑘)‖2

2 −
‖𝐿̆‖2

𝜌̆2
‖𝑌̆(𝑘)‖

2
+
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‖𝑥̆(𝑘) − 𝐴̆𝑗𝑥̆(𝑘 − 1) − 𝐸̆1𝑊̆1(𝑘 − 1)‖
2
− ‖𝑊̆1(𝑘 − 1)‖

2

2
+

𝛽1

𝛼1
‖𝑥̆(𝑘 − 1)‖2

2               

  

=

[
 
 
 
 
 

𝑥̆(𝑘)𝑇

𝑥̆(𝑘 − 1)𝑇

𝑌̆(𝑘)𝑇

𝑊̆1(𝑘)𝑇

𝑊̆1(𝑘 − 1)𝑇]
 
 
 
 
 

[
 
 
 
 
 Σ1 −𝐴̆𝑗 𝐴̆𝑗

𝑇
𝑃̆𝑗𝐿̆ 𝐴̆𝑗

𝑇
𝑃̆𝑗𝐸̆1 −𝐸̆1

∗ Σ2 0 0 𝐴̆𝑗
𝑇
𝐸̆1

∗ ∗ Σ3 𝐿̆𝑇𝑃̆𝑗𝐸̆1 0
∗ ∗ ∗ Σ4 0
∗ ∗ ∗ ∗ Σ5 ]

 
 
 
 
 

[𝑥̆(𝑘) 𝑥̆(𝑘 − 1) 𝑌̆(𝑘) 𝑊̆1(𝑘) 𝑊̆1(𝑘 − 1)] 

 برقرار باشد آنگاه (20-3)بنابراین اگر معادله 

𝑉̆𝑗(𝑘 + 1) − 𝜆2𝑉̆𝑗(𝑘) < 0     ( 3-32 ) 

 به این ترتیب اثبات کامل میشود.

∎ 

 اغتشاش با مشاهده گر مرتبه کامل . حالت دوم۲-3-3

( مشخص شود. در این 5-3این قسمت حالتی را در نظر میگیریم که کران بالای اغتشاش به کمک رابطه ) در

بهره میبریم. سپس برای تعیین لحظه  2-2حالت به منظور محاسبه بهره های کنترل کننده و مشاهده گر از قضیه 

یم با این تفاوت که در جریان اثبات قضایا استفاده میکن 2-3و 1-3نمونه برداری بعدی از قضایایی مشابه با قضایای 

 ( جایگزین میکنیم.5-3( را با رابطه )4-3رابطه )

تحت  (9-3)با کنترل کننده پیش بین  (3-3)و  (2-3)و ( 1-3)توصیف شده توسط معادلات سیستم  .3-3قضیه 

𝜗 پایدار نمایی با نرخ کاهش STPCالگوریتم  = 𝜆𝜇
1

2τ  برداری بعدی با استفاده از رابطه خواهد بود اگر لحظه نمونه

 زیر تعیین شود

𝑘𝑖+1 = 𝑘𝑖 + max{1، ⌊logΔ1
(1 −

(1−Δ1)‖𝑥̂(𝑘𝑖)‖

Ξ(𝑘𝑖)
)⌋}    ( 3-33 ) 

 که در آن

Δ1 = max
𝑗

{‖𝐴̅𝑗‖} ،    Δ2 = max
𝑗

{‖𝐴̅𝑗 − 𝐼‖} ،          
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Θ(𝑘) = √
𝜀2

𝜀1
𝜗2(𝑘−𝑘0)(‖𝑥̂(𝑘0)‖2 +

1

‖𝐶‖
‖𝑦(𝑘0)‖) +

𝛽

𝜀1𝛿
 

Ξ(𝑘𝑖) = Δ2‖𝑥̂(𝑘𝑖)‖ + ‖𝐸̅1‖𝛽 + Δ2Θ(𝑘𝑖). 

 جایگزین میشود. 5-3با این تفاوت که کران بالای اغتشاش از رابطه  میباشد 2-2قضیه  با روش اثبات مشابهاثبات. 

𝐾𝑗 (𝑗 ماتریسهای .4-3قضیه  ∈ 𝑁̅ = {0،1، … ،𝑁}) و 𝐿  هستند.  2-2ماتریسهای به دست آمده از قضیه

  وجود باشند به گونه ای کهبا ابعاد مناسب م  𝑄̆ و 𝑃̆ اگر ماتریسهای متقارن مثبت معین

[
 
 
 
 
 Σ1 −𝐴̆𝑗 𝐴̆𝑗

𝑇
𝑃̆𝐿̆ 𝐴̆𝑗

𝑇
𝑃̆𝐸̆1 −𝐸̆1

∗ Σ2 0 0 𝐴̆𝑗
𝑇
𝐸̆1

∗ ∗ Σ3 𝐿̆𝑇𝑃̆𝐸̆1 0
∗ ∗ ∗ Σ4 0
∗ ∗ ∗ ∗ Σ5 ]

 
 
 
 
 

< 0    ( 3-34 ) 

Σ1 = 𝐴̆𝑗
𝑇
𝑃̆𝐴̆𝑗 + 𝑄̆ − (1 − 𝛿)𝑃̆ + 𝐼،                       Σ2 = 𝐴̆𝑗

𝑇
𝐴̆𝑗 − (1 − 𝛿)𝑄̆ 

Σ3 = 𝐿̆𝑇𝑃̆𝐿̆ −
‖𝐿̆‖

2

𝜌̆2
𝐼،          Σ4 = 𝐸̆1

𝑇
𝑃̆𝐸̆1 − 𝐼،            Σ5 = 𝐸̆1

𝑇
𝐸̆1 − 𝐼 

و  (9-3)با کنترل کننده پیش بین  (3-3)و  (2-3)و ( 1-3)سیستم توصیف شده توسط معادلات متغیرهای آنگاه 

 میباشد. پایدار UUBبه صورت  (31-3)و  (30-3)معادلات تخمین 

ها مساوی در نظر گرفته شده  𝑄𝑗و  𝑃𝑗است با در نظر گرفتن این نکته که تمام  2-3اثبات مشابه با قضیه  اثبات.

 ( تعیین میشود.5-3اند و کران بالای اغتشاش از رابطه )

 . حالت اول اغتشاش با مشاهده گر مرتبه کاهش یافته3-3-3 

تحت  (9-3)کنترل کننده پیش بین  (3-3) و (2-3)و  (1-3)سیستم توصیف شده توسط معادلات  .5-3قضیه 

𝜗 نرخ کاهشپایدار نمایی با  STPCالگوریتم  = 𝜆𝜇
1

2𝜏  خواهد بود اگر لحظه نمونه برداری بعدی با استفاده از رابطه

 زیر تعیین شود

𝑘𝑖+1 = 𝑘𝑖 + max{1، ⌊logΔ1
(1 −

(1−Δ1)‖𝑥̂𝑏(𝑘𝑖)‖

Ξ(𝑘𝑖)
)⌋}    (3-35)  
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 که در آن

Δ1 = max
𝑗

{‖𝐴̅𝑗−𝑟𝑜‖} ،    Δ2 = max
𝑗

{‖𝐴̅𝑗−𝑟𝑜 − 𝐼‖} ، 

Θ(𝑘) = √
𝜀2

𝜀1
𝜗2(𝑘−𝑘0)(‖𝑥̂𝑏(𝑘0)‖2 +

1

‖𝐶‖
‖𝑦(𝑘0)‖) 

Ξ(𝑘𝑖) = Δ2‖𝑥̂𝑏(𝑘𝑖)‖ + ‖𝐸̅1‖√
𝛽1

𝛼1
Θ(𝑘𝑖) + Δ2Θ(𝑘𝑖). 

 میباشد. 1-3اثبات این قضیه مشابه با اثبات قضیه اثبات. 

𝜆̆ .6-3قضیه  < 𝜇 و 1 ≥ ماتریسهای به دست آمده از  𝐿 و 𝐾𝑗 دو مقدار ثابت مشخص هستند و ماتریسهای 1

𝑄̆𝑗 (𝑗 و 𝑃̆𝑗 هستند. اگر ماتریسهای متقارن مثبت معین 1-2قضیه  ∈ 𝑁̅ = {0،1، … ،𝑁})  موجود باشند به گونه

  ای که

[
 
 
 
 
 Σ1 −𝐴̆𝑗−𝑟𝑜 𝐴̆𝑗−𝑟𝑜

𝑇
𝑃̆𝑗𝐿̆ 𝐴̆𝑗−𝑟𝑜

𝑇
𝑃̆𝑗𝐸̆1 −𝐸̆1

∗ Σ2 0 0 𝐴̆𝑗−𝑟𝑜
𝑇
𝐸̆1

∗ ∗ Σ3 𝐿̆𝑇𝑃̆𝑗𝐸̆1 0
∗ ∗ ∗ Σ4 0
∗ ∗ ∗ ∗ Σ5 ]

 
 
 
 
 

< 0    (3-36)  

Σ1 = 𝐴̆𝑗−𝑟𝑜
𝑇
𝑃̆𝑗𝐴̆𝑗−𝑟𝑜 + 𝑄̆𝑗 − 𝜆2𝑃̆𝑗 +

𝛽1

𝛼1
𝐼،                       Σ2 = 𝐴̆𝑗−𝑟𝑜

𝑇
𝐴̆𝑗−𝑟𝑜 − 𝜆2𝑄̆𝑗 +

𝛽1

𝛼1
𝐼 

Σ3 = 𝐿̆𝑇𝑃̆𝑗𝐿̆ −
‖𝐿̆‖

2

𝜌̆2
𝐼،          Σ4 = 𝐸̆1

𝑇
𝑃̆𝑗𝐸̆1 − 𝐼،            Σ5 = 𝐸̆1

𝑇
𝐸̆1 − 𝐼 

 و 

𝜇𝑃̆𝑖 ≥ 𝑃̆𝑗      𝜇𝑄̆𝑖 ≥ 𝑄̆𝑗  ,𝑖،𝑗 ∈ 𝑁̅ (3-37                                              )  

و معادلات ( 9-3)و کنترل کننده پیش بین ( 3-3)و ( 2-3)و ( 1-3)آنگاه سیستم توصیف شده توسط معادلات 

 میباشد. نماییپایدار ( 19-3)و ( 18-3)تخمین 

تعیین شد، ( 27-3)که در رابطه  𝜌̆میباشد با ذکر این نکته که این بار  2-3اثبات این قضیه مشابه با قضیه اثبات. 

 نمونه برداری در نظر گرفته میشود.ها برای تمام بازه های قبلی  𝜌̆ماکسیمم تمام 
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 اغتشاش با مشاهده گر مرتبه کاهش یافته . حالت دوم4-3-3

تحت  (9-3)با کنترل کننده پیش بین  (3-3)و  (2-3)و ( 1-3)توصیف شده توسط معادلات سیستم  .7-3قضیه 

𝜗 پایدار نمایی با نرخ کاهش STPCالگوریتم  = 𝜆𝜇
1

2τ  خواهد بود اگر لحظه نمونه برداری بعدی با استفاده از رابطه

 زیر تعیین شود

𝑘𝑖+1 = 𝑘𝑖 + max{1، ⌊logΔ1
(1 −

(1−Δ1)‖𝑥̂(𝑘𝑖)‖

Ξ(𝑘𝑖)
)⌋}    ( 3-38 ) 

 که در آن

Δ1 = max
𝑗

{‖𝐴̅𝑗−𝑟𝑜‖} ،    Δ2 = max
𝑗

{‖𝐴̅𝑗−𝑟𝑜 − 𝐼‖} ،          

Θ(𝑘) = √
𝜀2

𝜀1
𝜗2(𝑘−𝑘0)(‖𝑥̂𝑏(𝑘0)‖2 +

1

‖𝐶‖
‖𝑦(𝑘0)‖) +

𝛽

𝜀1𝛿
 

Ξ(𝑘𝑖) = Δ2‖𝑥̂𝑏(𝑘𝑖)‖ + ‖𝐸̅1‖𝛽 + Δ2Θ(𝑘𝑖). 

  .میباشد 3-3قضیه  اثبات مشابه با روشاثبات. 

𝐾𝑗 (𝑗 ماتریسهای .8-3قضیه  ∈ 𝑁̅ = {0،1، … ،𝑁}) و 𝐿  هستند.  2-2ماتریسهای به دست آمده از قضیه

  وجود باشند به گونه ای کهبا ابعاد مناسب م  𝑄̆ و 𝑃̆ اگر ماتریسهای متقارن مثبت معین

[
 
 
 
 
 Σ1 −𝐴̆𝑗−𝑟𝑜 𝐴̆𝑗−𝑟𝑜

𝑇
𝑃̆𝐿̆ 𝐴̆𝑗−𝑟𝑜

𝑇
𝑃̆𝐸̆1 −𝐸̆1

∗ Σ2 0 0 𝐴̆𝑗−𝑟𝑜
𝑇
𝐸̆1

∗ ∗ Σ3 𝐿̆𝑇𝑃̆𝐸̆1 0
∗ ∗ ∗ Σ4 0
∗ ∗ ∗ ∗ Σ5 ]

 
 
 
 
 

< 0   (3-39)  

Σ1 = 𝐴̆𝑗−𝑟𝑜
𝑇
𝑃̆𝐴̆𝑗−𝑟𝑜 + 𝑄̆ − (1 − 𝛿)𝑃̆ + 𝐼،                       Σ2 = 𝐴̆𝑗−𝑟𝑜

𝑇
𝐴̆𝑗−𝑟𝑜 − (1 − 𝛿)𝑄̆ 

Σ3 = 𝐿̆𝑇𝑃̆𝐿̆ −
‖𝐿̆‖

2

𝜌̆2
𝐼،          Σ4 = 𝐸̆1

𝑇
𝑃̆𝐸̆1 − 𝐼،            Σ5 = 𝐸̆1

𝑇
𝐸̆1 − 𝐼 

و  (9-3)با کنترل کننده پیش بین  (3-3)و  (2-3)و ( 1-3)متغیرهای سیستم توصیف شده توسط معادلات آنگاه 

 میباشد. پایدار UUBصورت  به (31-3)و  (30-3)معادلات تخمین 
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 .است 4-3قضیه اثبات مشابه با  اثبات.

 . نتایج شبیه سازی4-3
سیستم تحت قسمت موثر بودن طرح کنترلی پیشنهاد شده از طریق دو مثال نشان داده شده است. هر دو در این 

شده در این  پیشنهاد ند. الگوریتمهای، جابجایی بسته ها و اغتشاش ورودی قرار میگیرغیر با زمانمت تاثیر تاخیر

رساله به سیستمهای مورد نظر اعمال میشوند و نتایج به دست آمده در هر دو حالت اغتشاش ورودی از نظر 

 های ارسال شده از طریق شبکه تشریح میشوند. پایداری سیستم و تعداد بسته

 اغتشاش . حالت اول1-4-3

 صدق کند.( 4-3)ابتدا حالتی را بررسی میکنیم که اغتشاش ورودی سیستم در رابطه 

پیشنهاد شده در این رساله بر روی سیستم کنترلی خود تحریک در این مثال، تاثیرگذاری الگوریتم . 3-1 مثال

از آنجا که این سیستم در فصل دو نیز مورد بررسی قرار گرفت و در نهایت  [ بررسی شده است.37مقاله ] مشابه

در فصل چهار تصمیم به تلفیق هر دو الگوریتم فصول دو و سه بر روی یک سیستم داریم، در این مثال نیز همان 

 سیستم مورد بررسی قرار گرفته است. 

 معادلات فضای حالت سیستم به صورت زیر هستند:

𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝑢(𝑘) + 𝐸1𝑤1(𝑘)    

𝑦(𝑘) = 𝐶𝑥(𝑘) 

 که در آن ماتریسها به صورت زیر در نظر گرفته میشوند

𝐴 = [
−0.85 0.271 −0.488
0.482 0.1 0.24

−0.002 −0.3681 0.707
] ،  𝐵 = [

0.5 0.1
0.3 −0.4
0.2 0.5

] ،  𝐶 = [
0.1 0.2 1
0.4 0.3 0.1] ، 𝐸1 = [

1 0
1 1
0 1

]. 

𝛼1به صورت  2-3ثوابت در نظر گرفته شده در فرض  = 𝛽1و  1 = انتخاب میشوند و بازه نمونه برداری به  0.01

Tصورت  = های متوالی در کانالهای  از دست دادن بستهدر نظر گرفته میشود. حد بالای تاخیرهای انتقال و  0.01

D2 و D1=۵Tبه صورت  محرکو  اندازه گیری = 2T   قرار داده میشوند. حالتهای اولیه سیستم و مشاهده گر به

𝑥(0)ترتیب به صورت  = [0.98،0.8، − 1.5]T  و𝑥̂(0) = [−0.9،  1.6،  1.2]T  هستند و کران بالای عدم ارسال نیز

  قرار داده میشود. 𝑅1=3Tبه صورت 
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 4-3 شکلدر این رساله مورد بررسی قرار میگیرد. پیشنهاد شده در  STPC ابتدا پایداری سیستم تحت الگوریتم

سیستم با استفاده از روش  هایخروجینمودار حالت سیستم و نمودارهای مقادیر واقعی و تخمینی متغیرهای 

STPC روش پیشنهادی  تاثیرگذاری شکل ی اینپیشنهاد شده در این رساله ترسیم شده است. نمودارهای زمان

 حالت سیستم به سمت پایداری را نشان میدهند.متغیرهای در جبرانسازی تاخیر و همگرایی سریع  این رساله

اندکی تفاوت را میان این  4-3 شکلحالت سیستم در ی مقادیر واقعی و تخمینی متغیرهای نمودارهامقایسه 

این تفاوت به دلیل استفاده از مقدار تخمینی خروجیهای سیستم در مشاهده گر برای  .نمودارها نشان میدهد

نشان میدهد که تعداد داده های قرار گرفته بر روی شبکه  محاسبه مقادیر تخمینی متغیرهای حالت میباشد.

نمونه برداری و ارسال داده ها را انجام  ظهلح 34ه برداری تنها در نمون بازه ممکن 100تشخیصگر رویداد از میان 

پیشنهاد  STPCدرصدی داده های ارسال شده با استفاده از طرح کنترلی  65حدودا  که به معنی کاهش  میدهد

 شده در این رساله است.

 

 .1-3پیشنهادی رساله برای مثال  STPCغیرهای سیستم تحت الگوریتم . تغییرات مت4-3شکل 
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 .1-3محرک شبکه مخابراتی برای مثال و  اندازه گیریدر کانال  متغیر با زمان. تاخیر 5-3شکل 

 

 .1-3پیشنهادی رساله در حضور نویز سنسور برای مثال  STPC. متغیرهای سیستم تحت الگوریتم 6-3 شکل
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عملکرد الگوریتم پیشنهادی در حضور نویز سنسور مورد بررسی قرار گرفته است. برای این منظور در مرحله بعد 

نشان میدهند که  6-3نویز سنسور به صورت نویز سفید اضافه شونده در نظر گرفته شده است. نمودارهای شکل 

 7-3مگرا شده اند. شکل در حضور نویز سنسور هم الگوریتم پیشنهادی به خوبی عمل میکند و تمام متغیرها ه

میزان تاثیر نویز اندازه گیری را بر روی سیگنال خروجی نشان میدهد و تفاوت میان سیگنال خروجی واقعی و 

 سیگنال خروجی اندازه گیری شده توسط سنسور را نشان میدهد.

متغیرهای سیستم تحت تاثیر تاخیر تصادفی با توزیع برنولی مورد بررسی قرار گرفته اند. مانند مثال  8-3در شکل 

 رابطه مربوط به پیاده سازی تاخیر به صورت  1-2

𝑥𝑐(𝑘) = 𝑥(𝑘 − 𝜖𝑘𝐷𝑓𝑏) 

است و  𝑘متغیر حالت دریافت شده در سمت کنترل کننده در لحظه  𝑥𝑐(𝑘)در نظر گرفته شده است که در آن 

𝜖𝑘  نیز متغیر تصادفی با توزیع برنولی است که تعیین کننده وقوع یا عدم وقوع تاخیر در کانال پسخورد است و

 𝜖𝑘ز در نظر گرفته شده است. به طور مشابه رابطه ای تصادفی با متغیر تصادفی مستقل ا 0,25احتمال عدم وقوع 

نشان میدهند که متغیرهای سیستم در  8-3وقوع تاخیر در کانال پیشخورد را تعیین میکند. نمودارهای شکل 

 پیشنهادی همگرا میشوند. ETPCحضور تاخیر تصادفی در هر دو کانال پیشخورد و پسخورد با استفاده از الگوریتم 

 

 .1-3. خروجیهای سیستم در حضور نویز سنسور در مثال 7-3شکل 
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 .1-3پیشنهادی رساله در حضور تاخیر تصادفی برای مثال  STPC. متغیرهای سیستم تحت الگوریتم 8-3شکل 

 

 .1-3پیشنهادی رساله با مشاهده گر مرتبه کاهش یافته برای مثال  STPC. متغیرهای حالت سیستم تحت الگوریتم 9-3شکل 
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پیشنهادی رساله با استفاده از مشاهده گر مرتبه  STPCتغییرات متغیرهای سیستم تحت الگوریتم  9-3در شکل 

کاهش یافته نشان داده شده است. نمودارها نشان میدهند با استفاده از مشاهده گر مرتبه کاهش یافته نیز 

متغیرهای سیستم با سرعتی مشابه با مشاهده گر مرتبه کامل همگرا شده اند که نشانگر انتخاب مناسب مشاهده 

تعداد داده های قرار گرفته بر روی شبکه نشان میدهد که تشخیصگر  دقیق ماتریس مشاهده گر است.گر و محاسبه 

که  نمونه برداری و ارسال داده ها را انجام میدهد ظهلح 29ه برداری تنها در نمون بازه ممکن 100رویداد از میان 

پیشنهاد شده در این  STPCح کنترلی درصدی داده های ارسال شده با استفاده از طر 70حدودا  به معنی کاهش 

 رساله است.

 پیشنهاد شده در رساله با استفاده از مشاهده گر مرتبه کامل برای STPC. تعداد بسته های ارسال شده در الگوریتم 1-3جدول 

 .𝐷2و  𝐷1ادیر مختلفبه ازاء مق 2-3مثال 

𝑫1 5 4 3 ۲ ۲ ۲ ۲ 

𝑫۲ 2 2 2 2 3 4 5 

تعداد بسته های 

 شدهارسال 

34 51 60 68 62 51 34 

 

نشانگر تاثیر مقادیر مختلف حد بالای تاخیر مجاز در کانالهای اندازه گیری و محرک بر روی تعداد  1-3جدول 

بسته های ارسال شده از طریق شبکه مخابراتی در طول زمان است. مقادیر موجود در جدول نشان میدهد جابجایی 

منجر به تفاوت قابل ملاحظه ای در تعداد بسته های ارسال شده در سیستم نمیشود.  با یکدیگر 𝐷2 و 𝐷1مقادیر

تفاوت جزئی ایجاد شده به دلیل تفاوت در زمانهای به روزرسانی سیگنال کنترلی و طبیعتا تفاوت جزئی در رفتار 

 متغیرهای سیستم است.

 اغتشاش . حالت دوم۲-4-3

 ( صدق میکند.5-3بردار اغتشاش ورودی سیستم در رابطه )در این قسمت حالتی را بررسی میکنیم که 

است با این تفاوت که کران بالای اغتشاش  1-3سیستم مورد بررسی در این مثال همان سیستم مثال . ۲-3مثال 

تغییرات متغیرهای سیستم را تحت الگوریتم  10-3ورودی مقدار ثابت و مشخص در نظر گرفته میشود. شکل 

STPC  .پیشنهادی رساله نشان میدهد. نمودارها به خوبی کراندار شدن مقادیر متغیرهای سیستم را نشان میدهند
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همانطور که انتظار میرفت میان نمودارهای مقادیر واقعی و تخمینی متغیرهای حالت سیستم اختلافی وجود دارد 

ر میباشد. نمودارها نشان میدهند استفاده که به دلیل استفاده از مقدار تخمینی برای خروجی سیستم در مشاهده گ

 از مقدار تخمینی به خوبی منجر به محدود شدن متغیرهای سیستم شده است.

 

 . 2-3پیشنهادی رساله برای مثال  STPC. تغییرات متغیرهای سیستم تحت الگوریتم 10-3شکل 

 

 . 2-3پیشنهادی رساله برای مثال  STPCی متغیرهای سیستم تحت الگوریتم 2. تغییرات نرم 11-3شکل 
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پیشنهادی با استفاده از مشاهده گر مرتبه کاهش یافته برای مثال  STPC. تغییرات متغیرهای سیستم تحت الگوریتم 12-3شکل 

2-3. 

ی بردار متغیرهای حالت سیستم و بردار خروجیهای سیستم را نشان میدهد. همانطور 2تغییرات نرم  11-3شکل 

ی بردارها پس از گذشت زمانی اندک در باند مشخصی قرار میگیرند که نشان از محدود 2اشتیم نرم که انتظار د

شدن مقادیر متغیرهای سیستم دارد. بررسی تعداد بسته داده های ارسال شده از طریق شبکه نشان میدهد از 

بسته داده ارسال شده است که نشانگر کاهش  STPC 140لحظه ممکن برای نمونه برداری در الگوریتم  200میان 

 درصدی در تعداد بسته های ارسال شده نسبت به الگوریتم ارسال زمانبندی شده دارد.  30

پیشنهادی رساله با استفاده از مشاهده گر  STPCنشانگر تغییرات متغیرهای سیستم تحت الگوریتم  12-3شکل 

همگرایی تمام متغیرهای سیستم با سرعتی مشابه با مشاهده گر مرتبه  مرتبه کاهش یافته است. نمودارها نشانگر

کامل هستند که بیانگر انتخاب مناسب مشاهده گر و محاسبه دقیق ماتریس مشاهده گر است. بررسی تعداد بسته 

ال بسته داده ارس 129لحظه نمونه برداری ممکن،  200داده های ارسال شده از طریق شبکه نشان میدهد از میان 

درصدی در تعداد بسته های ارسال شده نسبت به الگوریتم ارسال زمانبندی شده  35شده است که نشانگر کاهش 

 است.

 . نتیجه گیری5-3
خروجی بررسی  پسخوردپایدار برای سیستمهای کنترل تحت شبکه با  STPCدر این فصل، مساله طراحی یک 

 جابجاییشامل تاخیر،  محدودیتهای ناشی از حضور شبکه ومورد نظر در معرض اغتشاش ورودی  NCSشد. ساختار 



76 

 

بلوک تعیین کننده لحظه نمونه برداری بسته ها و محدودیت پهنای باند و منابع شبکه در نظر گرفته شد. یک 

به  ارسال شده بسته های داده تعداد دفعات نمونه برداری و نیز برای محدود کردن بعدی مبتنی بر مشاهده گر

ساسا برای پایدارسازی سیستم ضروری هستند مورد استفاده قرار گرفت. به این ترتیب منابع شبکه و آنهایی که ا

  پهنای باند آن حفظ میشوند و تاثیر شبکه بر روی داده های ارسال شده به میزان زیادی کاهش میابد.

کنترل یشنهادی، منجر به پیش بین سوئیچ کننده با بهره های چندگانه در ساختار پ کنترل کنندهاستفاده از  

دو انتخابگر همچنین در سمت  .ی مرسوم با یک بهره ثابت میشودکنترل کننده هامنعطف تری نسبت به  کننده

دو حالت مختلف برای مشاهده  بسته ها به کار گرفته شدند. سمت محرک برای مقابله با جابجایی و کنترل کننده

اغتشاش ورودی سیستم در دو ل و مشاهده گر مرتبه کاهش یافته. گر در نظر گرفته شد: مشاهده گر مرتبه کام

حالت مجزا مورد بررسی قرار گرفت. حالت اول زمانی است که کران بالای بردار اغتشاش وابسته به مقادیر متغیرهای 

انی حالت سیستم باشد. در این حالت قضایای ارائه شده پایداری مجانبی سیستم را تضمین میکنند. حالت دوم زم

است که کران بالای بردار اغتشاش ورودی مقدار ثابت مشخصی باشد. در این حالت قضایای ارائه شده پایداری 

UUB  .سیستم را تضمین میکنند 

. نتایج شبیه فته استمثال مورد بررسی قرار گر دوپیشنهاد شده،  STPCبه منظور نشان دادن تاثیرگذاری روش 

خروجیهای سیستم را با پیاده سازی الگوریتم مقادیر واقعی و تخمینی متغیرهای حالت و سازی همگرایی سریع 

تعداد که حالت اول اغتشاش در نظر گرفته شده بود؛  1-3دادند. در مثال در این رساله نشان STPC پیشنهادی 

الت مشاهده گر مرتبه برای ح الگوریتم ارسال زمانبندی شدهبسته های ارسال شده از طریق شبکه در مقایسه با 

در این مثال همچنین  درصد کاهش یافتند. 70و برای حالت مشاهده گر مرتبه کاهش یافته  درصد 65 کامل

عملکرد الگوریتم پیشنهادی در حضور نویز سفید اضافه شونده سنسور و در حضور تاخیر تصادفی با توزیع برنولی 

در مثال  ی سیستم با استفاده از الگوریتمهای پیشنهادی بودند.بررسی شد. شبیه سازیها بیانگر همگرایی متغیرها

 نسبت به کنترل کننده های معمول تعداد بسته های ارسالی که حالت دوم اغتشاش در نظر گرفته شده بود؛ 3-2

 35درصد و با استفاده از مشاهده گر مرتبه کاهش یافته  30مبتنی بر زمان، با استفاده از مشاهده گر مرتبه کامل 

کاهش یافتند که این میزان کاهش تبادل داده ها منجر به حفظ پهنای باند شبکه و منابع شبکه به میزان  درصد

  میشود. قابل توجهی

 



77 

 

 

 

 

 

 

 فصل چهارم

 الگوریتم کنترلی سوئیچ کننده تلفیقی
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 .مقدمه1-4

ارائه نتایج شبیه سازی مربوط به این  این فصل به تشریح الگوریتم کنترلی تلفیقی پیشنهاد شده در این رساله و

الگوریتم اختصاص دارد. این الگوریتم ترکیبی از دو الگوریتم کنترلی رویداد تحریک و خود تحریک است. در این 

سپس بلوک دیاگرام ساختار پیشنهادی به همراه توضیحات مربوطه  فصل ابتدا الگوریتم پیشنهادی تشریح میشود.

سازی الگوریتم  سوم توصیف سیستم مورد بررسی و ساختار مدنظر برای پیادهمطرح شده است. در بخش 

پیشنهادی ارائه میگردد. بخش چهارم موثر بودن الگوریتم پیشنهادی را از طریق سه مثال نشان میدهد و بخش 

 پنجم به نتیجه گیری این فصل اختصاص یافته است.

 . الگوریتم پیشنهادی۲-4
ارائه شده در این رساله استفاده از هر یک از الگوریتمهای کنترلی رویداد تحریک و خود ایده پایه ای در روش کلی 

تحریک بسته به نوع پاسخ سیستم در هر بازه زمانی است. به این ترتیب میتوانیم همواره از الگوریتم مناسبتر بهره 

ت ماندگار تشکیل شده است. در ببریم. پاسخ زمانی هر سیستمی همواره از دو بخش پاسخ حالت گذرا و پاسخ حال

بخش پاسخ گذرا سیگنال خروجی تغییرات شدیدی را نشان میدهد و بالعکس در بخش حالت ماندگار تغییرات 

اندکی را شاهد هستیم. از سوی دیگر ویژگی بارز الگوریتم کنترلی رویداد تحریک؛ همانطور که در فصل دو شرح 

ور متناوب صورت میگیرد و در صورت تشخیص ضروری بودن داده نمونه داده شد؛ این است که نمونه برداری به ط

برداری جدید برای به روز رسانی سیگنال کنترلی، ارسال آن به کنترل کننده صورت میگیرد. به دلیل انجام نمونه 

گر، برداری متناوب، این الگوریتم برای دنبال کردن تغییرات سریع پاسخ سیستم بسیار مناسب است. از سوی دی

ویژگی بارز الگوریتم کنترلی خود تحریک این است که در هر لحظه نمونه برداری، لحظه نمونه برداری بعدی 

تعیین میشود و در فاصله دو لحظه نمونه برداری، هیچ نمونه برداری ای صورت نمیگیرد و تمام داده های نمونه 

مونه برداری متناوبا انجام نمیشود و سیستم در فاصله برداری شده نیز به کنترل کننده ارسال میشوند. از آنجا که ن

بین دو لحظه نمونه برداری در واقع به صورت حلقه باز عمل میکند؛ در صورت وجود تغییرات سریع در پاسخ 

سیستم در فواصل نمونه برداریهای متوالی، قادر به تشخیص آن و ارسال داده مناسب به کنترل کننده نیست. از 

ه پاسخ سیستم در بخش حالت ماندگار است و تغییرات شدیدی در آن وجود ندارد، انجام نمونه طرفی زمانی ک

انرژی سیستم میشود. در این حالت استفاده از الگوریتم کنترلی خود تحریک  برداری منظم منجر به اتلاف منابع

 مناسب به نظر میرسد.
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ان نوسانات پاسخ سیستم و سپس تغییر الگوریتم به این ترتیب استفاده از روش کنترلی رویداد تحریک در زم

کنترلی به روش کنترلی خود تحریک در زمان اتمام حالت گذرا، ترکیبی است که منجر به استفاده بهینه تری از 

منابع انرژی سیستم میشود. سپس در صورتی که اغتشاش جدیدی به سیستم وارد شود الگوریتم کنترلی به روش 

تغییر وضعیت میدهد و نمونه برداری به طور پیوسته توسط حسگرها انجام میگیرد و  کنترلی رویداد تحریک

سیگنال کنترلی مناسب برمبنای این الگوریتم تعیین میشود که این امر منجر به رصد نمودن دقیقتر وضعیت 

 سیستم در شرایط وارد شدن اغتشاش میگردد.

از طریق یک معیار سوئیچینگ انجام میشود که در بخش  تعیین لحظه مناسب برای تغییر الگوریتم کنترلی نیز

 به تفصیل شرح داده شده است.  1-4-4

 . ساختار پیشنهادی3-4
ساختار پیشنهادی برای پیاده سازی الگوریتم تلفیقی پیشنهادی را نشان میدهد. این ساختار در حقیقت  1-4شکل 

خود تحریک به دست آمده است. نکته ای که در این  از تلفیق ساختارهای الگوریتمهای کنترلی رویداد تحریک و

نیازمند تعیین زمان مناسب برای تغییر وضعیت میان دو الگوریتم  1-4بین وجود دارد آن است که در شکل 

. براساس خروجی این بلوک، انجام میگیرد "تعیین گر الگوریتم کنترلی"کنترلی هستیم که این کار توسط بلوک 

 اسب با شرایط فعلی سیستم فعال میشود.الگوریتم کنترلی من

 

 . ساختار پیشنهادی برای پیاده سازی الگوریتم تلفیقی پیشنهادی در این رساله.1-4شکل 
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 "تعیین گر الگوریتم کنترلی". بلوک 1-3-4

بررسی این موضوع است که در هر لحظه سیستم در حالت گذرا قرار  "تعیین گر الگوریتم کنترلی"وظیفه بلوک 

د یا ماندگار؛ و با توجه به آن الگوریتم کنترلی مناسب را تعیین کند. همانطور که ذکر شد این کار با توجه به دار

میزان نوسانات پاسخ سیستم صورت میگیرد. برای این منظور در هر لحظه نمونه برداری، جدیدترین داده نمونه 

مقایسه میکنیم. در صورتی که میزان تغییرات داده برداری شده را با آخرین داده نمونه برداری شده قبل از آن 

جدید نسبت به داده قبل از آن از آستانه مشخصی بیشتر باشد، نتیجه میگیریم سیستم در حالت گذرا قرار دارد و 

الگوریتم کنترلی رویداد تحریک باید فعال گردد. در صورتی که عکس آن اتفاق بیفتد نتیجه میگیریم سیستم در 

 ار قرار دارد و الگوریتم کنترلی خود تحریک باید فعال گردد.حالت ماندگ

پس از تشخیص الگوریتم کنترلی مناسب، فرمان فعال شدن آن  "تعیین گر الگوریتم کنترلی"مبنا بلوک بر این  

الگوریتم را صادر میکند و در لحظات بعد از آن از الگوریتم جدید جهت تصمیمگیری برای نمونه برداری و ارسال 

داده ها استفاده میشود. آستانه مشخصی که تغییرات را نسبت به آن میسنجیم وابسته به سیستم مورد استفاده 

آورده شده اند دو رابطه متفاوت جهت  5-4است و توسط طراح تصمیمگیری میشود. در دو مثالی که در قسمت 

 تصمیم گیری در رابطه با تغییر الگوریتم پیشنهاد شده اند.

 پایداری. ۲-3-4

لازم است  ؛از آنجا که اساس الگوریتم پیشنهادی تغییر وضعیت میان دو الگوریتم متفاوت در لحظات مقتضی است

 موضوع پایداری سیستم به طور خاص مورد بررسی قرار گیرد. 

گونه نکته پایه ای در این خصوص آن است که بهره مشاهده گر و بهره های کنترل کننده در هر دو الگوریتم به 

ای محاسبه شده اند که پایداری سیستم را با شروع از هر مقدار اولیه متغیرهای حالت، تضمین کنند. در طراحی 

، لحظات تغییر وضعیت همان لحظات نمونه برداری در نظر گرفته شده اند و "تعیین گر الگوریتم کنترلی"بلوک 

یکند. در لحظات نمونه برداری مقدار جدید متغیر خروجی در فاصله میان دو لحظه نمونه برداری، الگوریتم تغییر نم

اندازه گیری شده است و مقدار مشاهده گر نیز به روزرسانی میشود. این رویکرد به این معنی است که از لحظه 

متغیرهای مورد نیاز،  جدیدی برای تغییر وضعیت به بعد، میخواهیم رفتار سیستم را با در دست داشتن مقدار اولیه

د بررسی قرار دهیم و همانطور که ذکر شد از آنجا که همگرایی هر یک از الگوریتمها تضمین شده است، مور

 سیگنال کنترلی در هر حالت به گونه ای تعیین میشود که سیستم در جهت همگرایی حرکت کند.
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فصول دو  STPCو  ETPCدر بخش بعد الگوریتم تلفیقی پیشنهاد شده در بالا، به طور خاص بر پایه الگوریتمهای 

 و سه مطرح میشود.

 . توصیف سیستم4-4
سیستم کنترل تحت شبکه به صورت زیر توصیف میشود: مشابه دو فصل قبل، در این فصل نیز  

𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝑢(𝑘) + 𝐸1𝑤1(𝑘)                (4-1)  

𝑦(𝑘) = 𝐶𝑥(𝑘)             (4-2)  

𝑥(0) = 𝑥0        (4-3)  

∋ 𝑥 که در آن  ℜ𝑛, 𝑢 ∈ ℜ𝑚   و𝑦 ∈ ℜ𝑙    به ترتیب بردار حالت، ورودی کنترلی و خروجی سیستم را نشان

𝑤1میدهند.   ∈ ℜ𝑝 به فضای است که اغتشاش ورودی  بردار𝐿2(0، + ماتریسهای  𝐸2و  𝐴 ،𝐵 ،𝐶 ،𝐷تعلق دارد.  (∞

 نشان داده میشود. 𝑥0ثابت مشخص با ابعاد مناسب هستند. مقدار اولیه بردار حالت سیستم با 

 

 رسالهدر این  پیشنهاد شده STPCو  ETPCالگوریتم کنترلی تلفیقی بر پایه . ساختار پیشنهاد شده برای 2-4شکل 
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نشان داده شده  2-4در شکل  NCSمطرح شده در این رساله برای  STPCو  ETPCساختار مورد نظر بر پایه 

 :شده انددر نظر گرفته این ساختار  فرضیات زیر برایاست. مانند فصول دو و سه، 

عمل میکنند و بسته های  Tو محرک متناوبا با دوره های نمونه برداری یکسان  کنترل کننده، حسگر. 4-1  فرض

 ارسال شده از طریق شبکه برچسب زمانی دارند.

ه میشوند که هر دو مقادیری نشان داد 𝐷𝑓𝑤 و 𝐷𝑓𝑏به ترتیب با  محرکو  اندازه گیری. تاخیر در کانالهای 2-4فرض 

 است.𝐷2 و  𝐷1به ترتیب 𝐷𝑓𝑤 و 𝐷𝑓𝑏هستند. حد بالای   متغیر با زمان

نشان داده  𝐿𝑓𝑤و  𝐿𝑓𝑏به ترتیب توسط  محرکو  اندازه گیریها در کانالهای  بسته از دست دادن. تعداد 3-4فرض 

 هستند. 𝐿2و  𝐿1به ترتیب  𝐿𝑓𝑤و  𝐿𝑓𝑏هستند. حد بالای  متغیر با زمانمیشوند که هر دو مقادیری 

 مانند فصول دو و سه براساس حالتهای مختلف اغتشاشهای وارد شده به سیستم، عملکرد الگوریتم تلفیقی

 پیشنهادی در دو حالت کلی بررسی شده است. ابتدا حالتی که اغتشاش ورودی کران بالایی به صورت

𝛼1‖𝑤1(𝑘)‖2
2 ≤ 𝛽1‖𝑥(𝑘)‖2

2             (4-4)  

کران بالای اغتشاش ورودی  سپس حالتی که .بررسی میشود مقادیر ثابت هستند 𝛽1و  𝛼1که در آن داشته باشد 

 به صورتبرابر با مقدار ثابت مشخصی 

 ‖𝑤1(𝑘)‖2
2 ≤ 𝛽      (4-5)  

 .در نظر گرفته میشود باشد

از کنار یکدیگر قرار دادن ساختارهای مطرح شده در فصول دو و سه برای  2-4ساختار ارائه شده در شکل 

-4همانطور که در بخش  "تعیین گر الگوریتم کنترلی"به دست آمده است. بلوک  STPCو  ETPCالگوریتمهای 

ییر میدهد. همچنین با استدلالی تشریح شد؛ در صورت نیاز الگوریتم کنترلی مورد استفاده در سیستم را تغ 3-1

 در الگوریتم پیشنهادی این فصل نیز رخ نمیدهد. Zenoمشابه با استدلال مطرح شده در دو فصل گذشته، پدیده 

 . نتایج شبیه سازی5-4
در این قسمت میخواهیم عملکرد ساختار تلفیقی پیشنهاد شده در این رساله را به کمک نتایج شبیه سازی بررسی 

کنیم. انگیزه اصلی برای پیشنهاد این ساختار تلفیقی پوشش دادن نقاط ضعف هر یک از الگوریتمهای رویداد 
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موفقیت ساختار تلفیقی پیشنهادی تحریک و خود تحریک به کمک دیگری است. به این ترتیب تشخیص میزان 

در بهبود عملکرد سیستم زمانی میسر میشود که آن را به صورت مجزا با هر یک از الگوریتمهای مزبور مقایسه 

کنیم. برای این منظور در این بخش، سه الگوریتم تلفیقی متفاوت به صورت جداگانه با الگوریتمهای مجزای مربوط 

پیشنهاد شده در فصول  STPCو  ETPCالگوریتم تلفیقی اول، مرکب از الگوریتمهای به خودشان مقایسه شده اند. 

-4مذکور در حالتی که اغتشاش ورودی در رابطه ) STPCو  ETPCدو و سه میباشد که با الگوریتمهای مجزای 

خود تحریک  ( صدق میکند مقایسه میشود. الگوریتم تلفیقی دوم، مرکب از الگوریتمهای کنترلی رویداد تحریک و4

[ است که با الگوریتمهای مجزای مطرح شده در این مقاله مقایسه میشود. در آخرین 38پیشنهاد شده در مقاله ]

پیشنهاد شده در فصول دو و سه میباشد که با  STPCو  ETPCالگوریتم تلفیقی، الگوریتم مرکب از الگوریتمهای 

( صدق میکند مقایسه 5-4اغتشاش ورودی در رابطه ) مذکور در حالتی که STPCو  ETPCالگوریتمهای مجزای 

 میشود.  

 . الگوریتم تلفیقی اول1-5-4

را مورد بررسی قرار میدهیم که در فصل های دو و سه به طور جداگانه  [31]در این قسمت سیستم مطرح شده در 

ورودی و خروجی؛ تاخیر قرار گرفته بود. این سیستم تحت تاثیر اغتشاشهای  STPCو  ETPCتحت الگوریتمهای 

 متغیر با زمان و جابجایی بسته ها در هر دو کانال محرک و اندازه گیری در نظر گرفته شده است.

 معادلات فضای حالت سیستم به صورت زیر هستند:به منظور یادآوری؛ 

𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝑢(𝑘) + 𝐸1𝑤1(𝑘)    

𝑦(𝑘) = 𝐶𝑥(𝑘)  

 گرفته میشوند که در آن ماتریسها به صورت زیر در نظر

𝐴 = [
−0.85 0.271 −0.488
0.482 0.1 0.24

−0.002 −0.3681 0.707
] ،  𝐵 = [

0.5 0.1
0.3 −0.4
0.2 0.5

] ،  𝐶 = [
0.1 0.2 1
0.4 0.3 0.1] 

𝐸1 = [
1 0
1 1
0 1

]. 

𝛼1، به صورت 2-4ثوابت در نظر گرفته شده در فرض  = 𝛽1و  ، 1 = انتخاب میشوند و بازه نمونه برداری به  0.01

Tصورت  = به صورت  محرکو  اندازه گیریدر نظر گرفته میشود. حد بالای تاخیرهای انتقال در کانالهای  0.01
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D1=2T و D2 = T  قرار داده میشوند. حالتهای اولیه سیستم و مشاهده گر به ترتیب به صورت𝑥(0) =

[0.98  0.8 − 1.5]𝑇  و𝑥̂(0) = [0.5  0.1   − 2.5]𝑇  هستند و کران بالای عدم ارسال نیز به صورتR=3T  قرار

  داده میشود.

در الگوریتم تلفیقی پیشنهاد شده نیاز به یک رابطه نامساوی برای مقایسه  1-4-4با توجه به توضیحات بخش 

تغییرات داده های نمونه برداری شده با یک حد مشخص داریم که براساس آن در صورت لزوم الگوریتم کنترلی 

‖𝑦(𝑘𝑙)_𝑦(𝑘𝑙−1)‖رابطه نامساوی مورد استفاده به صورت مورد استفاده را تغییر دهیم. در این مثال 

‖𝑦(𝑘𝑙)‖
≤ 𝛿̅   میباشد که

‖𝑦(𝑘𝑙)_𝑦(𝑘𝑙−1)‖عبارت 

‖𝑦(𝑘𝑙)‖
در حقیقت نسبت تغییرات متغیر خروجی سیستم در دو لحظه نمونه برداری متوالی نسبت  

ذکر شد و در  1-4-4ه در نیز همان حد مشخصی است ک 𝛿̅به آخرین متغیر خروجی نمونه برداری شده است. 

 در نظر گرفته شده است. 1این مثال برابر با 

 

تحت الگوریتم تلفیقی پیشنهاد شده در این رساله با ترکیب الگوریتمهای فصول دو و سه سیستم تغییرات متغیرهای . 3-4شکل

 .1-4برای مثال

قایص شبکه پایدارسازی سیستم تحت تاثیر نپیشنهادی در این رساله را بر تلفیقی تاثیرگذاری الگوریتم  3-4 شکل

حالت شکلها همگرایی سریع مقادیر واقعی و تخمینی متغیرهای این نمودارهای نشان میدهد.  و اغتشاش ورودی

توسط الگوریتم  خوبیسیستم را نشان میدهند که تصریح میکنند نقایص شبکه به  های خروجینیز  سیستم و

متغیرهای  ی و واقعیتخمینمقادیر  مسیر حرکت نمودارهای انطباق میشوند. رساله جبرانپیشنهاد شده در این 

 د.کنتایید میرا انتخاب مناسب مشاهده گر و دقت بهره مشاهده گر محاسبه شده  3-4در شکل  حالت سیستم
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لحظه ارسال داده ها  90لحظه نمونه برداری ممکن تنها در  200تعداد لحظات تحریک نشان میدهد از میان 

داده های ارسال شده نسبت به الگوریتم کنترلی ارسال زمانبندی  55رت گرفته است و این به معنی کاهش %صو

ثانیه که سیستم در حالت  1،17شده است. بررسی الگوریتمهای مورد استفاده نشان میدهد که تا حدود لحظه 

تغییر  STPCتنها یکبار به الگوریتم است،  ETPCگذرا قرار دارد؛ تقریبا تمام مدت الگوریتم کنترلی الگوریتم 

وضعیت میدهد، که علت آن کند شدن سرعت تغییرات خروجیهای سیستم در یک بازه کوتاه است. در حالی که 

استفاده میکند که به دلیل قرار گرفتن سیستم در حالت ماندگار  STPCثانیه، تماما از الگوریتم  1،17پس از لحظه 

 میباشد.

 𝛿̅در الگوریتم تلفیقی به ازاء مقادیر مختلف  STPCو  ETPC. تعداد بسته های ارسالی از طریق هر یک از دو الگوریتم 1-4جدول 

𝛿̅ 0,5 0,7 0,8 0,9 1 1,1 1,2 1,3 1,5 1,75 2 

تعداد بسته های 

ارسالی از طریق 

ETPC 

92 86 80 73 61 48 33 20 13 6 0 

تعداد بسته های 

ارسالی از طریق 

STPC 

0 5 11 19 30 45 54 66 76 84 97 

 

 

در الگوریتم تلفیقی بر تعداد بسته های ارسال شده از طریق هر یک از دو  𝛿̅تاثیر انتخاب مقدار  1-4جدول 

حساسیت الگوریتم تلفیقی  𝛿̅را نشان میدهد. همانطور که انتظار میرفت کاهش مقدار  STPCو  ETPCالگوریتم 

نسبت به تغییرات متغیر نمونه برداری شده را افزایش میدهد و با تصور آنکه سیستم مدت بیشتری در حالت گذرا 

حساسیت الگوریتم تلفیقی نسبت  𝛿̅استفاده میشود. در حالیکه افزایش مقدار  ETPCبیشتر از الگوریتم  ؛قرار دارد

شده را کاهش میدهد و با تصور آنکه سیستم مدت بیشتری در حالت ماندگار قرار  به تغییرات متغیر نمونه برداری

 استفاده میکند. STPCدارد؛ بیشتر از الگوریتم 

تغییرات مقادیر واقعی و تخمینی متغیرهای حالت سیستم و خروجیهای سیستم را در شرایطی که  4-4شکل 

به سیستم  ثانیه 1،1و  ثانیه 0,25سیستم تحت تاثیر اغتشاشهای خارجی باشد نشان میدهند. اغتشاشها در لحظات 

و  ETPCس الگوریتمهای وارد میشوند و نمودارهای مذکور نشان میدهند ساختار تلفیقی پیشنهاد شده براسا

STPC  فصول دو و سه به خوبی قادر به پایدارسازی متغیرهای سیستم میباشد. ارائه شده در 
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تحت الگوریتم تلفیقی پیشنهاد شده در این رساله با ترکیب الگوریتمهای  در حضور اغتشاش، سیستمتغییرات متغیرهای . 4-4شکل

 .1-4فصول دو و سه برای مثال

 

تحت الگوریتم تلفیقی پیشنهاد شده در این رساله با ترکیب الگوریتمهای فصول دو و سه با سیستم تغییرات متغیرهای . 5-4شکل

 .1-4استفاده از مشاهده گر مرتبه کاهش یافته برای مثال
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لحظه ارسال داده ها  100لحظه نمونه برداری ممکن تنها در  200از میان نشان میدهد  تحریکتعداد لحظات 

داده های ارسال شده نسبت به الگوریتم کنترلی ارسال زمانبندی  50صورت گرفته است و این به معنی کاهش %

گذرا ثانیه که سیستم در حالت  1،5شده است. بررسی الگوریتمهای مورد استفاده نشان میدهد که تا حدود لحظه 

است. پس از آن از آنجا که سیستم وارد حالت ماندگار  ETPCقرار دارد؛ تمام مدت الگوریتم کنترلی الگوریتم 

 تغییر وضعیت میدهد. STPCمیشود به الگوریتم 

پیشنهادی رساله با استفاده از مشاهده گر  STPCنشانگر تغییرات متغیرهای سیستم تحت الگوریتم  5-4شکل 

ه است. نمودارها نشانگر همگرایی تمام متغیرهای سیستم با سرعتی مشابه با مشاهده گر مرتبه مرتبه کاهش یافت

کامل هستند که بیانگر انتخاب مناسب مشاهده گر و محاسبه دقیق ماتریس مشاهده گر است. بررسی تعداد بسته 

بسته داده ارسال  81مکن، لحظه نمونه برداری م 200داده های ارسال شده از طریق شبکه نشان میدهد از میان 

درصدی در تعداد بسته های ارسال شده نسبت به الگوریتم ارسال زمانبندی شده  60شده است که نشانگر کاهش 

 است.

 . مقایسه الگوریتم تلفیقی اول با الگوریتمهای مجزا1-1-5-4

برای این منظور حالتی را در در این قسمت مقایسه عملکرد الگوریتم تلفیقی با الگوریتمهای مجزا صورت میگیرد. 

استفاده کنیم. از آنجا که  STPCیا  ETPCنظر میگیریم که به جای الگوریتم تلفیقی تنها از یکی از الگوریتمهای 

نمودارهای مربوط به این حالت در فصلهای دو و سه آورده شده اند، به جهت رعایت اختصار از تکرار آنها اجتناب 

سه از زاویه ای دیگر؛ میخواهیم سرعت همگرایی متغیر خروجی سیستم را با در نظر شده است. برای انجام مقای

 گرفتن میزان مصرف منابع انرژی سیستم و نیز پهنای باند شبکه لحاظ کنیم. 

برای آنکه بتوانیم بهبود روند ارسال داده ها را با استفاده از الگوریتم پیشنهادی نسبت به زمانی که تنها از هر یک 

 را به صورت زیر تعریف میکنیم: Ψاستفاده شود مقایسه کنیم؛ فاکتور  STPCو  ETPCلگوریتمهای از ا

Ψ=𝛾1‖y‖+𝛾2(No. Sampling)+𝛾3(No. Transmission)                                  (4-6)  

، Ψدر عبارت مربوط به  ‖𝑦‖و مقدار آن را برای هر سه حالت ممکن به دست می آوریم. هدف از لحاظ کردن 

و  (No. Sampling)وارد کردن سرعت همگرایی خروجی سیستم بوده است. دو جمله بعدی یعنی 

(No. Transmission)  به ترتیب تعداد داده های نمونه برداری شده و تعداد داده های ارسال شده از طریق شبکه

، بررسی میزان مصرف منابع انرژی سیستم برای نمونه Ψهستند که هدف از لحاظ کردن آنها در عبارت مربوط به 

سه مقدار ثابت هستند که جهت  𝛾3و  𝛾1 ،𝛾2برداری و نیز مصرف پهنای باند شبکه برای ارسال داده ها میباشد. 
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برتری  2-4آمده است. مقادیر جدول  2-4برای هر سه حالت در جدول  Ψمقدار . وزندهی جملات لحاظ شده اند

لفیقی نسبت به هر یک از الگوریتمهای مجزا را از منظر مصرف انرژی و سرعت همگرایی به خوبی نشان الگوریتم ت

 میدهند.

 .1-4برای الگوریتمهای پیشنهاد شده در فصول دو، سه و چهار برای مثال  Ψ. مقدار  2-4جدول 

 الگوریتم تلفیقی ETPCالگوریتم  STPCالگوریتم  

Ψ 1,8262e4 2,6072e4 6,8371e3 

 

 . الگوریتم تلفیقی دوم۲-5-4

در این قسمت حالتی را در نظر میگیریم که در ساختار الگوریتم تلفیقی پیشنهاد شده، به جای الگوریتمهای 

ETPC  وSTPC  ارائه شده در فصول دو و سه، از الگوریتمهایETPC  وSTPC [ استفاده 38پیشنهاد شده در ]

کنیم. در این حالت نیز عملکرد سیستم در حضور اغتشاشهای ورودی و خروجی و نیز تاخیر متغیر با زمان بررسی 

[ مورد بررسی قرار گرفت، سیستم مورد بررسی در این مقاله 38نیز مقاله ] 1-2میگردد. همانطور که در جدول 

الت است که در معرض تاخیر میباشد. علت انتخاب این مقاله در این قسمت یک سیستم زمان گسسته با فیدبک ح

تنها مقاله ای است که یک سیستم همراه با تاخیر را در نظر  1-2این موضوع بوده است که در بین مقالات جدول 

 گرفته است. 

زی شده آن به [ یک پاندول معکوس است که معادلات فضای حالت خطی سا40سیستم مورد بررسی در مقاله ]

 صورت زیر در نظر گرفته شده است:

𝑥̇(𝑡) = [

0 1 0   0
0 0 −𝑚𝑔/𝑀 0
0
0

0
0

0
𝑔/𝑙

1
0

] 𝑥(𝑡) + [

0
1/𝑀

0
−1/(𝑀𝑙)

] 𝑢(𝑡)   

شتاب گرانش است و مقادیر آنها به  𝑔طول بازوی پاندول و  𝑙جرم گلوله پاندول،  𝑚جرم گاری،  Mکه در آن 

M=10  ،𝑚صورت  = 1 ،𝑙 = 𝑔 و 3 = 𝑥قرار داده میشود. بردار حالت سیستم به صورت  10 = [𝑦 𝑦̇ 𝜃 𝜃̇]
𝑇

 

زاویه گلوله پاندول نسبت به افق میباشند. مقدار اولیه متغیر حالت  𝜃موقعیت مکانی گاری و  𝑦که در آن  میباشد

𝑥0 سیستم به صورت = [0.98   0    0.2   0]𝑇  [ و 38]در نظر گرفته شده است. با استفاده از روش پیشنهادی در

𝐾با حل معادله ریکاتی مربوطه بهره کنترل کننده به صورت  = بازه نمونه   به دست می آید. [210    378    12   2]
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𝑇برداری به طول   = 1e-5  کران بالای تاخیر [ 38]در نظر گرفته میشود و از آنجا که طبق الگوریتم ارائه شده در

در شبیه سازی انجام شده در تمام لحظات حداکثر مقدار تاخیر در لحظات مختلف متغیر در نظر گرفته شده است؛ 

 به عنوان تاخیر موثر در کانالهای اندازه گیری و محرک لحاظ شده است.

در الگوریتم تلفیقی پیشنهاد شده نیاز به یک رابطه نامساوی برای مقایسه  1-4-4با توجه به توضیحات بخش 

ک حد مشخص داریم که براساس آن در صورت لزوم الگوریتم کنترلی تغییرات داده های نمونه برداری شده با ی

‖𝑥(𝑘𝑙)_𝑥(𝑘𝑙−1)‖مورد استفاده را تغییر دهیم. در این مثال رابطه نامساوی مورد استفاده به صورت  ≤ 𝛿̅  میباشد

نیز  𝛿̅تغییرات متغیر حالت سیستم در دو لحظه نمونه برداری متوالی میباشد.  ‖𝑥(𝑘𝑙)_𝑥(𝑘𝑙−1)‖که عبارت 

2eذکر شد و در این مثال برابر با  1-4-4همان حد مشخصی است که در  −  در نظر گرفته شده است. 4

نقایص شبکه پیشنهادی در این رساله را بر پایدارسازی سیستم تحت تاثیر تلفیقی تاثیرگذاری الگوریتم  6-4شکل 

نقایص  سیستم است که نشان میدهد حالتمتغیرهای همگرایی سریع  شکل نشانگرد. این و اغتشاشها نشان میده

نشان  تحریکتعداد لحظات رساله جبران میشوند. پیشنهاد شده در این  تلفیقی توسط الگوریتم خوبیشبکه به 

لحظه ارسال داده ها صورت گرفته است  314140لحظه نمونه برداری ممکن تنها در  5000000از میان میدهد 

 اده های ارسال شده نسبت به الگوریتم کنترلی ارسال زمانبندی شده است.د 93و این به معنی کاهش بیش از %

ثانیه که سیستم در حالت گذرا قرار دارد؛  19بررسی الگوریتمهای مورد استفاده نشان میدهد که تا حدود لحظه 

وضعیت تغییر  STCاست. پس از آن برای مدت کوتاهی به الگوریتم  ETCتمام مدت الگوریتم کنترلی الگوریتم 

میدهد. سپس تغییرات مقادیر متغیر حالت سیستم افزایش میابد و سیستم مجددا وارد حالت گذرا میشود. همین 

ثانیه که  30تغییر دهد تا حدود لحظه  ETCالگوریتم را به  "تعیین گر الگوریتم کنترلی"امر موجب میشود بلوک 

 میگردد.  STCاستفاده مجددا سیستم وارد حالت ماندگار میشود و الگوریتم مورد 

تغییرات مقادیر متغیرهای حالت سیستم را در شرایطی که سیستم تحت تاثیر اغتشاشهای خارجی  7-4شکل 

نشان  7-4شکل به سیستم وارد میشوند و  ثانیه 20ثانیه و  10 ثانیه، 1. اغتشاشها در لحظات دباشد نشان میده

به خوبی قادر به [ 38ارائه شده در ] STCو  ETCیتمهای ساختار تلفیقی پیشنهاد شده براساس الگور میدهد

 پایدارسازی متغیرهای سیستم میباشد.

لحظه ارسال  516572لحظه نمونه برداری ممکن تنها در  5000000از میان نشان میدهد  تحریکتعداد لحظات 

داده های ارسال شده نسبت به الگوریتم کنترلی  89داده ها صورت گرفته است و این به معنی کاهش بیش از %
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ه ارسال زمانبندی شده است. به دلیل اثرگذاری اغتشاشهای خارجی بر سیستم، برای پایدارسازی سیستم نسبت ب

 به ارسال داده های بیشتری نیاز است. بررسی الگوریتمهای مورد استفاده نشان میدهد که تا حدود  6-4شکل 

 

[ برای 38تحت الگوریتم تلفیقی پیشنهاد شده در این رساله با ترکیب الگوریتمهای ]حالت سیستم مقادیر متغیرهای  .6-4شکل

 .2-4مثال

 

تحت الگوریتم تلفیقی پیشنهاد شده در این رساله با ترکیب  در حضور اغتشاش محالت سیستمقادیر متغیرهای  .7-4شکل

 .2-4[ برای مثال38الگوریتمهای ]
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است. تنها در بازه  ETCثانیه که سیستم در حالت گذرا قرار دارد؛ تمام مدت الگوریتم کنترلی الگوریتم  43لحظه 

تغییر  STCتغیر حالت سیستم کند میشود، به الگوریتم ثانیه که تغییرات مقادیر م 20ای کوتاه نزدیک به لحظه 

 تغییر وضعیت میدهد. STCثانیه، پس از عبور از حالت گذرا مجددا به الگوریتم  43وضعیت میدهد. بعد از لحظه 

 . مقایسه الگوریتم تلفیقی دوم با الگوریتمهای مجزا1-۲-5-4

مقایسه عملکرد الگوریتم تلفیقی با الگوریتمهای مجزا صورت میگیرد  1-1-5-4در این قسمت مشابه با قسمت 

ارائه شده  STCیا  ETCیعنی حالتی را در نظر میگیریم که به جای الگوریتم تلفیقی تنها از یکی از الگوریتمهای 

سرعت همگرایی متغیر حالت سیستم را با در  Ψر [ استفاده کنیم و برای انجام مقایسه؛ با محاسبه فاکتو38در ]

 نظر گرفتن میزان مصرف منابع انرژی سیستم و نیز پهنای باند شبکه بررسی میکنیم. 

 .2-4برای الگوریتمهای پیشنهاد شده در فصول دو، سه و چهار برای مثال  Ψ. مقدار  3-4جدول 

 الگوریتم تلفیقی ETCالگوریتم  STCالگوریتم  

Ψ 4,539e5 4,204e5 3,918e5 

 

برتری الگوریتم تلفیقی نسبت به هر  3-4آمده است. مقادیر جدول  3-4برای هر سه حالت در جدول  Ψمقدار 

 یک از الگوریتمهای مجزا را از منظر مصرف انرژی و سرعت همگرایی به وضوح نشان میدهند.

 . الگوریتم تلفیقی سوم3-5-4

را مورد بررسی قرار میدهیم که در فصل های  [31]سیستم مطرح شده در  1-5-4در این قسمت مانند قسمت 

قرار گرفته بود. با این تفاوت که این بار اغتشاش  STPCو  ETPCدو و سه به طور جداگانه تحت الگوریتمهای 

قرار داده  1-5-4مشابه با قسمت ( صدق میکند. ثوابت سیستم در این قسمت نیز 5-4ورودی سیستم در رابطه )

 شده است.

قایص شبکه پیشنهادی در این رساله را بر پایدارسازی سیستم تحت تاثیر نتلفیقی تاثیرگذاری الگوریتم  8-4 شکل

حالت شکلها همگرایی سریع مقادیر واقعی و تخمینی متغیرهای این نمودارهای نشان میدهد.  و اغتشاش ورودی

 توسط الگوریتم  خوبیسیستم را نشان میدهند که تصریح میکنند نقایص شبکه به  یها خروجینیز  سیستم و
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 .3-4تحت الگوریتم تلفیقی پیشنهاد شده در این رساله برای مثالسیستم تغییرات متغیرهای  .8-4شکل

 

 .3-4مثالتحت الگوریتم تلفیقی پیشنهاد شده در این رساله برای سیستم تغییرات نرم متغیرهای  .9-4شکل



93 

 

متغیرهای  ی و واقعیتخمینمقادیر  مسیر حرکت نمودارهای انطباق رساله جبران میشوند.پیشنهاد شده در این 

 د.کنتایید میرا انتخاب مناسب مشاهده گر و دقت بهره مشاهده گر محاسبه شده  8-4در شکل  حالت سیستم

لحظه ارسال داده ها  96لحظه نمونه برداری ممکن تنها در  200از میان نشان میدهد  تحریکتعداد لحظات 

درصدی داده های ارسال شده نسبت به الگوریتم کنترلی ارسال  50صورت گرفته است و این به معنی کاهش 

ثانیه که سیستم در حالت  0,5زمانبندی شده است. بررسی الگوریتمهای استفاده شده نشان میدهد که تا حدود 

مورد استفاده قرار میگیرد. پس از آن سیستم وارد حالت ماندگار میشود و الگوریتم  ETPCرا قرار دارد الگوریتم گذ

 تغییر وضعیت میدهد. STPCمورد استفاده به الگوریتم 

ی بردارهای متغیرهای حالت سیستم و خروجیهای سیستم به خوبی 2نشان میدهند که نرم  9-4نمودارهای شکل 

سیستم را تحت الگوریتم پیشنهادی نشان  UUBیتم پیشنهاد شده محدود شده است که پایداری توسط الگور

 میدهد.

 

تحت الگوریتم تلفیقی پیشنهاد شده در این رساله با ترکیب  در حضور اغتشاش، سیستمتغییرات متغیرهای . 10-4شکل

 .3-4الگوریتمهای فصول دو و سه برای مثال
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اقعی و تخمینی متغیرهای حالت سیستم و خروجیهای سیستم را در شرایطی که تغییرات مقادیر و 10-4شکل 

به سیستم  ثانیه 0,8و  ثانیه 0,2. اغتشاشها در لحظات اغتشاشهای خارجی باشد نشان میدهد سیستم تحت تاثیر

و  ETPCوارد میشوند و نمودارهای مذکور نشان میدهند ساختار تلفیقی پیشنهاد شده براساس الگوریتمهای 

STPC  یدارسازی متغیرهای سیستم میباشد. بررسی تعداد بسته فصول دو و سه به خوبی قادر به پاارائه شده در

لحظه ممکن برای نمونه برداری و ارسال داده ها، در  200های ارسال شده در این حالت نشان میدهد از میان 

درصدی در تعداد بسته های ارسال  35 لحظه ارسال داده ها صورت گرفته است که نشانگر کاهش حدودا 129

 شده نسبت به الگوریتم کنترلی ارسال زمانبندی شده است.

ثانیه که سیستم در حالت گذرا قرار دارد؛  0،5بررسی الگوریتمهای مورد استفاده نشان میدهد که تا حدود لحظه 

تغییر وضعیت میدهد و  STPCریتم است، تنها یکبار به الگو ETPCتقریبا تمام مدت الگوریتم کنترلی الگوریتم 

ثانیه که  1،1ثانیه تا حدود  0،5آن زمانی است که تغییرات متغیرهای سیستم کند شده است. پس از لحظه 

 ETPCثانیه در بازه ای کوتاه به الگوریتم  1،1استفاده میکند. حدود  STPCاغتشاش بعدی وارد میشود از الگوریتم 

 بهره میبرد. STPCاز الگوریتم  تغییر وضعیت میدهد و پس از آن

 

تحت الگوریتم تلفیقی  در حضور اغتشاش، سیستمتغییرات نرم دوی بردار متغیرهای حالت و بردار خروجیهای . 11-4شکل

 .3-4پیشنهاد شده در این رساله با ترکیب الگوریتمهای فصول دو و سه برای مثال
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ردار خروجیهای سیستم را در حضور اغتشاش خارجی ی بردار متغیرهای حالت و ب2تغییرات نرم  11-4شکل 

 0,8نشان میدهد. همانطور که در نمودارهای این شکل دیده میشود چه در ابتدای نمودار و چه در حدود لحظه 

ثانیه که اغتشاش خارجی به سیستم وارد میشود که بازه هایی هستند که سیستم در حالت گذرا قرار دارد، نرم 

های سیستم کمی از حد تعیین شده فراتر میرود ولی با گذشت لحظاتی کوتاه، با ورود سیستم ی بردارهای متغیر2

 نیز وارد محدوده مورد انتظار میشود. 2به حالت ماندگار نرم 

پیشنهادی رساله با استفاده از مشاهده گر  STPCنشانگر تغییرات متغیرهای سیستم تحت الگوریتم  12-4شکل 

نمودارها نشانگر همگرایی تمام متغیرهای سیستم با سرعتی مشابه با مشاهده گر مرتبه  مرتبه کاهش یافته است.

کامل هستند که بیانگر انتخاب مناسب مشاهده گر و محاسبه دقیق ماتریس مشاهده گر است. بررسی تعداد بسته 

بسته داده ارسال  85لحظه نمونه برداری ممکن،  200داده های ارسال شده از طریق شبکه نشان میدهد از میان 

درصدی در تعداد بسته های ارسال شده نسبت به الگوریتم ارسال زمانبندی  60شده است که نشانگر کاهش حدودا 

 شده است.

 

 .1-4با مشاهده گر مرتبه کاهش یافته برای مثال  تحت الگوریتم تلفیقی سوم. متغیرهای سیستم 12-4شکل
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 با الگوریتمهای مجزاوم . مقایسه الگوریتم تلفیقی س1-3-5-4

مقایسه عملکرد الگوریتم تلفیقی با الگوریتمهای مجزا صورت میگیرد  1-1-5-4در این قسمت مشابه با قسمت 

ارائه  STPCیا  ETPCیعنی حالتی را در نظر میگیریم که به جای الگوریتم تلفیقی تنها از یکی از الگوریتمهای 

سرعت همگرایی متغیر حالت  Ψنجام مقایسه؛ با محاسبه فاکتور استفاده کنیم و برای ا 3و  2شده در فصول 

 سیستم را با در نظر گرفتن میزان مصرف منابع انرژی سیستم و نیز پهنای باند شبکه بررسی میکنیم. 

 .3-4برای الگوریتمهای پیشنهاد شده در فصول دو، سه و چهار برای مثال  Ψ. مقدار 4-4جدول 

 الگوریتم تلفیقی ETPCالگوریتم  STPCالگوریتم  

Ψ 338,350 304,018 240,843 

 

برتری الگوریتم تلفیقی نسبت به هر  4-4آمده است. مقادیر جدول  4-4برای هر سه حالت در جدول  Ψمقدار 

 یک از الگوریتمهای مجزا را از منظر مصرف انرژی و سرعت همگرایی به وضوح نشان میدهند.

 . نتیجه گیری6-4

خروجی  پسخوردبرای سیستمهای کنترل تحت شبکه با پایدار  الگوریتم تلفیقیدر این فصل، مساله طراحی یک 

 جابجاییورودی خارجی و نقصهای شبکه شامل تاخیر،  مورد نظر در معرض اغتشاش NCSبررسی شد. ساختار 

 بسته ها و محدودیت پهنای باند و منابع شبکه در نظر گرفته شد.

فیقی پیشنهادی به صورت ترکیب الگوریتمهای کنترلی رویداد تحریک و خود تحریک مطرح شد. به الگوریتم تل

این صورت که زمانی که سیستم در حالت گذرا قرار دارد از الگوریتم رویداد تحریک استفاده کند که متناوبا عمل 

د از الگوریتم خود تحریک بهره ببرد نمونه برداری را انجام میدهد؛ و زمانی که سیستم در حالت ماندگار قرار دار

 که لحظه نمونه برداری بعدی را پیش بینی میکند و متناوبا نمونه برداری را انجام نمیدهد.

نشان داده شده است؛ این ساختار از کنار هم  1-4همانطور که در ساختار پیشنهادی الگوریتم تلفیقی در شکل 

 ”تعیین گر الگوریتم کنترلی“حریک حاصل شده است. یک بلوک قرار دادن ساختارهای رویداد تحریک و خود ت

نیز لحاظ شده است که در هر لحظه تعیین میکند کدام الگوریتم کنترلی باید مورد استفاده قرار گیرد و در مواقع 

لزوم تغییر الگوریتم کنترلی صورت گیرد. برای این منظور بلوک مزبور از رابطه ای استفاده میکند که میزان 
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تغییرات داده های نمونه برداری شده را نسبت به یک حد مشخص میسنجد و بسته به آنکه میزان تغییرات کمتر 

 یا بیشتر از آن حد باشد در رابطه با نوع الگوریتم کنترلی مورد استفاده تصمیم میگیرد.

قرار گرفت. از آنجا که سپس کیفیت عملکرد الگوریتم تلفیقی پیشنهادی از طریق نتایج شبیه سازی مورد بررسی 

هدف از ارائه الگوریتم تلفیقی بهبود الگوریتم کنترلی نسبت به هر یک از الگوریتمهای رویداد تحریک و خود 

تحریک بوده است؛ در بخش شبیه سازی نیز در سه مثال نتایج شبیه سازی الگوریتم تلفیقی نسبت به الگوریتمهای 

 مذکور مورد بررسی قرار گرفت.

مطرح شده در فصول دو و سه  STPCو  ETPCآورده شده است، الگوریتمهای  1-5-4اول که در بخش  در مثال

رساله به عنوان الگوریتمهای پایه ای الگوریتم تلفیقی مورد استفاده قرار گرفت و کران بالای اغتشاش براساس 

آمده به خوبی قادر به همگرا  ( فرض شد. نتایج شبیه سازی نشان داد که الگوریتم تلفیقی به دست4-4رابطه )

کردن متغیرهای حالت سیستم و خروجی سیستم در حضور اغتشاش ورودی و نقایص شبکه میباشد و این در 

با حالی است که تعداد داده های ارسال شده از طریق شبکه در این روش نسبت به روش ارسال زمانبندی شده، 

 کاهش یافته است. 60تفاده از مشاهده گر مرتبه کاهش یافته %و با اس 55%استفاده از مشاهده گر مرتبه کامل 

در مرحله بعد الگوریتم تلفیقی پیشنهادی در حضور اغتشاشهای خارجی مورد بررسی قرار گرفت. نتایج شبیه 

ارسال داده ها نسبت به روش ارسال زمانبندی شده، به  50سازی نشان داد الگوریتم پیشنهادی ضمن کاهش %

مقایسه میان الگوریتم تلفیقی و  Ψه پایدارسازی سیستم میباشد. سپس با استفاده از متغیر خوبی قادر ب

نشان داد که از منظر حفظ منابع انرژی سیستم و پهنای باند  2-4الگوریتمهای پایه آن انجام شد. نتایج جدول 

 ود بهتر عمل میکند.شبکه نیز الگوریتم تلفیقی به میزان قابل ملاحظه ای از الگوریتمهای پایه ای خ

[ به عنوان 38الگوریتمهای رویداد تحریک و خود تحریک مطرح شده در مقاله ] 2-5-4در مثال دوم در بخش 

الگوریتمهای پایه ای الگوریتم تلفیقی مورد استفاده قرار گرفت. نتایج شبیه سازی در این مثال نیز مانند مثال اول 

ارسال داده ها نسبت به روش ارسال زمانبندی شده،  93ضمن کاهش % نشان داد الگوریتم تلفیقی به دست آمده

 به خوبی قادر به همگرا کردن متغیرهای حالت سیستم در حضور تاخیر متغیر با زمان شبکه میباشد.

پس از آن سیستم مورد بررسی تحت الگوریتم تلفیقی پیشنهادی، در معرض اغتشاشهای خارجی قرار گرفت. 

سازی، الگوریتم پیشنهادی به خوبی قادر به پایدارسازی سیستم بوده و تعداد بسته های ارسال  براساس نتایج شبیه

کاهش داشته است. مقایسه میان الگوریتم تلفیقی  89شده در این روش نسبت به روش کنترل زمانبندی شده %

تلفیقی بهتر از الگوریتمهای پایه  نشان میدهد که باز هم الگوریتم Ψو الگوریتمهای پایه ای آن با استفاده از متغیر 
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-4ای خود قادر به حفظ منابع انرژی سیستم و پهنای باند شبکه میباشد. نتایج مربوط به این مقایسه در جدول 

 آورده شده است. 3

مانند مثال اول الگوریتمهای پیشنهادی در این رساله در فصول دو و سه به عنوان  3-5-4در مثال سوم در بخش 

های پایه ای الگوریتم تلفیقی مورد استفاده قرار گرفتند با این تفاوت که کران بالای اغتشاش براساس الگوریتم

( در نظر گرفته شد. نتایج شبیه سازی نشان داد که الگوریتم تلفیقی قادر به محدود نگه داشتن 5-4رابطه )

در حضور اغتشاش ورودی و نقایص شبکه هستند و این در حالی است که  UUBمتغیرهای سیستم و پایداری 

با استفاده از مشاهده تعداد داده های ارسال شده از طریق شبکه در این روش نسبت به روش ارسال زمانبندی شده، 

 کاهش یافته است. 60و با استفاده از مشاهده گر مرتبه کاهش یافته % 50گر مرتبه کامل بیش از %

رحله بعد الگوریتم تلفیقی پیشنهادی در حضور اغتشاشهای خارجی مورد بررسی قرار گرفت. نتایج شبیه در م

ارسال داده ها نسبت به روش ارسال زمانبندی  35سازی نشان داد الگوریتم پیشنهادی ضمن کاهش حدودا %

مقایسه میان الگوریتم  Ψ سیستم میباشد. سپس با استفاده از متغیر UUBشده، به خوبی قادر به پایدارسازی 

نشان داد که از منظر حفظ منابع انرژی سیستم و  3-4تلفیقی و الگوریتمهای پایه آن انجام شد. نتایج جدول 

 پهنای باند شبکه نیز الگوریتم تلفیقی به میزان قابل ملاحظه ای از الگوریتمهای پایه ای خود بهتر عمل میکند.
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 . نتیجه گیری1-5
طی سالهای اخیر سیستمهای کنترل تحت شبکه به دلیل مزایای متعدد نسبت به سیستمهای کنترلی کلاسیک 

کاربردهای روزافزون یافته اند. به همین دلیل بررسی چالشهای مربوط به این سیستمها اهمیتی روزافزون یافته 

ل حضور شبکه مخابراتی در ساختار سیستم به وجود می آیند و مهمترین آنها عبارتند از است. این چالشها به دلی

تاخیر، از دست دادن و جابجایی بسته های داده ها، محدودیت پهنای باند شبکه و نیز منابع انرژی سیستم. در این 

ل مربوط به قبل از ارسال داده ها رساله از طریق دو رویکرد به مقابله با این چالشها پرداخته شده است. رویکرد او

از طریق شبکه میشود. در این رویکرد برای اجتناب از اثرات القایی شبکه بر روی داده ها؛ با استفاده از الگوریتمهای 

زمانبندی ارسال داده ها؛ تنها اقدام به ارسال داده هایی میشود که برای پایدارسازی و عملکرد مناسب سیستم 

یکرد دوم مربوط به جبران اثرات القایی شبکه بر روی داده های منتقل شده از طریق شبکه ضروری هستند. رو

میشود. در این رویکرد برای جبران اثرات شبکه بر روی داده های ارسال شده از کنترل کننده پیش بین استفاده 

ز سیستمها امکانپذیر نیست، میشود. علاوه بر این، از آنجا که اندازه گیری متغیرهای حالت سیستم در بسیاری ا

ساختار سیستم مورد بررسی در این رساله به صورت پسخورد خروجی در نظر گرفته شده است و برای تخمین 

 متغیرهای حالت از یک مشاهده گر لوئنبرگر بهره برده ایم.

ه مورد پس از آنکه سالها تنها روش کلاسیک ارسال متناوب زمانبندی شده در سیستمهای کنترل تحت شبک

استفاده قرار میگرفت، دو روش رویداد تحریک و خود تحریک مطرح شد. هر یک از این روشها به تنهایی، در کنار 

مزایایشان، معایبی دارند که نقاط ضعف آنها محسوب میشود. ویژگی روش رویداد تحریک، نمونه برداری متناوب 

ظ عملکرد سیستم، این داده برای ارسال به کنترل میباشد و در صورت ضروری تشخیص دادن داده جدید برای حف

کننده بر روی شبکه قرار میگیرد. نمونه برداری متناوب داده ها در زمان تغییرات شدید پاسخ سیستم یعنی زمانی 

که سیستم در حالت گذرا قرار دارد منجر به رصد دقیق تغییرات سیستم و صدور سیگنال کنترلی متناسب با این 

ط کنترل کننده میشود. اما زمانی که سیستم از حالت گذرا عبور میکند و وارد حالت ماندگار میشود؛ تغییرات توس

نمونه برداری متناوب داده ها ضرورتی برای حفظ عملکرد سیستم ندارد و تنها منجر به اتلاف منابع انرژی سیستم 

 میشود.

از دیگر سو، ویژگی روش خود تحریک آن است که هر داده نمونه برداری شده برای ارسال بر روی شبکه قرار 

میگیرد و در هر لحظه نمونه برداری، لحظه نمونه برداری و ارسال بعدی نیز مشخص میشود و در فاصله بین این 

ه سیستم در حالت ماندگار قرار دارد و دو لحظه، در واقع سیستم به صورت حلقه باز عمل میکند. در شرایطی ک
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تغییرات زیادی را تجربه نمیکند، عدم انجام نمونه برداری از مزایای این الگوریتم کنترلی محسوب میشود چرا که 

منابع انرژی سیستم تلف نمیشود. اما زمانی که سیستم در حالت گذرا قرار دارد، حلقه باز بودن سیستم میتواند 

 اری سیستم شود.منجر به عدم پاید

ایده اساسی این رساله به این صورت بوده است که دو روش رویداد تحریک و خود تحریک با یکدیگر تلفیق شوند. 

به این ترتیب ضمن بهره مندی از مزایای هر یک از روشها، نقاط ضعفشان نیز پوشش داده میشود. زمانی که 

متغیرهای سیستم میباشد، از الگوریتم رویداد تحریک استفاده  سیستم در حالت گذرا قرار دارد و نیاز به رصد دقیق

میکنیم که به صورت متناوب نمونه برداری داده ها را انجام میدهد. زمانی که سیستم به حالت ماندگار میرسد، 

دیگر نیازی به رصد منظم متغیرهای سیستم نیست. به همین دلیل از الگوریتم خود تحریک استفاده میکنیم که 

فاصله بین دو لحظه ارسال، به صورت حلقه باز عمل میکند و به این ترتیب منابع انرژی سیستم به خوبی حفظ  در

 میشوند. 

 تبیین ایده رساله و ارزیابی عملکرد الگوریتم کنترلی مرتبط با آن در چهار فصل به صورت زیر انجام شد:

لشهای مرتبط با آن و اهمیت زمانبندی مناسب فصل اول شامل مقدمه ای بر سیستمهای کنترل تحت شبکه و چا

ارسال داده ها بود. دو الگوریتم پایه ای برای زمانبندی ارسال داده ها یعنی الگوریتم کنترلی رویداد تحریک و 

و  ETPCالگوریتم کنترلی خود تحریک تشریح شدند. از آنجا که الگوریتمهای کنترلی مورد بررسی در این رساله 

STPC مقالات مرتبط با این دو الگوریتم به طور ویژه مورد بررسی قرار گرفتند. سپس با توجه به نقاط  میباشند؛

ضعف هر یک از الگوریتمهای زمانبندی ارسال داده ها؛ انگیزه نگارش رساله شرح داده شد و در انتها نوآوریهای 

 .رساله تبیین شدند

کنترل کننده ای چند بهره ای استفاده میکند. برای  جدید پیشنهاد شد که از ETPCدر فصل دو یک الگوریتم 

طراحی این کنترل کننده از روش نامساوی ماتریسی استفاده شد و در فرایند طراحی کنترل کننده یک نمایش 

مجتمع جدید از معادلات حالت سیستم به دست آمده است که به دلیل آنکه به طور همزمان شامل اغتشاش 

زمان و از دست دادن و جابجایی متغیر با زمان بسته های داده ها در هر دو کانال اندازه  ورودی ، تاخیر متغیر با

گیری و محرک؛ و نیز ساختار مبتنی بر مشاهده گر و کنترل کننده چند بهره ای است، از نوآوریهای رساله محسوب 

ه کامل و مشاهده گر مرتبه در الگوریتمهای پیشنهادی مشاهده گر در دو حالت مختلف مشاهده گر مرتب میشود.

در اولین الگوریتم پیشنهادی که نرم بردار اغتشاش ورودی سیستم را وابسته  کاهش یافته در نظر گرفته شده است.

به نرم بردار حالت سیستم فرض کرده است؛  بهره های کنترل کننده و مشاهده گر با استفاده از روش تابع لیاپانوف 
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ه پایداری مجانبی سیستم در حضور تاخیر، از دست دادن و جابجایی بسته ها تضمین به گونه ای تعیین میشوند ک

شود. در دومین الگوریتم پیشنهادی که کران بالای نرم بردار اغتشاش ورودی سیستم را مقداری ثابت و مشخص 

ادی بعدی در دو الگوریتم پیشنه سیستم را تضمین میکنند. UUBفرض کرده است؛ قضایای مطرح شده پایداری 

 مشاهده گر مرتبه کاهش یافته جایگزین مشاهده گر مرتبه کامل شده است.

پیشنهادی نسبت به روشهای کنترلی رویداد تحریک موجود دیگر به کمک سه مثال بررسی  ETPCکارایی روش 

مثالها؛ قادر شد. نتایج شبیه سازی نشان دادند که روشهای مورد استفاده در هیچ یک از دو مقاله مورد بررسی در 

 با استفاده از مشاهده گر مرتبه کامل پیشنهادی رساله ETPCبه پایدارسازی سیستم نبودند. در حالی که الگوریتم 

 3-2و در مثال  50بیش از % 2-2و در مثال  75بیش از % 1-2تعداد بسته های داده های ارسالی را در مثال 

 3-2و در مثال  75کاهش % 1-2رتبه کاهش یافته، در مثال با استفاده از مشاهده گر م کاهش داد. 70حدود %

را شاهد بودیم. در مثال اول عملکرد الگوریتم پیشنهادی با استفاده از مشاهده گر مرتبه کامل در  75کاهش %

نمودارهای  حضور نویز سفید اضافه شونده در سنسور و نیز در حضور تاخیر تصادفی با توزیع برنولی بررسی شد.

 ETPCشده در مثالهای مزبور به همراه کاهش بسیار زیاد داده های ارسال شده، نشانگر قابلیت بالای الگوریتم ارائه 

پیشنهادی رساله در بهبود ارسال داده ها و ارتقاء پایداری و عملکرد سیستم کنترلی در مقایسه با الگوریتمهای 

 موجود میباشد.

شد که ساختار کلی آن مشابه با ساختار پیشنهادی فصل دو جدید پیشنهاد  STPCدر فصل سه یک الگوریتم 

شامل یک کنترل کننده چند بهره ای و یک مشاهده گر لوئنبرگر است که بهره های کنترل کننده و مشاهده گر 

سیستم را بسته به نوع  UUBبر پایه تابع لیاپانوف به گونه ای به دست می آیند که پایداری مجانبی و پایداری 

لای نرم بردار اغتشاش ورودی در حضور تاخیر متغیر با زمان و جابجایی بسته ها در کانال اندازه گیری و کران با

کانال محرک تضمین شود. وجه تمایز این الگوریتم با الگوریتم فصل دو در تعیین زمان نمونه برداری بعدی است 

ر این مسیر به دلیل عدم دسترسی به مقدار که براساس روابط به دست آمده از تابع لیاپانوف محاسبه میشود. د

در الگوریتمهای ارائه شده  از تخمین تابع خروجی استفاده میکنیم. STPCدقیق متغیر خروجی سیستم در روش 

 در این فصل نیز دو مشاهده گر مختلف مرتبه کامل و مرتبه کاهش یافته در نظر گرفته شده اند.

 3-1در مثال به کمک دو مثال عددی شبیه سازی شده بررسی شد. پیشنهادی  STPCدر ادامه، کارایی روش 

پیشنهادی به خوبی  STPC[ بررسی شد که نمودارهای ارائه شده نشان دادند الگوریتم 37سیستم مطرح شده در ]

قادر به همگرا نمودن سیستم در حضور اغتشاشها و نقایص شبکه میباشند و این در حالی است که تعداد دفعات 
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با استفاده از مشاهده گر  برداری و ارسال داده ها در این روش نسبت به روش ارسال زمانبندی شده داده ها،نمونه 

در این مثال  کاهش داشته است. 70و با استفاده از مشاهده گر مرتبه کاهش یافته % 65بیش از % مرتبه کامل

کامل در حضور نویز سفید اضافه شونده  همچنین عملکرد الگوریتم پیشنهادی با استفاده از مشاهده گر مرتبه

مانند فصل دو؛ نمودارهای ارائه شده در مثالهای  سنسور و نیز در حضور تاخیر تصادفی با توزیع برنولی بررسی شد.

پیشنهادی رساله در  STPCمزبور به همراه کاهش قابل توجه داده های ارسال شده، نشانگر قابلیت بالای الگوریتم 

بهبود ارسال داده ها و ارتقاء پایداری و عملکرد سیستم کنترلی در مقایسه با الگوریتمهای موجود میباشد. در مثال 

 STPC[ بررسی شد که نمودارهای ارائه شده نشان دادند که الگوریتم 37ح شده در ]نیز سیستم مطر 3-2

رهای سیستم در حضور اغتشاش ورودی با کران بالای ثابت و پیشنهادی به خوبی قادر به محدود کردن متغی

نقایص شبکه میباشند و این در حالی است که تعداد دفعات نمونه برداری و ارسال داده ها در این روش نسبت به 

و با استفاده از مشاهده گر مرتبه  30% با استفاده از مشاهده گر مرتبه کامل روش ارسال زمانبندی شده داده ها،

 کاهش داشته است. 35کاهش یافته %

فصل چهار به تبیین الگوریتم تلفیقی نهایی اختصاص داشت. الگوریتم تلفیقی بر پایه این ایده مطرح شد که در 

صورتی که سیستم در حالت گذرا باشد از الگوریتم کنترلی رویداد تحریک استفاده کنیم و در صورتی که سیستم 

وریتم کنترلی خود تحریک بهره ببریم. ساختار تلفیقی پیشنهادی از ترکیب دو الگوریتم در حالت ماندگار باشد از الگ

اضافه شده است که در هر لحظه نمونه  "تعیین گر الگوریتم کنترلی"مذکور به دست می آید و تنها یک بلوک 

 برداری تعیین میکند نیاز به تغییر الگوریتم کنترلی مورد استفاده هست یا خیر. 

ور بررسی کارایی الگوریتم ارائه شده در این فصل، نتایج شبیه سازی در سه مثال متفاوت ارائه شد. در هر به منظ

یک از مثالهای این فصل، میزان کارایی الگوریتم تلفیقی از دو منظر مورد بررسی قرار گرفت. در هر مثال ابتدا این 

ن قادر به پایدارسازی سیستم میباشد. سپس بهبود شرایط بررسی شد که الگوریتم تلفیقی پیشنهادی تا چه میزا

 عملکرد سیستم نسبت به هریک از الگوریتمهای کنترلی مجزا مورد بررسی قرار گرفت.

ارائه شده در فصلهای دو و سه به عنوان الگوریتمهای  STPCو  ETPCالگوریتمهای  1-4در این راستا، در مثال 

قرار گرفتند. نتایج شبیه سازی نشان دادند الگوریتم تلفیقی ارائه شده به پایه ای الگوریتم تلفیقی مورد استفاده 

خوبی از عهده پایدارسازی سیستم در حضور اغتشاشها و نقایص شبکه برآمده است ضمن آنکه داده های ارسال 

با  آن شده از طریق شبکه نسبت به الگوریتم ارسال زمانبندی شده داده ها، در غیاب اغتشاش خارجی و در حضور

در غیاب اغتشاش خارجی با استفاده  کاهش یافته است. 50و % 55به ترتیب % استفاده از مشاهده گر مرتبه کامل
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 Ψسپس با استفاده از فاکتور  کاهش در داده های ارسالی را شاهد هستیم. 60از مشاهده گر مرتبه کاهش یافته %

نرژی سیستم و اشغال پهنای باند شبکه بررسی شد. نتایج میزان موفقیت الگوریتم تلفیقی در کاهش اتلاف منابع ا

 به وضوح قابلیت بالاتر الگوریتم تلفیقی نسبت به الگوریتمهای مجزا را در این رابطه نشان میدهد.  2-4جدول 

ه [ به عنوان الگوریتمهای پایه ای الگوریتم تلفیقی مورد استفاد38لگوریتمهای ارائه شده در مقاله ]ا 2-4در مثال 

بهبود عملکرد سیستم از نظر  3-4جدول  Ψ، نتایج شبیه سازی و نیز مقادیر فاکتور 1-4قرار گرفتند. مانند مثال 

پایداری و میزان مصرف منابع انرژی سیستم و اشغال پهنای باند شبکه نشان میدهند. نتایج شبیه سازی نشان 

رسال زمانبندی شده داده ها، در غیاب و در حضور دادند تعداد داده های ارسال شده در این روش نسبت به روش ا

 کاهش داده شده است.  89و % 93اغتشاش خارجی به ترتیب %

ارائه شده در فصلهای دو و سه به عنوان  STPCو  ETPCالگوریتمهای  1-4نیز مانند مثال  3-4در مثال 

ی 2تفاوت که در این مثال کران بالای نرم  الگوریتمهای پایه ای الگوریتم تلفیقی مورد استفاده قرار گرفتند با این

بردار اغتشاش ورودی مقداری ثابت و مشخص فرض شده است.  نتایج شبیه سازی نشان دادند الگوریتم تلفیقی 

سیستم در حضور اغتشاشها و نقایص شبکه برآمده است ضمن آنکه  UUBارائه شده به خوبی از عهده پایدارسازی 

یق شبکه نسبت به الگوریتم ارسال زمانبندی شده داده ها، در غیاب اغتشاش خارجی داده های ارسال شده از طر

در غیاب اغتشاش کاهش یافته است.  35و % 50به ترتیب % با استفاده از مشاهده گر مرتبه کامل و در حضور آن

سپس اهد هستیم. را در تعداد بسته های ارسالی ش 60خارجی با استفاده از مشاهده گر مرتبه کاهش یافته افت %

میزان موفقیت الگوریتم تلفیقی در کاهش اتلاف منابع انرژی سیستم و اشغال پهنای باند  Ψبا استفاده از فاکتور 

به وضوح قابلیت بالاتر الگوریتم تلفیقی نسبت به الگوریتمهای مجزا را در این  3-4شبکه بررسی شد. نتایج جدول 

 رابطه نشان میدهد. 

 . پیشنهادات ۲-5
اغتشاشهای ورودی  تمرکز این رساله بر روی سیستمهای کنترل تحت شبکه با یک پلنت بوده است که در معرض

بکه و منابع انرژی شبکه میباشد و فرض بر همزمانی عملکرد و خروجی، تاخیر، محدودیت پهنای باند ش

کاربردی تر کردن نتایج به دست  به منظور فرستنده/گیرنده و نیز وجود برچسب زمانی در بسته داده ها بوده است.

 آمده میتوان به روشهای زیر الگوریتمهای جدیدی جهت زمانبندی ارسال داده ها به دست آورد:

 لحاظ کردن عدم قطعیت در مدل فضای حالت سیستم -

 با شرط ارسال داده تطبیقی رویداد تحریکطراحی الگوریتم کنترل پیش بین  -
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 تحریک با شرط ارسال داده تطبیقی طراحی الگوریتم کنترل پیش بین خود -

 بسط دادن نتایج به سیستمهای کنترل تحت شبکه با تعداد بیشتری پلنت و کنترل کننده -

با فرض عدم همزمانی فرستنده/گیرنده و با تبیین دقیق روشهای  STPCو  ETPCطراحی الگوریتمهای  -

 از برچسب زمانی جهت استفادهکردن کلاکهای بخشهای مختلف سیستم  هماهنگ
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Abstract 

 

The aim of this thesis is presenting a new algorithm for scheduling data transmission 

through network in networked control systems (NCSs) such that it leads to 

improvement of system’s stability and performance. The investigated system is a 

discrete-time NCS with input disturbance exposed to time-varying delay and packet 

loss  in both feedback and feedforward channels. For this reason, in the first step an 

event-triggered predictive control (ETPC) method and in the next step a self-

triggered predictive control (STPC) method are presented. In each one of the 

mentioned methods, a structure based on a full-order Luenberger observer and a 

reduced-order Luenberger observer; and a multi-gain predictive controller is given. 

Designing the observer and the controller in each step is performed through 

Lyapunov function method and linear matrix inequality (LMI) method such that they 

are capable of stabilizing the system in presence of disturbances and network 

imperfections. Eventually, by designing a combined structure the final algorithm is 

presented which is based on event-triggered control (ETC) method and self-triggered 

control (STC) method. Based on simulation results the combined algorithm; using 

the combination of the given ETPC and STPC methods in this thesis and also the 

combination of ETC and STC methods presented in another paper; has better 

performance than each one of the individual  algorithms. The improvement of the 

performance is investigated from two aspects. First aspect is stabilizing the system 

in presence of external disturbances while reducing the number of sent data packets; 

and the second aspect is reducing the usage of the system’s energy resources and 

network bandwidth. 

 

Keywords: networked control system, data transmission scheduling, predictive 

control, asymptotic stability, uniformly ultimately bounded control. 
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