
 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 مهندسی برق دانشکده

 نامه کارشناسی ارشد مهندسی مخابرات سیستمپایان

 

 یهرم ییبه کمک بازنما ریتصو ییزدامات

 ینامعلوم بودن هسته تار طیدر شرا ریتصو

  امیر اقتدائینگارنده: 
 

 راهنما استاد

 فرددکتر علیرضا احمدی

 

 

 

 1400ماه  بهمن

 



در این صفحه صورت جلسه دفاع را قرار دهید. لازم است پس از صحافی این صفحه 

 نامه را تاییدمجدداً توسط دانشکده مهر گردد و استاد راهنما با امضای خود اصلاحات پایان

 کند.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 اثرتقدیم 
 ،آکنده از عشق و معرفت یقلب از یبه پاس قدردان

 ، و گذشت ثاریشان از کلمه ا یو انسان میعظ ریپاس تعب به

 بانیشتپ نیروزگاران بهتر نیسردتر نیوجودشان که در ا دبخشیام یپاس عاطفه سرشار و گرما به

 ،است

 ،دیراگیت مشان به شجاع و ترس در پناه یاست و سرگردان ادرسیشان که فر بزرگ یهاپاس قلب به

 ،کندیکه هرگز فروکش نم شان غیدر یب یهابه پاس محبت و

 م.کنیم میتقد زمیپدر و مادر عز ،امیآموزگاران زندگ نیمجموعه را به ارزشمندتر نیا

 

 

 

 

 

 

 

 



 تشکر و قدردانی

 
 

شان را در محضر ییو دانشجو یآموزدانش قیکه توف یدیمعلمان و اسات یاز تمام یضمن ابراز قدردان

رضا دکتر علی یقدر جناب آقایاستاد عال غیدریاز زحمات و تلاش ب دانمیداشتم، بر خود لازم م

 ،مودمناستفاده  شانیمدبّرانه ا یهاییپژوهش از راهنما نیمراحل انجام ا تمامی در که فرداحمدی

 را توأم با صحت و سعادت خواستارم. شانیروزافزون ا قاتیکنم و توف تشکر مانهیصم

 

 

 

 



 

 

 

دانشکده مهندسی برق و  مخابرات سیستممهندسی دانشجوی دوره کارشناسی ارشد رشته  امیر اقتدائیاینجانب 

 طیدر شرا ریتصو یهرم ییبه کمک بازنما ریتصو ییزداماتنامه رباتیک دانشگاه صنعتی شاهرود نویسنده پایان

 :شوممتعهد می فردآقای دکتر علیرضا احمدیتحت راهنمائی ی نامعلوم بودن هسته تار

 شده است و از صحت و اصالت برخوردار است. تحقیقات در این پایان نامه توسط اینجانب انجام 

 .در استفاده از نتایج پژوهشهای محققان دیگر به مرجع مورد استفاده استناد شده است 

 .مطالب مندرج در پایان نامه تاکنون توسط خود یا فرد دیگری برای دریافت هیچ نوع مدرک یا امتیازی در هیچ جا ارائه نشده است 

   و یا « دانشگاه صنعتی شاهرود » کلیه حقوق معنوی این اثر متعلق به دانشگاه صنعتی شاهرود می باشد و مقالات مستخرج با نام   

 «Shahrood  University of Technology ».به چاپ خواهد رسید 

 د در مقالات مستخرج از پایان نامه رعایت حقوق معنوی تمام افرادی که در به دست آمدن نتایح اصلی پایان نامه تأثیرگذار بوده ان

 می گردد.

  در کلیه مراحل انجام این پایان نامه ، در مواردی که از موجود زنده ) یا بافتهای آنها ( استفاده شده است ضوابط و اصول اخلاقی

 رعایت شده است.

 اد دسترسی یافته یا استفاده شده است اصل در کلیه مراحل انجام این پایان نامه، در مواردی که به حوزه اطلاعات شخصی افر

 رازداری ، ضوابط و اصول اخلاق انسانی رعایت شده است.

 تاریخ

 امضای دانشجو

 

 

 

 

 مالکیت نتایج و حق نشر

  ،رم افزار ها و نکلیه حقوق معنوی این اثر و محصولات آن )مقالات مستخرج، کتاب، برنامه های رایانه ای
در حو مقتضی شاهرود می باشد. این مطلب باید به نصنعتی تجهیزات ساخته شده است ( متعلق به دانشگاه 

 تولیدات علمی مربوطه ذکر شود.

 بدون ذکر مرجع مجاز نمی باشد یان نامهاستفاده از اطلاعات و نتایج موجود در پا. 

 

 

 مالکیت نتایج و حق نشر

  ،رم افزار ها و نکلیه حقوق معنوی این اثر و محصولات آن )مقالات مستخرج، کتاب، برنامه های رایانه ای
در حو مقتضی شاهرود می باشد. این مطلب باید به نصنعتی تجهیزات ساخته شده است ( متعلق به دانشگاه 

 ات علمی مربوطه ذکر شود.تولید

 بدون ذکر مرجع مجاز نمی باشد استفاده از اطلاعات و نتایج موجود در پایان نامه. 

 

 تعهد نامه
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 مقدمه -1-1

ناپذیری است که معمولاً در اثر ثبت تصویر یا انتقال آن های اجتنابشدگی تصویر یکی از تخریبمات

 است ورا به خود جلب کرده یاریتوجه بس 2یاانهیرا یینایدر ب 1ریتصو ییزدامات راًیاخدهد. رخ می

همچنین به جهت اهمیت مسئله و کاربرد  .اندپدید آمده ی برای رفع ماتی از تصاویرمتعدد یهاروش

 یهاکیاز تکن یاگسترده فیط، میکروسکوپی تصاویر شناسی ونظامی، پزشکی، ستاره هایحوزهآن در 

 میمفاه یبرخبه مرور  ،فصل نیا اند.کار گرفته شدهموجود به یهامقابله با چالش یبرا ریپردازش تصو

معیارهای و  تاریانواع مختلف  ب،یمدل تخرو همچنین پردازد می رفع ماتی از تصاویر نهیدر زم یاساس

 است.مورد بحث قرار گرفته ارزیابی تصاویر بهبودیافته

 

 هابیان مسئله و چالش -1-2

زمان  نیصحنه، در ح ای نیکه دورب دهدیرخ م یاست و زمان یشدگاز مات ینوع خاص ،یحرکت یمات

 یهاتیدر معرض محدود ریثبت تصو ،یهم در حرکت باشند. از طرف نسبت به ن،یدورب چهیورود نور به در

از  زین نیوربد حسگر زی، قرار دارد. نو3عدسیو متمرکز نبودن  ن،یمانند نور کم، لرزش دورب ،یکیزیف

 زیو نو یشدگمات یمقدار یشده، حاوثبت ریاغلب تصاو ن،یکاهد. بنابرایشده مثبت ریتصو تیفیک

 .عکاسان است یبرا نهیریمشکل د کی شود،یم تار یهایربرداریکه باعث تصو ن،یهستند. لرزش دورب

 یکیامر، منجر به تار نیا اامکاهش داد،  رااثر لرزش  توانیم تر،عیسر یها4یالبته با استفاده از پرتوده

 . شودیم یبردارریتصو ستمیدر س حسگر زینو شیو افزا ریتصو

                                                             
1 Image deblurring 
2 Computer Vision 
3 Lens 
4 Exposure 
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ثبت  حین نیحرکت دوربمسیر  که مدل کرد 1هسته تاری کیصورت به توانیرا م نیلرزش دورب

 ریتصو ،یخط ستمیس کصورت یبه ریتصو یشدگمات ندآیبا در نظر گرفتن فر .کندیم فیرا توص ریتصو

از  یشکل ،یبردن اثر مات نیاز ب و باشدیکننده ممات هستهواضح با  ریتصو 2پیچش جهینت ،شدهمات

 ،غیرکور واپیچشدر وجود دارد؛  4صورت کور و غیرکوربه واپیچشبود. دو نوع  خواهد 3واپیچش اتیعمل

واضح  ریتصو تم،یالگور یتنها خروج علاوه بر تصویر مات، هسته تاری نیز در دسترس است و

در  اام ت.اس [1]چاردسونیر-یلوس تمیالگور کور،غیر یهاتمیالگور نیتراز معروف یک. یاستشدهبازیابی

شده در پردازد، تنها تصویر ماتنامه به آن میبرانگیزتر است و این پایانکور که بسیار چالش واپیچش

زدایی کور، ابتدا تخمین هدف از ماتدسترس است و هیچ اطلاعاتی از هسته تاری وجود ندارد. در واقع، 

 هسته تاری و به دنبال آن بازیابی تصویر واضح است.

 تخریب تصویر -1-3

 سازی کرد:مدل (1-1رابطه )صورت توان بهرا می 𝑥شدگی تصویر واضح فرآیند مات

(1-1) 𝑏 = 𝑥 ⊗ 𝑘 + 𝑛 

دهنده نشان ⊗ و شوندهجمع نویز تصادفی PSF(، 𝑛 (5تابع نقطه گسترهسته تاری یا  𝑘  که در آن

 .دهدیرا نشان م شدگی تصویرمات( مدل 1-1) شکل .است دوبعدی پیچشعملگر 

 
 .مدل ماتی تصویر(: 1-1شکل)

                                                             
1 Blur kernel 
2 Convolution 
3 Deconvolution 
4 Blind and Non-blind 
5 Point Spread Function 
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لذا ، از تابع نقطه گستر وجود نداردو هیچ دانشی  در دسترس است 𝑏شده تصویر مات فقطاز آنجا که 

 جادیرا ا مات یک تصویرکه  ،وجود دارد 𝑘و  𝑥شماری بیتعداد  رایز ؛است 1حالتبسیار بد ،این مشکل

 خواهد کرد. جادیمات را ا ریتصو زین 2راکیدلتا د هستهو  مات ریتصو پیچشعنوان مثال، به .کنندیم

 اتیفرض دیبا یعمل یهاحلراه یعنی،. داریم یاطلاعات اضافنیاز به ها، حلکردن راه محدود یبرا نیبنابرا

 ییزداماتفرآیند  هر دو اعمال کنند. ایو  یابیمورد باز ریتصو ،هسته تاری روی بر ی راموثر ینیشیپ

زده و سپس با  نیتخم ،مات ریتصوروی از  را هسته تاریابتدا  ؛مرحله انجام داد طی دو توانیم را کور

 .کرد یابیباز را هدف ریتصو شده،مات یورودتصویر  بین هسته تاری تخمینی و واپیچشانجام عملیات 

هسته  ،و نوبتیطور متناوب به تا دهندیتکرارشونده را انجام م ندیفرآ کی ،کور واپیچش یهااکثر روش

 . ندنک نهینهفته را به واضح ریتاری و تصو

 شدگیانواع مات -1-4

دوربین،  عدسینبودن  متمرکزشدگی یک تصویر ممکن است دلایل متفاوتی از جمله مات

 هنسبت به صحن نیدورب یحرکت نسبو  و سنجش از راه دور( ییهوا ری)در تصاوهای جوی آشفتگی

کار برد. حل مناسب را جهت رفع ماتی بهشدگی، راههای ماتتوان با شناخت مدلداشته باشد. بعضاً می

 پردازیم.شدگی میترین انواع ماتدر ادامه به بررسی چند مورد از مهم

  شدگی گاوسیمات -1-4-1  

تعریف  (2-1رابطه )صورت بهگذر است که پائین لتریفاعمال یک  جهینت 3گاوسیشدگی مات

 [:2است]شده

(2-1) ℎ(𝑥,𝑦; 𝜎) =
1

2𝜋𝜎2
𝑒

−(𝑥2+𝑦2)

2𝜎2  

                                                             
1 Ill-posed 
2 Dirac delta 
3 Gaussian blur 
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در  تواندیم ،یشدگنوع مات نی. اشودیم دهینام اریر، انحراف معاآماست و در  یپارامتر گاوس σه ک

 یدرستهصحنه ب ریتصو ،عدسیتطابق نادرست  لیدلهب ایشود. و  جادیا یجو یبر اثر آشفتگ ییهوا ریتصاو

ها و در لبه خصوصهب ریتصو یمات گذر،پائین لتریف نیا جهی. نتردیبردار قرار نگریتصو حسگر یبر رو

 .دهدینشان م یگاوس هستهبا  یمات جهیمغز را در نت MRI ریتصو (2-1. شکل )باشدیم ریتصو اتیئجز

 

 شدگی گاوسی.. چپ( تصویر واضح اصلی. راست( تصویر ماتMRI[3]شدگی گاوسی تصویر مات(: 2-1شکل)

 شدگی حرکتیمات -2-4-1  

 ،ر و پرتودهی، نسبت به هم در حرکت باشندثبت تصویدر طول اشیاء در صحنه،  یا نیکه دوربیزمان

 [:2]دگردیم دیتول (3-1)تحت تابع  1یحرکت شدهمات ریتصو یک

(3-1) ℎ(𝑥,𝑦; 𝐿,𝜙) = {

1

𝐿
√𝑥2 + 𝑦2 ≤

𝐿

2
    𝑎𝑛𝑑    

𝑥

𝑦
= − 𝑡𝑎𝑛 𝜙

0 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

 

جایی، چرخش یا صورت جابهتواند بهماتی حرکتی می .طول و زاویه حرکت هستند، 𝜙و  𝐿که در آن 

 نشان (3-1شکل )کند. جایی خطی را مدل میماتی حاصل از جابه ،(3-1)تغییر مقیاس باشد که رابطه 

 است.تار شده سر، از حرکت یناشیا آثار تصنعی  2لایهدلیل آبه MRI ریکه تصو دهدمی

 

 .شده حرکتیچپ( تصویر واضح اصلی. راست( تصویر مات .MRI[3] شدگی حرکتی تصویرمات(: 3-1شکل)

                                                             
1 Motion blur 
2 Artifact 
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 تمرکزتاری خارج از  -3-4-1  

از  یافتد که فقط بخشیاتفاق م یاست و زمان مرتبطعمق اجسام در صحنه  هب 1تاری خارج از تمرکز

 :[2اهد بود]خو (4-1رابطه )صورت این مدل به PSF. تابع ردیقرار بگ نیدورب تمرکز عدسیصحنه در 

(4-1) ℎ(𝑥,𝑦; 𝑟) = {

1

𝜋𝑟2 √(𝑥 − 𝑐𝑥)2 + (𝑦 − 𝑐𝑦)2 ≤ 𝑟

0 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

 

𝑐𝑥)و  شعاع 𝑟که در آن  ,𝑐𝑦)  مرکزPSF این ماتی در  ای ازنمونه است. تمرکزخارج از شدگی مات

 است.ارائه شده (4-1)شکل 

 

 

 .تمرکزخارج از  شدگیچپ( تصویر واضح. راست( تصویر مات .MRI[3] تصویر تمرکزماتی خارج از (: 4-1شکل)

 

 ارزیابی کیفیت تصویر -1-5

 ،کیفی یابیدر روش ارز ارزیابی کرد که کمّیو  کیفی ساسیدو روش ا توان بهتصاویر بهبودیافته را می

 برزمان، بودن قیقو د دعتماا قابل ، با وجودروش ینا. شوندمی یابیارز نسانیا ناظراز  دهستفاا با یروتصا

ی ، لذا در ادامه چند روش ارزیابی کمّ نیست اجرا قابل 2نگدربلا یهادبررکا ایبرو  میباشد پرهزینهو 

 کنیم.را بررسی می

 

                                                             
1 Out-of-focus blur 
2 Real-time 
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 مربع خطا نیانگیم اریمع -1-5-1  

      که از طریق رابطه است 1مربع خطا نیانگیم ،ریتصو تیفیک یابیارز یارهایمع نیتراز ساده یکی

 ریتصو شباهت بیشتر یبه معنا ،تر باشدکوچک اریمع نیچه مقدار ا هر قابل محاسبه است. (5-1)

است نیز  MSEکه جذر  RMSEتوان از معیار . همچنین میاست واضح اصلی تصویر و شدهزداییمات

 استفاده کرد.

(5-1) 𝑀𝑆𝐸 =
1

𝑀𝑁
∑ ∑(𝑥(𝑖,𝑗) − 𝑦(𝑖,𝑗))2

𝑀

𝑗=1

𝑁

𝑖=1

 

ترین مشکلات این مهم ازتصویر واضح مرجع است. 𝑦 شده و زداییتصویر مات 𝑥 ،(5-1) در رابطه

چنانچه  براین،علاوه که ممکن است همیشه در دسترس نباشد. استنیاز به تصویر واضح مرجع  ،معیار

در راستای سطرها نسبت به تصویر مرجع  در اثر واپیچش با هسته تاری نامناسب،شده اییدزتصویر مات

صورت گرفته باشد، این معیار خطای بزرگی خوبی زدایی بهباشد، حتی اگر ماتجا شدهجابه هاو یا ستون

 دهد. را نشان می

 زیبه نو گنالیساوج نسبت  اریمع -2-5-1  

نسبت اوج سیگنال است،  معیار قبلیکه مرتبط با  ریتصو تیفیسنجش ک یکمّ یارهایاز مع گرید یکی

 :محدوده مجاز روشنایی تصویر است 𝐿که  شودیم فیتعر (6-1رابطه )صورت به واست  2به نویز

(6-1) 𝑃𝑆𝑁𝑅 = 10 log10

𝐿2

𝑀𝑆𝐸
 

                                                             
1 Mean Squared Error (MSE) 
2 Peak Signal to Noise Ratio (PSNR) 
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 یشباهت ساختار اریمع -3-5-1

 یژگیوسه با استخراج را  𝑦 یواضح اصل ریو تصو 𝑥 شدهییزدامات ریتصو ،1یشباهت ساختار اریمع

 :[4]هستند 𝑠و  𝑙 ،𝑐 بیترتبه هایگژیو نی. توابع محاسبه اکندیم سهیمقا 4و ساختار 3تباین ،2روشنایی

(7-1) 𝑙(𝑥,𝑦) =
2𝑥̅𝑦̅ + 𝐶1

(𝑥̅2 + 𝑦̅2 + 𝐶1)
              ,𝐶1 = (𝐾1𝐿)2 

(8-1) 𝑐(𝑥,𝑦) =
(2𝜎𝑥𝜎𝑦 + 𝐶2)

𝜎𝑥
2 + 𝜎𝑦

2 + 𝐶2
              ,𝐶2 = (𝐾2𝐿)2 

(9-1) 𝑠(𝑥,𝑦) =
𝜎𝑥𝑦 + 𝐶3

𝜎𝑥𝜎𝑦 + 𝐶3
 

انحراف  𝜎𝑥و  نیانگمی 𝑥̅اعداد ثابت هستند.  𝐾2و  𝐶1، 𝐶2، 𝐶3، 𝐾1 محدوده روشنایی تصویر و 𝐿 که

  :[4]باشندیم 𝑦 ریتصو اریانحراف مع 𝜎𝑦 و نیانگمی 𝑦̅همچنین  و 𝑥 ریتصو اریمع

(10-1) 𝑥̅ =
1

𝑁
∑ 𝑥𝑖     

𝑁

𝑖=1

  

(11-1) 𝑦̅ =
1

𝑁
∑ 𝑦𝑖     

𝑁

𝑖=1

 

(12-1) 𝜎𝑥
2 =

1

𝑁 − 1
∑(𝑥𝑖 −

𝑁

𝑖=1

𝑥̅)2 

(13-1) 𝜎𝑦
2 =

1

𝑁 − 1
∑(𝑦𝑖 −

𝑁

𝑖=1

𝑦̅)2 

(14-1) 𝜎𝑥𝑦 =
1

𝑁 − 1
∑(𝑥𝑖 − 𝑥̅)(𝑦𝑖 − 𝑦̅)

𝑁

𝑖=1

 

با این تعاریف، شباهت همبستگی متقابل است.  𝜎𝑥𝑦 و 𝑥ام سیگنال تصویر  𝑖روشنایی پیکسل  𝑥𝑖 که

 شود:محاسبه می (15-1) ساختاری با رابطه

(15-1) 𝑆𝑆𝐼𝑀 = [𝑙(𝑥,𝑦)]𝛼.[𝑐(𝑥,𝑦)]𝛽.[𝑠(𝑥,𝑦)]𝛾 

                                                             
1 Structural Similarity (SSIM) 
2 Luminance 
3 Contrast 
4 Structure 
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𝛼 (،15-1در رابطه ) > 0 ،𝛽 > 𝛾 و 0 > است.  هاویژگیاز  کیهر  ینسب تیدهنده اهمنشان 0

𝛼فرض  باتوان می، (15-1رابطه ) سازیساده یبرا =  𝛽 =  𝛾 = 𝐶3و  1 =
𝐶2

2
 شباهت ساختاری معیار، 

 :[4]محاسبه کرد (16-1) صورت رابطهرا به

(16-1) 𝑆𝑆𝐼𝑀 =
(2𝑥̅𝑦̅ + 𝐶1)(2𝜎𝑥𝑦 + 𝐶2)

(𝑥̅2 + 𝑦̅2 + 𝐶1)(𝜎𝑥
2 + 𝜎𝑦

2 + 𝐶2)
 

 ریباشد، تصو ترکینزد کی عدد به شدهیریگهر چه مقدار اندازه .است 1و  0 نیب SSIM یبازه

 .ه و کیفیت بهتری خواهد داشتبود ترکیمرجع نزد ریشده به تصوییزدامات

 هسته تاریشباهت  -4-5-1

کار گرفته شده در به )KSIM( 1از معیار شباهت هسته ،تشابه دو هسته تاریبرای ارزیابی میزان 

سازی به بردار واحد تبدیل شده است. به این صورت که ابتدا دو هسته با نرمال[ استفاده شده10] مرجع

تر شوند. حاصل عددی بین صفر و یک است که هر چه به عدد یک نزدیکو سپس در هم ضرب می

دو هسته تاری  شباهتتر باشد بیانگر عدم اهت بیشتر و هر چه به صفر نزدیکدهنده شبباشد، نشان

 است.

 ساختار گزارش -6-1

ارزیابی  شدگی و معیارهایرو پرداختیم و انواع ماتهای پیشِدر این فصل، به بیان مسئله و چالش

های اخیر شنامه، مروری خواهیم داشت بر روشده را معرفی نمودیم. در فصل دوم پایانتصاویر بازسازی

های روش دهیم. فصل سوم مبانی نظریایی کور تصویر و هر یک را مورد ارزیابی قرار میزدمسئله مات

پردازیم. های پیشنهادی این پژوهش میکند و در فصل چهارم به تشریح ایدهپیشنهادی را تعریف می

 نمائیم.های اخیر مقایسه و ارزیابی میهای پیشنهادی را با روشروش پنجمدر نهایت در فصل 

                                                             
1 Kernel Similarity (KSIM) 
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 گیرینتیجه -7-1

 اشارهآن های ها و کاربردچالشبه و  گردیدتعریف  ،زدایی کور مورد بحثدر این فصل، مسئله مات

 شده نیز معرفی گردید.های ارزیابی تصاویر بازسازیشدگی و معیارهمچنین انواع مات .شد

در  ،شدهماتی را از یک تصویر مات مشاهده یک تصویر واضح و بدوننامه سعی داریم ما در این پایان

 ،یشنهادیپ هایشده در روشکار گرفتهبه یاصل دهیا شرایط نامعلوم بودن هسته تاری بازیابی کنیم.

طور کامل که در فصل مبانی نظری به است ریتصو اسهیساختار پنهان چندمق نیشیبر دانش پ یمبتن

نظر تر بهواضح ،مات ریتصو کی شدهیکاهنسخه نمونه ،یشنهادیپ دهیا نی. بر اساس ااستتعریف شده

در هر  میرقصد دا ،یمات ورود ریتصو یاز رو شدهیکاهنمونه ریهرم از تصاو کی لیلذا با تشک رسد؛یم

 قیدق نیتخم یبرا یروش ،یریپذکیفراتفک ندیفرآ قیاز طر یانیواضح م ریتصو کی یبا بازساز اس،یمق

 زدایی چندمقیاسهایده مات این این منظور با الهام ازبرای  .میکن معرفی ریتصو ییزداو مات یهسته تار

، پاکسازی های مهم تصویرنتخاب لبها یشنهاداتی جهتپ که از سرعت اجرای خوبی برخوردار است،

  گردد.میوستگی عناصر هسته تاری ارائه و همچنین اعمال قید پی هسته تاری تخمینی از نویز

در بسیاری  الگوریتم پیشنهادی توانسته که دهدشده نشان میانجام کمیّ و کیفی هایارزیابینتایج 

 باشد.سرعت اجرای قابل قبولی هم داشته ،و در عین حال از موارد نتیجه خوبی ارائه دهد
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 مقدمه -1-2

بر  یو مبتن یسازنهیبر به یمبتنهای اخیر اغلب روش، ریتصو ماتی کوررفع  مسئلهه ب یدگیرس یبرا

درصدد بازیابی هسته  ،1های پیشینبه کمک دانش [5-31] یسازنهیبه یها. روشهستند یریادگی

 یهابر شبکه یعمدتاً مبتن ،[16-19] ریاخی ریادگی یها، و روشتاری و تصویر واضح پنهان هستند

 هستند.  )CNN (2یپیچش یعصب

 یشبکه عصب کمات، ی ریاز تصاو زیت یهالبه یابیباز منظورزدایی تصویر، بهبرای مات[ 19] مرجع

. جامعی دارد وسیع و داده گاهیپا نیاز به است که نیروش ا نیا ی. مشکل اصلکندمی جادیا یپیچش

اتخاذ  3آگاهلبه یلترهایف یریادگی یرا برا یروش ی،پیچش یشبکه عصب کی[ با استفاده از 18] مرجع

 اعمال کرد. مات ریتصاو یقو یهالبه یابیباز یبرا میطور مستقتوان بهیرا نم کردیرو نیا اام. کندمی

با و  دادهآموزش  یهسته تار نیتخم یرا برا قیشبکه عم کی MAP4مبتنی بر رویکرد [ 17]مرجع 

ه اسیچندمق الگوریتم کی[ 16] در مرجع .کندمی یابیواضح را باز ریتصو ،کورریغ واپیچش استفاده از

 هاسیچندمق یمعمار همین لیدلبه آن تیموفق شده و شنهادیپ ماتی تصاویررفع  یبرا CNN مبتنی بر

بزرگ،  یبا مات دهیچیپ یهاهسته یوجود، برا نیبا ا دهد.یاهش مرا ک مسئله یدگیچیاست که پ

 دارند. یپیچش یهانسبت به شبکه یعملکرد بهتر ،یسازنهیبر به یمبتن یکردهایهمچنان رو

 یدیکل فصل، ابتدا اصطلاحات نیدر ااست و سازی پرداختههای مبتنی بر بهینهاین پژوهش به روش

 انیبه ب در ادامه ، سپستر باشدراحت نیشیپ یتا درک کارها شودیم یمعرف ییزدامات اتیدر ادب

را  شدهیمعرف یهاتمیالگور جینتا نیپرداخت. همچن میگذشته خواه یرفته درکارها کارهب یهایتئور

  ش شناخته شود.تا نقاط قوت و ضعف هر رو میپردازیها مآن یفیو ک یکمّ یابیکرده و به ارز یبررس

                                                             
1 Prior knowledge 
2 Convolutional Neural Network 
3 Edge-aware filter 
4 Maximum A Posteriori 
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 ازینشیپ میمفاه -2-2

 تابع نقطه گستر -1-2-2

 یهاستمیدر س( دارد. یامنبع نقطه یعنی) یقیحق یاتابع ضربه کی یپاسخ به ورود کی ستمیهر س

ها ستمیس نیشود. در ا ییشناسا ستمیاست تا رفتار و عملکرد س یکاف ستمیدانستن پاسخ ضربه س ی،خط

 یهاستمی. در سباشدیبا پاسخ ضربه م یآن ورود پیچشبرابر با  یگرید یبه هر ورود یخروج

 ندآیفر ستمیس کینامند. تابع نقطه گستر یم 1را تابع نقطه گستر ستمیپاسخ ضربه س ی،بردارریتصو

 ریتصو یباعث مات (1-1ی )شود که در مدل تاریم دهینام 2یهمان هسته تار ،ریتصو یشدگمات

 یبردارریتصو ندر مدت زما سیعدو عدم تطابق  نیدهنده نحوه حرکت دوربنشان ی. هسته تارگرددیم

 حسگرباز است و  نیدورب چهیاست که در یمدت زمان ،یربرداری. منظور از مدت زمان تصوباشدیم

 .دینمایم یریثبت اطلاعات تصو ،ربرداریتصو

 سازیمنظم -2-2-2

واضح وجود  ریو تصو یهسته تار یشماریکور، تعداد ب یبودن مسئله رفع مات حالتبا توجه به بد

است  ییدهایافزودن ق ندی، فرآ3یسازنظر است. منظم مات مورد ریتصو ،آن دو پیچش جهیدارند که نت

حذف  جهت ،حالتمنظور در مسائل بد نیا ی. برادینماینظر م که پاسخ مسئله را محدود به جواب مورد

کننده در می. جملات تنظشودیبه تابع هدف مسئله اضافه م یاکنندهمیجملات تنظ ،نادرست یهاپاسخ

 انیب میکن یا بیشینه نهیرا کم آن میخواهیکه م یدیق 2L ایو  1L یهابا نٌرم معمولاً یسازنهیمسئله به

 .شوندیم

                                                             
1 Point Spread Function (PSF) 
2 Blur kernel 
3 Regularization 
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 نُرم ماتریس -3-2-2

یک  𝑝 نُرم .شودیاستفاده م 1از عبارت نُرم سیماتر ای بردار کیاندازه برای محاسبه  جبرخطیدر 

 گردد:تعریف می (1-2رابطه )صورت بردار به

(1-2) ‖𝑥‖𝑝 = (∑|𝑥𝑖|
𝑝

𝑛

𝑖=1

)

1
𝑝⁄

 

 2Lو  0L ،1Lهای ها نُرمترین آن. پرکاربردخواهیم داشتهای مختلف های مختلف، نُرم 𝑝که به ازای 

عناصر  رابر با مجموع قدر مطلقب 1L تعداد عناصر غیرصفر بردار است. نُرم برابر با، 0L حاصل نُرمهستند. 

ها برای ماتریس 2Lباشد. نُرم برابر با طول بردار با معیار فاصله اقلیدسی می 2Lنُرم  و خواهد بود بردار

 شود.نامیده می 2نُرم فروبنیوس

 کانال تاریک -4-2-2

آید دست میهب ،ریتصو ی ازمحل یگیهمسا کیمقدار در  نیترکوچکگذاری به تصویری که از جای

گیری بین ، در حقیقت، یک میانگینشودیم مات ریتصاویک  کههنگامیشود. یگفته م 3کیکانال تار

 ییروشنا گیرد که سبب افزایشبیشتر انجام می ییبا روشناهمسایه  یهاکسلیپ و کیتار هایکسلپی

 .دشویمدر تصویر مات  های تاریکپیکسل

 شود. در هر یکهایی همپوشان تقسیم میبه پنجره شدهماتکانال تاریک، تصویر  ایجاد تصویر برای

، کمترین مقدار پیکسل محاسبه RGBدر یک تصویر رنگی  Bو  R  ،Gها، از هر سه کانالاز این پنجره

 :شودیم محاسبه (2-2) از رابطه کی، کانال تار𝐼 ریتصو یبرا شود.آن پنجره می مرکز و جایگزین پیکسل

(2-2) 𝐷(𝐼)(𝑥) = min
𝑦∈𝒩(𝑥)

( min
𝑐∈{𝑟,𝑔,𝑏}

𝐼𝑐(𝑦)) 

                                                             
1 Norm 
2 Frobenius 
3 Dark Channel 
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 wبه طول و عرض  تصویر وصله ازیک  𝑁(𝑥) ،دهندپیکسل را نشان می هایمکان 𝑦و  𝑥که در آن 

، کمینه (2-2)در رابطه ، باشدیک تصویر خاکستری ، 𝐼است. اگر ام  𝑐کانال رنگ  𝐼𝑐 است و 𝑥مرکز و 

  .]11[شودل وسط وصله میمقدار روشنایی در همسایگی یک پیکسل در کانال تاریک جایگزین پیکس

 تقریب رتبه پائین -5-2-2

ت که نسبت به هم استقلال خطی های ماتریس اسی یک ماتریس برابر با تعداد سطرها یا ستونرتبه

 ماتریس 1تجزیه مقادیر منفردتوان از میتر، دارند. برای تقریب یک ماتریس با یک ماتریس رتبه پائین

𝐴 استفاده کرد (3-2شده در رابطه )ارائه با تعریف: 

(3-2) 𝐴 = 𝑈Σ𝑉𝑇 

مسئله هستند. در  𝐴یک ماتریس قطری با مقادیر منفرد ماتریس  Σهای متعامد و ماتریس 𝑉و  𝑈که 

𝑘 با رتبه 𝐵 یافتن ماتریسی مانندتقریب رتبه پائین، هدف،  < 𝑟 که طوریهاست، ب‖𝐴 − 𝐵‖𝐹  کمینه

 نظر بگیریم: در (4-2)صورت به را (3-2)اگر رابطه  گردد.

(4-2) 

 

 𝜎𝑘+1تر تقریب بزنیم، لذا اگر مقادیر منفرد را با یک ماتریس رتبه پائین 𝐴خواهیم ماتریس چون می

ندارند و قابل صرف نظر  𝐴کوچکی داشته باشند، نقش چندانی در ایجاد ماتریس به بعد، مقدار 

 .[10]هستند

                                                             
1 Singular Value Decomposition (SVD) 
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 تُنُکی ماتریس -6-2-2

یا 1کنُ تُعنصر غیرصفر دارد را ماتریس  یتعداد کم که عناصر صفر آن زیاد است و نسبتاً  یماتریس

برای این  ،های دوبعدیصورت یک آرایهها در حافظه بهطبیعی نمایش ماتریس روش .نامندمی خلوت

توان تنها عناصر غیرصفر را ذخیره حافظه می اشغالبرای جلوگیری از  ، لذاها مناسب نیستگونه ماتریس

 کرد. 

 توزیع دمُ سنگین -7-2-2

رخداد مقادیر بسیار است که  یمعن یک متغیر تصادفی به این آماریدر توزیع  2نیم سنگدُاصطلاح 

گفته  نیم سنگدُ یی هاعیبه توز ،احتمالات هی. در نظرتوجهی داردبزرگ برای متغیر تصادفی احتمال قابل

  .(1-2باشد )مانند شکل  یی بالاترنما عیتوزنسبت به  هاآن عیتوز قسمت انتهاییکه  شودیم

 

 .توزیع دُم سنگین(: 1-2شکل)

 گراف -8-2-2

           و مجموعهپیکسل تصویر( گره ) Nاز  𝒱متشکل از مجموعه متناهی  𝒢(𝒱,ℰ,𝑊)یک گراف 

ℰ ⊂ 𝒱 × 𝒱   ازM  یال است. هر یال(𝑖,𝑗) ⊂  ℰ  بدون جهت با وزن متناظر𝑤𝑖𝑗  هت بین باشاست که

                                                             
1 Sparse 
2 Heavy-tailed 
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( 5-2صورت رابطه )توان با استفاده از هسته گاوسی بهها را میگیرد. وزنمیرا اندازه  𝑗و  𝑖های گره

 :[13]ه کردمحاسب

(5-2) [𝑊]𝑖,𝑗 = exp (−
‖𝑥𝑖 − 𝑥𝑗‖

2

𝜎2
) 

𝑁با اندازه  یک ماتریس همجواری 𝑊که  × 𝑁 ،𝑥𝑖  و𝑥𝑗  مقادیر شدت روشنایی پیکسل𝑖  و𝑗  تصویر

𝑥 و ،𝜎 0کننده شعاع همجواری است. یک پارامتر کنترل ≤ 𝑤𝑖𝑗 ≤ تر باشد، بزرگ 𝑤𝑖𝑗و هر چه  1

 یکدیگر دارند.  هبیشتری ب شباهت 𝑗و  𝑖های گره

 ایحلقه هایآلایه -9-2-2

است، مانند آنچه در شکل  1ایحلقه هایآلایهیکی از مشکلات اصلی در بازسازی تصویر واضح، وجود 

تیره و روشن هستند که پس از  شکل ایهای حلقهسایه ،ایحلقه هایآلایهاست. ( نشان داده شده2-2)

 . شوندهای قوی ظاهر مینزدیکی لبهدر  ،واپیچش

 

                                           کور.  واپیچش جهینتالف( . ]22[ریتصو واپیچشدر  یاحلقه یهاهیآلا(: 2-2شکل)

 ی.قو یهادر لبه یاحلقه یهاهیآلاب( 

درستی مدل ای در اثر نویز تصویر که بهحلقه یهاهیآلا که استداده شده نشان [22] در مرجع

 آید. وجود میزده نشده، به درستی تخمینکه بهنشده و یا هسته تاری 

                                                             
1 Ringing artifact 
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های مهم ه روشپس از آشنایی با برخی مفاهیم و تعاریف مهم در فرآیند رفع ماتی از تصاویر، در ادام

 کنیم.زدایی را مرور میهای اخیر در حوزه ماتپیشنهادشده در سال

 کارهای مرتبط -3-2

[ به 21،22[ و یا غیرمستقیم ]23،24،26ستقیم ]طور مخیر، بهزدایی اهای ماتموفقیت روش

خارج شود، اغلب  حالتکه این مسئله از حالت بدای اینهای تصویر پنهان میانی بستگی دارد. برتخمین

در نظر گرفته و  )MAP( 1عنوان یک رویکرد بیشینه احتمال پسینهای موجود معمولاً آن را در بهروش

استفاده  𝑃(𝑘)های ماتی و هسته 𝑃(𝑥)تصاویر طبیعی  آماریهای پیشین ( از دانش6-2مطابق رابطه )

 و گرادیان [21،22،25]کار گرفته شده، توزیع گرادیان دمُ سنگینهای پیشین بهاز جمله دانش .کنندمی

 باشند.می [9،8]یا ترکیبی از دانش پیشین شدت روشنایی و گرادیان  0L [5]شده منظم

(، تصویر 1-1ریب تصویر در معادله )گیری مدل تخ نظر در واقع سعی بر این است که با در

 ن و نوبتی بازیابی شوند:طور همزماشده میانی )پنهان( و هسته تاری بهزداییمات

(6-2) 𝑃(𝑥,𝑘|𝑏) ∝ 𝑃(𝑏|𝑥,𝑘)𝑃(𝑥)𝑃(𝑘) 

(7-2) 𝑃(𝑏|𝑥,𝑘) ∝ exp (−
𝛾

2
‖𝑥 ⊗ 𝑘 − 𝑏‖2) 

(8-2) {𝑥̂,𝑘̂} = 𝑎𝑟𝑔 max
𝑥,𝑘

𝑃(𝑥,𝑘|𝑏) = 𝑎𝑟𝑔 max
𝑥,𝑘

𝑃(𝑏|𝑥,𝑘)𝑃(𝑥)𝑃(𝑘) 

ترتیب دانش پیشین هسته تاری و به 𝑃(𝑥)و  𝑃(𝑘)و 2نماییعبارت اول، درست (8-2)که در رابطه 

سازی منفی لگاریتم آن معادل با کمینه  𝑃(𝑥,𝑘|𝑏)سازی عبارتبیشینه ،همچنین. نهان هستندتصویر پ

 مال منفی لگاریتم به این رابطه، داریم:ا با اع. لذ[7]باشدمی

(9-2) {𝑥̂,𝑘̂} = 𝑎𝑟𝑔 min
𝑥,𝑘

ℓ(𝑥 ⊗ 𝑘, 𝑏) + 𝛾𝜙(𝑘) + 𝜆𝜑(𝑥) 

                                                             
1 Maximum A Posteriori 
2 Likelihood 
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یک تصویر  پیچشاست، به این معنی که خروجی  1(، عبارت همانندی داده9-2عبارت اول در رابطه )

همخوانی داشته باشد. شکل آن بستگی به توزیع فرضی از  𝑏 هسته تاری، باید با مشاهدهشده با بازیابی

𝑥 اختلاف بین  مدل نویز )مثلا گاوسی( دارد و معمولاً ⊗ 𝑘  و 𝑏 صورت رابطه را با استفاده از نُرم دو به

 𝛾های مثبت دو عبارت دیگر، قیدهای هسته تاری و تصویر پنهان هستند با وزن کند.( جریمه می2-7)

 𝜆. و 

و  ثر و کاربردی، تصویر پنهانهای پیشین مودانش اعمال های مختلف، سعی دارند با استفاده ازروش

شود. نامیده می آمده در این مرحله، تصویر میانی پنهاندستههسته تاری را بازیابی کنند. تصویر پنهان ب

ن )تصویر آمده، تصویر پنهادستهغیرکور بر روی تصویر مات با توجه به هسته تاری ب واپیچشبا عمل 

ی های پیشین پیشنهادها و دانشآید. در این فصل، به برخی از این روشدست میهشده( بزداییمات

 پردازیم.ها میآن

 زدایی با دانش پیشین دمُ سنگینمات -1-3-2

در  لذا تر از توزیع گرادیان تصویر مات متناظرش است.تصویر واضح، دمٌ سنگین یک توزیع گرادیان

𝐿𝑝,  𝑝این روش، دانش پیشین دُم سنگین،  < است که دارای دو روی گرادیان تصویر استفاده شده 1

کند و کننده قوی عمل میعنوان یک تنظیمدارد، که بهمزیت است؛ اول، قله قدرتمندی در اطراف صفر 

نظر  مشتقات تصویر، احتمال نسبتاً بالا یا جریمه کمی در 2کمینهکه، برای مقادیر بیشینهدوم این

دٌم  آماریانش پیشین توزیع ( مدل د3-2های تیز ضروری است. شکل )گیرد، که برای بازسازی لبهمی

 .[7]دهدهای مختلف نشان میسنگین را روی گرادیان یک تصویر بر اساس نٌرم

                                                             
1 Data fidelity 
2 Extremum 
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 .[7]های مختلف )مقیاس لگاریتمی( 𝑝مدل دانش پیشین دُم سنگین روی گرادیان تصویر برای نُرم (: 3-2شکل)

 داریم:د، نهسته تاری باش 𝑘تصویر مات و  𝑏تصویر واضح،  𝑥اگر 

(10-2) 𝐿(𝑥 , 𝑘) = −log(𝑃(𝑥 , 𝑘|𝑏)) =
𝛾

2
‖𝑥 ⊗ 𝑘 − 𝑏‖2

2 + 𝑄(𝑥) + 𝑅(𝑘) 

(11-2) 𝑄(𝑥) = −log 𝑃(𝑥)        , 𝑅(𝑘) = −log 𝑃(𝑘) 

 

(12-2) 𝐿(𝑥 , 𝑘) =
𝛾

2
‖𝑥 ⊗ 𝑘 − 𝑏‖2

2 + ∑([𝐷𝑥𝑥]𝑖
2 + [𝐷𝑦𝑥]𝑖

2)
𝑝
2

𝑖

+ ∑ 𝜓(𝑘𝑖) 

𝑖

+ 𝑐𝑜𝑛𝑠𝑡 

، به کمک (10-2)، معادله 𝑘و  𝑥حل راهبرای یافتن  .هستند یئمشتق جز یعملگرها 𝐷𝑦و  𝐷𝑥که 

که دیگری درحالی 𝑘یا  𝑥 به نوبتی و پشت سرهم نسبت صورتبه )ALM (1ژین تکمیلیروش لاگران

 . [7]گردده میشود، کمینثابت نگه داشته می

 به نسبت سازیکمینه 𝒙 

(13-2) min
𝑥

𝛾

2
‖𝐾𝑥 − 𝑏‖2 + 𝛷(𝐷𝑥𝑥 , 𝐷𝑦𝑥) 

(14-2) min
𝑥,𝑣

𝛾

2
‖𝐾𝑥 − 𝑏‖2 + 𝛷(𝑣𝑥  , 𝑣𝑦)            𝑠.𝑡.         

𝑣𝑥 = 𝐷𝑥𝑥

𝑣𝑦 = 𝐷𝑦𝑥
 

                                                             
1 Augmented Lagrangian Method 

𝑄(𝑥) = 𝛷(𝐷𝑥𝑥,𝐷𝑦𝑥) = ∑ ([𝐷𝑥𝑥]𝑖
2 + [𝐷𝑦𝑥]𝑖

2)
𝑝

2𝑖            , 0 ≤ 𝑝 ≤ 1 

𝑅(𝑘) = ∑ 𝜓(𝑘𝑖) ,                𝜓(𝑘𝑖) = {
𝑘𝑖              𝑘𝑖 ≥ 0
+∞            𝑘𝑖 < 0

 

𝑖

 

 



 

21 

 

به  منجرکند که اضافه می درجه دو جریمهیک عبارت  نبه روش لاگرانژی قید،برای هر  ALMروش 

 :شودمی (15-2رابطه )

(15-2) 
𝐿𝑥(𝑥 , 𝑣𝑥  , 𝑣𝑦) =

𝛾

2
‖𝐾𝑥 − 𝑏‖ 

2 + 𝛷(𝑣𝑥  , 𝑣𝑦) +
𝛼

2
‖𝐷𝑥𝑥 − 𝑣𝑥 − 𝑎𝑥‖ 

2

+
𝛼

2
‖𝐷𝑦𝑥 − 𝑣𝑦 − 𝑎𝑦‖

 

2
 

 

𝐾𝑥‖ضرایب لاگرانژ قیدهای متناظر هستند. عبارت  𝑎𝑦 و 𝑎𝑥که در آن متغیرهای جدید  − 𝑏‖2  و

𝛷(𝑣𝑥کننده تنظیم  , 𝑣𝑦) سازی طور جداگانه کمینه کرد. کمینهتوان بهیرا م𝐿𝑥 از طریق نزول ،

اند، مشتق که سایر متغیرها ثابت نگه داشته شدهحالینی در. یع[7]شودطور متناوب حل میبه 1مختصات

روزرسانی توان آن متغیر را بهترتیب میشود، بدینسازی میمحاسبه و معادله کمینه نسبت به یک متغیر

و  𝑥نسبت به  𝐿𝑥 کرد و سپس با تعداد کافی از تکرارها، سراغ متغیر بعدی رفت. پس از مشتق گرفتن

محاسبه ( 2-16) را از طریق رابطه 𝑥 تصویر ،(1-2)از الگوریتم  3با صفر قرار دادن، باید در مرحله برابر 

 دست آورد.هب به کمک تبدیل فوریه توان مستقیماًرا می 𝑥حل . بنابراین، راهکرد

 

𝑑𝐿𝑥

𝑑𝑥
= 𝛾‖𝐾𝑥 − 𝑏‖‖𝐾‖ + 𝛼‖𝐷𝑥𝑥 − 𝑣𝑥 − 𝛼𝑥‖‖𝐷𝑥‖ + 𝛼‖𝐷𝑦𝑥 − 𝑣𝑦 − 𝛼𝑦‖‖𝐷𝑦‖ = 0 

𝛾(𝐾𝑇𝐾 − 𝐾𝑇𝑏) + 𝛼(𝐷𝑥
𝑇𝐷𝑥𝑥 − 𝐷𝑥

𝑇(𝑣𝑥 + 𝛼𝑥)) + 𝛼(𝐷𝑦
𝑇𝐷𝑦𝑥 − 𝐷𝑦

𝑇(𝑣𝑦 + 𝛼𝑦)) = 0 

(16-2) 𝑥 =
𝐾𝑇𝑏 +

𝛼
𝛾 (𝐷𝑥

𝑇(𝑣𝑥 + 𝛼𝑥) + 𝐷𝑦
𝑇(𝑣𝑦 + 𝛼𝑦))

𝐾𝑇𝐾 +
𝛼
𝛾 (𝐷𝑥

𝑇𝐷𝑥 + 𝐷𝑦
𝑇𝐷𝑦)

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                             
1 Coordinate descent 



 

22 

 

 𝒙 [7]تخمین  (:1-2) تمیالگور

𝑗تنظیم اولیه . 1 = 0  ،𝑎𝑦
0 = 0  ،𝑎𝑥

0 = 0  ،𝑣𝑦
0 = 0  ،𝑣𝑥

0 = 0 

 تا رسیدن به معیار توقف حلقه تکرار. 2

𝑥𝑗+1. حل 3           =
𝐾𝑇𝑏+

𝛼

𝛾
(𝐷𝑥

𝑇(𝑣𝑥
𝑗

+𝑎𝑥
𝑗

)+𝐷𝑦
𝑇(𝑣𝑦

𝑗
+𝑎𝑦

𝑗
))

𝐾𝑇𝐾+
𝛼

𝛾
(𝐷𝑥

𝑇𝐷𝑥+𝐷𝑦
𝑇𝐷𝑦)

 

          4 .{[𝑣𝑥
𝑗+1

]𝑖 , [𝑣𝑦
𝑗+1

]𝑖} = LUT𝑝([𝐷𝑥𝑥𝑗+1 − 𝑎𝑥
𝑗 ]

𝑖
 , [𝐷𝑦𝑥𝑗+1 − 𝑎𝑦

𝑗
]𝑖) 

          5 .𝑎𝑥
𝑗+1

= 𝑎𝑥
𝑗

− 𝐷𝑥𝑥𝑗+1 + 𝑣𝑥
𝑗+1 

          6 .𝑎𝑦
𝑗+1

= 𝑎𝑦
𝑗

− 𝐷𝑦𝑥𝑗+1 + 𝑣𝑦
𝑗+1 

          7 .𝑗 = 𝑗 + 1 

 پایان حلقه. 8

 𝑥𝑗 بازگشت. 9

 

 به  نسبت سازیکمینه𝒌 

 شود. میبه روش مشابه انجام نیز  𝑘 سازی نسبت بهکمینه

min
𝑘,𝑣𝑘

𝛾

2
‖𝑋𝑘 − 𝑏‖2 + 𝑅(𝑣𝑘)              𝑠.𝑡.         𝑘 = 𝑣𝑘         

(17-2) 𝐿𝑘(𝑘 , 𝑣𝑘) =
𝛾

2
‖𝑋𝑘 − 𝑏‖ 

2 + R(𝑣𝑘) +
𝛽

2
‖𝑘 − 𝑣𝑘 − 𝛼𝑘‖ 

2 

متناسب است.  شده،مشخص قیدمرتبط است و با ضریب لاگرانژ  ALMدوباره با روش  𝛼𝑘که در آن 

  کمینه کرد: (2-2)مختصات  نزولتوان با الگوریتم را می تابعاین 

 𝒌 [7]تخمین  (:2-2) تمیالگور

𝑗تنظیم اولیه . 1 = 0  ،𝑎𝑘
0 = 0  ،𝑣𝑘

0 = 0 

 تا رسیدن به معیار توقف حلقه تکرار. 2

𝑘𝑗+1. حل  3          =
𝑋𝑇𝑏+

𝛽

𝛾
(𝑣𝑘

𝑗
+𝑎𝑘

𝑗
)

𝑋𝑇𝑋+
𝛽

𝛾
 𝐼

 

         4 .[𝑣𝑘
𝑗+1

]𝑖 = max([𝑘𝑗+1 − 𝑎𝑗]
𝑖

−
1

𝛽
 , 0) 

         5 .𝑎𝑘
𝑗+1

= 𝑎𝑘
𝑗

− 𝑘𝑗+1 + 𝑣𝑘
𝑗+1 

         6 .𝑗 = 𝑗 + 1 

 پایان حلقه. 7

 𝑘𝑗 بازگشت. 8
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و  𝑘نسبت به 𝐿𝑘 گیری تابع هدف با مشتق، نیز (2-2الگوریتم ) 3 مرحله، در (1-2مشابه الگوریتم )

در  .شودروزرسانی میبه( 18-2از طریق رابطه ) 𝑘بعدی روی نتیجه، هسته تاری دو تبدیل فوریه اعمال

  .است همانیماتریس 𝐼  ،رابطهاین 

𝑑𝐿𝑘

𝑑ℎ
= 𝛾‖𝑋𝑘 − 𝑏‖‖𝑋‖ + 𝛽‖𝑘 − 𝑣𝑘 − 𝛼𝑘‖ = 0 

𝛾(𝑋𝑇𝑋𝑘 − 𝑋𝑇𝑏) + 𝛽(𝑘 − 𝑣𝑘 − 𝛼𝑘) = 0 

(18-2) 𝑘 =
𝑋𝑇𝑏 +

𝛽
𝛾 (𝑣𝑘 + 𝛼𝑘)

𝑋𝑇𝑋 +
𝛽
𝛾  𝐼

 

منظور برازش با به یاچند ضابطه وستهیبا الحاق دو تابع پنیز،  [22] در مرجععلاوه بر روش فوق، 

است شده یمعرف یروش ر،یتصو ییزدامات یو استفاده از آن برا یعیطب ریتصاو انیگراد یتمیلگار عیتوز

 شود.از دو دانش پیشین محلی و سراسری منتج می ،که در آن، دانش پیشین تصویر

 نتایج 

و هشت  خاکستریچهار تصویر  شامل [25]ردشده هئارا Levin روی مجموعه داده ،[7]الگوریتم

 محاسبه خطای نتیجه (4-2. شکل )استشده، آزمایش شودمی تصویر 32، که منجر به هسته تاری

MSE رادمقدهد. را نشان می 1صحیح مبنا هسته نسبت بهگیری شده اندازه هسته هشت تخمین MSE 

 رتر است.ب [7] روش ،که در اغلب موارد شودمیملاحظه  و بهتر عملکرد یعنیکمتر 

 

 .[7] هسته تاری( 8تصویر و  4ی )شیمثال آزما 32در  ینیتخم یهاهسته MSE(: 4-2شکل)

                                                             
1 Ground-truth 
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 دهد.نشان می Levinمجموعه داده  1شماره برای تصویر زده شده را  های تخمینهسته (5-2)شکل 

 د.[ دار21] [ و24وش ]هسته تاری را در مقایسه با ربهترین تخمین  [7]شود که روش ملاحظه می

 

هسته تاری مرجع یا  (الا به پائین. سطرها از بLevinمجموعه داده  1شماره  ریتصو ینیتخم یهاهسته(: 5-2شکل)

 .[21]، روش[24] ، روش[7] روشنتایج صحیح مبنا، 

 𝐋𝟎زدایی با گرادیان مات -2-3-2

کند، لذا لازم است ها را از سایر تصاویر متمایز میهای خاصی دارند که آنتصاویر متنی، ویژگی

مبتنی بر نُرم صفر  [8]ها ابداع نمود. دانش پیشین در مرجع مخصوصی برای آنزدایی های ماتروش

 ریدر تصاو نهیزمپس یشده که حروف متن و نواح جادیا مشاهده نیاساس ا روشنایی و گرادیان تصویر بر

       برای درک بهتر مثالی در شکل هستند. کنواختی ییروشنا ستوگرامیه یدارا معمولاً ،واضح یمتن

 است.( ارائه شده6-2)

 

              تصویر)الف(.  ییروشنا ستوگرامیه. ب( واضح یمتن ریتصو الف( .[8]یمتن ریتصاو هیستوگرام(: 6-2شکل)

                               تصویر)د(.  ییروشنا ستوگرامیهه(  مات. ریتصوی تصویر)الف(. د( افق انیگراد ستوگرامیهج( 

 ی تصویر)د(.افق انیگراد ستوگرامیهو( 



 

25 

 

 است،( 255و  0 کیحول دو قله )نزد ،متن واضح ریتصو ییکه روشنا دهدینشان م (6-2) شکل

 ییروشنا ستوگرامیه که شودی. ملاحظه مستین طورنیشده متناظرش امات ریتصو یبرا کهیدرحال

متن  ریتصو کی ییشدت روشنا ریاز آنجا که مقاد بوده و قله صفر ندارد. گسترده اریمات بس ریتصو

 هیهمسا یهاکسلیبا پ یریگمتوسط ینوع ی،شدگمات کهنیبا توجه به ا و رنگ هستند دو تقریباًواضح، 

 یهاانیگراد رصفریغ ریمقاد، یعنی داشته باشند رصفریغ ریمقاد باید کسلیپ یهاانیگراد لذااست، 

تواند این ویژگی می متن هستند. ریتصونسخه واضح متناظر  یهاانیتر از گرادمات، متراکم ریتصو

 (19-2رابطه )، 𝑥 ریتصو ی. براردیگ( مورد استفاده قرار 9-2)رابطه در  سازیمنظمعبارت  کیعنوان به

 شمارد:را می 𝑥تعداد مقادیر غیرصفر ، 𝑥‖0‖ در آنرا داریم که 

(19-2) 
𝑃𝑡(x) = ‖𝑥‖0 

 (20-2رابطه )صورت متن به ریتصو ییزدامات یبرا روی روشنایی و گرادیان، نیشیدانش پ ،تیدر نها

 :شودیم فیتعر

(20-2) 𝑃(𝑥) = 𝜎𝑃𝑡(x) + 𝑃𝑡(∇x) = 𝜎‖𝑥‖0 + ‖∇𝑥‖0 

سازی بهینهصورت (، تابع هدف به9-2) زدایی تصویربا اضافه کردن دانش پیشین به رابطه قراردادی مات

 خواهد بود: (21-2)

(21-2) min  
𝑥, 𝑘

‖𝑥 ⊗ 𝑘 − 𝑏‖2
2 + 𝛾‖𝑘‖2

2 + 𝜆 𝑃(𝑥) 

 :شوند محاسبهصورت نوبتی به 𝑘و  𝑥 تبدیل کرد تازیرمسئله توان به دو می را (21-2)سازی بهینه رابطه

(22-2) min  
𝑥

‖𝑥 ⊗ 𝑘 − 𝑏‖2
2 + λ 𝑃(𝑥) 

(23-2) min  
𝑘

‖𝑥 ⊗ 𝑘 − 𝑏‖2
2 + 𝛾 ‖𝑘‖2

2 
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 تصویر میانی نیتخم 𝒙  با𝒌  

-مهین یجداساز سازیروش کمینه به کمکلذا  دارای پیچیدگی است، 0L رمنُبا توجه به سازی کمینه

𝑔و 𝑢متغیرهای کمکی عرفی و م [27] 1درجه دو = (𝑔ℎ ,𝑔𝑣)𝑇 متناظر با 𝑥  و∇𝑥، صورت تابع هدف به

  :شودبازنویسی می (24-2سازی )بهینه

(24-2) min  
𝑥,𝑢,𝑔

‖𝑥 ⊗ 𝑘 − 𝑏‖2
2 + 𝛽‖𝑥 − 𝑢‖2

2 + 𝜇‖∇𝑥 − 𝑔‖2
2 + λ (𝜎‖𝑢‖0 + ‖𝑔‖0) 

( 24-2) سازیبهینه ،متغیرها سایر نگه داشتنثابت  با 𝑔و  𝑥 ،𝑢سازی متناوب توان با کمینهمی حالا

 :گرددمی محاسبه (25-2از طریق رابطه ) 𝑥در هر تکرار، یعنی  .کردحل را 

(25-2) min  
𝑥

‖𝑥 ⊗ 𝑘 − 𝑏‖2
2 + 𝛽‖𝑥 − 𝑢‖2

2 + 𝜇‖∇𝑥 − 𝑔‖2
2 

 :[8]شودمی (26-2)بسته فرم حل راهمنتج به  ،2مربعات کمترینسازی کمینهبه کمک ، (25-2) رابطه

2‖𝑘𝑥 − 𝑏‖‖𝑘‖ + 2𝛽‖𝑥 − 𝑢‖ + 2𝜇‖∇𝑥 − 𝑔‖ = 0 

𝑘𝑥𝑘𝑇 − 𝑘𝑇𝑏 + 𝛽𝑥 − 𝛽𝑢 + 𝜇∇𝑥 − 𝜇𝑔 = 0 

(26-2) 𝑥 =  𝐹−1 (
𝐹(𝑘)̅̅ ̅̅ ̅̅ 𝐹(𝑏) + 𝛽𝐹(𝑢) +  𝜇𝐹𝐺

𝐹(𝑘)̅̅ ̅̅ ̅̅ 𝐹(𝑘)  + 𝛽 +  𝜇𝐹(𝛻)̅̅ ̅̅ ̅̅ ̅)𝐹(𝛻)
) 

و تبدیل فوریه معکوس را نشان  )FFT( 3ترتیب تبدیل فوریه سریعبه   (.)𝐹−1و   (.)𝐹که در آن 

̅̅(.)𝐹د؛ ندهمی ̅̅ 𝐹𝐺عملگر مزدوج مختلط است و  ̅ = 𝐹(𝛻ℎ)̅̅ ̅̅ ̅̅ ̅̅ 𝐹(𝑔ℎ) + 𝐹(𝛻𝑣)̅̅ ̅̅ ̅̅ ̅𝐹(𝑔𝑣)  در آن که𝛻ℎ  و𝛻𝑣 

طور هبرا  𝑔و  𝑢 توانمی، 𝑥د. با توجه به ندهترتیب عملگرهای دیفرانسیلی افقی و عمودی را نشان میبه

 :   کردجداگانه محاسبه 

(27-2) min  
𝑢

𝛽‖𝑥 − 𝑢‖2
2 + λ 𝜎‖𝑢‖0 

(28-2) min  
𝑔

𝜇‖∇𝑥 − 𝑔‖2
2 + λ ‖𝑔‖0 

                                                             
1 Half-quadratic splitting 
2 Least squares minimization 
3 Fast Fourier Transform 
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بر  𝑔و  𝑢های حل، بنابراین راههستند 1سازی پیکسل محورمسئله کمینه، (28-2( و )27-2)معادلات  

 :آینددست میه[ ب27مبنای ]

(29-2) 𝑢 = {
𝑥              |𝑥|2 ≥

𝜆𝜎

𝛽
0             𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

 

(30-2) 𝑔 = {∇𝑥          |∇𝑥|2 ≥
𝜆

𝜇
0           𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

 

 هسته تخمین 𝒌  با𝒙 

. شودمیمحاسبه  FFTمربعات است که با  کمترینسازی یک کمینه( 23-2رابطه )، 𝑥با توجه به حالا 

در فضای  𝑘هسته تاری  لذا ،صحیح نیست تصویر، بر اساس روشنایی ،سازیاین معادله بهینه حلراه

 :شودزده میگرادیان تخمین 

(31-2) min  
𝑘

‖∇𝑥 ⊗ 𝑘 − ∇𝑏‖2
2 + γ ‖𝑘‖2

2 

 باشد. 1ش مجموع عناصر که شودنرمال می طوریو  شدهصفر  آن، عناصر منفی 𝑘 آمدندست هپس از ب

 دهند.را نشان می [8،9] حل اصلی روشمرا (4-2( و )3-2)دو الگوریتم 

 [8] هسته تاری نیتخم (:3-2) تمیالگور

 𝑏شده کاهی: تصویر مات نمونه ورودی

 افزایی هسته مقیاس قبلی. مقداردهی اولیه هسته با نمونه1

 باشد(.دیراک میدلتا )در مقیاس اول هسته 

 تکرار: 5با  حلقه. 2

 (4-2با الگوریتم ) 𝑥تصویر میانی  بازسازی. 3

 (31-2سازی )با بهینه 𝑘هسته تاری  تخمین. 4

5 .𝜆 ← max {𝜆 1.1,1𝑒−4⁄ } 

 حلقه پایان. 6

 𝑥و تصویر پنهان میانی  𝑘: هسته تاری  خروجی

 و

 

                                                             
1 Pixel-wise minimization 
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 [7] (24-2سازی )حل رابطه بهینه (:4-2) تمیالگور

 𝑘و هسته تاری  𝑏 : تصویر مات ورودی

1 .𝑥 ← 𝑦  ,  𝛽 ← 2𝜆𝜎 

𝛽که تا زمانی تکرار حلقه. 2 > 𝛽𝑚𝑎𝑥 : 

 (29-2با معادله ) 𝑢 محاسبه. 3

4 .𝜇 ← 2𝜆 

𝜇که تا زمانی تکرار حلقه. 5 > 𝜇𝑚𝑎𝑥 : 

 (30-2با معادله ) 𝑔 محاسبه. 6

 (26-2با معادله ) 𝑥 محاسبه. 7

8 .𝜇 ← 2𝜇 

 حلقه پایان. 9

10 .𝛽 ← 2𝛽 

 حلقه پایان. 11

 𝑥: تصویر پنهان میانی  خروجی

 

گیرد. برای انجام می 1ن، فرآیند تخمین هسته، در چند مقیاس از کل به جزءنایاطمقابلبرای عملکرد 

کاهی اول )مقیاس کل(، تصویر مات اصلی طوری نمونه بزرگ مقیاس، در مقیاس 5مثال با در نظر گرفتن 

ی آخر )مقیاس جزء( به اندازه تصویر اصلی برسد. هسته اول، هسته کوچک شود که در مقیاسمی

بوده تا در مقیاس آخر به تخمین با اندازه درست همگرا شود. شکل  2دیراک دلتا تابع کوچک و معمولاً

 دهد.نتایج مراحل این فرآیند را نشان می (7-2)

                                                             
1 Coarse-to-fine 
2 Dirac delta function 
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                       . 0L [8] شدهمنظم با روش نتایج مراحل فرآیند تخمین هسته تاری در هر مقیاس(: 7-2شکل)

 است.و هسته تاری در هر مقیاس مشخص شدهاندازه تصویر میانی 

هایی با برای صحنه ،که این الگوریتم، علاوه بر تصاویر متنیزدایی غیرکور، برای ایندر بخش مات

 دانش پیشین لاپلاسین ای، ازحلقه هایمنظور حذف آلایهنیز کارایی داشته باشد و بهزمینه پیچیده سپ

با  𝑥𝑙پنهان واضح ابتدا، تصاویر  به این صورت که .استاستفاده شده، کندجزئیات ریز را حفظ می که

تولید  𝑥0تصویر پنهان  (22-2) پیشنهادیرابطه سپس با  شود،زده میدانش پیشین لاپلاسین تخمین 

. همانند مدل (خواهد شد صفر برابر با 𝜎 (،24-2)در معادله )یعنی  𝑃𝑡(∇x) فقط با گرادیان اام، شودمی

حذف  1دوسویهبا فیلتر ها لایهو آ شودمی تفاوت این دو تصویر محاسبه [،22ع ]شده در مرجارائه

 . شودکم می 𝑥𝑙از  ،. در نهایت، اختلاف فیلترشدهدنگردمی

 

 

                                                             
1 Bilateral Filter 
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 نتایج 

 بهبود دهد. شتریرا ب تصاویر ییزدامات ،یاحلقه هایآلایهتواند با سرکوب یم 0Lگرادیان  تمیالگور

عمل  یخوببه یعیو طب یمتنتصاویر  یبرا کردیرو نیکه ا دهدینشان م (ه) (8-2) در شکل جهینت

 دارد. یعملکرد مطلوب ،یاحلقه هایآلایهو در برابر روش سرکوب  کند،یم

 

                    . [8]حاصل از روشهای تخمینی تصاویر مات و هسته. الف( غیرکور واپیچشهای نمونه(: 8-2شکل)

𝜎که  (22-2). ج( نتیجه رابطه با دانش پیشین لاپلاسین ]6[زدایی نتیجه مات ب( = 0 .                                 

 .]8[ روش نتیجه . ه(]22[با روش مرجع  اید( حذف آثار حلقه

 شدهزداییماتنتیجه  ندارند و یخوبی روی تصاویر متن ، عملکردویر طبیعیاتصزدایی ماتهای روش

روی  ،]0L ]8شده منظم گرادیان و روشنایی روش در صورتی که با. باشدمی ایحلقه هایآلایهشامل 

 است.ارائه شده (9-2)گردد. مثالی در شکل نتایج بهتری حاصل می یتصاویر متن

 

 .]8[مقایسه روش (: 9-2شکل)
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   است. شکلارائه شده (10-2) مثال در شکل یک ،زمینه شلوغو پس زیادویر حاوی متن اتصبرای 

نشان 𝑃𝑡(x)   و فقط با استفاده از 𝑃𝑡(∇x)با استفاده از  را فقط ]8[نتایج الگوریتم )د( و )ج( ( 10-2)

یا شدت  دانش پیشین گرادیان با استفاده ازفقط  توانرا نمی تیزکه تصاویر  شودو ملاحظه می دهدمی

زدایی ماتنقش مهمی در  𝑃(𝑥)  دانش پیشین پیشنهادیدهد که دست آورد، که نشان میهب روشنایی

 کند.ایفا می یتصویر متن

 

 .]8[زمینه شلوغ زدایی یک تصویر مات حاوی متن و پسمات(: 10-2شکل)

های موجود مبتنی بر لبه های انتخاب لبه، که برای روشنیاز به هیچ یک از روش ،الگوریتماین 

با  ]8[ روشباشد،  حاوی مقدار زیادی نویز شده،ماتهنگامی که یک تصویر  اام ضروری هستند، ندارد

حساس  زیادکه نسبت به نویز  است 2L مبتنی بر نُرم، (21-2) رابطهزیرا  ؛شکست مواجه خواهد شد

نشان داده  (11-2) مثالی از این عدم موفقیت در شکل .کندبوده و تاثیر آن را در نتایج میانی تشدید می

 است.شده

 

 تاری. شده و هستهزدایی. الف( تصویر مات. ب( تصویر میانی. ج( نتیجه مات]8[یک مثال ناموفق روش(: 11-2شکل)
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 پیشین کانال تاریکدانش  -3-3-2

در یک  روشنایی مقدار کمترینکانال تاریک )ایده اصلی این روش مبتنی بر این مشاهده است که 

در واقع، . کمتری داردیا تیرگی  1یتُنُک، ، نسبت به تصاویر واضح متناظرشویر ماتاتص محلی( همسایگی

 با روشنایی هایبا پیکسل شدگیماتفرآیند  طیدر  تاریک در تصویر واضح،هنگامی که یک پیکسل 

 یژگیویک ، تاریک کانال تنکیدر  رییتغ نییابد. اافزایش می اشروشنایی، شودمیمتوسط گرفته بالا 

نشان  واضح ریمات نسبت به تصاو ریتصاو کیکانال تار یتنک (12-2) . در شکلاست ماتی ندیفرآ یذات

 .[11]استداده شده

 

                                     مات و واضح. ریتصاو (بالا ردیف. ]11[واضح و مات ریتصاو کیکانال تار(: 12-2شکل)

35 انتخاب پنجرهبا  آمدهدستهب کیکانال تار (پائین ردیف × 35. 

 

ات نواحی روشن شود که تنکی تصویر واضح بیشتر است و تصویر م، ملاحظه می(12-2)در شکل 

برخی  است،ات، دارای تنکی کمتری مکه چرا کانال تاریک تصاویر توضیح اینبیشتری دارد. برای 

 شپیچهای گسسته )تصاویر(، کنیم. برای سیگنالمی بررسیرا  (پیچش) ماتی عملگرهای ویژگی

 :شودمی تعریف ،ضرب دو سیگنالصورت مجموع حاصلبه

(32-2) 𝐵(𝑥) = ∑ 𝐼 (𝑥 + [
𝑠

2
] − 𝑧) 𝑘(𝑧)

𝑧∈𝛺𝑘

 

                                                             
1 Sparsity 
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𝑘(𝑧) کنند،را مشخص می 𝑘 و اندازه هسته تاری ناحیه، 𝑠 و  𝛺𝑘که در آن  ≥ 0 ،∑ 𝑘(𝑧) = 1𝑧∈𝛺𝑘
 

 دار مقادیر پیکسل در یک همسایگی محلی،کند. مجموع وزنعملگر گرد کردن را مشخص می [.] و

 :استداده شده نشان زیرطور که در تر از حداقل مقدار پیکسل در همسایگی است. همانبزرگ

𝐵(𝑥) ≥ min
𝑦∈𝒩(𝑥)

𝐼(𝑦) 

 

و واضح  ماتتصاویر در  𝑥پیکسل  کانال تاریک ترتیب، به𝐷(𝐼)(𝑥)و  𝐷(𝐵)(𝑥) کهبا توجه به این

 ،(34-2( و )33-2ده در نامعادلات )شتعریفدو ویژگی  لذاشمارد، را می عناصر غیرصفر 0Lرم نُبوده و 

 :دگردحاصل می ،پیچشتوسط شدگی تصاویر ناشی از مات برای توصیف تغییرات

(33-2) 𝐷(𝐵)(𝑥) ≥ 𝐷(𝐼)(𝑥) 

(34-2) ‖𝐷(𝐵)(𝑥)‖0 > ‖𝐷(𝐼)(𝑥)‖0 

 تنکی اعمالبرای  سازیمنظم عبارتیک توان می بنابراین، این ویژگی برای انواع تصویر صادق است

𝐷(𝑥)‖0‖  نُرم ازاگر  .کردهای تاریک در تصاویر پنهان معرفی کانال
های کانال تنکیگیری برای اندازه 

صورت تابع هدف به ،تصویر زداییماتاستاندارد  رابطهبه  قیداین با اعمال  گردد،استفاده  𝑥تصویر  تاریک

 خواهد بود: (35-2رابطه )

(35-2) min
𝑥,𝑘

  ‖𝑥 ⊗  𝑘 − 𝑏‖2
2 + 𝛾‖𝑘‖2

2 + 𝜇‖𝛻𝑥‖0
 + 𝜆‖𝐷(𝑥)‖0

  

برای  .کندیات را حذف میئهای بزرگ را حفظ و جزگرادیان ،تصویر هایدر گرادیان عبارت سومکه 

 :حل شوند یا نوبتی طور متناوب، به(37-2( و )36-2)باید معادلات  ،(35-2)سازی کمینه
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(36-2) min
𝑥

  ‖𝑥 ⊗  𝑘 − 𝑏‖2
2 + 𝜇‖𝛻𝑥‖0

 + 𝜆‖𝐷(𝑥)‖0
  

(37-2) min
𝑘

  ‖𝑥 ⊗  𝑘 − 𝑏‖2
2 + 𝛾‖𝑘‖2

2 

 پنهان  ریتصو نیتخم𝒙 

𝑔 و𝐷(𝑥)  رایب 𝑢تغیرهای کمکی م و [27دو]درجه -مهین یجداساز روشبا  = (𝑔ℎ , 𝑔𝑣)  متناظر

شود میصورت زیر بازنویسی به( 36-2)تابع هدف  ،های افقی و عمودیهای تصویر در جهتگرادیانبا 

 هستند: جریمه هایپارامتر 𝛽 و 𝛼که در آن 

(38-2) min
𝑥,𝑢,𝑔

  ‖𝑥 ⊗  𝑘 − 𝑏‖2
2 + 𝛼‖∇𝑥 − 𝑔‖2

2 + 𝛽‖𝐷(𝑥) − 𝑢‖2
2 + 𝜇‖𝑔‖0

 + 𝜆‖𝑢‖0
  

(39-2) min
𝑥

  ‖𝑥 ⊗  𝑘 − 𝑏‖2
2 + 𝛼‖∇𝑥 − 𝑔‖2

2 + 𝛽‖𝐷(𝑥) − 𝑢‖2
2 

لذا برای  ،بوده 1غیرخطی، minبا توجه به عملگر  𝐷(𝑥)ای که وجود دارد این است که نکته

𝑦فرض کنید  نیاز است. Mمثل  یک عملگر خطی سازی تابع هدف بهبهینه = 𝑎𝑟𝑔 min
𝑧∈𝑁(𝑧)

𝐼(𝑧):آنگاه ، 

(40-2) 𝑀(𝑥, 𝑧) = {
1                  𝑧 = 𝑦
0         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

 

            .[11]سازی آن و خطی min غیرخطی عملگر با 𝐼یک تصویر   𝐷(𝐼) محاسبه کانال تاریک(: 13-2شکل)

 دهند.قطعات مورد محاسبه را نشان می ،در تصویر اولرنگی  پنجرهسه 

                                                             
1 Non-linear 
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           اساس بر 𝑢و سپس با آن،  𝐷(𝐼)(، ابتدا کانال تاریک 40-2و رابطه ) (13-2)با توجه به شکل 

 در همان اول، اگر کمترین پیکسل آن دقیقاً 𝐼 میانی تصویر یشود. حال برای هر قطعه( تولید می42-2)

، درغیر این صورت دهیم.قرار می MTuرا در ماتریس چهارم کمترین  همان مقداربود،  𝑢در  گاهجای

که در  𝐼 تصویر ،M ماتریسبا توجه به . در نهایت، گیردقرار می MTuدر ماتریس  ،𝑢در  مقدار کمترین

 :آیددست میهاست، ب 𝑥 همان (39-2)تابع هدف 

min
𝑥

  ‖𝑇𝑘𝑥 − 𝑏‖2
2 + 𝛼‖∇𝑥 − 𝑔‖2

2 + 𝛽‖Mx − 𝑢‖2
2 

(41-2) 𝑥 =  𝐹−1 (
𝐹(𝑇𝑘)̅̅ ̅̅ ̅̅ ̅̅ 𝐹(𝑏) + 𝛽𝐹(𝑢) + 𝜇𝐹𝐺

𝐹(𝑇𝑘)̅̅ ̅̅ ̅̅ ̅̅ 𝐹(𝑇𝑘) + 𝛽 + 𝜇𝐹(𝛻)̅̅ ̅̅ ̅̅ ̅)𝐹(𝛻)
) 

همان کانال تاریک  𝑢، و تصویر مات 𝑘 ،𝑏از  (پیچش)  Toeplitz، یک ماتریس𝑇𝑘 که در آن

با  ورد.آ دستهب (FFT)توان با استفاده از تبدیل سریع فوریه را می Toeplitzاست. ماتریس شدهخطی

 :شوندصورت جداگانه محاسبه میبهنیز  𝑔و  𝑥 ،𝑢توجه به 

(42-2) 𝑢 = {
𝐷(𝑥)                  |𝐷(𝑥)|2 ≥

𝜆

𝛽
 0                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

(43-2) 𝑔 = {
𝐷(𝑥)                  |𝛻𝑥|2 ≥

𝜇

𝛼
 0                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 هسته تاری تخمین 𝒌 

 FFTبا  (44-2)حل راه بوده و ترقیدق ان،یبر گراد یهسته مبتن نیتخم ،موجود یکردهایمشابه رو

 د.گردمی حاصلء به روش کل به جز

(44-2) min
𝑘

  ‖𝛻𝑥 ⊗  𝑘 − 𝛻𝑏‖2
2 + 𝛾‖𝑘‖2

2 

برای بازسازی  3باشد، منتها در گام ( می3-2الگوریتم )چارچوب این روش در هر مقیاس، مطابق با 

 کنیم. ( عمل می5-2، بر اساس الگوریتم )تصویر پنهان میانی
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 [11] (38-2سازی )حل معادله بهینه (:5-2) تمیالگور

 𝑘و هسته تاری  𝑏 : تصویر مات ورودی

1 .𝑥 ← 𝑏  ,  𝛽 ← 𝛽0 

𝛽که تا زمانی تکرار حلقه. 2 > 𝛽𝑚𝑎𝑥 : 

 (40-2اساس ) بر M. محاسبه کانال تاریک و ساخت ماتریس 3

 (42-2با معادله ) 𝑢 محاسبه. 4

5 .𝛼 ← 𝛼0 

𝛼که تا زمانی تکرار حلقه. 6 > 𝛼𝑚𝑎𝑥 : 

 (43-2با معادله ) 𝑔 محاسبه. 7

 (41-2با معادله ) 𝑥 محاسبه. 8

9 .𝛼 ← 2𝛼 

 حلقه پایان. 10

11 .𝛽 ← 2𝛽 

 حلقه پایان. 12

 𝑥: تصویر پنهان میانی  خروجی

 

 است.های اول و آخر نشان داده شدهورودی و خروجی مقیاس (14-2) در شکل

 

 روش کانال تاریک به روش کل به جزء. مراحل فرآیند تخمین هسته تاری(: 14-2شکل)
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 نتایج 

بسیار نتایج بصری  ، اماکندرا صرف می یدزیا، زمان دلیل محاسباتبهکه با این ،]11[کانال تاریک  روش

 (.15-2)شکل  هستنداز کیفیت مطلوبی برخوردار آمده دستدهد و تصاویر بهموفقی ارائه می

 

 کند.ایجاد می قبولیدر تصاویر متنی نیز نتایج قابل  ]11[زدایی تصویر متنی. روش مات(: 15-2شکل)

. است تُنُکجای صفر، کانال تاریک تصویر اصلی به بر این است کهفرض  روشدر این با این حال، 

با احتمال کانال تاریک دانش پیشین د، نندار یپیکسل تاریکهیچ  واضحی کهویر اتص متاسفانه، برای

کند که فقط فرآیند روش فرض میاین براین، کند. علاوهکمک می هسته تاریبه تخمین  کمتری

های تاریک یک بر پیکسل نیز نویزولی ممکن است  شودکانال تاریک می تغییر تنکیباعث  شدگیمات

روش بدون دانش این  مشکل ایجاد کند. هستهدر تخمین  تواندمی بگذارد، که بر این اساس اثرتصویر 

روش  PSNRنتایج ( 1-2) جدولهمچنین  .خواهد بود ]5[یی زداروش مات ، معادلکیکانال تار نیشیپ

بیشتر بل دسی 4 کانال تاریک، روش PSNRشود متوسط که ملاحظه می دهدنشان میرا  ]26[و  ]11[

 . زدایی سریع استمات از روش

 .[11[ و کانال تاریک ]26زدایی سریع ]مات یکمّ یهایابیارز(: 1-2جدول)

  ]26[روش ]11[روش

27.94 23.80 PSNR (db) 
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 دانش پیشین رتبه پائین -4-3-2

 انیمات و هم از گراد ریقطعات مشابه، هم از تصو 1رتبه پائین نیشیدانش پ بیبا ترکدر این روش 

 یاثربخش یبراهمچنین  .استشده یمعرف ریتصو ییزدامات یبرا شرفتهیپ نیشیدانش پ کی، متناظرش

 یهابا حفظ لبه تا گرفته شدهکار به )WNNM (2داروزن یتهنُرم هس یسازنهیروش کم یک ،شتریب

 کمک تاری بهتر هسته نیتخم به ،یانیم رینازک در تصاو یهاو لبه ضعیفبردن بافت  نیو از ب قوی

  .کند

 )NNM( 4هسته نُرمسازی کمینهرویکرد  از جمله )LRMA( 3ماتریس رتبه پائین تقریبهای روش

 زداییروش مات کار برده شدند.نویززدایی بهدر [، پیش از این 14دار]وزن یهسته نُرمسازی کمینه و

است، طراحی شده رفع نویزطور خاص برای بهکه  WNNM در مقایسه با روش، [10مبتنی بر رتبه پائین]

دهد که متوسط رتبه نشان می (16-2)شکل  .دکنها پیشنهاد مییک الگوریتم جدید برای تخمین وزن

 ماتمشابه غیرمحلی یک تصویر  قطعاتکمتر از  ،مشابه غیرمحلی در تصاویر میانی قطعاتماتریس 

های اند که تنها لبهصاف و هموار شده طوری ضعیف،های های غنی و لبهبا بافت قطعاتمامی زیرا ت ت.اس

ویر این تصا .مشابه است مات قطعاتکمتر از  ،میانی قطعاتدر نتیجه، متوسط رتبه  ؛شوندغالب حفظ می

  .[10]دهستن ضروریبسیار  هسته،برای تخمین  برجستههای میانی با لبه

                                                             
1 Low Rank Prior 
2 Weighted Nuclear Norm Minimization 
3 Low Rank Matrix Approximation 
4 Nuclear Norm Minimization 
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     زده شده. تخمین تصاویر میانی. ب( هستهو مات  رودی. الف( و]10[و میانی ماتابطه رتبه تصاویر ر(: 16-2شکل)

    . نهائیشده زداییماتنتایج )الف( و )ب(. د(  ترتیب ازمشابه غیرمحلی به قطعاتتوزیع متوسط مقادیر منفرد ج( 

 .است ماتکمتر از تصاویر  میانیهای غیرمحلی در تصاویر ماتریس رتبه

 داروزن یهسته نُرمسازی کمینه

 ∗‖X‖صورت به X سیرم هسته ماترنُاست. رتبه پائین  سیماتر بیتقر یهاروشیکی از  1NNM روش

∗‖X‖ی عنیآن  مقادیر منفردمجموع  رابر باب که شودیداده م نشان = ∑ |𝜎𝑖(𝑋)|1𝑖 که در آن است، 

𝜎𝑖(𝑋)   فردمنمقدار 𝑖 ام X است .NNM  قصد داردY  را باX هسته  نُرم هکیبزند، درحال نیتخمX  را

با  NNMبر  یرتبه پائین مبتن سیماتر بیکه مسئله تقر استشده اثبات، گریطرف د از. کندکمینه می

 سیمنفرد ماتر ریمقاد یرو گذاریآستانه کیبا  یتواند به راحتیم ،داده همانندی فروبنیوس عبارت نُرم

 زیر:  (45-2) حل رابطه. یعنی راهحل شود شدهمشاهده

(45-2) 𝑋̂ = 𝑎𝑟𝑔 min 
𝑋

‖𝑌 − 𝑋‖𝐹
2 + 𝜆‖𝑋‖∗   

 :دیدست آهب (46-2حل )با راهد توانیم (45-2). رابطه ثابت مثبت است کی 𝜆 آن در که

(46-2) 𝑋̂ = 𝑈𝑆𝜆(Σ)𝑉𝑇  

                                                             
1 Nuclear Norm Minimization 
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𝑌که  = 𝑈Σ𝑉𝑇 تجزیه مقادیر منفرد𝑌  و𝑆𝜆(Σ) گذاری روی ماتریس قطری تابع آستانهΣ  با پارامتر

𝜆  است. برای هر عنصر قطریΣ𝑖𝑖  در Σ:داریم 

(47-2) 𝑆𝜆(Σ)𝑖𝑖 = max (Σ𝑖𝑖 − 𝜆 , 0) 

یکسان  𝜆را با مقدار  منفردهر مقدار  ،(45-2) در گذاریعملگر آستانه د.دار معایبی ولی این روش

 یکسانتوانند با آستانه مقادیر منفرد از اهمیت متفاوتی برخوردار هستند و نمی که، درحالیکندیم اصلاح

 یبهتر است برا لذاهستند،  ریتصو یاصل ساختارهای بیانگر عموماً رتمنفرد بزرگ ریشوند. مقاد حذف

شده  شنهادیپ دارهسته وزن نُرم، کاراییبهبود  لذا برایشوند.  حذفکمتر  تصویر، یاصل یهاحفظ مؤلفه

 :شودیم فیتعر (48-2رابطه )صورت به و

(48-2) ‖𝑋‖𝑤،∗ = ∑ |𝑤𝑖𝜎𝑖(𝑋)|1
𝑖

 

= 𝑤که   [𝑤1 … 𝑤𝑛]  و𝑤𝑖  ≥ 𝜎𝑖است که به یمنفی ناوزن 0   (𝑋)  مسئله  است.اختصاص داده شده

WNNM ( 49-2معادل رابطه) که در آن خواهد بود ‖𝑥‖𝑤،∗
 :دار استی وزننُرم هسته  

(49-2) min  
𝑋

‖𝑦 − 𝑥‖𝐹
2 + ‖𝑋‖𝑤،∗

  

𝑋̂ = 𝑈𝑆𝑤(∑)𝑉𝑇 

 :شودتعریف می (50-2رابطه )صورت به 𝑤 بردار وزن، [14] مرجع مشابه

(50-2) 𝑤𝑗 =
2√2𝑚

(𝜎𝑗(.)+∈)
 

ت که سا (2-60) و (59-2) برایترتیب به 𝜎𝑗(∇𝑥𝑖) و 𝜎𝑗(𝑥𝑖)دهنده نشان(.)𝜎𝑗  ،(50-2) رابطهدر 

 𝜎𝑗(𝑥𝑖) برابر 𝑗 مقدار منفرد  امین𝑥𝑖 و 𝜎𝑗(∇𝑥𝑖) برابر 𝑗  مقدار منفردامین ∇𝑥𝑖 ستا. 𝑚 های تعداد ستون

 در .نهایت کوچک استبی یعدد ϵ، و شدهمشابه انتخاب قطعاتیعنی تعداد است؛  𝑥𝑖∇یا  𝑥𝑖ماتریس 

 :تخمین زد (51-2رابطه )صورت به توانا میرولیه ا 𝜎𝑗(𝑥𝑖) ،(50-2رابطه )

(51-2) 𝜎̂𝑗
(1)

(𝑥𝑖) = √max (𝜎𝑗
2(𝑏𝑖) − 𝑚s2 , 0) 
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𝜎𝑗، ]14[ مرجع ، مشابهمتوالیدر تکرارهای است.  هسته اندازه s که در آن
(𝑡)(𝑥𝑖) صورت زیر به

 :شودتخمین زده می

(52-2) 𝜎̂𝑗
(𝑡)(𝑥𝑖) = 𝜂√s2 − (𝜎𝑗(𝑏𝑖) − 𝜎𝑗(𝑥𝑖

(𝑡−1))) 

گذاری آستانه توسط عملگر 𝑥̂𝑖فرد من، مقادیر 𝑤با استفاده از بردار وزن شاخص تکرار است.  𝑡که 

 شوند:اصلاح می 𝑆𝑤(∑)𝑖𝑖یافته تعمیم

(53-2) 𝑆𝑤(∑)𝑖𝑖 = max (∑𝑖𝑖 − 𝑤𝑗  , 0) 

، 𝑆𝑤(∑)𝑖𝑖گذاری و عملگر آستانه 𝑤. بردار وزن پیشنهادیاست 𝜎𝑗(𝑥𝑖)مشابه با هم  𝜎𝑗(∇𝑥𝑖)  تعریف

 .]14[است( ارائه شده6-2دارند. روند کار در الگوریتم )های ریز در حذف جزئیات بافت و لبهنقش مهمی 

 [14] (49-2معادله ) WNNM(: بازسازی تصویر با 6-2الگوریتم )

  𝑦 شدهتخریب: تصویر  ورودی

𝑥̂(0)ردهی اولیها. مقد1 = 𝑦  , 𝑦(0) = 𝑦   

 تکرار: Kبا  حلقه. 2

𝑦𝑘 سازی تکرارشونده :. منظم3 = 𝑥̂(𝑘−1) + 𝛿(𝑦 − 𝑦̂(𝑘−1))  

 : انجام بده 𝑦(𝑘)در  𝑦𝑗. برای هر قطعه 4

 𝑌𝑗بندی در . یافتن قطعات مشابه و گروه5

 w. تخمین بردار وزن 6

[𝑈,Σ,𝑉]  . تجزیه مقدار منفرد:7 = svd(𝑌𝑗) 

𝑋̂𝑗. تخمین8 = 𝑈𝑆𝑤(Σ)𝑉𝑇 

 پایان حلقه. 9

 𝑥̂(𝑘)برای تولید تصویر واضح  𝑋𝑗. تجمیع 10

 حلقه پایان. 11

 𝑥̂(𝐾): تصویر واضح خروجی
 

شدت توان ، میتصویر گرادیان طور مشابهبه و روشناییاز  قطعهبه هر  (6-2)الگوریتم با اعمال 

  کرد.بازسازی را  آن 𝑥̂∇ و گرادیان 𝑥̂تصویر میانی روشنایی
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 تابع هدف 

های سل، پیکیک ماتریس دریرمحلی مشابه غ قطعاتبندی بردارهای تشکیل شده توسط با گروه

مدل . حذف کرد  LRMAمقادیر منفرد در فرآیند صرف نظر کردن ازتوان با را می ماتنویزی و 

 :استشده تنظیم (54-2سازی )بهینهصورت به در این روشزدایی کور تصویر پیشنهادی مات

(54-2) {𝑥,̂𝑘̂} = 𝑎𝑟𝑔 min
𝑥,𝑘

‖𝑥 ⊗ 𝑘 − 𝑏‖1
 + 𝛾‖𝑘‖2

2 + 𝜆 ∑‖𝑥𝑖‖𝑤،∗ + 𝜎

𝑖

∑‖∇𝑥𝑖‖𝑤،∗

𝑖

 

=∇که در آن (∇ℎ,∇𝑣)
𝑇 براین،علاوهت. دهنده عملگر گرادیان تصویر اسنشان 𝑥𝑖 و  ∇𝑥𝑖ترتیب به

 w بردار وزن. دهندگرادیان را نشان می قطعاتهای انباشته شده با تصویر مشابه غیرمحلی و ماتریس

 .رابطه معکوس داشته باشد𝜎(∇𝑥𝑖) یا  𝜎(𝑥𝑖)، یعنی 𝑥𝑖∇ یا 𝑥باید با مقادیر منفرد 

با این  و به نوبت تاریهای تصاویر پنهان میانی و هسته ،1درجه دو-بر اساس روش جداسازی نیمه

  .شوندزده میتخمین  معلوم باشد،ها فرض که یکی از آن

 پنهان ریروزرسانی تصاوبه 

صورت زیر خواهد به (54-2) سازیله بهینهئو مس فرض کردهرا ثابت  𝑘 زیرمسئله، هسته تاری در این

 :بود

(55-2) 𝑥̂ = 𝑎𝑟𝑔 min
𝑥,𝑘

‖𝑥 ⊗ 𝑘 − 𝑏‖1
 + 𝜆 ∑‖𝑥𝑖‖𝑤،∗ + 𝜎

𝑖

∑‖∇𝑥𝑖‖𝑤،∗
𝑖

 

با معرفی متغیرهای . [27]شوداستفاده می درجه دو-مهین یجداساز از روش ،(55-2) برای حل رابطه

𝑔 و 𝑑 ،𝑝کمکی  = (𝑔ℎ ,𝑔𝑣)𝑇 ، شود:بازنویسی می (56-2سازی )بهینهصورت به ،(55-2) هزینهتابع 

(56-2) 
𝑥̂ = 𝑎𝑟𝑔 min

𝑥,𝑘
‖𝑥 ⊗ 𝑘 − 𝑏 − 𝑑‖2

2 + 𝛽‖𝑥 − 𝑝‖2
2 + 𝜏‖∇𝑥 − 𝑔‖2

2 + 𝜂‖𝑑‖1

+ 𝜆 ∑‖𝑝𝑖‖𝑤،∗ + 𝜎

𝑖

∑‖𝑔𝑖‖𝑤،∗

𝑖

 

                                                             
1 Half-qualratic splitting 
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از  𝑥حل راه. مسئله تقسیم کردزیربه چهار  𝑔و  𝑥 ،𝑑 ،𝑝 برای حل جداگانه توانرا می (56-2)رابطه 

 حل است:قابل (57-2با رابطه ) ، FFTطریق

(57-2) 𝑥 =  𝐹−1 (
𝐹(𝑘)̅̅ ̅̅ ̅̅ 𝐹(𝑏 + 𝑑) + 𝛽𝐹(𝑝) + 𝜏𝐹𝑔

𝐹(𝑘)̅̅ ̅̅ ̅̅ 𝐹(𝑘) + 𝛽 + 𝜏𝐹(𝛻)̅̅ ̅̅ ̅̅ ̅)𝐹(𝛻)
) 

𝐹𝑔که  = 𝐹(𝛻ℎ)̅̅ ̅̅ ̅̅ ̅̅ 𝐹(𝑔ℎ) + 𝐹(𝛻𝑣)̅̅ ̅̅ ̅̅ ̅𝐹(𝑔𝑣) . بر اساس𝑥، توانمی 𝑑  کردزیر محاسبه  سازیکمینهبا را: 

𝑑̂ = 𝑎𝑟𝑔 min
𝑑

‖𝑥 ⊗ 𝑘 − 𝑏 − 𝑑‖2
2 + 𝜂‖𝑑‖1 

(58-2) 𝑑 = 𝑠𝑖𝑔𝑛(𝑥 ⊗ 𝑘 − 𝑏)max (‖𝑥 ⊗ 𝑘 − 𝑏‖ − 𝜂 
 ,0) 

 د:نزیر تخمین زده شو روابط د با حلنتوانهر کدام می  𝑔 و  𝑝 بهی مربوط هازیرمسئلهو همچنین 

(59-2) 𝑝̂ = 𝑎𝑟𝑔 min
𝑝

𝛽‖𝑥 − 𝑝‖2
2 + 𝜆 ∑‖𝑝𝑖‖𝑤،∗

𝑖

 

(60-2) 𝑔̂ = 𝑎𝑟𝑔 min
𝑔

𝜏‖∇𝑥 − 𝑔‖2
2 + σ ∑‖𝑔𝑖‖𝑤،∗

𝑖

 

 شوند.می( گفته شد، محاسبه 4-2آنچه در الگوریتم )که مطابق 

 تاریهای تخمین هسته 

، از روش بهتر و پایداری عملکردو برای  ثابت فرض کردهرا  𝑥 مسئله، تصویر پنهانزیردر این 

داده  همانندی عبارت دو رماساس گرادیان تصاویر و نُ برای تخمین هسته تاری بر [26] سریع زداییمات

 شود:استفاده می

(61-2) 𝑘̂ = 𝑎𝑟𝑔 min
𝑘

‖𝑘 ⊗ ∇𝑥 − ∇𝑏‖2
2 + 𝛾‖𝑘‖2

2 

بسته  فرم حلراهیک منجر به  وتیخونوف است  سازیمنظممربعات با  کمترینسازی یک کمینه که

 :[10]شودمی 𝑘 برای

(62-2) 𝑘̂ =  𝐹−1 (
𝐹(𝛻𝑥)̅̅ ̅̅ ̅̅ ̅̅ 𝐹(𝛻𝑏)

𝐹(𝛻𝑥)̅̅ ̅̅ ̅̅ ̅̅ 𝐹(𝛻𝑥) + 𝛾
) 
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فرآیند  و شودایجاد می 𝑏0شده مشاهده  ماتبرای یک تصویر  ،{𝑏0 , 𝑏1 , ... , 𝑏𝑛} ساختار هرمی

 {𝑏1 , ... , 𝑏𝑛} در سطوح میانی گیرد.انجام می، 𝑏0تا سطح وضوح کامل  𝑏𝑛هسته تاری از سطح  تخمین

برای تخمین  ]10[و الگوریتم  شدهو تصاویر پنهان استفاده  های ماتیهستهبرای تخمین  ]5[ از روش

در الگوریتم  زداییمات و نتایج اصلی رود. مراحلکار میبه 𝑏0 کاملوضوح در سطح هسته تاری  نهائی

 .استارائه شده (17-2) ( و شکل7-2)

 

 [10] زدایی با دانش پیشین رتبه پائینمات (:7-2) تمیالگور

 {𝑏0 , 𝑏1 , ... , 𝑏𝑛} برای تولید هرم تصاویر 𝑏 کاهی تصویر مات: نمونه ورودی

𝑥̂𝑖  (𝑖 و تصویر پنهان  𝑘̂𝑖. تخمین هسته 1 = 1, … ,𝑛) و خروجی ]5[های میانی با روش مرجع در لایه𝑘̂1 

 𝑏0برای تصویر وضوح کامل  𝑘0و تولید هسته تاری  𝑘̂1افزایی . نمونه2

 تکرار: 5با  حلقه. 3

 (58-2با معادله ) 𝑑 محاسبه. 4

5 .𝛽 ← 2𝜎 

𝛽که تا زمانی تکرار حلقه. 6 > 𝛽𝑚𝑎𝑥 : 

 (59-2) رابطه با 𝑝 محاسبه. 7

8 .𝜏 ← 2𝜆 

𝜏که تا زمانی تکرار حلقه. 9 > 𝜏𝑚𝑎𝑥 : 

 (60-2با معادله ) 𝑔 محاسبه. 10

 (57-2با معادله ) 𝑥 محاسبه. 11

12 .𝜏 ← 3𝜏 

 حلقه پایان. 13

14 .𝛽 ← 3𝛽 

 حلقه پایان. 15

 (62-2با معادله ) 𝑘هسته تاری  تخمین .16

17 .𝜆 ← 0.9𝜆  , 𝜎 ← 0.9𝜎 

 حلقه پایان. 18

 شود.حاصل می 𝑥تخمینی، تصویر واضح نهائی  𝑘خرین هسته ، با آ]35[مرجع  واپیچش: به روش  خروجی
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              [. 10] کل به جزء با دانش پیشین رتبه پائین خروجی مراحل فرآیند تخمین هسته تاری(: 17-2شکل)

 است.اندازه تصویر میانی و هسته تاری در هر مقیاس مشخص شده

 نتایج 

 است. شکلمقایسه شده (18-2) ، نتایج در شکل]10[پائین رتبه دانش پیشیناثربخشی  برای اثبات

 پائین درجه هایویژگی از استفاده با فقط تواننمی را واضح تصاویر که دهدمی نشان( ب) (18-2)

 شدت پائین درجه هایویژگی با شدهزداییمات تصویر ولی آورد، دستهب روشنایی شدت فقط یا گرادیان

 دانش که دهدمی نشان نتایج این[. 10]است بالایی PSNR و بصری کیفیت دارای گرادیان، و روشنایی

 .کندمی ایفا تصویر زداییمات در مهمی نقش پیشنهادی پیشین

 

 فقط مبتنی شدهزداییمات . الف( تصویر مات ورودی. ب( نتیجه[10]رتبه پائین پیشین دانش اثربخشی(: 18-2شکل)

                             (.∗،𝑥𝑖‖𝑤‖شدت روشنایی ) بر فقط مبتنی شدهزداییمات . ج( نتیجه(∗،𝑥𝑖‖𝑤∇‖گرادیان ) بر

 .[10پائین ]رتبه  الگوریتم از استفاده با زداییمات نتیجه د(
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از آنجا که  ااماست، تری ارائه کردهتر و نتایج قابل قبولکه روش رتبه پائین، محاسبات را سادهبا این

 ،صویر تاردر صورتی که یک تکند، لذا است را حذف می تصویر هایبافت بیانگر فرد کوچک کهمنمقادیر 

ها حذف خواهند شد و تعداد کمی زیرا اکثر بافت ؛کندخوبی عمل نمیبه ،باشد پیچیدههای حاوی بافت

که تصویر تار حاوی ، به این دلیل (19-2شکل )در ماند. می باقی هستههای تیز برای تخمین از لبه

 .ید کندتول موفقیتواند نتایج نمی ]10[ است، روش (چمن)مثل  پیچیدههای بافت

  
 )الف( تصویر مات [10)ب( نتیجه روش ]

 .]10[عدم موفقیت الگوریتم رتبه پائین(: 19-2شکل)

 دانش پیشین مبتنی بر گراف -5-3-2

را حفظ  یقو هایگرادیانکه  1اسکلت ریتصو کی ، سعی دارد با تخمین[31] روش مبتنی بر گراف

 هسته تاری، با استفاده از در نهایت ارائه دهد. هسته تاری ی ازقیدق نیتخم، کندیم همواررا  اتیجزئ و

  کار برد.ههدف ب ریتصو یابیباز یکور را براریغ زداییمات یهاتمیتوان الگوری، مدهمحاسبه ش

را نشان  یکسلیپ نیب یهادار که شباهتوزن یهاالیبا  ییهاعنوان گرهها بهکسلیپدر این ایده، 

 ایقلهدو عیتوز ،گراف کی هایهای یالوزن ،اسکلت ریتصودر که  شدهمشاهده اند. شده مدل ،دهندیم

 2بازموزونگراف  دانش پیشین تغییرات کلی کی ن،ی. بنابرامات تصویربر خلاف  ،دندار یمنحصر به فرد

(RGTV) 13[استشده شنهادیمطلوب پ ایقلهدو عیتوز برای تقویت[.  

                                                             
1 Skeleton image 
2 Reweighted Graph Total Variation 
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یک  ،(20-2)قرمز در شکل  کادرشده با مشخصسه قطعه نمونه  از عنوان یک مثال، برای هر یکبه

با استفاده  w𝑖,𝑗ها، که در آن وزن یال است. با بررسی توزیع وزن یال این گرافگراف همبند ساخته شده

 یو هم نسخه اسکلت آن، دارا واضحهم قطعه شود که شود، ملاحظه میمحاسبه می( 2-5از رابطه )

 ندیدر طول فرآ گذرپائین رلتیف اثر لیدلکه قطعات مات بهیحالهستند، در الی یهاوزن یادوقله عیتوز

 .فاقد این ویژگی هستند ،یمات

 

             الف( تصویر واضح. ب( تصویر مات. ج( تصویر اسکلت. . ]13[های گرافای وزن یالتوزیع دوقله(: 20-2شکل)

قطعات این  الیوزن  عیتوز ،دیف سومو ر باشدمیشده در تصاویر ردیف اول قطعات مشخص مربوط به ردیف وسط،

 .دهدرا نمایش می (ستوگرامیه)

𝑑اختلاف بین پیکسلی گسسته  𝑥، محور (20-2)در نمودارهای ردیف آخر شکل  = | 𝑥𝑖 − 𝑥𝑗|  برای

دهد. توزیع را نشان می 𝑑های مشخص برای قطعات مختلف تصویر، وزن 𝑦و محور  w𝑖,𝑗وزن یال 

ای به این معنی است که اختلافات بین پیکسلی در یک قطعه از تصویر، یا خیلی کم و یا خیلی دوقله

 زیاد هستند.
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 دانش پیشین تغییرات کلی گراف بازموزون 

  (RGTV)گراف بازموزون یکل اترییتغدانش پیشین  کی، یالوزن  ایقلهدو عیتقویت توز یبرا

    گره انیگرادام  𝑗. عنصرمیکنیم فیرا تعر 𝑥 گراف گنالیس انی. ابتدا عملگر گراداستشده شنهادیپ

𝑖 ∈ 𝑉  شود:یم فیتعرزیر  صورتبه 

(63-2) (∇𝑖𝑥)𝑗 ≜ 𝑥𝑗 − 𝑥𝑖 

 است:تعریف شده (64-2رابطه )صورت به )GTV (1تغییرات کلی گراف

(64-2) 
‖𝑥‖𝐺𝑇𝑉 = ∑‖𝑑𝑖𝑎𝑔(W𝑖,∙)∇𝑖𝑥‖

1
𝑖∈𝒱

= ∑ ∑ 𝑤𝑖,𝑗|𝑥𝑗 − 𝑥𝑖|

𝑁

𝑗=1

𝑁

𝑖=1

 

 

 (2-5) رابطه را با استفاده از GTV ،W دانش پیشیناست.  Wام ماتریس همجواری  𝑖 سطر، ∙,W𝑖که 

. دکنوزن یال را تقویت نمی ،ایتوزیع دوقله ،از این رو ؛داردکند و آن را ثابت نگه میمقداردهی اولیه می

های گراف وزن در آن که شوداستفاده می RGTV پیشیناز دانش ثابت،  Wجای استفاده از بهبنابراین 

W(x)  نیز توابعی از𝑥 [:13]هستند 

(65-2) ‖𝑥‖𝑅𝐺𝑇𝑉 = ∑ ‖𝑑𝑖𝑎𝑔 (W𝑖,∙(𝑥)) ∇𝑖𝑥‖
1

𝑖∈𝒱

= ∑ ∑ 𝑤𝑖,𝑗(𝑥𝑖,𝑥𝑗)|𝑥𝑗 − 𝑥𝑖|

𝑁

𝑗=1

𝑁

𝑖=1

 

است. این پسوند تفاوت اساسی  W(𝑥)(𝑖,𝑗)، عنصر w𝑖,𝑗(𝑥𝑖,𝑥𝑗)است و W(x) ام  𝑖ردیف  W𝑖,∙(𝑥)که 

w𝑖,𝑗(𝑥𝑖,𝑥𝑗)|𝑥𝑗اکنون  (𝑖,𝑗)کننده جفت زیرا تنظیم ؛کندایجاد می − 𝑥𝑖| = exp (−
𝑑2

𝜎2) .𝑑 .است 

ای تصاویر واضح را ارتقا طور موثر توزیع وزن یال مطلوب دوقلهتواند بهمی RGTVکننده بنابراین، تنظیم

 [:13]نظر گرفت در (66-2رابطه )صورت توان بهلاپلاسین گراف بازموزون را میدهد. اکنون 

(66-2) 𝑥𝑇𝐿(𝑥)𝑥 = ∑ ∑ 𝑤𝑖,𝑗(𝑥𝑖,𝑥𝑗).(𝑥𝑗 − 𝑥𝑖)
2

𝑁

𝑗=1

𝑁

𝑖=1

 

                                                             
1 Graph Total Variation 
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است.  (65-2) رابطه در فیتعر همان مشابهw𝑖,𝑗(𝑥𝑖,𝑥𝑗)  و 𝑥 از یتابع𝐿(𝑥)  سیکه در آن ماتر

w𝑖,𝑗(𝑥𝑖,𝑥𝑗)(𝑥𝑗اکنون   (𝑖,𝑗)جفت کنندهتنظیم − 𝑥𝑖)
2

= exp (−
𝑑2

𝜎2) .𝑑2 ترتیب،اینشود. بهمی 

[ با 13مرجع ] .دهدیم شیافزا زیمطلوب را ن یالوزن  ایهقلدو عی، توزبازموزون لاپلاسین گراف

عملگر  مشتق شده از بیضر ′𝑐که  دهدرا ارائه می (67-2)، رابطه (64-2)گیری از رابطه دیفرانسیل

 :است نیلاپلاس

(67-2) (𝜕‖𝑥‖𝐺𝑇𝑉)𝑖 = 𝑐′. ∑ 𝛾𝑖,𝑗 . (𝑥𝑖 − 𝑥𝑗) 

𝑁

𝑗=1

= 𝑐′. (∑ 𝛾𝑖,𝑗𝑥𝑖

𝑁

𝑗=1

− ∑ 𝛾𝑖,𝑗𝑥𝑗

𝑁

𝑗=1

) 

(68-2) 𝛾𝑖,𝑗 =
𝑤𝑖,𝑗

𝑚𝑎𝑥 {|𝑥𝑗 − 𝑥𝑖|,𝜖}
 

توان می ،گرافوزن  کیعنوان به 𝛾𝑖,𝑗شود. با در نظر گرفتن یم یمعرف ثابت کوچک کیعنوان به 𝜖 که

به شکل  GTV( را برای 67-2( تعریف کرد و )68-2جدید با تابع وزن جدید ) Γیک ماتریس همجواری 

 :است های یکبا درایه یبردار 1که  صورت زیر بازنویسی کردماتریس به

(69-2) LΓ ≜ diag(Γ1) − Γ 

LΓ است را ماتریس  1که یک ماتریس مثبت معینLaplacian-1L [31]نامندمی. 

(70-2) LΓ = UΓΛΓUΓ
T 

های فرکانس دارای مؤلفه UΓو  GTVهای گراف یک ماتریس قطری شامل فرکانس ΛΓکه در آن 

 ها است. گراف متناظر با ستون

 زدایی کور تصویرالگوریتم مات 

 :خواهد بود (71-2رابطه )صورت به یسازنهیبهتابع  ی،شنهادیپ RGTV دانش پیشین با استفاده از

(71-2) 𝑥̂,𝑘̂ = 𝑎𝑟𝑔 min
𝑥,𝑘

 
1

2
‖𝑥 ⊗ 𝑘 − 𝑏‖2

2 + 𝛽‖𝑥‖𝑅𝐺𝑇𝑉 + 𝜇‖𝑘‖2
2 

                                                             
1 Positive Definite Matrix (PDM) 
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اعمال  ]21[کل به جزء روش ،آن حل یبرالذا  ،است ناپذیرمشتقو  1محدبریغ (71-2) یسازنهیبه

 است.اده شدهد شرح( 8-2) تمیدر الگور اسیدر هر مق روش کار. شودیم

 [13] سزدایی کور در هر مقیامات (:8-2) تمیالگور

ℎو اندازه هسته تاری   𝑏 : تصویر مات ورودی × ℎ 

 با تابع دلتا یا مقیاس قبلی 𝑘̂مقداردهی اولیه . 1

 تا رسیدن به همگرایی : حلقه تکرار. 2

 (9-2)الگوریتم  (72-2با حل معادله ) 𝑥̂. محاسبه 3     

 (75-2با حل معادله ) 𝑘̂. محاسبه 4     

     5 .𝛽 ← 𝛽/1.1 

 پایان حلقه. 6

 𝑥̂تخمینی و تصویر اسکلت  𝑘̂: هسته  خروجی
 

که تصویر شود، درحالیبرای مقیاس بعدی استفاده می آمده، دوباره در همین الگوریتمدستهب 𝑘̂که 

 واضح، ریتصو یابیباز یبرا گرفت.مورد استفاده قرار می 𝑘̂ تخمین ی بلااستفاده است و فقط برا 𝑥̂اسکلت 

 .کرده [ استفاد6و ] [9مانند ] ،ریتصو غیرکور زداییمات هایتمیاز الگور توانیم

 اسکلت ریتصو یبازساز 

 خواهد بود: (72-2سازی )معادل بهینه، 𝑥حل  ی( برا71-2) یسازنهبهی ،𝑘̂ با توجه به

(72-2) 𝑥̂ = 𝑎𝑟𝑔 min
𝑥

 
1

2
‖𝑥 ⊗ 𝑘̂ − 𝑏‖

2

2
+ 𝛽‖𝑥‖𝑅𝐺𝑇𝑉 

RGTV از  یتابعها یال محدب است، که در آن وزنریو غ ناپذیرمشتق دانش پیشین کی𝑥  .هستند

 یروزرسانهب LΓ(𝑥̂)با  LΓ سسپ ،کرده یسازنهیبه شدههیاول یمقدارده LΓرا با  𝑥 ابتدا(، 72-2حل ) یبرا

 شوندهصورت تکرار، بهییهمگرا متناوب تا زمان تمیالگور این. گرددیم یسازنهیبه 𝑥و دوباره  شودیم

، 𝑥حل  یبرا 𝑘̂و  LΓ با تثبیتاست. خلاصه شده (9-2) تمیدر الگور (70-2حل ) مراحل. شودیاجرا م

 :خواهد شد لیگراف تبد کننده لاپلاسینتنظیم کیکور با ریغ ریتصو زداییمات کیله به ئمس

                                                             
1 Non-convex 
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(73-2) 𝑥̂ = 𝑎𝑟𝑔 min
𝑥

 
1

2
‖𝑥 ⊗ 𝑘̂ − 𝑏‖

2

2
+ 𝛽. 𝑥𝑇LΓ𝑥 

 :است (74-2) یخط رابطهمحدب است، معادل حل  یسازنهیتابع به کی (73-2که ) از آنجا

(74-2) (𝐾̂𝑇𝐾̂ + 2𝛽.LΓ)𝑥̂ = 𝐾̂𝑇b 

را با استفاده از روش  (74-2) توانیم و است 𝑘̂ با پیچشاز  یسیماتر شینما کی 𝐾̂که در آن 

  .[26کرد]حل  )CG( 1مزدوج انیگراد

 [13] (72-2حل معادله ) (:9-2) تمیالگور

 تخمینی  𝑘̂و هسته   𝑏 : تصویر مات ورودی

 صورت لاپلاسین گراف بدون وزنبه LΓمقداردهی اولیه . 1

 تا رسیدن به همگرایی : تکرار حلقه. 2

 (CG( با روش گرادیان مزدوج )74-2با حل معادله ) 𝑥̂روزرسانی . به3    

LΓروزرسانی . به4     = LΓ(𝑥̂) ( 69-2( و )68-2با معادلات) 

 حلقه پایان. 5

 شدهبازسازی 𝑥̂: تصویر اسکلت  خروجی

 

  تاریتخمین هسته 

 یسازنهیبه لذا .آیددست میهب انی، در حوزه گراد𝑥̂ از روی 𝑘حل راه ،هاآلایه ظهور از یریجلوگ یبرا

 :خواهد بود ریصورت زبهبرای تخمین هسته تاری  (71-2)

(75-2) 𝑘̂ = 𝑎𝑟𝑔 min
𝑘

 
1

2
‖∇𝑥̂ ⊗ 𝑘 − ∇𝑏‖2

2 + 𝜇‖𝑘‖2
2 

 

 ی برابر بامنف یهالفهؤ، م𝑘̂دست آوردن ه. پس از بشودانجام می ]FFT  ]26قیاز طر این رابطه حل

∑  شرط تاشود مینرمال  𝑘صفر و  𝑘𝑖 = 1𝑖برقرار باشد . 

 

                                                             
1 Conjugate Gradient 
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 نتایج 

نرخ خطا، و  نیو بدتر نیانگیم یعنیخطا،  یهانسبت یبرا آماری اریسه مع نتایج این روش، توسط

در هر  دیگر، یهاتمینسبت به الگور یشنهادیپ تمی. الگوراستشده هئارا (2-2)در جدول  تینرخ موفق

 زینگبرااز موارد چالش یفیک یهانمونه ی( برخ21-2) شکل ،یکمی ابیارزعلاوه بر برتر است.  معیارسه 

 .ابدییدست م یتریقو جیبه نتا ب،یرق یهاتمیبا الگور سهیدر مقا یشنهادیپ تمی. الگوردهدیرا نشان م

 .Sun[32مجموعه داده ]روی  ]13[[ و34، ]]11[، ]26 [،]24[های ی روشکمّ یهاسهیمقا(: 2-2جدول)

Blind Deblurring Method Mean error 
raito 

Worst error 
raito 

Success rate 
(𝑟 ≤ 5) 

Cho & Lee [26] 
Krishnan et al. [34] 

Michaeli & Irani [33] 
Xu & Jia [24] 

8.7 
11.7 
2.6 
3.6 

111.1 
133.2 
9.3 

65.3 

65.5 % 
24.8 % 
95.9 % 
85.8 % 

Pan et al. [11] 
[13] + non-blind deconvolution[9] 

1.6 
1.5 

8.8 
5.1 

99.1 % 
99.8 % 

 

 

                .]11[ تمیالگور جهیمتناظر. ب( نتتاری مات و هسته  ریکور. الف( تصو ییزدامات مثالی از(: 21-2شکل)

 .]13[ج( نتیجه الگوریتم 

  (MSLS) اسهیساختار پنهان چندمق نیشیدانش پ -6-3-2

واضح  ریساختار پنهان از تصو نیشیدانش پ کیعنوان به ،اندازه بزرگ امات ب ریتصویک ، روش نیدر ا

، اسیمق نیتربه کوچک اسیمق نیتراز بزرگ تصویر هرم کیکه در  به این صورت. شودیم فینامعلوم تعر

واضح  ریبا استفاده از تصو ریتصو نیشیو دانش پ شوندیم یمات بازساز ریواضح از تصو ریتصاو
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عنوان ساختار پنهان کل به جزء به نیشیدانش پ نی. از اشودیروزرسانی مبه دیشده جدیبازساز

بار در واقع اگر یک تصویر واضح و نسخه مات متناظر آن را چند . شودیم ادی )MSLS( 1قیاسهچندم

 کیکه از  یریتصوشوند. به عبارت دیگر، تر میتدریج به هم شبیهجفت تصویر، به کاهی کنیم، ایننمونه

 .]12[واضح پنهان است رینسخه با وضوح پائین از تصو کی باًیتقر شود،یم یکاهمشاهده مات نمونه

 های بزرگبازسازی اولیه در مقیاس 

 اسیواضح در مق ریتصو کیکور  یابیباز یبرا ر،یتصو نیشیدانش پ اس،یمق نیتربا شروع از بزرگ

 در مقیاس فعلی، شدهیزسازواضح با ریتصو آخرین ترتیب کهاینبه. شودیکار گرفته متر بهکوچک

 راهکار نی. ادگیریمقرار استفاده  ی موردتر بعدکوچک اسیساختار پنهان مق نیشیعنوان دانش پبه

سازی منظمجای [، به12در مرجع ] یابد.می ادامه اسیمق نیتربه کوچک اسیمق نیتراز بزرگ جیتدربه

تطبیق  راهکارپیشنهادی و  MSLSاز دانش پیشین  واضح،در بازسازی تصویر  𝑥غیرمحدب و پیچیده 

که  ، شامل سه مرحله است3در هر مقیاس بزرگاین فرآیند . استشدهاستفاده  ]51[ 2خودمثال محلی

 است.شده تشریح (10-2)در الگوریتم 

 [12] بازسازی اولیه در هر مقیاس بزرگ (:10-2) تمیالگور

ℎو اندازه هسته  𝑥𝑝𝑟در مقیاس فعلی، تصویر پیشین  𝑏 : تصویر مات ورودی × ℎ 

 𝑥𝑙و تصویر واضح پنهان  𝑘̂: هسته تخمینی  خروجی

𝑥𝑙. مقداردهی اولیه تصویر پنهان 1 = 𝑏  و𝑘̂ = 𝛿 

𝑖𝑡𝑒𝑟 حلقه تکرار. 2         = 1 → 𝑚𝑎𝑥_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 

a)  تخمین𝑥̂  با استفاده از𝑥𝑙  و𝑥𝑝𝑟 

b) ( برای تخمین 78-2سازی معادله )کمینه𝑘̂  با𝑥̂ 

c) روزرسانی ( برای به81-2سازی معادله )کمینه𝑥𝑙  با𝑘̂ 

 پایان حلقه          

  𝑥𝑙و  𝑘̂ بازگشت. 3
 

                                                             
1 Multi-Scale Latent Structure 
2 Local self-example matching 
3 Coarse 
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ع به کمک قطعات تصویر مقیاس قبلی محلی سری مثالبا تطبیق خود، یک تصویر واضح (a)در مرحله 

معادل تخمین هسته جدید با جبران خطا و یک  (c)و  (b). مرحله شودبازسازی میصورت کور به

با تبدیل فوریه سریع  توانسازی محدب هستند و می، که هر دو بهینههستندزدایی غیرکور تصویر مات

(FFT) ترین مقیاس ابتدا با تصویر بزرگ ،دانش پیشین تصویر. کردحل ها را آن𝑥𝛼  مقداردهی اولیه

شده جدید زداییبا نتایج مات ،یک مقیاس، دانش پیشین تصویر انجام فرآیند درشود. بعد از می

       . نمودار بازسازی اولیه در شکلیابدو بازسازی مقیاس کوچک بعدی ادامه می شودروزرسانی میبه

 .استنشان داده شده (22-2)

 

        ( تخمین هسته. b( بازسازی تصویر واضح. )a. )]12[های بزرگبازسازی اولیه در مقیاس بازنمایی هرمی(: 22-2شکل)

(cمات ) زدایی غیرکور. برای ساخت هرم تصویر چندمقیاسه از فاکتور مقیاس𝛽 = 𝑙𝑜𝑔2  .استشدهاستفاده  3

تصویر واضح پنهان مقیاس  محلی: مثالبازسازی تصویر واضح با تطبیق خود -(a) مرحله

شود. تصویر واضح بازسازی می ]15[ تطبیق خودمثال محلی سریع، الهام گرفته از راهکارتر با کوچک

پوشانیده به قطعات هم ،𝑥𝑙شود. تصویر پنهان مقداردهی اولیه می 𝑏تصویر مات ا در ابتدا ب 𝑥𝑙پنهان 

اش را در منطقه محلی مربوطه ترین همسایهنزدیک 𝑖سپس هر قطعه  ،شودشده کوچک تقسیم می

 :شودمحاسبه می (76-2)قطعات از رابطه  اختلاف. کندپیدا می 𝑥𝑝𝑟تر تصویر دانش پیشین مقیاس بزرگ

(76-2) 𝑑(𝑖,𝑗) = ‖𝐏𝑖𝑥𝑙 − 𝐏𝑗𝑥𝑝𝑟‖
2

 .   𝑗 ∈ 𝒩(𝑖′) 
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 𝒩(𝑖′)  .است 𝑥𝑝𝑟یک حالت روی تصویر دانش پیشین  ′𝑖است. ام  𝑖عملگر استخراج قطعه  𝐏𝑖که 

است. در نهایت،  𝑗و  𝑖میان قطعه  اختلافدهنده نشان 𝑑(𝑖,𝑗)دهد. را نشان می ′𝑖همسایگی محلی حالت 

منظور جلوگیری ناطق همپوشانی شده، بهدر م داربا محاسبه میانگین وزن ،جستجوشده مشابهقطعات 

 . شوندبا هم ترکیب می 1بلوکی آثاراز 

بر اساس ، هسته تاری 𝑥̂پس از بازسازی تصویر واضح  تخمین هسته با جبران خطا: -(b) مرحله

تر از تصویر دانش پیشین مقیاس بزرگ ،تر. از آنجا که تصویر واضح مقیاس کوچکشودمی زدهتخمین  آن

به  شده و صحیح مبنا وجود دارد.ناپذیر بین تصویر بازسازیاجتنابیک خطای لذا است، بازسازی شده

پیشنهاد  برای تخمین هسته جدید شدگیمدل مات یکمنظور جبران خطا در این مرحله، به همین دلیل

 :استشده

(77-2) 𝑏 = 𝑘 ⊗ (𝑥̂ + 𝑥𝑐) + 𝑛 

𝑥̂ و یک لایه جبرانی است 𝑥𝑐شده و تصویر بازسازی 𝑥̂که در آن  + 𝑥𝑐 تواند معادل تصویر واضح می

و  𝑘̂(، محاسبه 77-2و مدل ) 𝑥̂د. با توجه به وشحاصل  یتردقیق 𝑘̂هسته تخمینی  تاباشد  𝑥پنهان 

𝑥𝑐 شود:( می78-2سازی )منجر به حل مسئله بهینه 

(78-2) 𝑎𝑟𝑔 min
k,𝑥𝑐

  
1

2
‖𝑘 ⊗ ∇(𝑥̂ + 𝑥𝑐) − ∇𝑏‖2

2 + λ1‖𝑘‖2
2 + λ2‖𝑥𝑐‖1 

𝑘یعنی جایگزینی  شود.اعمال می سازیبرای محدب ،در اینجا یک تغییر متغیر ⊗ ∇𝑥𝑐  با متغیر

𝑘و  𝑥𝑐با فرض تنک بودن  بنابراین .𝑣جدید ⊗ ∇𝑥𝑐توان، می ‖𝑣‖1  جایگزین را‖𝑥𝑐‖1 اکنون کرد .

 :گرددمیتنظیم  (79-2سازی محدب )صورت یک مسئله بهینه( به78-2) تابع هدف

(79-2) 𝑎𝑟𝑔 min
k,𝑣

1

2
‖𝑘 ⊗ ∇𝑥̂ + 𝑣 − ∇𝑏‖2

2 + λ1‖𝑘‖2
2 + λ2‖𝑣‖1 

                                                             
1 Blocking artifact 
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 ∇= {∇𝑥 ,∇𝑦}های افقی و عمودی هستند. ترتیب عملگرهای مشتق در جهتبه𝑣 = {𝑣𝑥 ,𝑣𝑦} 

شوند. برای حل سریع های افقی و عمودی هستند و با صفر مقداردهی اولیه میهای متناظر جهتلایه

𝑘شوددر حوزه فرکانس محاسبه می آنحل ، راه: 

(80-2) 𝑘 =  𝐹−1 (
𝐹(∇𝑥̂)̅̅ ̅̅ ̅̅ ̅̅ 𝐹(∇𝑏) − 𝐹(∇𝑥̂)̅̅ ̅̅ ̅̅ ̅̅ 𝐹(𝑣)

𝐹(∇𝑥̂)̅̅ ̅̅ ̅̅ ̅̅ 𝐹(∇𝑥̂) + 2λ1

) 

روزرسانی تصویر پنهان ، برای به𝑘̂هسته  تخمینبعد از  زدایی غیرکور تصویر:مات -(c) مرحله

𝑥𝑙، 1تغییرات کلیسازی منظم الگوریتم غیرکوربرای این کار از . گیردیی غیرکور انجام میازدمات)TV( ،

 :یک پارامتر تنظیم است 𝜇که در آن  شوداستفاده می استشده تنظیمصورت زیر که به

(81-2) 𝑎𝑟𝑔 min
𝑥

1

2
‖𝑘̂ ⊗ 𝑥 − 𝑏‖

2

2
+ 𝜇‖𝛻𝑥‖1 

  ترین مقیاسدر کوچک نهائیبازسازی 

ظهور منجر به  ممکن است اام، شودبه سرعت انجام میهای بزرگ بازسازی اولیه در تخمین مقیاس

. با توجه به گیردمی[ انجام 24از ] ترین مقیاس، با الهامدر کوچک نهائییک بازسازی  لذاود. ش هاآلایه

ترین مقیاس در کوچک نهائیبازسازی  فرآیندعنوان مقداردهی اولیه، به 𝑥̃ شده مقدماتیتصویر بازسازی

 است.داده شده نشان (23-2در شکل )

 

                       روزرسانی دانش پیشین. ( بهa. )]12[ترین مقیاسدر کوچک ینهائ ینمودار بازساز(: 23-2شکل)

(b( .بازسازی تصویر واضح )c( .تخمین هسته )dمات )زدایی غیرکور. 

                                                             
1 Total Variation 
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 ریتصواز  یدانش پیشین چیه شود،یکار گرفته مبه اسیمق ترینکوچکدر  نهائی بازسازیآنجا که  از

کردن و لتریبا ف ،ریتصودانش پیشین  ن،یبنابرا ،استروزرسانی نشدهبهتر یا بزرگ 1کل یهااسیمق در

ی حفظ برا 2شوندهتیهدا لتریفیک از  شده وروزرسانی در هر تکرار به ،شدهیابیباز ریتصو کاهینمونه

 عبارتاز درجه بالاتر در  ی، مشتقاتنیبرا. علاوهشودیاستفاده م یاحتمال هایآلایهکاهش  ها ولبه

 :ایجاد شود هسته قیدق نیتخم یبرا یشتریب یهاتیتا محدود شودمیبرده کار به هداد همانندی

(82-2) 𝑎𝑟𝑔 min
k,𝑣

1

2
‖𝑘 ⊗ ∇∗𝑥̂ + 𝑣∗ − ∇∗𝑏‖2

2 + λ3‖𝑘‖2
2 + λ4‖𝑣∗‖1 

=∗∇ که در آن {∇𝑥,∇𝑦,∇𝑥𝑥,∇𝑦𝑦,∇𝑥𝑦}  وv∗ = {v𝑥,v𝑦 ,v𝑥𝑥,v𝑦𝑦 ,v𝑥𝑦}در الگوریتم . روند کار     

 است.خلاصه شده (11-2)

 

 [12] ترین مقیاسدر کوچک ینهائبازسازی  (:11-2) تمیالگور

ℎ هستهو اندازه  𝑥̃اولیه  حاصل از بازسازی و تخمین 𝑏 : تصویر مات ورودی × ℎ 

 𝑥𝑙و تصویر واضح پنهان  𝑘̂ شدهاصلاح هسته:  خروجی

𝑥𝑙مقداردهی اولیه تصویر پنهان . 1 = 𝑥̃ 

𝑖𝑡𝑒𝑟 حلقه تکرار. 2     = 1 → 𝑚𝑎𝑥_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 

a) تصویرر پیشین  روزرسانیبه𝑥𝑝𝑟 کاهی با فیلترکردن و نمونه𝑥𝑙 

b)  تخمین𝑥̂  با استفاده از𝑥𝑙  و𝑥𝑝𝑟 

c) روزرسانیبه( برای 82-2سازی معادله )کمینه 𝑘̂  با𝑥̂ 

d) روزرسانیبه( برای 81-2سازی معادله )کمینه 𝑥𝑙  با𝑘̂ 

 پایان حلقه     

  𝑥𝑙و  𝑘̂ بازگشت. 3

 

 نتایج 

مشترک در  یسازنهیمسئله به کیعنوان کور را به ییدازمات] 13،20،21،38-5،8[ی قبل یاهروش

 مهیرا جر ریتصو یشدگمات تواندیکردند، که م یرا معرف ریتصو نیشیپ هایگرفتند و دانشمینظر 

                                                             
1 Coarse 
2 Guided filter 
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نظر های پیشینی که غیرمحدب هستند یا از . عدم استفاده از دانشدهد شیرا افزا ریکند و وضوح تصو

نسبتاً سریع، نتایج قابل قبولی ارائه دهد. مثالی از  محاسباتی پرهزینه هستند، موجب شده این الگوریتمِ

 است.نشان داده شده (24-2)عملکرد آن در شکل 

 

        . ]24[نتیجه  .ب( صحیح مبنا. ی تاریهامات و هسته ریتصاو الف(شده . ییزدامات و مات ریتصاو(: 24-2شکل)

 .]12[ج( نتیجه 

نامه، برای بازسازی یک تصویر شده در این پایانهای معرفیبرخلاف سایر روش ،کردیرواین در  اام

است. به همین منظور احتمال ظهور استفاده شده 2پذیریو فراتفکیک 1برداریواضح میانی از نمونه

وجود  ئیایاشتصویر مات ورودی،  باید در یابد و از طرفی،در تخمین هسته تاری افزایش میها آلایه

 یکاهبعد از نمونه یاءاش در غیر این صورت ،باشدتر از هسته تاری ها بزرگداشته باشند که اندازه آن

هسته نامطمئن همگرا  کیو به  هداده ناموفق بود همانندیحالت، عبارت  نیحذف خواهند شد. در ا

داده کور نامطلوب نشان  ییزدامات جهینت کیاز  یا(، نمونه25-2شکل ) دربرای مثال  خواهد شد.

 . استشده

                                                             
1 Sampling 
2 Super-resolution 
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 تپهو  یباد توربین کیفقط  و دهدیم لیتشک افرا آسمان ص ریتصو بخش عمده، (25-2شکل )در 

 حذف خواهند شد. ،یکاهپس از نمونه نهیزمکوچک در پس یباد یهاتوربین که داریم

 

 .]12[ تمیالگور هجب( نتی. حقیقی تاری مات و هسته ریتصو کالف( یکور.  ییزدانامطلوب مات جهینت(: 25-2شکل)

 

 گیرینتیجه -2-4

زدایی را معرفی نموده و سعی کردیم به مزایا، معایب و در این فصل، مفاهیم و اصطلاحات اولیه مات

زدایی تصویر بپردازیم و نتایج هر یک را مقایسه و ارزیابی کنیم. در های اخیر ماتهای روشکاربرد

های عنوان مثال در تشخیصزدایی، باید این نکته را در نظر گرفت که بههای ماتاستفاده از روش

های دارای نتایج باکیفیت پزشکی، کیفیت نسبت به سرعت، بسیار حائز اهمیت بوده، لذا از الگوریتم

تر و های سریعد. همچنین در کاربردهایی نظیر تشخیص پلاک خودروها، به الگوریتمشواستفاده می

های ذکرشده، دهند که هر یک از روشهای کمیّ و کیفی نشان میباکیفیت نیاز است. ارزیابی نسبتاً

 گیرند.کاربردهای خاص خود را دارند که بسته به حوزه مورد نظر، مورد استفاده قرار می

 

 

 
 



 

60 

 

 
 
 
 
 
 
 
 
 
 



 

61 

 

 
 
 
 

  سومفصل 
 مبانی نظری روش پیشنهادی
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 مقدمه -1-3
ن های پیشنهادی ایکار گرفته شده در روشترین مفاهیم نظری بهدر این فصل قصد داریم مهم

عمال ازدایی کور تصویر، همواره سعی داشتند با های متداول ماتنامه را تشریح کنیم. روشپایان

طمئنی ترین تصویر واضح میانی را بازسازی کنند تا بتوانند هسته تاری مهای پیشین، مناسبدانش

شین دانش پی [ و12](MSLS) اسهیساختار پنهان چندمقدانش پیشین  ،تخمین بزنند. این پژوهش نیز

است. لذا برای زدایی کور تصویر مورد استفاده قرار داده[ را برای مسئله مات28پیوستگی هسته تاری ]

 پردازیم.آشنایی بهتر با این دو ایده، در ادامه به تعریف هر یک میدرک و 

 (MSLS) اسهیساختار پنهان چندمق نیشیدانش پ -2-3

 [51]1مثالخود دانش پیشین با الهام از ر،یکور تصو زداییماتله ئپرداختن به مس[ برای 21مرجع ]

در  است.پیشنهاد کرده هاسیچندمقساختار پنهان  ریتصو نیشیدانش پ یک ،یرتصوپذیری فراتفکیک و

مشاهده  .دیآیدست مهب ریتصو یکاهنمونه قیاز طر ،خودمثال نیشیدانش پ ر،یتصو پذیریفراتفکیک

به اندازه  ریتصواین  آنگاه شود، یکاهنمونه صورت هرمیدر چند مقیاس به مات، ریتصو کی شده که اگر

 است.  متناظرش مقیاس پنهان واضح ریپائین از تصو وضوحنسخه با  کی باًی، تقرشدهکاهینمونه یکاف

را در نظر بگیرید. در قسمت )الف(، دو تصویر مات و واضح  (1-3)برای درک بهتر این فرضیه، شکل 

255به ابعاد  × کاهی شود که با نمونهاند. ملاحظه میدر مقیاس یا سطح ابتدایی هرم قرار گرفته 255

، MSEهای بعدی، این دو تصویر متناظر، هم از نظر بصری و هم از نظر معیار و کاهش ابعاد در مقیاس

های کنند. همچنین در قسمت )ب(، پروفایل روشنایی پیکسلهم پیدا میشباهت بیشتری بهتدریج به

کاهی شده، یک نسخه با وضوح دهد تصویر مات نمونهاست که نشان میسطر اول تصاویر رسم شده

 واضح متناظر است.پائین از تصویر 

                                                             
1 Self-example prior 
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نمونه
صاویر 

هی ت
کا

ی
برا

 
س

هر مقیا
 

 255×255 = ابعاد 

MSE = 57.70 

  

 64×64 = ابعاد 

MSE = 51.20 

  

 16×16 = ابعاد 

MSE = 8.73 

 
 

کاهی تصاویرالف( نمونه   ب( پروفایل روشنایی تصاویر 

)ستون چپ( در  متناظر کاهی تصاویر مات )ستون راست( و واضحتصاویر. الف( نمونه کاهیمقایسه نمونه(: 1-3شکل)

)منحنی  های ردیف اول تصاویر مات )منحنی قرمز( و واضح متناظرهای مختلف. ب( پروفایل روشنایی پیکسلمقیاس

 آبی(.

رم تصویر هفرآیند این پذیری، های مبتنی بر فراتفکیکبر اساس این دانش پیشین، اگر بتوان با روش

 شده را بازیابی کرد.زداییتوان تصویر واضح ماتصورت معکوس تکرار کرد، میرا به

نامه مورد استفاده قرار دادیم مبتنی بر روش پیشنهادی پذیری که ما در این پایانروش فراتفکیک

تر و وضوح بهتر از یک باشد. در این راهکار، برای بازسازی یک تصویر با مقیاس بزرگ[ می15مرجع ]

دارد که شود. این فرضیه بیان میاستفاده می 1تر، از فرضیه خودمشابهت محلیتصویر مقیاس کوچک

برای هر وصله از تصویر، در یک همسایگی محدود، قطعات مشابهی وجود دارد. از طرفی تصویری که 

دهد و کانس بالای خود را از دست میافزایی، بخشی از محتوای فریابد، در اثر نمونهافزایش مقیاس می

[ با استناد بر فرضیه خودمشابهت محلی، برای هر وصله از تصویر 15شود. مرجع ]کمی مات می

ترین وصله تر، به دنبال شبیهشده، در یک همسایگی محدود در تصویر مقیاس کوچکافزایینمونه

                                                             
1 Local self-similarity 
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مورد استفاده قرار  ،افزایش وضوح وصله ماتگردد تا محتوای فرکانس بالای وصله برگزیده را برای می

مثالی در  ،فرآیند این برای درک .شودسنجیده می (1-3) ها از رابطهدهد. این معیار شباهت بین وصله

 است.ارائه شده (2-3) شکل

(1-3) 𝑑(𝑖,𝑗) = ‖𝐏𝑖𝑥𝑙 − 𝐏𝑗𝑥𝑠‖
2
 .   𝑗 ∈ 𝒩(𝑖′) 

 .است 𝑥𝑠 ترکوچکیک حالت روی تصویر  ′𝑖 است و 𝑖عملگر استخراج وصله  𝐏𝑖 ،(1-3)در رابطه 

𝒩(𝑖′) قطعه یمحل همسایگی 𝑖 شده افزاییام تصویر نمونه𝑥𝑙  در𝑥𝑠  برای هر وصله دهدینشان مرا .𝑖 

تا هر دو وصله که کمترین بررسی شود  𝑥𝑠تر اصلی وصله در تصویر مقیاس کوچک 𝑗، باید 𝑥𝑙از تصویر 

  د.نمشابه انتخاب شو هایوصلهعنوان را دارند، به 𝑑(𝑖,𝑗)اختلاف 

 

 میانی در روش پیشنهادی. واضح روش مورد استفاده برای بازسازی تصویر [.15پذیری مرجع ]فراتفکیک(: 2-3شکل)

نشان  ( را11-2( و )10-2های )که مرحله بازسازی تصویر واضح میانی در الگویتم (2-3)در شکل 

ترین وصله در یک همسایگی محلی تر، شبیهشود که برای هر وصله از تصویر بزرگ، ملاحظه میدهدمی

تر تقویت گردد و در شود تا محتوای فرکانس بالای وصله تصویر بزرگتر جستجو میدر تصویر کوچک

خواهد  𝑥𝑝𝑟همان دانش پیشین  𝑥𝑠تصویری با حداکثر وضوح حاصل شود. در طرح پیشنهادی ما،  ،پایان

 بود.
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 دانش پیشین پیوستگی هسته تاری -3-3

 ،تُنُکیعلاوه بر  ن،یکند، بنابرایم فیرا توص نیدورب لرزش ریمسی حرکتی که هسته تار ییاز آنجا

یک  ،های تاریهسته 2و تُنُکی 1و تقویت پیوستگی یسازمنظم[ برای 28مرجع ]باشد.  زین وستهیپ دیبا

است که با افزودن آن به تابع هزینه تخمین معرفی کرده 3عنوان دانش پیشین پیوستگی هستهبهقید 

 سعی دارد روش تخمین بهتری ارائه دهد. ،هسته

 سراسریآستانه  کیتعلق دارند، ابتدا  حرکت دوربین ریکه به مس یهسته تار ی ازعناصر افتنی یبرا

𝑇𝑔 با  4لغزانپنجره  کیشود و سپس با استفاده از یدر نظر گرفته م رصفریگرفتن عناصر غ دهیناد یبرا

𝑟اندازه  × 𝑟 ، محلیآستانه  آن، عناصری که از یک گانیهمساپنجره و  وسطاز میان عنصر 𝑇𝑙 بیشترند، 

تا  0تواند بین می nبنابراین با توجه به ابعاد این پنجره، مقدار عدد  د.نشویم شمارش nعنوان عدد به

𝑟 × 𝑟  3باشد؛ یعنی برای یک پنجره به ابعاد ×  ،تربزرگ nخواهد بود. مقدار  9و  0بین  n، مقدار عدد 3

به این معنی است که عنصر مورد نظر عناصر متصل بیشتری داشته و با احتمال بیشتری به مسیر حرکت 

 دوربین تعلق دارد.

شده های محاسبه nمتشکل از  M(k) 5یوستگینقشه پیک ، هسته تاری تمام عناصر یپس از بررس

 تمیدر الگور آن قیدق یسازادهیپروند و  (3-3) در شکل پیوستگی نقشه دیشود. مراحل تولیم تولید

هسته  یکه عناصر اصل افتیتوان دری، م)د( و)ب(  (3-3)ل شک سهیاست. با مقاداده شده نشان (1-3)

شده باید اند و سایر عناصر نویزی شناساییتشخیص داده شده درستیهم به نویزیدر هسته  صحیح مبنا

 .حذف گردند

                                                             
1 Continuity 
2 Sparsity 
3 Kernel Continuity Prior 
4 Sliding window 
5 Continuity map 
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 )ب(  )الف(

 

 

 
 )د(  )ج(

تولید نقشه پیوستگی هسته تاری. الف( هسته تاری صحیح مبنا. ب( نقشه پیوستگی هسته )الف( در (: 3-3شکل)

 مقیاس رنگی. ج( هسته تاری )الف( با افزودن نویز. د( نقشه پیوستگی هسته )ج( در مقیاس رنگی.

 

 [28] تاری هسته پیوستگی نقشه محاسبه (:1-3) تمیالگور

𝑘: هسته تاری  ورودی ∈ ℝ𝑓×𝑓 ، سراسریآستانه 𝑇𝑔  ، سراسریآستانه 𝑇𝑙  اندازه پنجره ،𝑟 

ℎ تکرار حلقه. 1       = 1: 𝑓 

𝑣 تکرار حلقه. 2       = 1: 𝑓 

𝑘 اگر. 3 > 𝑇𝑔 

𝑟. انتخاب قطعه 4                     × 𝑟  به مرکز(ℎ,𝑣). 

 تر هستند.بزرگ 𝑇𝑙عنصری که از  n. شمارش 5                    

                    6 .M(ℎ,𝑣) = n 

 شرط پایان. 7           

 حلقه پایان. 8     

 حلقه پایان. 9     

 M(k) یوستگینقشه پ:  خروجی
 

 فیلتر شوک -4-3

های منظور بازسازی لبهبه توانمی های موثری است کهاز روش یکی ،[92]1وکفیلتر شاستفاده از 

به این صورت که ابتدا  .کنند. فیلترهای شوک به صورت تکراری عمل میبردکار به، ته تصویر ماتبرجس

                                                             
1 Shock Filter 
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عنوان به I0عبور کرده تا تصویر  𝐺𝜎 از یک فیلتر گاوسی ،I𝑖𝑛𝑝𝑢𝑡تصویر ورودی (، 2-3طبق رابطه )

 :[29]قرار گیرداستفاده  مورد روزرسانی مکررهبرای ب ،ورودی اولیه

(2-3) I0 = 𝐺𝜎 ⊗ I𝑖𝑛𝑝𝑢𝑡 

𝑡در تکرار  Iبعد از مقداردهی اولیه، نتیجه فیلتر شوک   +  شود:بیان می (3-3) صورتبه I𝑡از روی  ،ام 1

(3-3) I𝑡+1 = I𝑡 − sign(∆I𝑡)‖∇I𝑡‖ 

I∇هستند.  ی لاپلاسین و گرادیانعملگرها ∇و  ∆ هک = (I𝑥 ,I𝑦)′  و∆I = I𝑥
2I𝑥𝑥 + 2I𝑥I𝑦I𝑥𝑦 + I𝑦

2I𝑦𝑦 

 دهد.( مثالی از اعمال فیلتر شوک را نشان می4-3شکل ) .یب مشتقات مرتبه اول و دوم هستندترتبه

   

 )الف( )ب( )ج(
 )ب(اول  ر تکرارخروجی فیلتر شوک د، )الف( ورودی مات . با توجه به تصویر[29]فیلتر شوکنتایج اعمال : (4-3شکل)

 .استنمایش داده شده )ج( دومتکرار و 

 گیرینتیجه -5-3

 کار گرفته شده درهای پیشین بهمبانی نظری و دانش معرفی فیلتر شوک و تعریفدر این فصل، به 

زدایی کور الگوریتم مات درک های پیشنهادی پرداختیم و مراحل تولید هر یک را تشریح کردیم تاروش

 . خواهند شدهای پیشنهادی معرفی د. در فصل بعدی روشپیشنهادی در این پژوهش تسهیل گرد
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 مقدمه -1-4
را ارائه  گرددی[ م12نامه که منجر به بهبود عملکرد روش مرجع ]انیپا نیا شنهاداتیپ ،فصل نیدر ا

 نیدر ع و برخوردار است ی[ از سرعت خوب12روش ] ،طور که در فصل قبل اشاره شد. همانمیئنمایم

 کیساخت  یبرا ،روش نیدر ا نکهی. با توجه به اباشدیشده قابل قبول مییزدامات ریتصو تیفیک ،حال

نادرست  نیممکن است در اثر تخم شود،یاستفاده م تصویر یریپذکیاز فراتفک ،یانیواضح م ریتصو

 یدهیا کیکند. لذا  جادیخلل ا تمیالگور ییگردد و در همگرا تیتقو زینو ایو ها آلایه ،یهسته تار

 نیتخم منظوربهشده یبازساز ریمهم تصو یهااستخراج لبه ،یهسته تار داریپا نیجهت تخم یشنهادیپ

در هر  توانیمات، م ریو تصو یانیواضح م ریتصو یهالبه یسهی. در واقع با مقاباشدیم یهسته تار

 زد. نیتخم ریکل تصو یسهینسبت به مقا را یبهتر یهسته تار ،ریهرم تصو از اسیمق

، [12] است. در مقاله مرجع اسیدر هر مق یهسته تار یمحل یپاکساز ،نامهانیپا نیدوم ا شنهادیپ

مثال  ی)برا شودیمقدار ثابت در نظر گرفته م کی ر،یاز تصاو یعیوس فیط یبرا یهسته تار هیاندازه اول

 ست،یحساس ن یهسته تار هیبه اندازه اول تمیالگور نیاست که ا نی[ بر ا12] ی(. ادعا55×55 ای 69×69

 تمیالگور نیکوچک باشد، ا یواقع یکه اگر اندازه هسته تار دهدینشان م یتجرب جیکه نتا یدر صورت

کوچک، ممکن است  یهاهسته یبرا رایز ؛اندازه شکست خواهد خورد نیبا ا یهسته تار نیتخم یبرا

مخدوش  یتار ستهه یک نیمنتج به تخم نباشد و یاطلاعات کاف یحاو ،شدهیکاهمات نمونه ریتصو

 ،کار نیا یاست. برا اسیدر هر مق یهسته تار یمحل یما پاکساز شنهادیمشکل، پ نیرفع ا ی. براشود

 .میافاده نموده[ است28مرجع ]مطابق  ،هسته یوستگیهسته و هم از نقشه پ روشنایی عناصرهم از 

 یهسته تار نیتخم نهیدر تابع هز ،هسته یوستگیپ نیشیدانش پ دیجد دهیآخر، ما از ا شنهادیدر پ

بار  ،دیجد قیدشده تا اضافه کردن  یسع ،تابع هدف یسازنهی. در بهمیگرفت[ بهره 12روش مرجع ]

 (1-4شکل )در  ،نامهانیپا یشنهادیپ یهاو روش هادهیا این ندهد. رییرا چندان تغ تمیالگور یمحاسبات

 .میئنمایم حیرا تشر از این سه روش مجزا کیهر  ،فصل نیا یادامه که در استداده شده شینما
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 .نامهانیپا یشنهادیپ یهاو روش هادهیا(: 1-4شکل)

 روش پیشنهادی اول -2-4
 های برجسته تصویر میانی برای تخمین هسته تاری:استخراج لبه

 یهالزوماً لبه ،ی[ و از طرف24]کنندیم ریپذبیآس زیرا در برابر نو یهسته تار نیتخم ف،یضع یهالبه

از  ر،یر تصود اءیاش اسیعکس، اگر مقر. ببخشندیرا بهبود نم یهسته تار نیتخم ندیفرآ شهیهم یقو

 شود. یهسته تار ادرستن نیمنجر به تخم تواندیتر باشد، اطلاعات لبه مکوچک یاندازه هسته تار

در هر  میانی تصویر بازسازی است پس از تکمیللذا در این بخش، با الهام از این فرضیه، سعی شده

های مهم تصویر واضح میانی، در بازیابی هسته [، از لبه12] ( مقاله مرجع11-2( و )10-2) دو الگوریتم

 پردازیم.تاری استفاده شود. در ادامه به جزئیات کار می

 اریاز مع ،یهسته تار نیتخم یبزرگ برا یهاانیمهم و نقاط با گراد یهامنظور انتخاب لبهابتدا به

    از طریق رابطه ،ریبه ابعاد تصو r-map بنام ماسک کیاست. لذا [ استفاده شده24] مرجع یشنهادیپ

 :[24]شودیساخته م (1-4)

(1-4) 𝑟(𝑥) =
‖∑ ∇𝐵(𝑦)𝑦∈𝑁ℎ(𝑥) ‖

∑ ‖∇𝐵(𝑦)‖ + 0.5𝑦∈𝑁ℎ(𝑥)
 

بهبود الگوریتم چندمقیاسه

استخراج لبه برجسته از . الف
تصویر برای تخمین هسته تاری

ماسک گذاری روی هسته . ب
تاری تخمینی

پشتیبان هسته. 1

ینقشه پیوستگ. 2

اعمال دانش پیشین پیوستگی. ج
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ℎ پنجره کی 𝑁ℎ(𝑥)مات است و تصویر  𝐵که  × ℎ  کسلیپ مرکزیتبا 𝑥 .است ∑ ‖∇𝐵(𝑦)‖𝑦∈𝑁ℎ(𝑥) 

 ککوچک است اگر این پیکسل در ی 𝑥پیکسل  در 𝑟مقدار است.  𝑁ℎ(𝑥)در  انیمطلق گرادقدرمجموع 

ای با یک تغییر دهد که پیکسل در ناحیهبزرگ نشان می 𝑟، عکسربناحیه هموار از تصویر قرار گیرد و 

با استفاده  ،کوچک 𝑟 مقداربا  یهاکسلیپاست. سپس ناگهانی روشنایی نسبت به همسایگانش واقع شده

 ،مهم هستیمهای زیرا ما به دنبال لبه شوند.گذاشته می کنار ،(2-4شده در رابطه )تعریف از ماسک

کمکی  که ،هستند های ضعیفیا جزء لبه ها در نواحی هموار تصویر قرار داشتهکه این پیکسلدرحالی

 .[30]و حتی ممکن است منجر به تخمین هسته نویزی گردند هند کردیند تخمین هسته تاری نخوابه فرآ

5 صورت تجربیاندازه پنجره مناسب به ×  .استهدست آمدهب 5

(2-4) M = 𝐻(𝑟 − 𝜏𝑟) 

 عدد ،صورت نیا ریصفر و در غ ،𝜏𝑟کمتر از  ریمقاد یبرا که است 1پلهتابع  (.)𝐻، (2-4)در رابطه 

شده انتخاب ئینها یهالبه در نهایت، .استتنظیم شده 1/0که  آستانه است کی 𝜏𝑟 .کندیم دیتول را یک

 :شوندیم نییتع (3-4از طریق رابطه ) ،تاری هسته نیتخم یبرا

  

(3-4) ∇Is = ∇Ĩ . 𝐻(M‖∇Ĩ‖
2

− 𝜏𝑠) 

 

 05/0برابر با  آستانهیک مقدار  𝜏𝑠و  عبور کردهشوک  لتریف ی است که ازرینشان دهنده تصو Ĩکه 

منتج به تخمین هسته تاری  (78-2)و در رابطه  کندیها را حذف مگرادیاناز  یبخشاین معادله است. 

و تصویر  M، ماسک r-map(، برای یک تصویر مات نمونه، نقشه 2-4در شکل ) .شودتری میمطمئن

 است.شده حاصل از فیلتر شوک نمایش داده

                                                             
1 Heaviside 
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             . M. ج( ماسک r-mapتصاویر واضح میانی روش پیشنهادی اول. الف( تصویر مات. ب( نقشه (: 2-4شکل)

 .حاصل از اعمال فیلتر شوک Ĩ د( تصویر

تصویر را  Is∇ های مهمو خروجی فیلتر شوک، باید گرادیان M، ماسک r-mapپس از محاسبه نقشه 

 شکل صورتبه ،محاسبه کرد که برای مثال فوق (3-4مطابق با رابطه ) ،منظور تخمین هسته تاریبه

 خواهد بود. (3-4)

   تصویر واضح میانی.  xگرادیان تصاویر واضح میانی روش پیشنهادی اول. الف( گرادیان مهم در جهت (: 3-4شکل)

 تصویر واضح میانی. yب( گرادیان مهم در جهت 

  
 )الف( )ب(

 (الف) )ب(

 (د) (ج)
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 روش پیشنهادی دوم -3-4
 گذاری روی هسته تاری تخمینی در هر تکرار از هر مقیاس:ماسک

ا توجه به شده از تصویر مات متکی است، لذا بکاهیی نمونهاز آنجا که دانش پیشین ما بر یک نسخه

. به همین خواهیم بودمین هسته تاری، شاهد نویز و آلایه تکرارشونده بودن الگوریتم، در فرآیند تخ

ین صورت که منظور، پیشنهاد ما الگوریتمی است که در هر تکرار، هسته تخمینی را بازسازی کند، به ا

ی یافتن از هسته حاصل، یک ماسک استخراج گردد تا نواحی نویزی را سرکوب کند. ما دو روش را برا

 ها را خواهیم دید.نتایج و فرآیند آن ،یم که در ادامهیک ماسک مناسب آزمایش کرد

 بانیپشت تکرارشونده ییشناسا -1-3-4

[ الهام گرفته 24،31در این قسمت، برای تشخیص ماسک مناسب، از روش پیشنهادی مرجع ]

ز روی گذاری مستقیم، در هر تکرار پس از تخمین هسته، اجای آستانهاست. به این صورت که بهشده

د امکان شده، یک ماسک طراحی کرده تا با قرارگیری روی آن، نویزهای ایجادشده را تا ححاصل هسته

ز خواهیم کاهش دهد. با توجه به تکرارشونده بودن الگوریتم، در نهایت، یک هسته تمیز و بدون نوی

 خواهد بود. نیلرزش دورب ریفقط شامل عناصر مس ،از حرکت یناش یهسته تار یکه براداشت 

به این  ،شودیم یاد )ISD (1بانیپشت تکرارشونده ییروش شناسا عنوانده اصلی در این راهکار که بهای

 یعنیشود. یم تولید بانیپشت ک، ی𝑘𝑖زده شده  نیهسته تخمروی در هر تکرار، از  که صورت است

 :رندیگیقرار م شود،می محاسبه زیر صورتبهکه  𝑆𝑖مجموعه  کیدر  ،بزرگ مقدارعناصر با 

(4-4) 𝑆𝑖
 

← {𝑗: 𝑘𝑗
𝑖 > 𝜖𝑠} 

 لیرا تشک بانیپشت ماسکمثبت است که  آستانه عدد کی 𝜖𝑠و  𝑘𝑖 هسته عناصر موجود در 𝑗که 

ابتدا  کهطوری[. به39]استاستفاده شده "بزرگپرش  نیاول"از قانون  𝜖𝑠 برای تعیین مقداردهد. یم

                                                             
1 Iterative Support Detection 
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هر  نیب …,𝑑0,𝑑1اختلاف سپس  کرده و یک بردار مرتب در یصعود بیترترا به 𝑘𝑖مقادیر هسته همه 

 نیاول دنبال به و میکنیم یبررس بیترتاختلافات را به نیا در نهایت،. شودمیمحاسبه  کیدو عنصر نزد

𝑑𝑗 ی خواهیم بود که شرطعنصر > 𝑚𝑎𝑥 (𝑘𝑖)/(5 × ℎ × 𝑖)  را برآورده کند، کهℎ تاری هسته اندازه 

ساخت ماسک مورد تا برای  میدهیاختصاص م 𝜖𝑠به را  𝑗 تیهسته در موقع بردار است. سپس مقدار

 . [30استفاده قرار گیرد]

5(، برای یک هسته 4-4عنوان مثال، در شکل )به × است و نمایش داده شده 𝑑𝑗، مقادیر اختلاف 5

𝑗در  اولین پرش بزرگ بعد از محاسبه دریافتیم که = قرمز رنگ(، لذا مقدار  میلهاست )رخ داده 16

 ام بردار هسته تاری خواهد بود. 𝑗آستانه برابر با مقدار 

 
 

 .𝑑𝑗نمودار اندازه اختلاف (: 4-4شکل)

، ملاحظه استشده ارائه )ب(( 5-4) در شکل که شدهییشناسا هایبانیاز پشت ییهانمونههمچنین در 

روزرسانی کرد و تدریج ماسک پشتیبان را بهتوان بهشود که با توجه به تکرارشونده بودن فرآیند، میمی

 نویز ایجادشده در هسته تاری را کاهش داد.

 𝑑𝑗اندازه اختلاف 

 بردار هسته 𝑗شماره عنصر 
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شده در ماسک پشتیبان محاسبه. الف( تصویر مات. ب( هسته تاری و محاسبه پشتیبان هسته تاری(: 5-4شکل)

 (.ISDشده از روش پشتیبان هسته )زداییتکرارهای مختلف. ج( تصویر مات

 نقشه پیوستگی -2-3-4

تر عناصر نویزی هسته تاری، از روش تر و تشخیص دقیقمناسببرای یافتن یک ماسک  در این بخش،

لرزش  ، مسیرو ثبت تصویر دهیپرتودر زمان بر این اساس که  است.[ استفاده شده28] مرجعپیشنهادی 

 تا باشند و پیوسته باید متصلهسته در نتیجه، عناصر غیرصفر ، استدارای پیوستگی دوربین حرکت  یا

ی عناصر هسته . در این فرآیند، همهدوربین را تشکیل دهندحرکت ساختار اصلی مربوط به مسیر 

 کی خروجی این کار شوند.وفقی و محلی بررسی میصورت منظور یافتن مسیر حرکت دوربین، بهبه

 پردازیم.خواهد بود که در ادامه به تعریف آن می هسته پیوستگینقشه 

آستانه  یک عنصر از اینکه شدت  نظر، بررسی شود برای هر عنصر از هسته تاری مورد ابتدا باید

𝑇𝑔 سراسری = 𝑎 × 𝑘𝑚𝑎𝑥 0 . کهیشتر باشدب < 𝑎 <  𝑘 هسته تاری مقدار در نیتریشب 𝑘𝑚𝑎𝑥و  1

 مقدار کی توان عناصر صفر را نادیده گرفت و دامنه جستجو را محدود کرد و یا بابا این شرط میاست. 

𝑇𝑔 ،ما[28اینجا مطابق الگوریتم ]. در را در نظر گرفت یابیارز یتمام عناصر ممکن برا کم ، 𝑎 = 0.05 

 نظر گرفتیم، که یک آستانه تجربی است. دررا 
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𝑟اندازه  به 1لغزانپنجره  اعمال یک، مرحله بعدی × 𝑟 از هسته متصل هر عنصر  گانیهمسا تا است

𝑇𝑙 محلی آستانه این کار به کمک یک. را شناسایی کند = 𝑏 × 𝑘𝑐 0، که    < 𝑏 < شدت عنصر  𝑘𝑐و  1

 شمارش 𝑇𝑙از  روشنایی بیشتربا شدت  گانیهمساترتیب که بدین. گیرد، انجام میدر پنجره است یمرکز

را  𝑇𝑙. مقدار گیرنددر موقعیت عنصر مرکز قرار می ی است،وستگیپ اریمعکه  nعنوان عدد و به شوندیم

𝑏 نظر گرفت، پس در بالاترنسبتاً  یک مقدار، یزیعناصر نو شناسایی و حذف یبراباید  = انتخاب  0.1

𝑟اندازه پنجره  است و همچنینشده = تواند از صفر تا تعداد می n. مقداد عدد استشده میتنظ 3

ی داشته و با تربیش متصل گانیهمسااین عنصر،  ست کهمعنااین تر به بزرگ n های پنجره باشد ودرایه

𝑀(𝑘) هسته پیوستگینقشه در نهایت، . داردتعلق  دوربین حرکت ریبه مس یشتریب احتمال ∈ ℝ𝑓×𝑓 

 با را هاهسته یوستگیپ یهاو نقشه روشنایی شدت یهانقشه نیب سهیمقا (6-4) شکلشود. یم لیتشک

نسبت  یزینو عناصر همه ،یوستگیدر نقشه پکه شود ملاحظه میدهد. ینشان م نویزو بدون  وجود نویز

 نویز،اگر  یتوان حتیم یوستگی، با استفاده از نقشه پنی. بنابرادارند یکمتر ریمقاد به عناصر اصلی،

  .و حذف کرد داد صیختش یرا به راحت باشد، آنداشتههم  یشدت بالاتر

 
ها ستون ی. )الف( و )ب( دو هسته نمونه هستند که در آنوستگیو نقشه پ روشنایی نقشه شدتمقایسه (: 6-4شکل)

. متناظر یزینو یهاهستهو  صحیح مبنا یهاهسته (اول فیرداول هسته صحیح مبنا و ستون دوم هسته نویزی هستند. 

 متناظر با نمایش رنگی. یوستگیپ یهانقشه (سوم فی. ردردیف اول با نمایش رنگیمتناظر  هایهسته (دوم فیرد

                                                             
1 Sliding window 
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𝑟(، که برای 1-3بعد از استخراج نقشه پیوستگی مطابق الگوریتم ) = دارد،  9تا  0مقادیری بین  3

نظر  عنوان آستانه مرحله مقدماتی و نهائی درترتیب بهرا به t2=3و  t1=2صورت تجربی مقادیر ما به

شده از هسته تخمینی حذف خواهند شد. سپس این گذاری، نویزهای شناساییگرفتیم. با این آستانه

تا مجموع عناصر آن برابر یک  شودسازی میدر هسته ضرب شده و مجدداً هسته نرمال ،1نقشه دودویی

اضافی خارج از مسیر حرکت تخمینی دوربین، که همگرایی الگوریتم را کُند ترتیب، نویزهای این. بهباشد

منظور شود. بهکرد، در هر مقیاس حذف خواهند شد و مانع از اختلال در روند تخمین هسته تاری میمی

( نتیجه اعمال ماسک را در هر 7-4توان در شکل )درک بهتر روند تأثیر ماسک بر تخمین هسته، می

ای آن با هسته تاری، به یک هسته نهائی ظه کرد. پس از یافتن ماسک مناسب و ضرب نقطهمقیاس ملاح

 تمیز و بدون نویز دست خواهیم یافت.

 

              گذاری. های اولیه قبل از ماسکگذاری. الف( هستهنتایج بازسازی هسته قبل و بعد از ماسک(: 7-4شکل)

 گذاری.های تاری بعد از ماسک(. ج( هسته1-3آمده از الگوریتم )دستهب( ماسک ب

                                                             
1 Binary 
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 روش پیشنهادی سوم -4-4
 اعمال دانش پیشین پیوستگی به رابطه تخمین هسته تاری:

های قوی از تصویر و همچنین پاکسازی نویز از در دو روش پیشنهادی قبل، به دنبال استخراج لبه

سازی تخمین هسته در این روش، همچنان نیاز به یک قید موثر در تابع بهینه اامهای تاری بودیم. هسته

[، تنکی و 12مقاله مرجع ] یفرآیند تخمین هستهاشاره شد، در  طور که قبلاًشود. هماناحساس می

پذیری تصویر زیرا بازسازی تصویر واضح میانی، متکی بر فراتفکیک شود؛پیوستگی هسته تاری حفظ نمی

 خروجی مقیاس قبلی، صورتی که تصویر شده در مقیاس قبلی است. به همین دلیل، دربازیابیواضح 

ای باشد، با توجه به تکرارشونده بودن الگوریتم، این آثار تصعنی در تصویر حاوی آثار تصعنی یا حلقه

 گردد. لذا درصدد اعمال یک قیدمی یهسته تاری نویز یک جدید تشدید شده و منجر به تخمین

 پیوستگی به رابطه تخمین هسته هستیم. 

سازی هسته تاری [، قید پیوستگی هسته را به بهینه28] مرجعدر پیشنهاد سوم قصد داریم با الهام از 

تغییر  هستهولی تابع هدف تخمین  ،است (11-2و ) (10-2روند کار مشابه الگوریتم ) اضافه کنیم.

 ( حاصل خواهد شد:5-4اضافه کنیم، رابطه ) (78-2)اگر قید پیوستگی هسته را به رابطه  کند.می

(5-4) 𝑎𝑟𝑔 min
k,𝑥𝑐

  
1

2
‖𝑘 ⊗ ∇(𝑥̂ + 𝑥𝑐) − ∇𝑏‖2

2 + 𝛾‖𝑘‖2
2 + λ‖𝑥𝑐‖1 + 𝛼‖𝑀(𝑘)‖0 

مطابق آنچه در فصل قبل اشاره شد، هستند.  عباراتوزن و تعادل  هایپارامتر 𝑎و  𝛾 ،λکه در آن 

𝑘 ینیگزیجا ، از(5-4)سازی رابطه برای محدب ⊗ 𝛻𝑥𝑐 دیجد ریبا متغ  𝑣است. از طرفی استفاده شده

برای . شودمی هم به آن اعمال 0Lمحدب ریغی است که نُرم خطریتابع غ، یک (.)𝑀نقشه پیوستگی 

 یکمک یرمتغ ، و معرفی یک[27درجه دو ]-مهین یجداساز روش با استفاده از توانحل این مشکل، می

𝑢، کرد یسیبازنو (6-4رابطه )صورت به را نهیتابع هز: 

(6-4) arg min
𝑘,𝑣,𝑢

1

2
‖𝑘 ⊗ ∇𝑥 + 𝑣 − ∇𝑏‖2

2 + 𝛾‖𝑘‖2
2 + λ‖𝑣‖1 + β‖𝑀(𝑘) − 𝑢‖2 + 𝛼‖𝑢‖0 
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نظر گرفتن سایر متغیرها  صورت نوبتی برای هر یک از سه متغیر، با ثابت درتوان بهرا می (6-4)رابطه 

=∇ به سه زیرمسئله تقسیم کرد.  {∇𝑥 ,∇𝑦}یو عمود یافق یهامشتق در جهت یعملگرها بیترتبه 

𝑣 و هستند = {𝑣𝑥 ,𝑣𝑦} مقداردهی صفر ماتریس با  کههستند  یو عمود یافق یهامتناظر جهت یهاهیلا

 . شوندیم اولیه

حاصل  (7-4)، رابطه تخمین هسته 𝑣و  𝑢نظر گرفتن متغیرهای  مسئله اول، با ثابت درعنوان زیربه

 شود:می

(7-4) 𝑎𝑟𝑔 min
𝑘

1

2
‖𝑘 ⊗ ∇𝑥̂ + 𝑣 − ∇𝑏‖2

2 + 𝛾‖𝑘‖2
2 + 𝛽‖𝑀(𝑘) − 𝑢‖2 

دوم هستند، درجه یهمگ 𝑘مربوط به  است. از آنجا که عبارات در واقع یک پارامتر جریمه 𝛽پارامترکه 

در آن را حل ، راهعیحل سر یبرا توانمی. به علاوه، وجود دارد 𝑘 یحل فرم بسته براراه کی نیبنابرا

 :[28]کردمحاسبه  FFT لهیحوزه فرکانس به وس

(8-4) 𝑘 =  𝐹−1 (
𝐹(𝛻𝑥̂)̅̅ ̅̅ ̅̅ ̅̅ 𝐹(𝛻𝑏) −  𝐹(𝛻𝑥̂)̅̅ ̅̅ ̅̅ ̅̅ 𝐹(𝑣) + 𝛽𝐹(𝑀𝑇𝑢)

𝐹(𝛻𝑙)̅̅ ̅̅ ̅̅ ̅̅ 𝐹(𝛻𝑙) + 2𝛾 + 𝛽
) 

̅̅(.)𝐹  و (.) 𝐹 (.) ، 𝐹−1که در آن ̅̅  مختلطمزدوج و  هیمعکوس فور ،هیفور لیبدترتیب بیانگر تبه ̅

تصویر مات و تصویر واضح های مهم شامل گردایان لبه 𝛻𝑥̂و  𝛻𝑏هستند. همچنین  هیفور لیتبد مقادیر

نگاشت از است،  1L نُرم بر یمبتن یسازنهیبهکه یک مسئله  𝑣د. برای محاسبه نباشمیانی می

 :[21]تبدیل کرد گذاریآستانه کیبه توان آن را می در نهایت است، کهشدهتفاده اس ]04[1مالپروکسی

(9-4) 𝑎𝑟𝑔 min
𝑣

1

2
‖𝑘 ⊗ ∇𝑥̂ + 𝑣 − ∇𝑏‖2

2 + λ‖𝑣‖1 

(10-4) 𝑣 = 𝑠𝑦𝑛(𝑧). 𝑚𝑎𝑥 {0, |𝑧| − 𝜆} 

𝑧 که در آن = 𝛻𝑏 − (𝑘 ⊗ 𝛻𝑥̂) پس از تثبیت  .است𝑘  و𝑣، توانیم 𝑀(𝑘)  و سپس  کردرا محاسبه

 :شودیم لیتبد[ مطرح شد 8مشابه آنچه در ]مسئله  کیبه  𝑢 نیتخم

                                                             
1 Proximal 
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(11-4) 𝑎𝑟𝑔 min
𝑢

𝛽‖𝑀(𝑘) − 𝑢‖2 + 𝛼‖𝑢‖0 

(12-4) 𝑢 = {
𝑀(𝑘)          |𝑀(𝑘)|2 ≥

𝛼

𝛽
0           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

مراحل گردد. ( اضافه می82-2قید پیوستگی هسته به رابطه ) ،نیزدر بازسازی نهائی  ،ترتیب همین به

 است.( بیان شده1-4پیشنهادی در الگوریتم ) هستهاصلی فرآیند تخمین 

 ( تخمین هسته تاری6-4حل رابطه ) (:1-4) تمیالگور

  𝑥̂ یواضح میان، تصویر  𝑏 : تصویر مات ورودی

𝑀𝑇𝑢: مقداردهی اولیه = 𝑢𝑝𝑠𝑎𝑚𝑝𝑙𝑒{𝑘𝑝𝑟𝑒𝑣} 

  𝑘تخمینی  تاری : هسته خروجی

𝑗 حلقه تکرار .1         = 1: 5 

 (8-4)حل رابطه با  𝑘تخمین 

 (10-4)حل رابطه با  𝑣 محاسبه

 (4-12)حل رابطه با  𝑢 محاسبه

𝛽 = 𝛽 × 4 
 پایان حلقه          

  𝑘 بازگشت. 3
 

شود که در است. ملاحظه می( نشان داده شده8-4شمای کلی الگوریتم پیشنهادی سوم در شکل )

، از یک تصویر پنهان واضح که در مقیاس قبلی 𝑥̂ی تصویر واضح میانی ، برای بازسازی اولیه𝑖هر مقیاس 

𝑥𝑝𝑟بازیابی شده 
𝑖−1 در تکرار اول  ،شود. در واقعبه عنوان دانش پیشین استفاده می𝑚𝑎𝑥_𝑖𝑡𝑒𝑟 = 1 ،

پذیری، تصویر دهد و سپس با فرآیند فراتفکیکرا شکل می 𝑥𝑙شود و تصویر افزایی مینمونه 𝑥𝑝𝑟تصویر 

شده برای مقیاس کاهیو تصویر مات نمونه 𝑥̂، از مقایسه 2(. در گام 1گردد )گام تولید می 𝑥̂واضح میانی 

غیرکور بین این هسته تخمینی و  واپیچشتوان با شود که میه میفعلی، یک هسته تاری تخمین زد

 𝑥𝑙(. با جایگزین کردن 3را بازیابی کرد )گام  𝑥𝑙تصویر مات مقیاس فعلی یک تصویر پنهان واضح 

توان این فرآیند را چند مرتبه تکرار کرد تا در نهایت تصویر شده، میافزایینمونه 𝑥𝑙جای آمده بهدستهب

 حاصل گردد. 𝑥واضح 
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 شمای کلی روش پیشنهادی سوم.(: 8-4شکل)

دانش پیشین  (،11-2مطابق الگوریتم ) توانشود، میدر بازسازی نهائی که در مقیاس آخر انجام می

𝑥𝑝𝑟 که تصویر طوریکرد. بهروزرسانی را نیز به𝑥𝑙 شود و به کاهی میشده در مقیاس فعلی، نمونهبازیابی

پذیری در . به عبارت دیگر فرآیند فراتفکیکگیرددر همین مقیاس مورد استفاده قرار می 𝑥𝑝𝑟عنوان 

 .(23-2 )مطابق شکل شودانجام می متناظرش شدهکاهیو نسخه نمونه 𝑥𝑙مقیاس آخر به کمک تصویر 

 گیرینتیجه -5-4

زدایی کور تصویر، سه روش پیشنهادی مبتنی بر دانش پیشین ساختارپنهان در این فصل، برای مات

های مهم جای کل تصویر، از گرادیان لبهاست بهمقیاسه ارائه گردید. در پیشنهاد اول، سعی شدهچند

اد دوم، هسته تاری به دو روش تولید تصویر، برای تخمین هسته تاری مطمئن استفاده شود. در پیشنه

کاهش یابد.  شدهتصاویر واضح بازیابی هایآلایهاست تا پاکسازی شده ،پشتیبان هسته و نقشه پیوستگی

های د و همچنین لبهیدر پیشنهاد سوم، قید پیوستگی هسته تاری به تابع هدف تخمین هسته اضافه گرد

هسته تاری تمیز و پیوسته، مورد استفاده قرار گرفت. در منظور تخمین یک مهم تصویر واضح میانی به

 گیرد.های پیشرفته اخیر، مورد ارزیابی قرار میهای پیشنهادی با نتایج روشفصل بعدی، نتایج روش
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 مقدمه -1-5

یل قرار مورد بررسی و تحل ،آمده از الگوریتم پیشنهادیتسدهی و کیفی بنتایج کمّ ،در این فصل

های ز دانشاجای استفاده به ،برای بازسازی تصویر واضح میانیشده خواهند گرفت. روش پیشنهادی ارائه

ت اجرای کند که سبب افزایش سرعاز ساختار پنهان چندمقیاسه استفاده می ،شدهمعرفیپیچیده  پیشین

یوستگی پمبتنی بر یک دانش پیشین جدید  ،افزایش دقت بازیابی منظوربه ،شود. از طرفیالگوریتم می

 .شودتری از هسته تاری ارائه تا تخمین دقیق استقرار گرفتهاستفاده  مورد هسته تاری

 ،Levin[25]پرکاربرد ساختگی مجموعه داده  ،در این پژوهش کار گرفته شدهبهمجموعه داده اصلی 

تصویر  چهاراز  متشکل ،تصویر مات 32است که شامل  ]11،24،28،30،38-5[مورد استفاده در 

255 خاکستری به ابعاد × شده در  نشان داده های مختلفبا اندازه هسته تاری حرکتی هشتو  255

 تربا ابعاد بزرگ صورت موردی از تصاویربهبرای ارائه نتایج بصری، باشد. همچنین می( 1-5شکل )

موعه مج است.باشد، استفاده شدهتصویر مات می 640 شاملکه  Sun[32] و [31]، [9] جموعه دادهم

 .1اندتصویر رنگی با ابعاد بزرگ است که توسط چهار هسته تاری مات شده 25شکل از مت ،[13]داده 

بر  ،گرفتههای صورتارزیابی متنی هستند و و مورد استفاده حاوی انواع تصاویر منظره، چهره دادگان

اند. های گذشته تعریف شدهکه در فصلباشد می KSIM و PSNR ،SSIM ،RMSE طبق معیارهای

 .گرددکه در ادامه معرفی می[ 25پیشنهادی مرجع ] 2نسبت خطا همچنین معیار

مشخصات  است.انجام شده MATLAB R2020bافزار مسازی الگوریتم پیشنهادی در محیط نرشبیه

 است.بوده GB RAM 12و  Intel(R) Core(TM) i7–8550U CPUصورت رایانه مورد استفاده به

 [6ائی]نهکور غیر واپیچش از یک روش ،های مورد ارزیابیعادلانه، برای تمام روشبرای مقایسه  همچنین

هرم  ساخت برایکاهی نمونه فاکتورروش پیشنهادی،  یرو گرفتههای انجامدر آزمایش د.یاستفاده گرد

                                                             
1 http://vllab.ucmerced.edu/wlai24/cvpr16_deblur_study/  
2 Error ratio 

http://vllab.ucmerced.edu/wlai24/cvpr16_deblur_study/
http://vllab.ucmerced.edu/wlai24/cvpr16_deblur_study/
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log2تصویر  𝛼 صورتها بهو سایر پارامتر 3 = 16 ،𝛽 = 1 ،𝛾 = 𝜆3 = 5، 𝜆 = 𝜆4 = 0.05 ،𝜇 = 0.01 

𝑟و  = 3دیراک به اندازه  با یک تابع دلتا ،کل مقیاس اولین اند. ما ازتنظیم شده 3 × ترین و کوچک 3

ها در تعداد تکرار الگوریتم دقت، کنیم. برای تعادل بین سرعت وشروع می شدهکاهیتصویر مات نمونه

𝑚𝑎𝑥_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 ترتیبمقدماتی و نهائی بهبازیابی  = 𝑚𝑎𝑥_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛و  2 = نظر گرفته  در      3

 است.شده

 الف

    

 ب
        

های تاری حرکتی صحیح واضح صحیح مبنا. ب( هسته یخاکستر[. الف( تصاویر 25]Levinمجموعه داده (: 1-5شکل)

 .شوند(گذاری میترتیب از چپ به راست شمارهمبنا. )به

 ارزیابی روش پیشنهادی اول -2-5

مجموعه  هت هسته تاری رویباش معیار [،12مقایسه روش پیشنهادی اول با روش مرجع ] منظوربه

 است.گزارش شده (2-5) در شکل Levinداده 

)ستون آبی( و روش پیشنهادی  [12]روی نتایج روش مرجع  (KSIM)مقایسه معیار شباهت هسته (: 2-5شکل)

 .Levinمجموعه داده  k1~8تاری  هستههشت و  Image1~4 ویرتص چهار برای اول)ستون قرمز(



 

86 

 

برای  و 64/0 اول روش پیشنهادی برای شباهت هستهمیانگین  ،(2-5شکل )ستون آخر با توجه به 

 است.تری تخمن زدههای دقیقهسته ،روش پیشنهادیاست. بنابراین  44/0برابر  [12] روش مرجع

 PSNRبر اساس معیارهای  های اخیر،با روش پیشنهاد اولکمیّ  مقایسه نتایج (1-5)جدول در همچنین 

 است. گزارش شده SSIMو 

با [ 12[ و ]11[، ]13[، ]8ی ]هابا روش Levinمجموعه داده پیشنهاد اول روی  SSIMو  PSNR مقایسه(: 1-5جدول)

 [.6کور ]ریغ واپیچش تمیالگوراستفاده از 

 هسته / تصویر MSLS [12] Pan et al. [11] Graph [13] L0 text [8] اولپیشنهاد 
SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR 

 1هسته  28.27 0.87 27.69 0.85 29.09 0.88 28.71 0.87 28.32 0.87

ر 
وی

ص
ت

1
 

 2هسته  29.35 0.88 27.74 0.85 29.32 0.88 28.94 0.88 29.30 0.89

 3هسته  29.66 0.90 29.46 0.89 31.56 0.91 29.86 0.90 30.91 0.90

 4هسته  26.77 0.82 27.81 0.83 27.21 0.84 27.24 0.83 26.11 0.82

 5هسته  29.54 0.92 29.67 0.91 31.76 0.94 30.79 0.93 30.04 0.92

 6هسته  29.12 0.90 27.52 0.87 31.24 0.92 27.94 0.88 28.95 0.90

 7هسته  30.65 0.91 26.27 0.85 29.39 0.90 28.81 0.89 26.98 0.87

 8هسته  27.43 0.86 27.41 0.85 30.15 0.90 28.41 0.88 28.29 0.88

 1هسته  27.84 0.85 25.56 0.77 28.94 0.86 25.7 0.79 26.91 0.81

ر 
وی

ص
ت

2
 

 2هسته  26.45 0.84 24.85 0.75 28.70 0.86 25.9 0.79 26.43 0.81

 3هسته  27.03 0.84 28.11 0.83 29.02 0.86 28.23 0.85 29.35 0.87

 4هسته  26.72 0.79 24.08 0.70 27.65 0.81 22.41 0.65 26.08 0.78

 5هسته  27.72 0.89 27.58 0.86 30.36 0.91 29.17 0.89 27.92 0.87

 6هسته  25.68 0.86 25.71 0.81 27.86 0.87 28.12 0.87 29.70 0.89

 7هسته  27.27 0.85 22.82 0.77 28.36 0.86 27.06 0.83 24.80 0.80

 8هسته  25.42 0.83 26.87 0.82 29.20 0.88 25.71 0.81 26.56 0.81

 1هسته  29.67 0.91 27.88 0.88 28.58 0.90 29.33 0.90 28.56 0.89

ر 
وی

ص
ت

3
 

 2هسته  29.69 0.90 26.97 0.86 29.88 0.91 27.59 0.88 27.60 0.88

 3هسته  31.47 0.94 32.67 0.94 32.54 0.95 30.42 0.93 32.92 0.96

 4هسته  29.44 0.89 25.11 0.80 20.40 0.65 25.39 0.81 26.69 0.84

 5هسته  31.68 0.95 29.20 0.92 31.08 0.94 32.75 0.96 28.95 0.93

 6هسته  30.30 0.92 28.80 0.90 30.34 0.93 29.5 0.91 30.10 0.92

 7هسته  30.41 0.95 27.31 0.88 31.29 0.94 27.13 0.87 27.31 0.88

 8هسته  29.14 0.91 28.74 0.89 30.26 0.93 28.96 0.89 29.09 0.90

 1هسته  28.28 0.87 26.82 0.84 29.56 0.89 27.95 0.86 28.52 0.87

ر 
وی

ص
ت

4
 

 2هسته  27.43 0.85 24.31 0.75 28.90 0.88 24.59 0.76 25.49 0.80

 3هسته  29.69 0.91 30.76 0.92 31.31 0.93 31.84 0.93 33.15 0.94

 4هسته  18.43 0.54 18.28 0.49 18.67 0.53 26.17 0.81 26.79 0.83

 5هسته  28.99 0.91 30.07 0.92 30.75 0.93 31.84 0.94 30.92 0.95

 6هسته  26.95 0.87 27.54 0.87 31.41 0.93 28.33 0.88 27.65 0.88

 7هسته  25.11 0.83 23.88 0.80 30.09 0.92 24.44 0.82 26.23 0.86

 8هسته  25.46 0.84 22.48 0.72 31.04 0.92 24.66 0.81 24.25 0.78

 میانگین 28.03 0.87 26.87 0.83 29.24 0.88 27.93 0.86 28.15 0.87
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توان دریافت که روش ، میدهدمیانگین نتایج را نشان میکه  (1-5)جدول  آخر با بررسی سطر

له و نسبت به مقا داشتهی خوب عملکردتصویر واضح نهائی،  SSIMو  PSNRدر بحث  پیشنهادی اول

  تر است.فضعی [11]مرجع کمی از نتیجه  اامبهبود کیفیت حاصل شده  ،[ نیز12مرجع ]

 (2-5)در جدول  [،25]1نسبت خطا معیار با استفاده از شدهزداییمات تصاویر تیفیکبراین، علاوه

زدایی غیرکور ماتهای مختلف تمیالگورتوان تاثیر در واقع، به کمک این معیار، می .استگزارش شده

را حذف کرد و یک مقایسه  دنگیریمقرار استفاده  مورد پنهان واضح ریتصاو یابیباز یبرانهائی که 

 :[25]استمحاسبه قابل  (1-5رابطه ) از طریق. نسبت خطا عادلانه انجام داد

(1-5) 
𝑟 =

‖𝑥 − 𝑥𝑘̂‖2

‖𝑥 − 𝑥𝑘‖2
 

 جهینت 𝑘̂ ،𝑥𝑘تخمینی شده با استفاده از هسته محاسبه شدهزداییمات جهینت 𝑥𝑘̂که در آن 

 است. اگر صحیح مبنا واضح ریتصو 𝑥 و 𝑘 صحیح مبنا هستهشده با استفاده از محاسبهشده زداییمات

𝑟 =  شده بابازیابی جهینت کیفیتبا کور شده زداییمات جهینت کیفیت است که یمعن نیباشد، به ا 1

 تصویر باشد، ترنزدیکو به عدد یک  ترکوچک 𝑟چه  هر کند وبرابری می صحیح مبنا هستهاستفاده از 

 .استشدهشده بهتری حاصل زداییمات

 .Levinروی مجموعه داده  اول روش پیشنهادیو  [12روش مرجع ] RMSEو مقایسه نسبت خطا (: 2-5جدول)

  [12روش مرجع ] روش پیشنهادی اول

2.5889 2.8398 Error ratio 

0.0392 0.0415 RMSE 

 

در شکل  پردازیم.شده میپس از بررسی نتایج عددی، در ادامه به بررسی بصری وضوح تصاویر بازیابی

شود که روش پیشنهادی می[ با روش پیشنهادی اول مقایسه شده و مشاهده 12] روش مرجع ،(3-5)

 است.د کردهکمتری تولیآلایه  ،ر دومطعملکرد بهتری داشته و در تصویر س ،در موارد ناموفق روش مرجع

                                                             
1 Error ratio 
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        MSLS [12 .]مقایسه بصری روش پیشنهادی اول. الف( تصویر ورودی مات. ب( نتایج حاصل از (: 3-5شکل)

 از روش پیشنهادی اول. ج( نتایج حاصل

[ و پیشنهاد اول را روی یک تصویر مات طبیعی نشان 12] زدایی روش مرجعنتایج مات (4-5)شکل 

شود که هسته تاری روش ملاحظه میشده، کادر قرمز مشخص با بزرگنمایی تصویر رویدهد. می

 است.منجر به تصویر با وضوح بهتری شده ،پیشنهادی

 
                                . MSLS [12]ارزیابی بصری روش پیشنهادی اول. چپ( نتایج حاصل از (: 4-5شکل)

 راست( نتایج حاصل از روش پیشنهادی اول.
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با تطابق . استشدهمقایسه  [31] یک تصویر متنی از مجموعه داده زداییماتنتایج  ،(5-5)در شکل 

[ عملکرد بهتری 12] توان دریافت که روش پیشنهادی اول نسبت به روش مرجعمی (د)و  (ب)تصویر 

 است.داشته

 

ارزیابی روش پیشنهادی اول روی تصویر متنی. الف( تصویر واضح و هسته صحیح مبنا. ب( هسته صحیح (: 5-5شکل)

             [. 12[. ج( تصویر و هسته حاصل از روش مرجع ]6غیرکور لاپلاسین ] واپیچشمبنا و تصویر ناشی از آن با 

 د( تصویر و هسته حاصل از روش پیشنهادی اول.

د نتوانیم د وشوننمی تردقیق هسته نیبه تخم منجر لزوماً ،شتریب یهاکه لبه ددهینشان م هاسهیمقا

 یبرا ریلبه تصو تخابان ندیفرآ نی. بنابرادنشو یسازنهیبهمانع از همگرایی  یهاولهای خصوص در تکراربه

توان به این می های مبتنی بر انتخاب لبههای روشاز محدویت اام است. یاتیح اریبس یکاهش سردرگم

زدایی عملکرد مطلوب حاضر را نکته اشاره کرد که اگر تصویر مات ورودی فاقد لبه باشد، فرآیند مات

 نخواهد داشت. 
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 ارزیابی روش پیشنهادی دوم -3-5

 بانیپشت تکرارشونده ییشناسا -1-3-5

[ و 12] نتایج روش مرجع RMSEنسبت خطا و  تاری، ی روش پشتیبان هستهبه عنوان ارزیابی کمّ

ماسک پشتیبان توانسته نسبت به دو روش رقیب، است. گزارش شده (3-5)پیشنهاد اول در جدول 

 عملکرد بهتری داشته باشد.

 [.25داده] یرو و روش پشتیبان هسته اول شنهادی[ و پ12روش مرجع ] RMSEنسبت خطا و  سهیمقا(: 3-5جدول)

  [12روش مرجع ] روش پیشنهادی اول روش پیشنهادی دوم

2.4582 2.5889 2.8398 Error ratio 

0.0362 0.0392 0.0415 RMSE 
 

یک مقایسه بصری بین  (6-5)در شکل است. انجام گرفته (7-5) و (6-5) های بصری در شکلمقایسه

تواند دهد پاکسازی هسته تاری مینشان میکه  است[ و روش پشتیبان هسته ارائه شده12] روش مرجع

 تری گردد.زدایی کاهش داده و منجر به تصاویر با کیفیترا در فرآیند ماتها آلایه

 

 
 )الف( )ب( )ج(

     . MSLS [12]روش  نتیجهارزیابی بصری روش ماسک پشتیبان هسته تاری. الف( تصویر مات. ب( (: 6-5شکل)

 ماسک پشتیبان.روش  نتیجهج( 
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 )الف( )ب( )ج(
.                     MSLS [12]الف( تصویر مات. ب( نتیجه روش مقایسه بصری روش پشتیبان هسته. (: 7-5شکل)

 ج( نتیجه روش ماسک پشتیبان.

 

شده را کاهش زداییهای تصاویر ماتدهد که ماسک پشتیبان توانسته آلایه( نشان می7-5نتایج شکل )

است. شدهها مقایسه هسته تاری حاصل از روش پشتیبان هسته با سایر روش ،(8-5)در شکل دهد. 

 بیشتر است.های صحیح مبنا روش پیشنهادی به هسته هایمشابهت هسته شود کهملاحظه می

 

        
 )ب(

 

 )ج(        

 )د(        

 )ه(        

 )و(        

از مجموعه  1 زده شده روش پشتیبان هسته تاری. الف( تصویر واضح شماره های تخمینهستهمقایسه (: 8-5شکل)

Levin[25 ب( هسته تاری .][. د( هسته تاری 34مبنا. ج( هسته تاری مرجع ] صحیحtext 0L [8 .]                   

 . و( هسته تاری روش ماسک پشتیبان.MSLS[12] ه( هسته تاری

 )الف(
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 نقشه پیوستگی -2-3-5

معیار شباهت  (9-5)برای بررسی نتیجه روش پاکسازی هسته مبتنی بر نقشه پیوستگی، در شکل 

نشان از بهبود جزئی دارد.  در مجموع، است کهمورد ارزیابی قرار گرفته Levinهسته روی مجموعه داده 

همچنین مثالی از نتایج  است.[ گزارش شده12] تری نسبت به مرجععضی موارد عملکرد ضعیفدر ب اام

 است.( نمایش داده شده10-5بصری در شکل )

[ )ستون آبی( و روش ماسک 12روی نتایج روش مرجع ] (KSIM)مقایسه معیار شباهت هسته (: 9-5شکل)

 .Levinمجموعه داده  k1~8و هشت هسته تاری  Image1~4پیوستگی)ستون قرمز( برای چهار تصویر 
 

   

Im
ag

e
 2

 -
 K

er
n

el
 4

 

   

Im
ag

e 
3

 -
 K

er
n
el

 7
 

  الف( تصویر مات و هسته تاری صحیح مبنا MSLS [12]روش ب( نتایج روش  ماسک نقشه پیوستگی( نتایج روش ج

 از ردیف اول: تصویر دوم و هسته تاری چهارم .موفق و ناموفق روش ماسک نقشه پیوستگی مواردمقایسه (: 10-5)شکل

 .Levin داده مجموعه از هسته تاری هفتمردیف دوم: تصویر سوم و  .Levin داده مجموعه
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زدایی موفق و ناموفق از مات مواردی(، 9-5مطابق با نتایج کمّی نمودار شکل )(، 10-5در شکل )

 نقشه شود که روش پیشنهادی ماسکدر ردیف اول ملاحظه میاست. ارائه شدهروش پیشنهادی 

ج ردیف نتایست. اما اتری شدهتخمین زده که منجر به تصویر شفاف را تریپیوستگی، هسته تاری دقیق

خوبی روش رفع ماتی را به تخمین هسته تاری و دهد که روش پیشنهادی نتوانسته فرآینددوم نشان می

 انجام دهد. [12]مرجع

گذاری ثابت ، استفاده از یک آستانهمحلیوفقی و صورت هپاکسازی بهای روش حدودیتاز م ییک

مات ورودی و یا برای هر تصویر  ،گیرد مورد استفاده قرارمات ورودی تصاویر  یاست که یا باید برای همه

. در غیر مشخص گردد برای حذف نویز هسته تاری مناسب یآستانه مقدار صورت مجزا تغییر کند تاهب

هسته تخمین زده نیز حذف کند و را عناصر اصلی هسته تاری  ،ممکن است آستانه انتخابیصورت  این

 شده، تصاویر مطلوبی ارائه نکند.

 ارزیابی روش پیشنهادی سوم -4-5

زدایی اخیر نشان های ماتیک مقایسه عددی را بین روش پیشنهادی سوم و روش ،(4-5جدول )

مقایسه تصویر مات و تصویر واضح صحیح مبنا )بدترین حالت( و دهد. در سطر اول، نتایج حاصل از می

مبنا )بهترین  صحیحشده با هسته در سطر دوم نتایج حاصل از مقایسه تصویر مات و تصویر واضح بازیابی

 است.حالت( گزارش شده

 [.6]یکسان کورریغ واپیچش تمیالگور یک[ با 25] Levinمجموعه داده  یرو یکمّ یهایابیارز(: 4-5جدول)

Run Time (s) Error Ratio KSIM RMSE SSIM PSNR Methods 

- 

- 

9.3623 

1 

- 

1 

0.0750 

0.0253 

0.6900 

0.9215 

22.8280 

32.1186 

Blur input 

Known k 

1095.12 2.6789 0.3891 0.0395 0.8716 28.4760 Pan et al. [36] 

409.47 
532.54 

202.85 

3.9974 
3.1186 
6.4377 

0.4702 
0.5197 
0.3720 

0.0478 
0.0415 
0.0624 

0.8310 
0.8692 
0.7638 

26.8741 
28.0333 
24.6242 

Graph [13] 

]8text [ 0L 

Krishnan et al. [34] 

3696.4 2.4887 0.5024 0.0369 0.8806 29.2475 Pan et al. [11] 

368.82 2.8398 0.4403 0.0415 0.8587 27.9391 MSLS [12] 

395.59 2.6334 0.5255 0.0393 0.8672 28.4163 Proposed method 3 
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شود که روش پیشنهادی توانسته به نتایج قابل قبولی دست پیدا ، مشاهده می(4-5)با بررسی جدول 

[ هم قابل رقابت است. افزودن یک قید به تابع هدف، کمی روی سرعت 11کند و حتی با روش موفق ]

تر بوده و نتایج های موفق اخیر سریعا روش پیشنهادی ما، هنوز از روشاست امتاثیر داشته الگوریتم

 است.( گزارش شده5-5است. جزئیات این نتایج در جدول )دست آوردههخوبی ب

[، 8ی ]هاو روش ی سومشنهادیروش پنتایج . Levinمجموعه داده روی هسته شباهت و  PSNR مقایسه (:5-5جدول)

 [.6] یکسان کورریغ واپیچش تمیالگور[ با یک 12[ و ]11[، ]13]

 هسته / تصویر MSLS [12] Pan et al. [11] Graph [13] ]text [8 0L پیشنهاد سوم
KSIM PSNR KSIM PSNR KSIM PSNR KSIM PSNR KSIM PSNR 

 1هسته  28.27 0.67 27.69 0.57 29.09 0.74 28.71 0.73 29.45 0.44

ر 
وی

ص
ت

1
 

 2هسته  29.35 0.77 27.74 0.66 29.32 0.76 28.94 0.50 27.90 0.66

 3هسته  29.66 0.72 29.46 0.64 31.56 0.68 29.86 0.64 30.18 0.61

 4هسته  26.77 0.30 27.81 0.32 27.21 0.25 27.24 0.23 27.57 0.24

 5هسته  29.54 0.84 29.67 0.66 31.76 0.88 30.79 0.61 29.43 0.83

 6هسته  29.12 0.31 27.52 0.32 31.24 0.31 27.94 0.37 30.42 0.38

 7هسته  30.65 0.20 26.27 0.29 29.39 0.14 28.81 0.12 28.68 0.41

 8هسته  27.43 0.44 27.41 0.45 30.15 0.49 28.41 0.53 30.32 0.55

 1هسته  27.84 0.61 25.56 0.48 28.94 0.59 25.7 0.40 26.40 0.59

ر 
وی

ص
ت

2 

 2هسته  26.45 0.73 24.85 0.69 28.70 0.82 25.9 0.53 25.85 0.64

 3هسته  27.03 0.73 28.11 0.69 29.02 0.75 28.23 0.56 29.10 0.76

 4هسته  26.72 0.25 24.08 0.47 27.65 0.19 22.41 0.09 25.82 0.72

 5هسته  27.72 0.82 27.58 0.75 30.36 0.78 29.17 0.63 29.80 0.74

 6هسته  25.68 0.32 25.71 0.39 27.86 0.29 28.12 0.46 29.00 0.28

 7هسته  27.27 0.30 22.82 0.14 28.36 0.10 27.06 0.06 26.76 0.26

 8هسته  25.42 0.48 26.87 0.57 29.20 0.40 25.71 0.06 29.87 0.55

 1هسته  29.67 0.64 27.88 0.62 28.58 0.66 29.33 0.73 28.60 0.69

ر 
وی

ص
ت

3
 

 2هسته  29.69 0.77 26.97 0.73 29.88 0.80 27.59 0.42 28.18 0.81

 3هسته  31.47 0.70 32.67 0.70 32.54 0.65 30.42 0.71 32.97 0.72

 4هسته  29.44 0.29 25.11 0.27 20.40 0.02 25.39 0.42 26.08 0.21

 5هسته  31.68 0.85 29.20 0.71 31.08 0.81 32.75 0.61 31.59 0.80

 6هسته  30.30 0.35 28.80 0.31 30.34 0.32 29.5 0.23 29.79 0.32

 7هسته  30.41 0.11 27.31 0.41 31.29 0.17 27.13 0.24 28.90 0.52

 8هسته  29.14 0.46 28.74 0.31 30.26 0.54 28.96 0.57 28.54 0.61

 1هسته  28.28 0.58 26.82 0.20 29.56 0.59 27.95 0.47 28.39 0.48

ر 
وی

ص
ت

4
 

 2هسته  27.43 0.66 24.31 0.48 28.90 0.72 24.59 0.4 24.68 0.53

 3هسته  29.69 0.66 30.76 0.67 31.31 0.60 31.84 0.24 31.24 0.62

 4هسته  18.43 0.13 18.28 0.14 18.67 0.18 26.17 0.38 25.76 0.19

 5هسته  28.99 0.75 30.07 0.79 30.75 0.80 31.84 0.83 32.20 0.84

 6هسته  26.95 0.35 27.54 0.25 31.41 0.32 28.33 0.39 28.73 0.47

 7هسته  25.11 0.33 23.88 0.17 30.09 0.29 24.44 0.14 25.10 0.23

 8هسته  25.46 0.48 22.48 0.16 31.04 0.43 24.66 0.60 22.00 0.15

 میانگین 28.03 0.51 26.87 0.47 29.24 0.50 27.93 0.44 28.42 0.53
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( جزئیات مرحله به مرحله فرآیند 11-5همچنین برای نشان دادن قدرت روش پیشنهادی، در شکل )

شود که در هر سطح از هرم است. ملاحظه میتاری در هر مقیاس نمایش داده شدهتخمین هسته 

شود تا در نهایت یک هسته تمیز با کمترین میزان نویز زدایی، هسته تاری اولیه چطور پاکسازی میمات

 حاصل گردد.

  

 

  2مقیاس

𝟓اندازه هسته  × 𝟓 

 3مقیاس 

𝟕 اندازه هسته  × 𝟕 

 4مقیاس 

𝟏𝟏 اندازه هسته  × 𝟏𝟏 

 5مقیاس 

𝟏𝟕 اندازه هسته  × 𝟏𝟕 

 6مقیاس 

𝟐𝟕 اندازه هسته  × 𝟐𝟕 

 مقیاس نهائی

𝟐𝟕 اندازه هسته  × 𝟐𝟕 

𝒌̂ )د(   𝒖 )ج(   𝑴(𝒌) )ب(  𝒌 )الف(   

                       . هیاول ینیهسته تخم . الف(اسیدر هر مق ی پیشنهاد سومتار هسته نیمراحل تخم(: 11-5شکل)

 .زیبا کاهش نو تخمینید( هسته  .𝑢 دیهسته و تول از زینوحذف ج(  )الف(. ساخته شده از پیوستگیب( نقشه 
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های اخیر و روش پیشنهادی انجام تخمینی روشهای ای بین هستهمقایسه ،(12-5)در شکل 

اهت بشکمترین میزان نویز و بیشترین  ،آمده از روش مادستههای بستهدهد هاست که نشان میگرفته

 د.نرا به هسته صحیح مبنا دار

L0 text ]8[ Graph [31] صحیح مبنا هسته  Pan et al. [11]  MSLS [21]  پیشنهاد سوم 

 1هسته 

      

 2هسته 

 3هسته 

 4هسته 

 5هسته 

 6هسته 

 7هسته 

 8هسته 

 کورریغ واپیچش تمیتوسط الگور Levinدر مجموعه داده  1 شماره ریتصو اززده شده  نیتخمهسته  (:12-5شکل)

مرجع [، 31]مرجع ، text 0L[8]  یهاروش حاصل ازو هسته صحیح مبنا  تاری[. از چپ به راست: هسته 6]یکسان

 .8 شماره هسته تا 1 شماره سته: هنیئ. از بالا به پای سومشنهادیروش پو  [12[، مرجع ]11]

[ 9و ] [31] ،[32] دادهاز مجموعه  هاییزدایینمونه مات ترتیب( به15-5( و )14-5( ، )13-5) شکل

های وشدهد که روش پیشنهادی بهترین عملکرد را در بین رنشان مید. مقایسه نتایج ندهرا نمایش می

 است.داشته موجود
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 )ب( )الف(

  
 )د( )ج(

  

 )و( )ه(
      . [34مرجع ]نتیجه . ب( مات ریف( تصو[. ال32در ] نیتورب ریتصو زداییمات جهینت یبصر سهیقام(: 13-5شکل)

                        .ی سومشنهادیپو( روش [. 12نتیجه مرجع ] [. ه(13]نتیجه مرجع د( [. 36نتیجه مرجع ] ج(

 است. اند و با بزرگنمایی جزئیات قابل رؤیتتصاویر ارائه شده در وضوح کامل خود نمایش داده شده

 با کمترینیک تصویر واضح  ،هاتوانسته بر خلاف سایر روششود که روش پیشنهادی ملاحظه می

 است.های دوردست تصویر هم موفق بودهسازی توربینو حتی در باز دهد ارائه میزان آلایه
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 )الف( (ب) (ج)

   
 (د) (ه) (و)

[. الف( 6] غیرکور واپیچش[ با 31] از مجموعه داده 31×31 یهسته تار کیبا  یمتن ریتصو زداییمات(: 14-5شکل)

               [. 11] نتیجه روش [. د(13] نتیجه روش. ج( صحیح مبناتاری زدایی با هسته مات جهی. ب( نتمات ریتصو

 .ی سومشنهادیروش پ جهیو( نت .[12] نتیجه روش ه(

 

    

    

    
 )الف( )ب( )ج( )د(

                    . مات ری[. الف( تصو9] از زیبرانگچالش یمتن مات ریچند تصو ماتیرفع  جینتا سهیمقا(: 15-5شکل)

                                                    .نتیجه پیشنهاد سومد( . [12]نتیجه روش  [. ج(13]نتیجه روش ب( 

 است(. تیقابل رؤ اتیجزئ ییاند و با بزرگنماداده شده شیبا وضوح کامل نما ری)تصاو
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تصاویر مات ساختگی ناشی از هسته تاری بزرگ  روی، روش پیشنهادی را (16-5)همچنین در شکل 

است  آمده حاوی آلایهدستهکه نتایج بارزیابی قرار دادیم. با این مورد[ 31] ه دادهبرانگیز مجموعو چالش

 حتی شود کهمیاست. ملاحظه تصاویر بهتری ارائه شده ،های موجودنسبت به سایر روش همچنان اام

و  [11] بر کانال تاریک مانند روش مبتنی ،پرهزینه اتیو در عین حال از نظر محاسبهای موفق روش

 د.انهویر نشداتص اینزدایی ته ماقادر ب ،نیز 0L [8] شدهمنظم بر روش مبتنی

    

    

    

    
 )الف( )ب( )ج( )د(

 واپیچش تمیتوسط الگور 75×75 زیبرانگهسته چالش کیاز  یمصنوع مات ریتصاوزدایی مات جهینت(: 16-5شکل)

. یشنهادیروش پ جهی( نتد .[8] نتیجه روش [. ج(11] نتیجه روش. ب( تاریو هسته مات  ری[. الف( تصو6کور ]ریغ

 (.با بزرگنمایی جزئیات قابل رؤیت استاند و تصاویر با وضوح کامل نمایش داده شده)

 

در مدت  دهد که روش ما توانستهنشان می و()و  )د( (17-5) شده در شکلزداییمقایسه نتایج مات

 [ قابل رقابت باشد. 11] که با نتیجه روشدهد  ئهای اراشدهبازیابی واضح تصویر زمان کمتر،



 

100 

 

  
 )الف( )ب(

  
 )ج( )د(

  
 )ه( )و(

           [.8نتیجه مرجع ] . ب(مات ری[. الف( تصو6کور ]ریغ واپیچش طبیعی، با مات ریتصورفع ماتی (: 17-5شکل)

 .نتیجه پیشنهاد سومو( [. 12نتیجه مرجع ] ه( [.11نتیجه مرجع ] د([. 36نتیجه مرجع ] ج(

 

 در آن که شدهنمایش داده ( 18-5در شکل )[ 31مثالی از مجموعه داده ] مقایسه نتایج پیشنهادی:

ملاحظه  است.هگرفتصورت کّمی و کیفی مورد بررسی قرار های پیشنهادی بهنتایج حاصل از روش

اما روش  ها داشته، پیشنهاد سوم عملکرد بهتری نسبت به سایر روشورودی شود که روی این تصویرمی

موفق به رفع ماتی هسته تاری درستی تخمین نزده و  ،های نامناسبستانهماسک پشتیبان به دلیل آ

 است.نشده
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 PSNR=19.883)الف( 

  
PSNR=20.101 (ج) PSNR=26.136 ب() 

  
PSNR=26.7424 (ه) PSNR=26.491 (د) 

      . نتیجه پیشنهاد اول . الف(. تصویر مات و هسته تاری صحیح مبنا. ب(های پیشنهادیایدهمقایسه (: 18-5شکل)

 .نتیجه پیشنهاد سوم دوم )ماسک نقشه پیوستگی(. ه(نتیجه پیشنهاد  . د(نتیجه پیشنهاد دوم )ماسک پشتیبان( ج(

دهد. از یرا نشان م یشنهادیپ هایشده روشزداییمات جینتا از دو مثال (19-5) شکلموارد ناموفق: 

 هسته یا )تصویر ردیف اول( یغن یهااندازه کوچک با بافت یدارا ،این تصاویر مات ورودیکه  ییآنجا

فع ماتی عملکرد قابل در ر یشنهادیپ هایایدهلذا ، هستند )تصویر ردیف دوم( بزرگ یا پیچیده نسبتاً

 .قبولی نداشتند
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 )الف( (ب) (ج) (د)
با  (نیئ)پا 126×123)بالا( و  265×247اندازه  مات به ری. الف( تصاوپیشنهادی هایروش موارد شکست(: 19-5شکل)

 .ماسک پشتیبانروش  جی( نتاج .اول روش پیشنهادی جیب( نتا .(نیئ)پا 23×23)بالا( و  45×45اندازه  به هسته تاری

 .سوم پیشنهادیروش  جی( نتاد

 

 گیرینتیجه -5-5
 

ی و کیفی قرار دادیم و نتایج هر یک را با های پیشنهادی را مورد بررسی کمّدر این فصل الگوریتم

های نهاد اول که مبتنی بر انتخاب لبهپیش ایم.زدایی کور تصویر مقایسه کردههای اخیر در حوزه ماتروش

های مهم نباشد ه تصویر مات ورودی دارای لبهدی کدر موار ااممهم تصویر بود نتایج خوبی ارائه کرده 

این الگوریتم عملکرد مطلوب را نخواهد داشت. در پیشنهاد دوم که مبتنی بر پاکسازی هسته تاری 

از کیفیت خوبی برخوردار بودند.  ،شدهزداییتمیزی تخمین زده شده و نتایج ماتهای نیز هسته هستند

که تخمین هسته است، با توجه به این در پیشنهاد سوم که مربوط به افزودن قید پیوستگی به فرآیند

صورت تکراشونده و نوبتی بازیابی هب ،در یک ساختار هرمی ،های تاریمیانی و هستهواضح تصاویر 

 هایتواند با نتایج روشگردد که میحاصل می ی، لذا نتایج قابل قبولی در مدت زمان کمترشوندمی

 پیشرفته اخیر رقابت کند.
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  ششمفصل 
 برای ادامه کار و پیشنهادات گیرینتیجه
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 گیرینتیجه -1-6

تواند ماتی تصویر می است.نامه، فرآیند رفع ماتی کور از تصاویر مورد بررسی قرار گرفتهدر این پایان

بخش یا  ،دوربین عدسیدلیل عدم تطابق هدوربین و صحنه اتفاق افتد و یا اینکه ب در اثر حرکت نسبی

شده تار شود. مسئله رفع تاری اهمیت زیادی در حوزه پردازش تصویر دارد. تمام صحنه در تصویر ثبت

های پیشین بهبود شده را نسبت به روشکیفیت تصویر بازسازینامه سعی نمودیم تا ما در این پایان

اشاره شد. همچنین  آنهای ، به بیان مسئله و معرفی کاربردها و چالشنامهاین پایان در فصل اول خشیم.ب

 ،کور رفع ماتیمعرفی گردید. مسئله  نیز شدهزداییشدگی و معیارهای ارزیابی تصاویر ماتانواع مات

برانگیز است و در چالشدلیل ناشناخته بودن عامل ماتی و در دسترس نبودن هسته تاری، بسیار به

شده ی پیشنهادراهکارها ترینمهماند، که در فصل دوم های متعددی به آن پرداختههای اخیر، روشسال

مبانی نظری مورد نیاز برای درک روش پیشنهادی  ،در فصل سوم معرفی و ارزیابی شد. ،در ادبیات موضوع

 .شد توضیح داده

هرم تصویر مات و دانش پیشین پیوستگی هسته تاری  هدف اصلی این پژوهش، استفاده از ایده

به کمک هرم تصویر بر این  زداییروش ماتزدایی سریع و دقیق است. منظور انجام یک فرآیند ماتبه

 ،رسدنظر میهیر، وضوح تصویر بهتر بایده استوار است که با کاهش ابعاد یک تصویر مات در هرم تصو

تر نسبت به تصویر شود تا تصویری واضحدر سطوح مختلف استفاده می های تصویرلذا از اطلاعات وصله

از سرعت زدایی های ماتنسبت به اکثر روشزدایی به کمک هرم تصویر روش ماتمات ساخته شود. 

زند و این های پیچیده، هسته تاری مطمئنی تخمین نمیشدگیبعضاً در مات اامخوبی برخوردار است، 

  د.نشومی، منتج به تصاویر حاوی آلایه های حاوی نویزهسته

تصویر، از کل جای استفاده از گرادیان است در مرحله تخمین هسته، بهدر پیشنهاد اول سعی شده

در تخمین اطلاعات درستی که  ضعیفهای های مهم تصویر واضح میانی استفاده شود و لبهگرادیان لبه

شد، این  طور که در فصل نتایج نشان دادهد. هماننشو ته، نادیده گرفگذاردتاری در اختیار نمیهسته 
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در بازسازی تصویر  های اخیرروش ی کهتری شده و حتی در مواردهای تاری دقیقفرآیند منجر به هسته

 است.عملکرد بهتری داشتهروش پیشنهادی ، اندواضح ناموفق عمل نموده

در زده شده در هر تکرار از هر مقیاس پرداختیم.  در پیشنهاد دوم، به پاکسازی محلی هسته تخمین

ایجاد اثرات  ،شدهآید که در تصویر بازسازیوجود میهالمانهای مزاحمی ب ،یند تخمین هسته تاریفرآ

 بانیپشت تکرارشونده ییشناسا، هم روش نماید. برای پاکسازی هسته از این عوامل مزاحممصنوعی می

است. این پردازش وفقی هسته تاری با حذف نویزهای احتمالی، و هم روش نقشه پیوستگی مطرح شده

دهد که این ایده شده نشان میهای انجامکند. ارزیابیتر و بدون نویزی ارائه میهای مطمئنهسته

های آمده، شباهت بیشتری به هستهدستههای بدهد و هستهپیشنهادی، نتایج قابل قبولی ارائه می

 صحیح مبنا دارند.

های تاری هستند که در های اصلی هستهدهد که تنکی و پیوستگی، از ویژگیمشاهدات نشان می

شده از کاهیی نمونهدلیل بازسازی تصویر واضح میانی از یک نسخهبه هاروش هرم تصویر، این ویژگی

 نمودیمسازی مسئله اضافه شوند. لذا قید پیوستگی هسته تاری را به رابطه بهینهتصویر مات، حفظ نمی

شده وضوح تر باشند و در نتیجه تصویر بازیابیهای حقیقی نزدیکزده شده به هسته های تخمینتا هسته

است. قید های مهم استفاده شدهباشد. همچنین در رابطه تخمین هسته از گرادیانبهتری داشته

نتایج نشان داده شده که همچنان از  در بخش اامپیوستگی، کمی سرعت اجرای فرآیند را کاهش داده 

های پیشرفته اخیر ای است که روشهای پیچیدهسرعت قابل قبولی برخوردار است و قادر به رفع ماتی

 ++Cاری افزالگوریتم پیشنهادی به زبان نرم یزساپیادهضمن اینکه  ند.اهها ناموفق بودزدایی آندر مات

 بیشتری به سرعت اجرا آن بدهد. تواند بهبودمی GPUو یا استفاده از 

 ،دهیچیپ یهابا هسته مات شدهبا اندازه کوچک  ریتصاو دهد که روش پیشنهادی درها نشان میارزیابی

تصویر  کاهیدلیل عملیات نمونهبه با اندازه کوچک، ریاست که در تصاو نیآن ا لی. دلدعملکرد خوبی ندار
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 هسته دقیق نیتخم یبرا یاداده چیهو  رودیم نیاز بمفید برای تخمین هسته تاری  اطلاعاتمات، 

 .نخواهد داشتوجود  یتار

 

 برای ادامه کار پیشنهاد -2-6

است، دانستن اندازه هسته ماتی است. زدایی وجود داشتههایی که همواره در مسئله ماتیکی از چالش

هسته همگرا نخواهدشد.  شدگی تصویر نباشد، فرآیند تخمینمات اگر اندازه هسته تاری متناسب با اندازه

های تر از اندازه حقیقی، افزایش نویز بیشتری خواهیم داشت و برای اندازه هستههای بزرگبرای هسته

 گیرد.تخمین صحیحی انجام نمی ،ترکوچک

های عنوان ورودی الگوریتمبهاند که اندازه هسته تاری را تخمین زده تا هایی پیشنهاد شدهاخیراً روش 

که روش پیشنهادی نسبت به اندازه هسته ورودی حساسیت زیادی کار گرفته شوند. ضمن اینرفع ماتی به

[ 37] قصد داریم در کار بعدی از روش جدید تخمین اندازه هسته تاری مبتنی بر فاز تصویر اامندارد، 

 برای تقویت روش پیشنهادی استفاده کنیم.

 به جای روش هرم تصویر جهت پذیری موثرترهای فراتفکیکاز روش استفادههمچنین پیشنهاد بعدی، 

شده میانی به کمک هرم ابتدا تصویر بازسازی ،وش پیشنهادیدر ر .باشدمیبازسازی تصاویر واضح میانی 

هسته تاری تخمین زده  ماتی،سازی تابع هدف در مدل شود و سپس به کمک بهینهتولید میتصویر 

شده چه تصویر بازسازی شود. هرسازی میی بازضح نهائتصویر وا ،به کمک هسته تاری شود و نهایتاًمی

شود و هسته تاری تر همگرا مییند تخمین هسته تاری سریعآاعوجاج کمتری داشته باشد فرمیانی 

  شود.تر تخمین زده میدقیق

دیگر از  ها هستند.آلایه ،زدایی تصویرماتمهم های چالش اشاره شد، یکی ازنامه که در پایانطوریهمان

است. با  شده تصویردر خروجی بازسازی آلایهکار دنبال آن هستیم تشخیص خود ههایی که بایده
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شده ای اصلاح نمود که نتیجه بازسازیتوان ابعاد هسته تاری اولیه را به گونهمیتشخیص خودکار آلایه 

  اعوجاج کمتری شود.دچار 
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Abstract 
 
Images are usually corrupted by noise and blur when recording. Blurriness is 

typically originated from common sources, including out-of-focus, atmospheric 

turbulence, camera shake, or object motion. One of the most widely used issues in 

the field of image processing is removing blur from a blurry image. Image 

deblurring aims to recover a clear image from an image that may have been blurred 

for any reason. If the blur kernel is known, this process is called non-blind 

deblurring; otherwise, it is called blind deblurring. 

In this dissertation, the problem of blind deblurring has been studied. Blind 

deblurring is much more challenging than non-blind deblurring, as only a single 

input blurry image is available, and we usually directly or indirectly seek to 

estimate the blur kernel from the blurred image. Finally, non-blind deconvolution 

methods are used to estimate the blur kernel to remove blurriness. 

In this dissertation, we use Multi-Scale Latent Structure (MSLS) prior to estimate 

the blur kernel and recover a sharp latent image. In the objective function we have 

proposed to restore the sharpness of the blurry image, we have added a term that 

encourages the blur kernel continuity and improves the sharpness of the 

reconstructed image and reduces the artifact. The evaluation results of the 

proposed method show that the quality of blur removal has improved significantly 

in many cases and for the database used, the mean of PSNR and SSIM are 28.4163 

and 0.8672, respectively. This is while the proposed method is much faster than 

the state-of-the-art methods. 

 

Keywords: Image deblurring, Blind deconvolution, Blur kernel estimation, Image 

pyramid representation 
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