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 ... سپاس گزاری 

 

جلیل از تو و  باشدای برای تجارت، بلکه گامی ای برای اسارت و نه دستمایهپروردگارا مرا یاری کن تا دانش اندکم نه نردبانی باشد برای فزونی و تکبر و غرور، نه حلقه
ت
برای 

 تعالی ساختن زندگی خود و دیگران. 

که نه تنها به  سین خسرویح چیز، خداوند بزرگ را به خاطر لطفی که همواره شامل حال من نموده شاکرم. سپس، از زحمات استاد محترم راهنما، جناب آقای دکتر قبل از هر 

کاری در تمام مراحل انجام این تحقیق از رهنمودها و کمک چنین از پدر و مادر و خواهر شکر و قدردانی میت م، امند شدهدریغ ایشان بهرهی ییهاعنوان استاد بلکه همچون هم
هم
کنم. 

صیل 
تح
و نیز پایان نامه درسی خود را به نحو  یعزیز ، دلسوز و مهربانم که برای من آرامش روحی و آسایش فکری فراهم نمودند تا با حمایت های همه جانبه در محیطی مطلوب ، مراتب 

چنین  نمایم.احسن به اتمام برسانم، سپاسگزاری می
هم

بحث و تبادل  ، های طولانی ساعتختصاص ارا در راستای  وندنژاد آقای مهندس عارف زینی جناب زحمات

تلاش و لطف یز،ن  گویم. د رنهایت سپاس می  بخش ایده و دیدگاهی تازه نسبت به موضوع بوده است، همواره برای من الهام که، نظر در مورد موضوع تحقیق بنده

کانات لازم برای پیشس حمید باباشاهی و سرکارخانم مهندس مریم فریور جناب آقای مهند  .نهمد این مطاعهه   را ار  میبررا در جهت فراهم ساختن ام

 

 

 

 

 

 

 

 

 

 ج



 د

 

 

 

ده دانشک سیستم مخابرات_برق مهندسیدانشجوی مقطع کارشناسی ارشد رشته  سعیده پورقاسمیاناینجانب 

اری های تصویربردبازسازی تصاویر درک شده از روی داده نامهنویسنده پایاندانشگاه صنعتی شاهرود مهندسی برق 

 وم:شمتعهد می حسین خسرویدکتر ی یتحت راهنما های عصبیبر شبکهرزونانس مغناطیسی عملکردی مبتنی

 نامه توسط اینجانب انجام شده است و از صحت و اصالت برخوردار است.تحقیقات در این پایان 

  های محققان دیگر به مرجع مورد استفاده استناد شده است.از نتایج پژوهشدر استفاده 

  تاکنون توسط خود یا فرد دیگری برای دریافت هیچ نوع مدرک یا امتیازی در هیچ جا ارائه  نامهانیپامطالب مندرج در

 نشده است .

  ی دانشگاه صنعت»ت مستخرج با نام باشد و مقالاکلیه حقوق معنوی این اثر متعلق به دانشگاه صنعتی شاهرود می

 به چاپ خواهد رسید.« Shahrood University of Technology»و یا « شاهرود

  نامهانپایاند در مقالات مستخرج از نامه تأثیرگذار بودهاصلی پایان جینتاحقوق معنوی تمام افرادی که در به دست آمدن 

 گردد.رعایت می

 ها ( استفاده شده است ضوابط و های آننامه، در مواردی که از موجود زنده ) یا بافتیاندر کلیه مراحل انجام این پا

 اصول اخلاقی رعایت شده است.

 نامه، در مواردی که به حوزه اطلاعات شخصی افراد دسترسی یافته یا استفاده شده است در کلیه مراحل انجام این پایان

  رعایت شده است. اصل رازداری، ضوابط و اصول اخلاق انسانی
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 مالکیت نتایج و حق نشر

 و تجهیزات  هاافزارنرم ای،ی رایانههابرنامه ،کتاب ،کلیه حقوق معنوی این اثر و محصولات آن )مقالات مستخرج

 میلنحو مقتضی در تولیدات ع این مطلب باید به .باشدمیساخته شده است ( متعلق به دانشگاه صنعتی شاهرود 

 .مربوطه ذکر شود

 باشدمیپایان نامه بدون ذکر مرجع مجاز ن این استفاده از اطلاعات و نتایج موجود در. 

 

 مالکیت نتایج و حق نشر

 و تجهیزات  هاافزارنرم ای،ی رایانههابرنامه ،کتاب ،کلیه حقوق معنوی این اثر و محصولات آن )مقالات مستخرج

 یماین مطلب باید به نحو مقتضی در تولیدات عل .باشدمیشده است ( متعلق به دانشگاه صنعتی شاهرود  ساخته

 .مربوطه ذکر شود

 باشدمیپایان نامه بدون ذکر مرجع مجاز ن این استفاده از اطلاعات و نتایج موجود در. 

 

 مالکیت نتایج و حق نشر

 و تجهیزات  هاافزارنرم ای،ی رایانههابرنامه ،کتاب ،ت مستخرجکلیه حقوق معنوی این اثر و محصولات آن )مقالا

 یماین مطلب باید به نحو مقتضی در تولیدات عل .باشدمیساخته شده است ( متعلق به دانشگاه صنعتی شاهرود 

 .مربوطه ذکر شود



 

 

 : چکیده

 هایاز روی دادهمغز  هایتیفعال ییرمزگشارمزگذاری و  زمینهدر  اتقیتحق در چند دهه اخیر،

این با  .داشته است یریگچشم یدستاوردها (fMRI) یعملکرد یسیرزونانس مغناط یربرداریتصو

مچنان ، همنظور بازسازی تصاویر طبیعی درک شده توسط انسانبه مغز هایتیفعال ییرمزگشاوجود، 

  ای هستند.و پیچیده حاوی اطلاعات متنوع تصاویراین یک مسئله قابل بررسی است. چرا که، 

 یی، به منظور رمزگشا(AAEs) یخودرمزگذار رقابت هایشبکه یبر مبنا یکردیرودر این پژوهش، 

 ریهزار تصو 99از شیبا ب ،AAE یشبکه عصب کیابتدا  ،رواز این .شودیم مغز ارائه هایتیفعال

ار از معناد یفیساختار، توص نیا نهانی. فضاشودداده میآموزش ها، رویت نشده توسط سوژه یِعیطب

که بر  ،مدهییمشکل  نهانیبه فضا fMRI هایاز داده ی. سپس نگاشتدهدیرا ارائه م ریهر تصو

به  .شوندیم لیتبد ،AAEشبکه با کدهای نهان  بُعد همنهان  یبه کدها fMRI هایاساس آن داده

هر سه  fMRI یو الگوها مکنییاستفاده م آموزش دیده،، از نگاشت مدل رمزگشایی تستِ هنگام

شبکه  یکدها با استفاده از ساختار رمزگشا تیدر نها م،کنییم لینهان تبد یرا به کدها یسوژه انسان

AAEبا ،پیشنهادی ییرمزگشامدل . شوندیتست، بدل م ریاز تصاو یدرک قابل یهاییبازنما ، به 

 .شودو تست میدیده مجزا، آموزش  هایداده استفاده از

 (SSIM)شباهت ساختاری چندمقیاسه دو معیار  پیشنهادی، عملکرد روشمنظور سنجش کمی به

دست آمده حاکی د. نتایج بهنشوگزارش می ،ازای تصاویر بازسازی شدهبه (CC)و ضریب همبستگی 

طوری که در دو سوژه آزمایشی میانگین به پیشنهادی است. یکرداز عملکرد موفق و امیدبخش رو

 گزارش شده است.  7/1معیار ضریب همبستگی روی تصاویر تست، بیش از 

 یسیس مغناطرزونان یربرداریتصو، مغز هایتیفعال ییو رمزگشا یرمزگذار: های کلیدیواژه

 ضریب همبستگی. شباهت ساختاری چندمقیاسه،، یخودرمزگذار رقابت شبکه ،یعملکرد

 ه
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  فصل اول-1
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 مقدمه -9-9

رار به صورت سلسله مراتبی قسامانه بینایی انسان از یک سری نواحی غشایی چندگانه که 

  . [1] تشکیل شده است اند،گرفته

 یم،کنیم دایاطراف شناخت پ طمحی ازکه به واسطه آن  یندیفرآ ، یعنیدرک بینایی انسان

 هایسیگنال به را نور هاگیرنده این. گرددمی آغاز ور با شبکیه چشمنبه محض برخورد 

 نیم به انتقال زا پس بینایی، عصب مسیر از شده تولید هایسیگنال. کنندمی تبدیل الکتروشیمیایی

در آن نقطه پس  رسند.می)نهنج(  2در تالاموس (LGN)9 جانبی خمیده هسته ناحیه به مقابل، کره

3 ناحیه همان ،یبینای اولیه قشر سمت به ،اولیه هایاز پردازش
1V اطلاعات سپس. کنندحرکت می 

4 ناحیه به بینایی
2V و  5یشکم مسیرهای: شوندرفته و در آن ناحیه به دو مسیر مجزا تقسیم می 

 .(9-9 شکل)  6پشتی

 

و  مسیرهای پشتی وبینایی  و ثانویههای انتقال اطلاعات بینایی از شبکیه چشم به قشر اولیه مسیر :9-9شکل 

 شکمی.

مربوط به ماهیت اشیا در اطلاعات  عمده که است شده داده شانن پیشین هایدر پژوهش

. ستا اشیا موقعیت و رنگ اطلاعات پردازش مسئول پشتی ناحیه و شوند،ی پردازش میمنواحی شک
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 شناخته یزن “2کجایی” و “9چیستی”نواحی عنوان به ترتیب به پشتی و یشکم نواحی رو این از

 دهش کشیده چالش به اخیر هایبیان شده، در پژوهش قلال کامل دو مسیرالبته است .[2] شوندمی

 نواحی بین در متعددی 5بازخوردی و 4بازگشتی ،3روپیش ارتباطات ،که ایبه گونه .[4 ,3] است

 حیطم از غنی تصویری نگاه، یک طریق از هاانساندرواقع،  .درنظر گرفته شده است مغز مختلف

ها قادرند بسیاری از اشیاء آن .[5] کنندمی درک را آن سرعت به و. آورندمی دست به خود اطراف

گون و همچنین زوایای دید مختلف، بدون های گونااندازه و هاداشتن حالتم غرعلیپیرامون خود را 

 بصری بازنمایی یک صورت به بینایی اطلاعات .[2] ترین مشکلی، بازشناسی و تفکیک کنندکوچک

 هایفعالیت تمام و ادراک پیچیده، هایکنشبر هم یگاه، در نتیجهآن. دنگیرمی شکل انسان مغز در

 ورتص گرفته، شکل هایِبازنمایی این روی بر است، بینایی با مرتبط که انسان بعدی شناختی

 کشف و درک امکان که مغز، قشر از عملکردهایی نداتلاش در محققان که هاستقرن .پذیردمی

های ترین روشاز رایج. کنند رمزگشایی و درک د،نسازمی فراهم انسان برای را بصری محیط

 است. یقاتیتحقچنین در  قیعم یریادگی هایروش گیری ازپرداختن به این موضوع، بهره

 ار خود اطراف بصری دنیای سادگی به چنین این سازداین مغز است که انسان را قادر می

 فرآیند یک اما پذیرد،بدون صرف زمان زیادی صورت می انسان برای امر این چه اگر. بشناسد

 وسطت فرآیند این رخداد چگونگی شناخت و رمزگشایی. است مشکل بسیار و پیچیده محاسباتی

 7محاسباتی و  6تیشناخ اعصاب علومهای حوزه در بسیاری هایخلاء و هاپرسش پاسخگوی انسان،

 کارآمد باشد. مند شبیه به انسان،هوش هایماشین توسعه جهت در تواندمی نهایت در که است،
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 بیان مسئله  -9-2

اشاره  (AI)9مصنوعی توان به هوشبا علوم اعصاب محاسباتی میمرتبط های از جمله حوزه

مصنوعی و علوم اعصاب هوشی های انفرادی اخیر در هر دو زمینهطوری که پیشرفتبه کرد؛

. به این [8–6]، به راهبردهای جدیدی جهت رشد مشترک هر دو حوزه منجر شده است محاسباتی

ای ههای علمی در زمینه شناخت سامانه بینایی انسان، مدلشکل که؛ از طرفی بر اساس پیشرفت

های مطرح مدل اند.مصنوعی معرفی شدهمحاسباتی مصنوعیِ الهام گرفته شده از مغز، در حوزه هوش

وجهی در درک اند به عملکرد قابل ت؛ توانسته 2 (DNN)های عصبی عمیقشده؛ به عنوان مثال شبکه

هایی با سامانه . از سوی دیگر، تطابق و مقایسه چنین مدل[11–9]یابند ها، دستتصاویر و فیلم

ند ککه مغز چگونه اطلاعات بینایی را بازنمایی می، به درک و شناخت عمیقی از اینبینایی انسان

-توان گفت علوم اعصاب محاسباتی موجب رشد هوش. به این ترتیب می[15–12]منجر شده است 

 .برعکس، هوش مصنوعی نیز موجب رشد علوم شناختی می شودمصنوعی شده و 

ها شامل فرضیات است. این مدل یمحاسبات یهامدلنیازمند  انسان بینایی ستمیدرک س

 کننده کار مغز در واقعا منعکس که ییهامدل .[7] هستند یعصب یریادگیمحاسبه و پایه در زمینه 

 دهند حیتوض یبصر یمغز را با توجه به هرگونه ورود تیبتوانند فعال دیبا ،دباشن یعیطب یینایب زمینه

کنند  ییرمزگشا ،یبصر یورود بردن بهپی ه منظورمغز را ب تیو فعال [16] (3 مغز ی)رمزگذار

 در زمینه رمزگذاری و رمزگشایی مغز، دوارکنندهیام یپژوهش رویکرد کی .[16]( 4مغز یی)رمزگشا

 مانند ،قیعم مولد یهامدل است.دسته از تحقیقات  در این ،قیعم یریادگی یهاشامل ادغام روش

در  [19] (GANs)6 رقابتی مولد یهاو شبکه [17, 18] (VAEs)5 متغیرهای خودرمزگذار شبکه
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 ،یبصر ریواصت یبازساز زمینهدر  قاتیتحق رایاخ اند.دهیرس یبزرگ یهاتیبه موفق ریواتص دیتول نهیزم

رو نیز، در پژوهش پیشِ .[25–20] استگسترش یافته  ی،دیتول قیعم یهابا استفاده از مدل

شود. ه می، به منظور رمزگشایی مغز ارائ(AAEs)9رقابتی  خودرمزگذار هایشبکهرویکردی بر مبنای 

-ییبه عنوان بازنما  2(fMRI) یعملکرد یسیرزونانس مغناط یربرداریتصو هایمنظور از داده نیبد

-تیفعال یرگیاندازه ،نشان داده است ری. چرا که تحولات اخشودیمغز استفاده م هایتیاز فعال هایی

نچه فرد مشاهده انسان، از جمله آ یمطالب ذهن ری، به تفسfMRI هایمغز به صورت داده های

 .کندیکمک م ند،بییم ایدر رو یو حت کندیتصور م آورد،یم ادیبه  کند،یم

 یمصنوع یاز الگوها ،متداول مطالعات علوم اعصابِ ،مغز ییو رمزگشا یرمزگذار نهیدر زم

 مجزا  یربص هایدسته ایاجسام  یعصب هایییبازنما یا بازسازیِ  ییشناسا یبرا کیاستات ریتصاو ای

تر و این در حالی است که، تصاویر طبیعی حاوی اطلاعات متنوع. [27 ,26 ,16] کنندیاستفاده م

-و میبرتری روهای بیشبا چالش مغز ییو رمزگشا یرمزگذارباب  تری هستند. بنابراین درپیچیده

 5/99ای شامل مجموعه داده ،پیشنهادی ییآموزش و تست مدل رمزگشا یبرا پژوهش شوند. در این

گیرد. شده است، مورد استفاده قرار می یآورجمع یسوژه انسان 3از ، که fMRI هایساعت از داده

 اء،یاش مختلف، شامل ییدئویو پیکل 172 بایتقر یتماشا ها در حالها سوژهدر حین اخذ داده

موجود در مطالعات  هاینمونه ریمجموعه داده نسبت به سا نیا اند.بوده متنوع هایکنش و هاصحنه

 .[28 ,15–13]دارد  یتراندازه و پوشش گسترده ،یقبل

 نامهاهداف پایان -9-3

هدف اصلی از انجام این پژوهش، رشد تعامل و پیوند میان دو حوزه علوم اعصاب محاسباتی 

های هوشمند شبیه به انسان است. با وجود تعامل این دو مصنوعی، به منظور توسعه ماشینو هوش

  های ایجاد شده، هنوز راهی طولانی تا درک کامل مغز بیولوژیکی انسان باقی است.و پیشرفت حوزه
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 اند از: اند، عبارتدو پرسشی که هنوز در زمینه بینایی پاسخ داده نشده

 .[29] کندچگونه مغز انسان اطلاعات بصری را بازنمایی و سازماندهی می .9

 ای کههای مغز را به صورت بلادرنگ رمزگشایی کرد، به گونهتوان فعالیتآیا می .2

 . [16]بیند داشته باشیم بتوانیم تفسیری از آنچه که فرد می

های عصبی، پرسش دوم مطرح شده اساس شبکهردر این پژوهش برآنیم تا با ارائه روشی ب

 را تا حد توان پاسخگو باشیم. 

 نامهساختار پایان -9-4

و مشخص شد چه مورد اشاره قرار گرفت  ،نامهپایانفصل، مقدمه و کلیات این در تاکنون 

در  مورد اشاره قرار گرفت. پژوهشاین انجام اهداف و انگیزه همچنین . ای قرار است حل شودمسئله

های لازم جهت دنبال کردن روند این پژوهش، از گزارش، به معرفی تئوریفصل در دومین  ،ادامه

گرفته  کارآشنایی مختصری با هر کدام از مباحث به ،ای که پس از اتمام این فصلگونه. بهپردازیممی

 ارائه ،fMRI هایکلی از رمزگذاری و رمزگشایی داده معرفیابتدا  ومدر فصل س .حاصل شود ،شده

 میخواه ،هاو ترکیبی از آن دو زمینهدر این  موجود ها و مطالعاتبر روش یمرورشود، و سپس می

 یانسان، از نظر معمار یینایب هایانیو جر قیعم یعصب هایشبکه نیب یاسهیمقا در ادامه داشت.

 هانآ انیارتباط م انگریبنوعی به اسیق نیداشت، که ا مخواهی هاحاکم بر آن یمحاسبات نیو قوان

 جنتای دانتوانسته ق،یعم یعصب هایشبکه برینمبت هایمدل رایکه اخ مدهیینشان م تنهای در. است

 یایدر ادامه مزا مغز بدست آورند. ییو رمزگشا یرا در مطالعات مربوط به رمزگذار ایکننده دواریام

م روش پیشنهادی پژوهش در فصل چهار .مدهییرا مورد بحث قرار م دوگانهیادگیری  یاستراتژ کی

 دهنده این روش،های تشکیلای که در هر بخش از این فصل یک گام از گامگونهشود. بهارائه می

چه که در طی این پژوهش صورت گرفته است و م ماحصل آنپنجشرح داده خواهد شد. در فصل 

-گیری نهایی انجام میش نیز نتیجهشوند. در آخرین فصل از این گزارهای پژوهش مطرح مییافته

 د.شوناین زمینه موضوعی مطرح می رد و پیشنهادهایی در جهت توسعهگی
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 مقدمه -2-9

 ها وبخش -از بدن انسان  یریتصاو ایجاد ی است که در جهتکیتکن 9یپزشک یربرداریتصو

 ؛یکعلوم پزش ای ،هایماریب یشناخت، درمان و بررس؛ شامل یکینیاهداف کل یبرا - آن یعملکردهایا 

وثری نقش م مغز تصویربرداری گیرد.، مورد استفاده قرار میکیولوژیزیک و فیشامل مطالعات آناتوم

 دگاهیکه در آن از د ای از علماست. شاخهایفا کرده  یعلوم اعصاب محاسباتمطالعات  بُردپیشدر 

پرداخته  از جمله انسان موجود در مغز موجودات زنده یهاندیآک فرو در یبه بررس ،یمحاسبات

 یشناخت فیاز وظا یانجام برخ یبرا یمختلف یمحاسبات یهامدل ریاخ یهاسال ی. طشودیم

با  اتفاق نیاست. ابهتر بوده زیها ناز موارد از انسان یها در برخآن ییاست که کاراها ارائه شدهانسان

ه به خود گرفت یشتری، سرعت بقیعم یریادگیاز جمله  ،یمصنوعدر هوش دیجد یهاکیظهور تکن

  .است

 آن، ی و به دنبالِ مغز هاییربرداریتصوابتدا انواع رو در فصل پیشِبرآنیم  رواز این

 حوهن . سپس مروری برکنیممعرفی صورت مختصر بهی را عملکرد یسیرزونانس مغناط یربرداریتصو

 هایعمیق، شبکه یادگیریها خواهیم داشت. همچنین لازم است مروری بر دادهتحلیل این دسته از 

ها تحت عنوان این شبکه ی ازانواع جدید. در این پژوهش ها داشته باشیمخودرمزگذار و انواع آن

 تری در ایناند، از این جهت معرفی مفصلمورد استفاده قرار گرفتههای خودرمزگذار رقابتی شبکه

 .یم داشتزمینه خواه

 عملکردیبرداریصویرساختاری و تبرداریصویرت  -2-2

-یبردارریو تصو 2یساختاریربردارتصوی دسته دو به توانمیرا  یمغز یبردارریتصو

 ، هدف،یساختار هاییبردارریتصو انجام شده براساس مطالعاتدر کرد.  یبندمیتقس  3یدکرعمل
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. مغز استبر ساختار  واردهی هابیا بر اساس آسهیماریب صیساختار مغز و تشختحقیق و بررسی 

، 9(MRI) یسیرزونانس مغناط یربرداریتصو اند از:عبارت یساختار یهایبردارریتصوز جمله ا

 یبردارریاز تصواین درحالی است که   .3(PET) ترونیانتشار پوز یتوموگرافو  2(CAT) یتوموگراف

درواقع این دسته از . شودمی ستفادها 4اختیشن یهاپروسه به منظور مطالعهغالبا  یدکرعمل

د مغز عملکر هابه کمک آن که بتوان اندشکل گرفته هاییدر پی یافتن روش ،مغز هایِتصویربرداری

هستند. تغییرات عملکردی مغز با استفاده  PET و  fMRI شامل: ،هایی از این دستهنمونه. دارا نشان د

گیری و نیز قابل اندازه 6(MEG) یمگنتوانسفالوگراف و 5(EEGالکتروانسفالوگرافی ) های از روش

ت ثب های اخذ شده،برپایه سیگنالمغز،  یعملکردها تغییرات هایی که در آنبررسی هستند، روش

 هجوم ونی اکم ،یزمان رزولوشناز لحاظ  یبیها و معاتیمز یکردعمل هایروش از کدام هر. شوندمی

مورد استفاده قرار  اس در مطالعات مختلف ممکن است یک یا چند روش، که براین اسدارند 7یرپذی

 گیرد.

در معرض یک  سوژه ،ورت است کهروش کار به این ص غالبا ،مغز عملکردی بررسیحوزه در 

ها و یگنالگیرد. در حین انجام آزمایش، سنوایی قرار میچون بینایی و یا شخارجی هم تحریک

وتحلیل روی وند. پس از پردازش و تجزیهشآوری میجمع بُردهنام یهاتصاویر مورد نیاز از روش

  .دنآیتحریک اعمال شده به دست می با طفعال در ارتبا  ط، نقااخذ شده اویرصها و تیگنالس

. فعالیت هر نرون در واقع به صورت استها از نرون یهایهفعالیت مغز به صورت فعالیت تود

 ها در فاصله کوچک غشا. حرکت این یوناستهای عصبی ء سلولاغش های باردار درحرکت یون
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یجاد پتانسیل الکتریکی روی پوست کند و باعث اعمل می کوچک 9سلولی، مانند یک دوقطبی جریان

استخوان  جا کهاز آنشود. می (MEGروش )در  رو میدان مغناطیسی دور س (EEGروش )در ر س

دی دارند. در عوض از نظر عیف زیاتض EEGهای گنالی، سیستانای الکتریکی خوبی نجمجمه رس

 MEGتضعیف سیگنال   و از این رو اعوجاج و هستندهای سر دارای خواص یکسانی ی بافتمغناطیس

سیگنال مغناطیسی مغز حدودا ده میلیون بار از  اما قابل بیان است که،. به میزان کمتری است

ا نیاز هسازی این سیگنالآشکارمنظور هبنابراین ب، استتر دائمی زمین کوچک سیگنال مغناطیسی

ی ارزان روش EEG .است 2(SQUID) یتداخل یابررسانا کوانتوم یهادستگاه به تجهیزات خاص نظیر

، PETت. در روش اس ولی اشکال اصلی این روش رزولوشن مکانی بسیار پایین آن استو غیرتهاجمی 

یک  ی گامای ساطع شده ازگیری اشعهآن با اندازهبه  طهای مربومتابولیسم جریان خون و برخی

 . این روش تهاجمیشوندثبت میبررسی و ت، ماده حاجب که به سیستم گردش خون تزریق شده اس

رزولوشن زمانی آن نیز بسیار پایین است. مزیت این روش امکان  بوده و همچنینگران  و بسیار

فعالیت مغز  مستقیما MEGو  EEGهای یگنالس است.مختلف بدن  هایتفاده از آن برای قسمتاس

حاصل از تغییر  ،تصویر به دست آمده PETو  fMRIهای در روش ، در حالی کهدهندرا نشان می

 .[30] استعامل واسطه  یک

 یعملکرد یسیرزونانس مغناط یربرداریتصو -2-3

برقرار  یریو هجوم پذ یمکان ،یزمان رزولوشن نیب یتعادل مناسب fMRIتوان گفت، می

و  یردکعمل یربرداریدر دهه گذشته به عنوان روش غالب در تصو که است لیدل نهمی به و کندمی

 . شودمیاستفاده  شناختی،فرایندهای برد مطالعات پیش

خوشحالی، عصبانیت، های مختلف مانند مطالعه، تهای عصبی در حالشدن سلول با فعال

 fMRI یابد. روش،بدن افزایش می های مرتبطِحجم خون ارسالی به قسمت و غیره، ورزش رانندگی،

                                                 
9 Current dipole 

2 Superconducting Quantum Interface Device 
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 ، یعنینآ های مغز با بررسی تغییرات موضعی متابولیک و همودینامیکتکنیکی برای مطالعه فعالیت

 یا ،هاریز برای ترشح هورموناست. دستورهای مغز به غدد درون ،و اکسیژن خون تغییرات جریان

است  (HRF)9 ها، ناشی از تابع پاسخ همودینامیکیهای مختلف برای انجام حرکات و واکنشاندام

 .[30] تحریک خارجی ایجاد شده است که با توجه به

 :[30] به ترتیب زیر است fMRIهای مختلف مکانیزم کلی مورد استفاده توسط روش

 دریافت تحریک ورودی .9

 های عصبیای در سلولتغییرات منطقه .2

 و غیره( حجم، جریان، میزان اکسیژن)تغییرات در گردش خون  .3

 خاص مغز با ایجاد یک کنتراست درونی شدن نواحیفعال .4

 کیآناتومدر فواصل زمانی مشخصی، تصاویر سه بعدی  fMRIحین انجام تصویربرداری 

آوری شده از فضای های جمعکه این تصاویر با انتقال داده ؛شوداز مغز اخذ می سطح خاکستری

 ر تصویر ایجاد شده شامله شوند.های آتی، تشکیل میفضای تصویر جهت سهولت پردازش به 2فوریه

 ان،زم طول درنال وکسل مورد نظر گسی کردن دنبال با توانمی تیدر نها .های متعددی استوکسل

 فعال ریغ ای فعال مورد در و آورد دستهب شدهحی طرا شیآزما یبندنزما با را تگی آنهمبس زانمی

 . (9-2شکل ) داد نظربودن آن 

                                                 
9 Hemodynamic Response Function 

2 k-space 
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هر به ازای سری زمانی . یعملکرد یسیرزونانس مغناطدر طول زمان براساس روش  یربرداریتصو :9-2شکل 

 .[31] شودمتوالی حاصل می یسه بُعد یریتصاووکسل خاص، با دنبال کردن مقدار همان وکسل در 

در  ییهاهیناح انگریدر آن، ب یرنگ یاست که نواح رییتصاو ،fMRI روش یینها یخروج

 کی 2-2شکل  مرتبط است. هاهیآن ناح فیشده توسط انسان، به وظا انجام تیفعال که مغز هستند

از  یبه عنوان پاسخ ناش (یمقطع سطح ریمعروف به تصاو دوبعدی، ریسه تصو ای)بعدی  سه ریتصو

 .دهدینشان م را ورودی کیتحر

 

 .یعملکرد یسیرزونانس مغناط یربرداریدر روش تصو یخروج ریتصو :2-2شکل 

 )BOLD(9 خون ژنیاکس زانیوابسته به م روش ،fMRIمطرح در  یهاروش انیم از

و همچنان به عنوان  [32]مطرح شد  Ogawaبار توسط  نیروش اول نیا. استار کراه نیترجیرا

                                                 
9 Blood Oxygenation level Dependent 



 

93 

 

به  9دارژنیاکس نیهموگلوب نسبتدر آن مطرح است که  fMRIروش مورد استفاده در  نیترمتداول

 .شودمی سنجیده 2ژنیاکسبدون  نیهموگلوب

 دارای ژنیبدون اکس نیو هموگلوب یسیمغناطدیا تیدارای خاص دارژنیاکس نیهموگلوب

 گنالیدر شدت س راتییخون باعث تغ ژنیسطح اکس راتییتغ بنابراین. است یسیمغناطپارا تیخاص

MRI گیری سیگنال باعث شکلروش این  ترتیب دره بهی کمراحل. [33]خواهد شد  یینها ریتصاو در

HRF داده شده استمایش ن 3-2در شکل  شوند،به ازای هر وکسل می. 

 

 . [33]  خون ژنیاکس زانیوابسته به معملکرد روش  : مکانیزم3-2شکل

ت مورد در باف ژنیمصرف اکس ،بدن سمیمتابول شیافزایا به عبارتی مغزی  تیفعال کی یط

 به مدت کوتاهی. گرددیم ژنیامر باعث کاهش فشار اکس نیکه ا ،ابدییم شیافزادرصد  5 باینظر تقر

شود. به کاسته می HRF میزان خاصیت پارامغناطیس افزایش یافته و به دنبال آن از شدت سیگنال 

ان خون، یریابد. بنابراین با افزایش جیجبران افزایش مصرف اکسیژن، جریان خون مغز نیز افزایش م

شود. سپس نیز مشاهده می HRF گنالیشدت سیابد، این افزایش در میاکسیژن رسانی نیز افزایش 

                                                 
9 Oxyhemoglobin 

2 Deoxyhemoglobin 
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ه فُرم ، سیگنالی بمکانیزمی گردد. نتیجه چنینها به حالت استراحت باز میمجددا تعادل هموگلوبین

 خواهد بود. 4-2شکل 

 

 .[34] خون ژنیاکس زانیوابسته به مدر روش  یکینامیودتابع پاسخ هم :4-2 شکل

 2و هر  MRI ریبا تصاو سهیدر مقا ترینییپا با رزولوشن fMRIمغز توسط دستگاه  اسکن

است.  زیناچ اریحالت، بس نیا در BOLD گنالیس راتیی. البته تغشودیانجام میک بار  هیثان 4 یال

  .[35] درصد است 5تا   9 نیتسلا ب 5/9 برای دستگاه راتییتغ زانیمبه عنوان مثال، 

است  یفیضع راتییعال، تغنرون ف کیتوسط  یسیمغناط دانیدر م شده جادیا راتییتغ چون

 انینما یتنها زمان راتییتغ نیا ،است کیتر از کوچک (CNR)9 زیکنتراست به نو نسبت و دارای

 مغز را مشخص نمود. تیهای استراحت و فعالزمان نیب ریتصاو انیاختلاف م بتوان که شودیم

 بازه حتما نیر او د شودیانجام م ایقهیدق چند یمحدوده زمان کیدر  fMRI ربردارییتصو

 سهیقاتا در م ،شود جادیا یدر سری زمان یتفاوت ای کیتحرعنوان مثال، به فتدیب یخاص اتفاق دیبا

  و مطالعه باشد. یابیرد قابل گریکدیمجاور با  ریتصاو

                                                 
9 Contrast to Noise Ratio  
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اطلاعات در آن  انیب بودن یفیک ،BOLD وارده به روش رادیا نیترجدیگفت، بتوان  دیشا

 تارائه شده اس یبه صورت کم یاز آن برای حل مشکل و ارائه خروج یمختلف یهامیباشد. البته تعم

[36, 37].  

 رییگاندازه کی BOLD هایگنالیمهم را متذکر شد که س ارینکته بس نیا دیبا نیهمچن

تحت  زین یرعصبیغ هایتیفعال لهیهستند و ممکن است به وس یعصب هایتیفعال از میرمستقیغ

مسئله دقت  نیبه ا دیبا fMRI شیآزما یدر طراح .[38] بدهند ینادرست جهینت و رندیقرار بگ ریتاث

 .را مد نظر قرار داد یطیعوامل مح یتمام مبذول داشت و یکاف

  یعملکرد یسیرزونانس مغناط یربرداریتصوهای تحلیل داده -2-4

 پردازشپیش -2-4-9

عمال روی داده ها ا ،تر شدن آشکارسازی نواحی فعالآسان منظورهپردازش بمرحله پیش

مستقل از  یی است کههاگام شامل ،شوداز تحلیل آماری انجام می پیشکه  این مرحله شود.می

ای لازم دارند. مدت زمان ویژه همچنین .خود را دارند های خاصمزیتهر کدام و  شدهاعمال  یکدیگر

 3کردن رو هموا 2های مقطعیبندی برشتصحیح زمان ،9اصلاح حرکت سر : عبارتند از هاگاماین 

. تئوری، کاربرد و نحوه اعمال هر یک از این )SNR(4 نسبت سیگنال به نویز بودبه با هدف دادها

 خواهد شد. انیطور مختصر ببه مراحل در ادامه

 اصلاح حرکت سر -2-4-9-9

در هنگام برداشت تصویر یکی از منابع ایجاد اغتشاش  سوژهسر  بینی نشدههای پیشحرکت

در کنار سر  هامنظور جلوگیری از این حرکتهایی بهاسفنج اینکهوجود است. با  fMRIهای داده در

. تغییرات دارد های جزئیتنفس و عوامل غیرارادی حرکت اما سر افراد به علت ،گیردقرار می سوژه

                                                 
9 Head motion correction 

2 Slice timing correction 

3 Smoothing 

4 Signal to Noise Ratio 
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ت تغییر شد تواند چندین برابرِ می ،شوداثر حرکت ایجاد می های حاشیه مغز که برشدت پیکسل

همچنین وجود حرکت  .باشدخون  ژنیوابسته به سطح اکس گنالیسناشی از اثر  ،تصویرروشنایی 

 . شودتصویربرداری می هایجا شدن برشبهسر باعث کاهش حساسیت در یافتن مناطق فعال و جا

 پردازش، این است که موقعیت مغز برای تمامی تصاویرهدف مهم نخستین مرحله پیش

 تفاوت کند کهیکسان باشد. به عبارت دیگر، انجام این مرحله تضمین می وژه، کاملاشده از یک س اخذ

ناشی از مقایسه میان نواحی  ،های مختلفطی برش ،شده در یک وکسل دلخواه سیگنال مشاهده

سر، اصلاح حرکت  منظورهب fMRIهای دادهبنابراین اصلاحاتی روی  .یکسانی از مغز خواهد بود کاملا

شود. به این صورت چنین اصلاحاتی روی هر مقطع به طور جداگانه اعمال می بگیرد. اغلصورت می

د. سپس نشوشود و بقیه تصاویر با آن مقایسه میعنوان مرجع در نظر گرفته میکه اولین تصویر به

 دو تصویر میانشود مقدار مجموع مربعات اختلاف تغییر اندازه سعی می با اعمال چرخش و انتقال و

 .حداقل شود

 پردازش، خود تشکیل شده از دو گام مجزا است:این مرحله از پیش

 9تثبیت .9

 2تبدیل .2

 یو با حرکت آن، تمام شودیاعمال م کپارچهیجسم صلب به صورت  راتتغیی که جااز آن

که حرکت سر را  ییپارامترها نیبه تخم ت،یدر مرحله تثب ،شوندیمشابه م راتییدچار تغ ینواح

 حیرا تصح مدهآشیپ یحرکت راتییتغ میتا بتوان میپردازیم کنند،یم فیتوص جسم صلب کیعنوان هب

 Zو  X، Yانتقال در راستای محورهای  انیبرای ب آزادی شامل سه درجه ر،یتصاو راتییتغ. میکن

 است.محورها  همینحول  چرخش اترییو سه درجه آزادی برای تغ

                                                 
9 Registration 

2 Transformation 
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 از حرکت سر سوژه یناش راتییلازمه برای ترازشدن، معکوس تغ راتییاست که تغ یهیبد

 نقطه است. اگر 0 0 0, ,x y z عنوان ورودی و هب 0 0 0, ,X Y Z فیتعر تیمرحله تثب یعنوان خروجهب 

 داشت: میجسم صلب باشد، خواه یحرکت راتییتغ انگریب Mسیشوند و ماتر

0 11 0 12 0 13 0

0 21 0 22 0 23 0

0 31 0 32 0 33 0

X m x m y m z

Y m x m y m z

Z m x m y m z

  

  

  

                                                                                    )9-2( 

4 4 4 4 4 4M T R                                                                                                   )2-2( 

 راتییو تغ ددهینشان ما در راستای سه محور ر فتیمربوط به ش راتییتغ Tسیماتر

 :شودیم انیب Rسیبا ماترنیز در راستای محورها  یدوران

1 0 0

0 1 0

0 0 1

0 0 0 1

translation

translation

translation

X

Y
T

Z

 
 
 
 
 
 

                                                                           )3-2( 

   

   

   

   

   

   

1 0 0 0 cos 0 sin 0 cos sin 0 0

0 cos sin 0 0 1 0 0 sin cos 0 0

0 sin cos 0 sin 0 cos 0 0 0 1 0

0 0 0 1 0 0 0 1 0 0 0 1

R

 

 

   

     
    

        
     
    

     

 (2-4)                                                                                                                

 یبایبا استفاده از درجات مختلف درون ریازسازی تصواصلاح حرکت سر، باز   گام نیدر دوم

 .[30] شودیانجام م و غیره( یخط ه،یهمسا نیکترینزد)

 های مقطعیبندی برشتصحیح زمان -2-4-9-2

 هر برش ثبت شود.رش تصویربرداری میبُشرمعمولا سر به صورت بُ ،fMRIدر تصویربرداری 

 تا آخرین ،برداری از اولین برش از ابتدای سربنابراین زمان تصویر انجامد.می طولبه زمانی  دتم

 هادادهآنالیز  در زماندرحالی که  .هستنداست و دارای اختلاف زمانی  متفاوت ،برش از انتهای سر
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ن دانیم چنیبرداری شده است. از آنجا که میدر یک لحظه تصویرسر  یتماماز که رض بر آن است ف

زمان  کیآخر در  و اول برشکه انگار  میدهیم انتقالِ زمانی ایگونهبهداده را  زمانی وجود ندارد،هم

  .شدند یربرداریتصو

ر لازم است. دم، یداشته باش گریکدی کنار ها را دروکسل یتمام میهبخواکه  یزمان کار نیا

در ، اصلاح زمان برشبه عنوان مثال در صورت عدم . شودیدچار خطا مغیر این صورت پردازش 

. هددرخ می خطا جهینقطه دوم بعد از نقطه اول فعال شده در نت دشویمناطق فعال گمان م صیتشخ

 .یابدالزام میرحله م نیا منظور اعمال نیهم به

 هموار کردن -2-4-9-3

 ازگیرد. از بین بردن نویز انجام می ا هدفپردازش بپیش هموارسازی به عنوان یک مرحله

سرعت  ،ندکتغییر می خون جریان ا تغییرات آهستهب خون ژنیوابسته به سطح اکسجا که سیگنال آن

را  نسبت سیگنال به نویزها میزان انی پیکسلسری زم بنابراین هموار کردن ی دارد.محدودات تغییر

زمان  ننددارد ما یمختلف به عوامل گذر بستگیدهد. انتخاب فرکانس قطع سیستم پایینافزایش می

فرکانس  هایزینو، است که آن مرحله نیااعمال در واقع هدف از  .کیانجام تحر دوره تناوبو  تکرار

 ،تاسمغز  تیفعال جهینتعبارتی بهکه  میانی زینو این مرحله، یجهیدر نت کنیم.بالا را حذف و  نییپا

وسی است که شکل یک توزیع افیلتر گاستفاده از ، زمانی هموارسازیع رایجترین نو .ماندیم یباق

 :شودمی فیتعر ریز رابطه لهیوسهب فیلترفرم ریاضی این  .دارد نرمال

 

2

22

t

f t e 


                                                                                                      )5-2( 

یانزم یلترهایف از که در استفاده داده استنشان  هاشیاست. آزما یگوس فیلتر یپهنا 

 یهالکسیپ و هاتقلال دادهاس ،یکردن زمانبا هموار نکهیخصوص از نظر ابه است. یادیدقت زنیاز به 

 شود.دچار مشکل  هابر روی داده یو ممکن است استدلال آمار رفته نیمجاور از ب
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 تحلیل آماری -2-4-2

 نی. هدف از چناستود موج یمختلف یهاروش fMRIهای منظور تحلیل آماری دادهبه

نشان  ،خاص کیحرت کی یبه ازارا مغز فعال شده  یاست که نواح یریتصو جادیا ییهالیتحل

الی . در حدارد هاداده لیبه انتخاب روش تحل گی زیادیوابست ،مناطق فعال افتنی تیحساس .دهدیم

 . [39] دابسته استها دادهنوع به  نیز لیانتخاب روش تحل که

 بندی کرد:تقسیم توان به دو دسته کلیرا می fMRIهای های تحلیل دادهروش

برای  هیاول مدل کیبا درنظرگرفتن ، هاروشدسته از : این محورهای مدلروش .9

ها، روش نگونهی. در اکنندیم یرا بررس fMRI هایگنالیس ک،یتحر سازیهیشب

های با پارامترها و تست fMRI ریو تصاو فرضشیمدل پ انیم شباهت حداکثر

 ریفعال در تصاو یمختلف، نواح هایآستانه دح تا با اعمال شودیم نییآماری تع

 .مشخص شوند

 فرضشیمحور قرار دارند که بدون پدادههای سو روش گریدر د: محوردادههای روش .2

ها مشخصه افتنیخود مجموعه داده، به  از ها عمل کرده و با استفادهدر مورد داده

ها برخلاف ته از روشدس نیا .پردازندیفعال م یبندی نواحبندی و قطعهو کلاس

 ها اعمالبه داده هیرا به عنوان فرض اول یهای دسته اول، مدل مشخصروش

 نیشده در ااستفاده (یزمان ای یمکان) رهیچندمتغ زیآنال هایکی. تکنکنندینم

 نیشتریب نیها هستند که مبدر داده یمشخص الگوهای افتنیها، به دنبال روش

 .ها باشدوکسل مجموعه در و غیره( انرژی س،انیکووار انس،یوار) راتییتغ

 یادگیری عمیق -2-5

ی مصنوعاز هوش یامجموعه زیو هر دو ز نیماشیریادگیای از عمیق زیرشاخهیادگیری

   .(5-2هستند )شکل 
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 ریو هر دو ز نماشییریادگیاز  یرشاخهیز قعمییریادگی .مصنوعیمیان یادگیری عمیق و هوش : رابطه5-2 شکل

 .هستند مصنوعیاز هوش ایمجموعه

های کارآمد های دستی با الگوریتمعمیق، جایگزین کردن ویژگییکی از اهداف یادگیری

ها به صورت سلسله مراتبی و استخراج ویژگی 2سرپرستو یا شبه 9سرپرستبرای یادگیری بدون

 است. 

ی بسیار سخت، مانند بینایکاربردهای ای در العادههای عصبی عمیق عملکرد فوقشبکه

ترین ها جز موفقکه اکنون این شبکهطوریبه .[40] اند، به نمایش گذاشتهImageNetرقابت 

-هک، مانند شبعمیق یریادگر یموفق د یهاعمده روششوند. های استفاده شده محسوب میالگوریتم

گی هم (DBNs)5 قیباور عم یهاهکو شب (AEs)4 هاگذارخودرمز ،(CNNs)3 قیعمهمگشتی  یها

 .اندشده هادهن بناعی مصنو یعصب یهاهکشب هیر پاب

 گذارخودرمزهای شبکه -2-6

که  یلیمسایعنی سرپرست بدون  یریادگی ی باعصب یهاشبکه از ایخانواده هاخودرمزگذار

 صیتشخها کارگیری این شبکههستند. هدف از به ،ها وجود نداردداده فیتوص یبرا یبرچسب در آن

 بدست یبرچسب زدن به الگوها ید براتوانن یم نیهمچناست. مجموعه داده  کیدر  یذات یالگوها

 افتیبدون برچسب را در یهااز داده یاخودرمزگذارها مجموعهاصل،  در استفاده شوند. ،آمده

                                                 
9 Unsupervised 
2 Semisupervised 

3 Convolutional Neural Networks 
4 Auto-Encoders 

5 Deep Belief  Networks  
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 اختلاف ممکن نیکه کمتر ایگونهبه های ورودی دارند،سعی بر بازنمایی داده یخروج و در  دنکنیم

 یهایژگیو و کردهرا کشف  هاداده ی، ساختار ذاتدنآیفرحین این در  .داشته باشند یورود ادیررا با مق

ها محسوب ها به صورت خودکار مزیت این شبکهاستخراج ویژگی کنند.یرا استخراج م هامهم آن

 میتقس ییو رمزگشا ریرمزگذا بخشساختار خودرمزگذارها به دو توان گفت بنابراین می شود.می

شبکه به ازای هر نمونه از مجموعه داده  طی بازنمایی انجام شده توسط این .شودیم    1
,...,

t
x x 

 :داریم

    
    ˆ

t t

t t

z f x

x g z








                                                                                                )6-2( 

f  وg شوند. در مرحله به ترتیب تحت عنوان توابع رمزگذار و رمزگشا شناخته می

 ،رمزگذاری داده ورودی t
x،  ُبردار ویژگی، رمبه ف 

 t
z ،شود. سپس در مرحله رمزگشایی تبدیل می

های ورودی، های حاصل شده، بازنمایی از دادهاز روی ویژگی ˆ t
x .خواهیم داشت ،  

 کی یها داراآن نیترجیهستند که را یکم عمق یهاخودرمزگذارها شبکهدر حالت معمول 

در سال  ،بار نیاول یبرا میمفاه نیا. (6-2)شکل  است یخروج هیلا کیو  نهان هیلا کی، یورود هیلا

مجددا در  ،این در حالی است که . [41] رح شدمط PDP یقاتیو گروه تحق Hintonتوسط  9181

 (RBM)9 شدهولتزمن محدود ب نیبه فرم ماش قیعم یدر معمار بیست و یکمقرن  ییابتدا یدهه

ا ها رهیاز لا ی برابرتعداد ،تر، شبکهقیعم یهاساختاربا خودرمزگذارها در  مورد توجه قرار گرفتند.

 ابعادکاهش در زمینه ، ساختارهای عمیق ید. کاربرد اصلدار اریدر اخت ییو رمزگشا یرمزگذار یبرا

 .دهندیهش مپردازش را کا یاو حافظه یزمان یهانهیهز است، که

                                                 
9 Restricted Boltzmann Machine  
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است.  ییو رمزگشا یرمزگذار های خودرمزگذار. ساختار متشکل از دو بخش،کلی شبکه یمعمار :6-2شکل 

 است. یخروج هیلا نهان و هیلا ،یورود هیلاها شامل معماری این شبکه

 شوند:تلفی را شامل میخم یهاتمیانواع الگور خودرمزگذارهای شبکه

 9ای پشته خودرمزگذار(SAE) 

 2نویز حذفرمزگذار خود(DAE)  

 3تُنکُ  رمزگذارخود(SAE) 

 4همگشتی  خودرمزگذار(CAE) 

 رمتغیّ خودرمزگذار 

 رقابتی خودرمزگذار 

 یرقابتخودرمزگذار  یهاشبکه -2-7

که اند مطرح شده Makhzani [42]برای اولین بار توسط  رقابتیخودرمزگذار  هایشبکه

  د.نکن لیتبد یدیمدل تول کیخودرمزگذار را به شبکه  کید نتوانیم

                                                 
9 Stacked Auto-Encoder 

2 Denoising Auto-Encoder  
3 Sparse Auto-Encoder 

4 Convolutional Auto-Encoder 
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؛ شودیهداف دوگانه آموزش داده مشبکه خودرمزگذار با ا کی، ارائه شدهمدل در  اصل در

 تجمعی 9پسین عیتوزکه  [19] رقابتیآموزش  اریمع کیو متداول،  یبازساز یخطا اریمع کی

 یقو یارتباط یآموزش اریمع نیادهد. دلخواه مطابقت می 2نیشیپ عیبا توزرا نهان خودرمزگذار فضای

 عیرا به توز اههداد عیتوز ردیگیم ادیاست که رمزگذار  نیآموزش ا جهینت دارد. VAEبا آموزش 

ده را تحمیل ش نیشیپ عیکه توز دآموزمیرا  یمدل مولد رمزگشاکه  یدر حال ،کند لیتبد پیشین

 کند.   دیدگاهی اولیه از روند این شبکه در ذهن ایجاد می 7-2شکل  کند.یم نگاشتها داده به توزیع

 

 روی را از x ریخودرمزگذار است که  تصو شبکه کیبالا  فیخودرمزگذار رقابتی. رد شبکه کی یمعمار :7-2 شکل

-یم ینیب شیپ ،کیدهد که به تفکیرا آموزش م یشبکه دوم نیز  نییپا فیرد د. نمودارنکیم یبازساز zکد نهان 

 .[42] مشخص شده توسط کاربر عیاز توز ایشود یم یرمزگذار ناششبکه خودنمونه از کد نهان  ایکند که آ

 کی شاملرمزگذار خود شبکه کینهان(  یافضکد نهان ) zو  یورود x در نظر بگیرید که

 د.نباش ،رمزگشازیرشبکه  یک رمزگذار وزیرشبکه  p z یروبر  میخواهیباشد که م پیشین عیتوز 

، میکن لیکدها تحم |q z x  و |p x z  د.نشبا ییرمزگشا عیتوزو  یکدگذار عیتوزنیز به ترتیب 

 که دیریدر نظر بگ نیهمچن dp x و  داده عیتوز p x تابع  در این صورت د.نمدل باش عیتوز

                                                 
9 Posterior distribution 

2 Prior distribution 
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 ،خودرمزگذارشبکه  رمزگذارِ |q z x ،تجمعی پسین عیتوز  q z شبکه بردار کد نهان  را، بر

 کند:یم فیتعر ریبه شرح ز، خودرمزگذار

     | d
X

q z q z x p x dX                                                                                      )2-3(  

توزیع  قیتطب ه وسیلهبرمزگذار است که خودشبکه  کیخودرمزگذار رقابتی توان گفت، می

، پسین تجمعی q z،  شدهلیتحم نیشیپ عیتوزبا ، p z ،نیبه منظور انجام ا .شودیم میتنظ 

ل ر شکد وخودرمزگذار متصل شده است شبکه نهان کد  که به کننده،تفکیکشبکه زیر کیاز ، کار

است که  کنندهتفکیکشبکه زیر نیادر واقع  .گیرد، بهره مینشان داده شده است نیز 2-7 q z  را

مطابقت با  ه منظورب p z خودرمزگذار شبکه ، ینح نیدر همضمنا  کند.یم و هدایت ییراهنما

وجود م رمزگذارِ نیز، رقابتیشبکه خودرمزگذار  مولد دارد. یبازساز یحداقل رساندن خطا ، بهرب یسع

 است، خودرمزگذار در شبکه |q z x. تواند یم یتجمع نیپس عیتوزکند که یم نیرمزگذار تضم

نهان  کد دهد و فکر کند بیرقابتی را فر کنندهتفکیک شبکه q z یواقع نیشیپ عیاز توز  p z 

 .دیآیمبدست 

له و مرح یمرحله بازساز -خودرمزگذار در دو مرحله شبکه و  کنندهتفکیکشبکه زیرهر دو، 

 2چند نمونه یازابه  )SGD(9 یتصادف یکاهش انیگراد روشتفاده از اس به طور مشترک با - میتنظ

-رمزگذار و رمزگشا را بههای زیرشبکه ،خودرمزگذارشبکه ، یدر مرحله بازساز .نندیبیآموزش م

 ،میدر مرحله تنظ ها را به حداقل برساند.یورود یبازساز یخطا ای کهبه گونه ،کندیم رسانیروز

 ر اساسشده ب دی)تول یواقع یهاکند تا نمونهیم رسانیروزخود را بهبتدا ا کنندهتفکیکشبکه زیر

 .رمزگذار( جدا کندمحاسبه شده توسط خود نهان یشده )کدها دیتول ی( را از نمونه هاپیشین توزیع

                                                 
9 Stochastic Gradient Descent 

2 Mini batch 
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را به اشتباه  کنندهشبکه تفکیکزیرکند تا یم رسانیروزخود را به رمزگذارِ ،خودرمزگذارشبکه  سپس

 .ندازدیب

را  مولدیمدل  کی ،رمزگذارخودشبکه  یِ رمزگشا رشبکهیزپس از اتمام مراحل آموزش، 

شده  لیتحم نیشیپ عیکند که توزیم فیتعر p z کندنگاشت میها داده عیبه توز، را. 

، شبکه خودرمزگذار رقابتی رمزگذارِ یبرا یاحتمال نهیگز نیچند |q z x ،:وجود دارد 

 9مدل قطعی: 

که  میکنیفرض م نجایدر ا |q z x معینی ازتابع  کی x .حالت،  نیدر ا است

در  یاستاندارد است و تنها منبع تصادف رمزگذارخود کی رمزگذار مشابه رمزگذارِ

 q z، یعنی ،هاداده عیتوز  dp x، است. 

 2مدل گاوسی پسین: 

که  میکن یفرض م نجایدر ا |q z x و  نیانگیاست که م یگاوس عیتوز کی

شود: یم ینیبشیآن توسط شبکه رمزگذار پ انسیوار    ,i i i xz x . در

بودن  ی، تصادفحالت نیا q z،  عیتوزبودن  یتصادفهم از داده و  عیاز توزهم 

مجدد  یساز یتوان از ترفند پارامتریم شود.یم یرمزگذار ناش یدر خروج یوساگ

 .ردشبکه رمزگذار استفاده ک قیاز طر س انتشارپ یبرا [17]

 3پسین جامع بیتقر: 

آموزش  یتوان برا یم رقابتیخودرمزگذار شبکه از  |q z x یبیبه عنوان تقر 

 تیرقابرمزگذار خود شبکه رمزگذارِ دیاستفاده کرد. فرض کن امع از توریع پسینج

تابع  ,f x  یاست که ورود x  یتصادف زینو کیو   ثابت )به  عیتوز کیرا با

                                                 
9 Deterministic 
2 Gaussian posterior  
3 Universal approximator posterior  
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 یابیبا ارز توانیم .ردیگی( می، گاوسمثال عنوان ,f x  مختلف  یدر نمونه ها

 ،دلخواه  پسین عیاز توز |q z x  توان فرض می گر،یبه عبارت د گرفت.نمونه

کرد؛     | , ,q z x z f x    آنگاه ، |q z x  توزیع پسین و q z 

 د:نشویم فیتعرتوزیع پسین تجمعی به شرح زیر 

     | | ,q z x q z x p d


                                                         )3-3( 

       | , d
x

q z q z x p x p d dx


                                            )4-3( 

بودن  ی، تصادفحالت نیدر ا q z، یتصادف زیداده و هم از نو عیهم از توز   در

 نیپس عیحالت توز نیکه در ا دیشود. توجه داشته باشیم یرمزگذار ناش یورود

 |q z x عیتواند هر توزیار مندارد و رمزگذ گاوسی بودن یبرا یتیمحدود گرید 

 یکارآمد برا یاز آنجا که روش مشخص کند. x یورود یرا برا یدلخواه پسین

 توزیع پسین تجمعیاز  ینمونه بردار q z ،قادر آموزش رقابتی  روش وجود دارد

 است q z را با  p z   تابع  قیپس انتشار از طر به وسیله را ,f x  شبکه زیر

 .مطابقت دهد، رمزگذار

انتخاب انواع مختلف  |q z x  یآموزش ییایها با پوانواع مختلف مدلایجاد منجر به 

 یقطع لدمبه عنوان مثال، در  شود.یمتفاوت م |q z xیاز تصادف یریفقط با بهره گ دی، شبکه با 

، هاداده عیبودن توز q z  را با p z ها توسط داده یتجرب عیاما از آنجا که توز ،مطابقت دهد

 ،، ممکن استاستگاشت معین و ن ،ثابت شده است یمجموعه آموزش q z یلیکه خ شود دیتول 

شبکه به منابع  ،تقریب جامع ایو  یگاوس هایخصوص مدل، در حال نیبا ا .ستین نرم و هموار

 ، که با هموارسازیدارد یدسترس دیگری یتصادف q z کمک  شبکهبه  میدر مرحله تنظ، قادرند

.دنکن
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 ومس فصل -3

ههای گذشت مروری بر کار
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 مقدمه -3-9

های رو به رشدی را در جهت تجزیه و تحلیل ، تکنیکfMRIطی دهه گذشته، محققان 

اند. هدف بسیاری از مطالعات در این راستا، این است های مغز، توسعه دادهاطلاعات موجود در فعالیت

رین شود. بیشتمیکه درک کنیم چه اطلاعات حسی، شناختی یا حرکتی در مناطق مختلف مغز ارائه 

ای همنظور بررسی دادهگونه رمزگذاری و رمزگشایی، بهگیری از دیدگاه آینهمیزان درک فعلی، با بهره

fMRI ها از منظر رمزگذاری، فرد سعی حاصل شده است. به شکلی که هنگام تجزیه و تحلیل داده

تغییرات آن به چه شکل بوده بر درک این دارد که، در برابر تنوع موجود در جهان، فعالیت مغز و 

ست ن آن ایها از دیدگاه رمزگشایی، تلاش فرد بر تعیاست. در حالی که هنگام تجزیه و تحلیل داده

توان در مورد جهان آموخت و آن را درک کرد. های مغز، به چه میزان میی فعالیتکه، با مشاهده

 .[16]دارد  های محاسباتی مختلفی وجوددر ارتباط با هر دیدگاه تکنیک

، دو جنبه مهم در حوزه علوم اعصاب ادراک بصری fMRIهای رمزگذاری و رمزگشایی داده

شوند. یک مدل رمزگذاری ، و ابزاری مهم جهت شناخت سامانه درک بصری محسوب می[43]هستند 

بینی کند؛ در حالی پیش [45 ,44]اساس محرک بصریِ معین کند تا پاسخ مغز را بربصری، تلاش می

سعی دارد با تجزیه و تحلیل پاسخ داده شده از سمت مغز، محرک  ،یبصرکه یک مدل رمزگشایی 

. به این ترتیب از آنجا که رمزگذاری و [58–46 ,27 ,13 ,12]بینی کند پیش بصری مربوطه را

دهند، به دو روش های متعددی در مورد عملکرد مغز ارائه می( بینش9-3رمزگشایی مغز )شکل 

 . [43]اند حسی تبدیل شده-مهم جهت ترویج و پیشرفت حوزه علوم عصبی
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 یینایب یهاکند تا پاسخ مغز را بر اساس محرکیتلاش م یمغز. مدل رمزگذار ییو رمزگشا یرمزگذار: 9-3شکل 

مشاهده شده مغز،  یهاپاسخ لیو تحل هیدارد با تجز یسع ییکه مدل رمزگشا یکند، در حال ینیبشیارائه شده پ

-ینیبشیتواند پ یم ییو رمزگشا یرمزگذار هایرویکرد موثر وحدت مربوطه را استنباط کند. یدارید یهامحرک

 .[43] کند لیاطلاعات در مغز انسان را تسه شیرا فراهم کند و درک ما از نما یترقیدق یها

های رمزگذاری و رمزگشایی موجود خواهیم داشت. در در این فصل ابتدا مروری بر روش

های عصبی ای بین شبکهدهیم. سپس مقایسهسویه را مورد بحث قرار میهای دوادامه استراتژی

ها خواهیم داشت، های بینایی انسان، از نظر معماری و قوانین محاسباتی حاکم بر آنعمیق و جریان

 ها است. ن قیاس بیانگر ارتباط میان آنکه ای

د انهای عصبی عمیق، توانستهبر شبکههای مبتیدهیم که اخیرا مدلدر نهایت نشان می

ای را در مطالعات مربوط به رمزگذاری و رمزگشایی مغز بدست آورند. در آخر نتایج امیدوار کننده

 .کنیمرا بررسی می دوگانهیادگیری  یاستراتژمزایای یک 

 های رمزگذاریمدل -3-2

های رمزگذاری براساس قوانین در مطالعات انجام شده تا به امروز، شمار زیادی از مدل

ند تواناند. محققان بر این باورند که این قوانین محاسباتی خاص، میمحاسباتی خاصی ارائه شده

، [59]و همکارانش  Kayهای بصری باشند. به عنوان مثال مبنایی ریاضی برای پاسخ مغز به محرک

اند. استفاده کرده 9های موجک گابور به شکل هرمیبه منظور طراحی یک مدل رمزگذاری، از فیلتر

                                                 
9 Pyramid-shaped gabor wavelet filters 
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است را توان تصاویر طبیعی که فردِ ناظر مشاهده کرده براساس مدل ارائه شده، با موفقیت می

، یک مدل رمزگذاری  [44]و همکارانش  Kayای دیگر شناسایی کرد. چند سال پس از آن در مطالعه

دار های وزن، مدل ویژگیNaselaris [45]و  st-Yuesاند. به تازگی ای نیز ارائه دادهآبشاری دو مرحله

ند. اهای ویژگی میانی یک شبکه عصبی عمیق از پیش آموزش دیده شده، ارائه دادهرا براساس نقشه

هر وکسل مورد استفاده  3و مطالعه میدان تاثیر 2هابینی پاسخ وکسلتواند برای پیشاین مدل می

، جهت 4(pRF، یک مدل جمعیتی بیزین )[51]و همکارانش  Zeidmanبر آن، قرار گیرد. علاوه

-های عصبی عمیق موفقیتاند. چند سال اخیر، شبکهمطالعات تفسیری کدگذاری مغز مطرح نموده

ئه ها را برای اراند و محققان استفاده از این شبکههای بزرگی در زمینه بینایی ماشین کسب کرده

 . [45 ,13 ,12]اند تر رمزگذاری مغز آغاز کردههای پیچیدهمدل

 های رمزگشاییمدل -3-3

، [57 ,55]های کنتراست باینری مطالعات انجام شده حاکی از امکان رمزگشایی الگو

های ، تصاویر طبیعی و محرک[47 ,20]، تصاویر چهره انسان [58 ,46]نویس دستای هنویسه

های فعالیت مغز هستند. در رمزگشایی هدف ، از روی الگو[55 ,49]و رویا  [60 ,12]ویدئویی 

بازسازی محرک بصری یا به عبارتی تولید تصویری قابل درک از تصویر محرک است. بازسازی تصویر 

بصری یک مسئله چالش برانگیز است، چرا که نسبت به شناسایی محرک به اطلاعات بیشتری نیازمند 

زسازی تصاویر طبیعی که حاوی پیچیدگی و پویایی بالایی هستند، است. این نیازمندی در رابطه با با

تر کردن مسئله بازسازی، اکثر مطالعات بر بازسازی تصاویر ساده مشهودتر است. به منظور ساده

 .  [61]اند متمرکز شده

                                                 
2 Voxels 
3 Receptive field 

4 Bayesian population receptive field 
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ای به منظور مقیاسه ، یک مدل رمزگشایی چند[55]و همکاران  Miyawakiبه عنوان مثال، 

. اندهای مغزی، ارائه دادههای کنتراست باینری درک شده توسط کاربر از روی پاسخبازسازی الگو

ی ابه هر پیکسل تصویر است. در مطالعه های قشر بیناییمدل ارائه شده، نگاشتی خطی از وکسل

نویس جهت بازسازی حروف دست ،، یک مدل گوسین خطی[15]و همکاران  Schoenmakersدیگر، 

BRAIN های اند. در مدل ارائه شده به منظور بازسازی از دادهمعرفی کردهfMRI  قشر بینایی استفاده

ند اشود. البته مدتی پس از آن با ارائه یک مدل ترکیبی گوسی، نتایج بازسازی را بهبود بخشیدهمی

[46, 62] .Güçlütürk  ترکیبی از استنتاج احتمالی و آموزش رقابتی را در  ،زین [20]و همکارانش

اند. های مغزی پیشنهاد کردههای درک شده توسط کاربر، از روی پاسخجهت بازسازی چهره

Naselaris  برای اولین بار بازسازی تصاویر طبیعی را با استفاده از اطلاعات پیشینی [53]و همکاران ،

اند. با این حال، مطالعه های کدگذاری ساختاری و کدگذاری معنایی، عملی کردهو ترکیبی از مدل

بیشتر به یک مسئله شناسایی تصویر در یک کتابخانه تصاویر طبیعیِ محدود، شبیه است.  ،انجام شده

 اند. ها با بازسازی فریم به فریم تصاویر، ویدئو محرک را بازسازی کردهحو، آنبه همین ن

صاویر، های ت، به دلیل قابلیت بالا در بازنمایی ویژگیهای عصبی عمیقدر این میان، شبکه

ای در ها پیشرفت قابل ملاحضهاند. این شبکههای اخیر مورد توجه محققان قرار گرفتهدر سال

یافته است. بنابراین و غیره دست [65]، تشخیص گفتار [64 ,63]بندی تصاویر هتشخیص و طبق

، fMRIهای را در مطالعات رمزگشایی بصری داده قیعم یعصب هایشبکهپیش، محققان بیش از 

 . [66]اند اعمال کرده

، یک روش رمزگشایی عصبی پویا را براساس یادگیری [12] و همکاران Wenاز جمله، 

صاویر بصری پویا درک شده توسط کاربر را بازسازی کرده، و تاند که قادر است عمیق ارائه داده

ای یک ویدئو، فریم به فریم هها را بازنمایی کند. در این مطالعه صحنههای معنایی آنبرچسب

های بصری سلسله ، یک مدل رمزگشایی براساس ویژگی[60]و همکاران  Harikawaبازسازی شدند. 

های بصری دهد که ویژگیها نشان میی آنهااند. یافته، ارائه دادهDNNمراتبی تولید شده توسط 
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های ها برای شناسایی دستهبینی کرد و از آنپیش fMRIهای توان از روی دادهسلسله مراتبی را می

های رمزگذاری شده براساس اند که، ویژگیها دریافتهبر این آناشیا دیده شده، استفاده کرد. علاوه

، همبستگی DNNهای لا و میانی اجسام تجسم شده در لایههای سطح با، با ویژگیfMRIهای داده

 . [49]مثبت بالایی دارند 

 5(MVPA)اکثر مطالعات رمزگشایی ذکر شده تا به اینجا، مبتنی بر روش چند وکسل 

های اصلی حالت مغز هستند که، نیز یکی از ویژگی 6. با این حال، الگوهای اتصالات مغز[52]هستند 

 –67]د استفاده قرار گیرند. مطالعات پیشین در زمینه رمزگشایی توانند برای رمزگشایی مغز مورمی

های متمایز کننده در توان از اطلاعات اتصال مغز به عنوان ویژگیحاکی از آن هستند که می [71

 کرد. های رمزگشایی استفادهروش

اند با استفاده از اطلاعات توانسته Hossein_Zadeh [70]و  Yargholiبه عنوان مثال؛ 

و  Manningرا با موفقیت بازسازی کنند.  1و  6نویس اتصالات مغز در رمزگشایی مغز، دو رقم دست

های مغز های اتصال عملکردی پویا در فعالیت، یک مدل احتمالی را برای الگو[71]همکارانش نیز 

توان در مطالعات رمزگشایی مغز مورد استفاده اند. این الگوهای اتصالی پیشنهادی را میارائه داده

 قرار داد.

 هسویدوهای رمزگذاری و رمزگشایی ترکیبی با مدل -3-4

کننده نتایج بیان [73 ,72]و رمزگشایی مغز  اگرچه تحولات اخیر در رمزگذاری

های بسیاری در جهت ساخت یک مدل رمزگشایی دقیق به اند، اما هنوز چالشای بودهامیدوارکننده

 .مانده است، باقیfMRIهای های بصری از روی دادهمنظور بازسازی محرک

                                                 
5 Multi-Voxel Pattern Analysis 

6 Brain connectivity patterns 
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 تیفعال که یدیمدل تول کیاستفاده از با  ،زیببه زبان قضیه  نیماش یریادگی نظرنقطهاز 

مدل  نیکه ا یهنگام به یک مدل رمزگذاری دست یافت.توان یم ،کندیم یریرا اندازه گمغز 

 عیتوز، مغز تیفعال یبا توجه به الگو ،شود بیها ترکدر مورد محرک پیشینبا دانش  یرمزگذار

 ی است.یابقابل دست - ییرمزگشابرای کننده ینیبشیپ عیتوز یعنی -ها محرک پسین یاحتمال

ردن یکی ک د.نشو یامر جدا از هم تلق کیبه عنوان  دینبا ییو رمزگشا یرمزگذار یهامدل ،نیبنابرا

 نماییبازو درک  منجر شودرا  یقیدق یهاینیبشیپتواند یم ییو رمزگشا یرمزگذار یهایکردروموثر 

  .[74 ,56]کند  لیاطلاعات در مغز انسان را تسه

 ریواتص یبازساز منظورهبی دوسویه کردیرو ،[56]و همکاران  Fujiwaraبه عنوان مثال، 

-لو وکس ریتصو هایکسلیارتباط پ یبراان نه یرهایاز متغ یا، که در آن مجموعهارائه دادند یبصر

یی، و رمزگشا یگذاررویکرد رمزهر دو  یبرا برآورد را مکانروش ا نیا فرض شده است. fMRI های

 ،استفاده کردند 7(BCCA) نیزیمتعارف ب یهمبستگ لیاز چارچوب تحل محققان نیا سازد.فراهم می

محاسبه  fMRI یهاو وکسل ریتصو یهاکسلیپ نی، باننه یرهایمتغ قیاز طر تناظر نیکه چند

ا ر ریاساس تصوان، نه ریهر متغ یبرا کسلیپ هایوزن درنظر گرفت،توان یم از آنجا کهکند. یم

 یریگاندازه یهابا استفاده از داده نیزیف بمتعار یهمبستگ لیتحلمدل  آموزش کند،یم فیتعر

 یعملکردمفاهیم درباره  یزناگرچه گمانه شود.یم ریواتص شالودهاستخراج خودکار به منجر ،شده

 منظورهب تواندیم ،بر دادهیمبتنسویه دو کردیرو نیاست، اما ا دهنگامزو ریواتص ینیتخم یهاشالوده

 فیتعر یذهن هایرفتار و تجربه ده،یچیپ یعیطب هایمحرک ییمدولار مغز در بازنما معماری کشف

 .ابدیگسترش  ،شتریشده در فضاها با ابعاد ب

 

 

                                                 
7 Bayesian Canonical Correlation Analysis 
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 انسان یینایب ستمیو س ی عصبی عمیقهاشبکه نیب ارتباط -3-5

 هلیییاست که بازنما نیماش یریادگی یهااز روش یبزرگ زیرشاخه [75 ,9] قیعم یریادگی

 نیاول یبرا قیعم یعصب هایشبکه یمعمار کند.یاستخراج م یورود یهارا از داده یسلسله مراتب

 یها، روشرایاخ .[76]الهام گرفته است  یکیولوژیب یعصب ستمیس یبار از ساختار و اصول محاسبات

، ریتصو بازشناسی هایزمینه در یبزرگ هایتیموفق قیعم یعصب هایبر شبکهیمبتن قیعم یریادگی

 یهاهی، لایاز نظر معمار اند.کسب کرده گرید یهاو جنبه ، پردازش زبان طبیعیگفتار صیتشخ

 ,6]ان است مغز انس یشکم بینایی ستمیبه س هیشب اریبس قیعم یعصب هایشبکه یسلسله مراتب

ر ب ،یعصب ییو رمزگشا یرمزگذار زمینهموجود در  قاتیاز نظر عملکرد، تحق (.2-3)شکل  [12 ,9]

به  هیشب ،قیعم یعصب هایکم عمق شبکه هایبازنماییکه اند دهنشان دا ،قیعم یریادگیاساس 

 یانتها به هیشب هااین شبکه ترقیعم هایییکه بازنما یحال در است، هیاول یینایعملکرد منطقه ب

 .[78 ,77 ,60 ,13] است یشکم یینایب ستمیس یپشت

 

 نیب روپسو  روپیش یها( تصویرسازی9) .قیعم همگشتی یشبکه عصب کیو  یشکم یینایب ستمیس: 2-3شکل 

، که از ساده روپیش یچشیپ قیعم یشبکه عصب کیاز  یریتصو( 2) ؛[6] (ITو  1V، 2V ،4V )برودمن  ناحیهچهار 

 .[45] شودیاستفاده م یشکم یینایب ستمیس یسلسله مراتب شینما یسازهیشب یآن برا یساختار سلسله مراتب
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رک د یبصر یشکم انیجر قیرا به سرعت و با دقت از طر دهیچیپ اءیاش توانندمی هاانسان

را در  ایدهیچیپ هاییژگیمغز، که و وستهیشده از مناطق به هم پ لیتشک یستمیکنند، س

 از یبصر میحال کشف خودکار مفاه نیبا ا .[81–79] کندیپردازش م یسلسله مراتب یساختارها

 است.  نیماش یریادگی قاتیدر تحق عمده یچالش ،نظارت شده عاتلابدون وجود اط ،ریتصاو روی

 یریادگی یبرا ،دهیآموزش د شیپاز  شبکه عصبی عمیقاستفاده از مدل  دیدگاه معمول،از 

 که به صورت بازنماییهر بعد در بردار  یکه معنا چرادشوار است.  ،ریاز تصاو ییهاییبازنما چنین

، نامشخص است. بدون است شده استخراج شبکه عصبی عمیقمدل توسط  یورود ریخودکار از تصو

مختلف دشوار است.  فیوظا انیدر م هاییبازنما نیا ریمتعدد و جدا از هم، تفس یهاییبازنما جادیا

به طور خاص قادر به  قیمولد عم یهااند که مدلنشان داده [82]و همکاران  نزیگیخوشبختانه، ه

 جدا از هم هستند. یهاشینما یریادگی

 یدیتول یهابا مدل ییرمزگشا -3-6

 قاتیدر تحق قیعم یریادگی یهاشامل ادغام روش ،دوارکنندهیام یپژوهش رویکرد کی

-و شبکه [18 ,17] ریمتغر های خودرمزگذاشبکه مانند قیعم مولد یهامدل مغز است. ییرمزگشا

 یزونتوجه روزاف رایاخ اند.دهیرس یبزرگ یهاتیبه موفق ریواتص دیتول نهیدر زم [19] رقابتی مولد یها

 است دهش ی،دیتول قیعم یهابا استفاده از مدل ،یبصر ریواتص یبازساز زمینهدر  قاتیتحق متمرکز

[20–25]. 

 ریمتغهای خودرمزگذار شبکهبر  یمبتن یروش ها -3-6-9

مسئله  کردیرو نیدر ااند. ارائه شده [18 ,17]در اولین بار  ریمتغهای خودرمزگذار شبکه

توسط که  یاحتمالات مدلی - (PGM)1 یاحتمالات یکیمدل گراف ای 8یکیمدل گراف کیمحتوا به  دیتول

. یک مدل دشویم لیتبد -است  یتصادف یرهایمتغ نیب یشرط یساختار وابستگ گرانیب ،گراف کی

                                                 
8 Graphical Model  

1 Probabilistic Graphical Model  



 

36 

 

 ییشاشبکه رمزگزیر کیبه بالا و  پایینر شبکه رمزگذازیر کی تشکیل شده از ،ریمتغخودرمزگذار 

 تمیلگار نییکردن کرانه پا میماکس، به منظور مشترک صورتشبکه به زیردو  نیا است. نییبالا به پا

  .شوندمیآموزش داده  ،یینمادرست

 تیقابل ،ریمتغخودرمزگذار های شبکهبر یمبتن یهااند که مدلنشان داده ریاخ یاهفعالیت

ت مطابق یورود یهادر داده رییاز تغ یبا عوامل متفاوت ،را دارند که های متمایزینماییباز یریادگی

که  چرا ت،مهم اس اریمغز بسیی رمزگشاو  یرمزگذار در جهت  موضوع نیا .[84 ,83 ,81] دارند

وسط ت ،ریمتغخودرمزگذار های شبکهبر  یمبتن یهاآموخته شده توسط مدل یبصر میاز مفاه یبرخ

های شبکهبر  یمبتن یهامحققان استفاده از مدل ت،یواقع نیبا الهام از ا .شوندیدرک م زیمغز انسان ن

  .[22 ,21] اندردهآغاز ک یمغز یهاتیفعال روی از ریتصو یرا در بازساز ریمتغخودرمزگذار 

 یرا برا 91(DGMM) قیمولد عم هیمدل چند نما کی [21]و همکاران  Duبه عنوان مثال، 

   (.3-3)شکل اند داده شنهادیمغز پ fMRI یهاتیدرک شده از فعال ریتصاو یبازساز

                                                 
91 Deep Generative Multi-view Model 
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 ( بازسازی تصویر2( آموزش مدل. )9) .عصبی ییرمزگشا منظورهب ،قیمولد عم یچند نمامدل چارچوب  :3-3شکل 
[43]. 

DGMM یخط نتحلیل همبستگی متعارف بیزی از یرخطیغتعمیمی وان به عنوان تیرا م 

زمان توسط دو مدل طور همبه ییو رمزگشا یرمزگذار یها، روشDGMMتحت چارچوب  دانست.

 شوند:یمجزا فرموله م یدیتول

      
1

2| ,| i x i x i

N

i

p iZ x z agX d z  


  
                                                     )9-2( 

   
1

| | ,
N

T

i i

i

p Y Z y B z 


                                                                                 )2-2( 

xD،دهدیرا نشان م نرمال عیتوز  روابط ذکر شده،در  N
X


تصاویر بصری،yD N

Y


 

شده، ختهیبرانگ fMRI یهاتیفعال |p X Zنمایی تصاویر بصری با پارامتر شبکه تابع درست

،عصبی  |p Y Z هایتیفعال نماییتابع درست fMRI شده، ختهیبرانگماتریس کوواریانس،B

zDو  شده، ختهیبرانگ fMRI هایتیفعالهای متجسم وزن N
Z


 نهان تغیرهای دهنده منشان

2و  xاست.  fMRIهای مشترک بین تصاویر بصری و فعالیت

x  به ترتیب میانگین و کوواریانس
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بدست  نهانرخطی مختلف با توجه به متغیرهای دهند که با تبدیلات غیل را نشان میاین توزیع نرما

نمونه جفت شده است، که می توان آن ها را با  Nآیند. مجموعه آموزشی متشکل از می

   1 1, ,..., ,n nx y x y  نشان داد که در آنxD

ix   وDy

iy   1برای,...,i N . 

برای مدلسازی  عصبی عمیق شبکهاز یک فرآیند مولد مبتنی بر  DGMMبه طور خاص، 

 از یک فرآیند مولد خطی پراکنده برای ،کهاست در حالی این کند، توزیع تصاویر بصری استفاده می

که در  یعصبی عمیق شبکهکند. از یک طرف، ه میهای واکنش مغز استفادمدلسازی توزیع داده

های سلسله مراتبی تصویر را ثبت کند که شبیه تواند به طور موثر ویژگیرود میاینجا به کار می

کاررفته همغز انسان هستند. از سوی دیگر، مدل مولد پراکنده خطی بغشائی ساختار سیستم بصری 

 اسخپهای برازش دادهخوانی دارد، بلکه از بیشمغز انسان همدر اینجا نه تنها با اصل بیان پراکنده 

 نهان یکسانیکه این دو فرآیند مولد متغیرهای . توجه داشته باشید [85]کند مغز نیز جلوگیری می

ز طریق از واکنش مغز ا دارند. بنابراین، در مرحله تست، استفاده از این فرآیندها امکان استنتاج تصویر

 سازد. نهان مشترک را ممکن میمتغیرهای 

بصری و بین تصاویر  دوسویهتواند روابط نگاشت می DGMMدر حقیقت چارچوب 

را می  DGMMمتناظر را ثبت کند. به لطف معماری بیزین متغیر خودرمزگذار  fMRIهای فعالیت

رمزگذار خود هایشبکهحل که مشابه راهمیدان متوسط طور موثر با استفاده از استنتاج متغیر توان به

 کلاسیک است، بهینه سازی کرد.  ریمتغ

 رقابتی مولد یهاشبکهبر  یمبتن یروش ها -3-6-2

ساده،  رقابتی مولد شبکهند. اهشد شنهادیپ [19]در  بار نیاول یبرا رقابتی مولد یهاشبکه

، یبتآموزش رقا دهی. اکندیم دیتول ریتصو یتعداد زیبردار نو کیمدل نظارت نشده است که، از  کی

 تا هر دو کنندیکننده با هم رقابت مکه، دو شرکتصورت نیابه .ردیگینشأت م یباز یاز تئور

  کنندهکیتفک کیمولد و  کی، شامل رقابتی مولد شبکه کیدر  عمولم یکربندیکنند. پ شرفتیپ
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ند که را مجاب ک کنندهکیکه تفک یشکلبه .است زینو یاز رو ریتصاوساخت مولد،  فهی. وظشودیم

 تا کندیتلاش م کنندهکیحال، تفک نیاست. در هم یواقع یایصحنه از دن کیمربوط به  ریتصو نیا

برقرار شود، مولد،  99تعادل نشَ کهیبدهد. هنگام زییتم یقعاو یهاشده و داده دیتول یهاداده نیب

 ولیدند تمان یمتنوع یدر کاربردها یمولد رقابت هایشبکه ردیگیم ادیرا  یواقع یایدن ریتصاو عیتوز

 .روندیکار مبه [89 ,88] ریمتن با تصو بیو ترک [87] ریبه تصو ری، انتقال تصو[86] ریتصاو

 یینمامدل مستقل از درست کی یشبکه مولد رقابت، ریشبکه خودرمزگذار متغ کی برخلاف

 ماماها تداده عیو توز ردیگیها صورت نمهداد عیبه توزراجع یایفرض قبل چیصورت که ه نیابه .است

 رمزگذاری و رمزگشاییمشخصه مطلوب در  کی نی. اشودیگرفته م ادی یدر طول آموزش رقابت

ولد ، هم در ممعنایی اطلاعات ی ازقیدق انیجر کی ازمندین ، معمولایشبکه مولد رقابتاست.  یعصب

خون  ژنیسطح اکس ه بهوابست گنالیدر س دیمف و یایمعناست. البته اطلاعات  کنندهکیو هم در تفک

 آموزش مدل است.  یبرا یچالش بزرگ ن،یکه ا ،شده است بیترک زهایاز نو یبا انبوه

با آموزش   92یتمالاز استنباط اح یبی، ترک[20]مغز  در زمینه رمزگشایی ریپژوهش اخ

به کار برده  یمغز یهاتیفعال یدرک شده، از رو یهاچهره یازکه در بازس ،ارائه کرده است یرقابت

 (. 4-3 )شکل شوندیم

 

واند به ت یروش م نی، ارقابتی یریادگیبا  یاستنباط احتمال بیترک .قیعم رقابتی یعصب ییرمزگشا :4-3شکل 

 .[20] کند یمغز بازساز تیفعالروی مربوطه از چهره را از  ریوضوح تصو

                                                 
99 Nash equilibrium 

92 Probabilistic inference 
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hم یفرض کناگر  w cx   شده، دهید ریتصوpz اننه یهایژگیو،qy   پاسخ

hمتناظر از طرف مغز و  w c p    که داشته باشیمچنان یاننه یژگیمدل از و کی 

 z x  و 1x z ، یهاپاسخ یاز رو توانیشده و درک شده را م دهید ری. سپس تصاوباشند 

 کرد: یبازساز ریز رابطهمغز و به کمک 

 1ˆ arg max |
z

x p z y  


  
                                                                                           )3-2( 

در آن  که |p z yبا استفاده  توانیرا م 3-2 رابطهاست.  اننه یرهایمتغ  نی، احتمال پس

 کرد: یسیبازنو زیب هیاز قض

    1ˆ arg max |
z

x p y z p z    
                                                                      )4-2( 

ن در آ که |p y zو  یینما، تابع درست p zاست.  اننه یرهایمتغ نیشیپ عی، توز

 لهیوسمشاهده شده از مغز، به یهاپاسخروی را از  اننه یهایژگیوطور شهودی بهمحققان در ابتدا 

درک  ریتصاو ،یرقابت یریادگی یریکارگکردند. سپس با به رمزگشایی ،بیشینه نیپس نیتخم کی

 . کنندیم دیشده، تول رمزگشایی اننه یهایژگیبه و توجه شده را، با

درک  هایچهره یبازساز طور دقیقیقادر است بهمغز   رمزگشایی یادومرحله رویکرد نیا

محققان تلاش کردند تا با استفاده  دتر،یجد قاتی. در تحقکند دیتول ،یمغز یهاپاسخ یاز روشده را  

 هاشبکه لهیوسکار را به نیها ا. آن[25–23]کنند  یرا بازساز یعیطب ری، تصاوfMRI یهاگنالیاز س

 داده شده بودند، انجام دادند. آموزش شیپ ،ریتصاو اسیمقبزرگ یهاتاستید باکه ای یمولد رقابت

 دوگانهبهبود رمزگذاری و رمزگشایی مغز با یادگیری  -3-7

خاص یک سوژه  منظور آموزش مدلبه ،بر دادههای رمزگذاری و رمزگشایی مغز مبتنیروش

هستند. پاسخ(  –)تحریک جفت شده  هایداده از نمونه تعداد زیادی آوریجمعاغلب مستلزم  مجزا،

با همراه آوری چندهزار نمونه داده ال، در بسیاری از مطالعات رمزگذاری و رمزگشایی، جمعبا این ح
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ذاری و های رمزگاز یک سوژه امکان پذیر است. بنابراین برای بهبود توانایی تعمیم مدلحداکثر نویز 

 صاویرعنوان مثال، تجفت نشده در مقیاس بزرگ )بههای داده رمزگشایی، لازم است که از نمونه

 ( استفاده خوبی داشته باشیم. بصری

کنیم پیشنهاد می، [91 ,90] 93با الهام از یادگیری دوگانه پیشنهادی برای ترجمه ماشینی

طور همزمان با به حداقل رساندن های رمزگذاری و رمزگشایی را بهکه این امکان وجود دارد که مدل

های رمزگذاری و مدل 5-3در شکل آموزش دهیم.  دوگانهبازسازی ناشی از مدل نگاشت  خطای

 کنند. یرا فراهم م گانهویادگیری د کارگیریبهدهند، و شرایط یک حلقه بسته را شکل میرمزگشایی، 

 

 .[43] دوگانه یریادگیمغز با  ییو رمزگشا یبهبود رمزگذار :5-3شکل 

های جفت نشده )به عنوان مثال، داده محاسبه شده رویبازسازی  خطایطور خاص، به

کند. تحت این چارچوب ایجاد می گانهتصاویر( بازخورد مفیدی را برای آموزش مدل نگاشت دو

یادگیری دوگانه، امکان استفاده از تصاویر جفت نشده مقیاس بزرگ برای بهبود توانایی تعمیم 

 ی و رمزگشایی وجود دارد. های رمزگذارمدل

 از یک گانهدر حقیقت، یادگیری دوگانه یک چارچوب کلی برای یادگیری نگاشت های دو

dبرای . سازدفراهم میرا  dNبه حوزه داده دیگر  dMحوزه داده  dM N،  هدف اصلی یادگیری

توزیع  ،یرقابت یبا استفاده از خطابگونه ای که  ؛است Eشت رمزگشای یک نگا dE M  از توزیع

                                                 
93 Machine translation 
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dN  .به طور مشابه، برای قابل تشخیص نباشدd dN M  رمزگشای هدف، یادگیری یک نگاشت

D  ای که توزیع به گونهاست dD N  از توزیع دیگر  یرقابت یخطابا استفاده از یکdM 

و  یرقابت یخطاهای جفت شده، امکان ترکیب این دو طور خاص، برای داده. بهنباشدتشخیص قابل

 تحققرای ب دوگانه( یخطاپایداری چرخه ) یخطا d dD E M M     و d dE D N N     وجود

 دارد.

 

 

 

 



 

43 

 

 

 

 

 

 

 

 

 

 چهارمفصل -4

 روش پیشنهادی پژوهش
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 مقدمه -4-9

 هدرک شد ریتصاو یبازسازدر این فصل به معرفی روش پیشنهادی این پژوهش به منظور 

ه ارائ یعصب یهاشبکه یبر مبنا ،. بر این اساس مدلیپردازیممی fMRIهای داده یاز رو توسط کاربر

اهده چه که انسان مشای که تصاویر قابل درکی از آنگونهشود که قادر به رمزگشایی مغز باشد، بهمی

  نشان داده شده است. 9-4طور که در شکل همانکرده است، بازگرداند. 

 

( درک 9رزونانس مغناطیسی عملکردی. ) هایداده یدرک شده توسط کاربر از رو ریتصاو یبازساز :9-4شکل 

( ثبت تصاویر رزونانس مغناطیسی 2هایی در ذهن سوژه. )تصاویر مشاهده شده توسط کاربر و ایجاد بازنمایی

آوری شده. های جمععملکردی از سوژه در حین مشاهده تصاویر و مدلسازی عملکرد رمزگشایی مغز براساس داده

 مطابق مدل ارائه شده. درک شده ریتصاو یبازساز( 3)

هزار  99از  را با بیش AAEجهت محقق ساختن چنین مدلی، در ابتدا یک شبکه عصبی 

 معنادار یفیتوصاین ساختار، نهان یفضادهیم. آموزش میها، رویت نشده توسط سوژهتصویر طبیعی 

یکی از سه سوژه انسانی  fMRI هاینگاشتی از دادهسپس  دهد.یرا ارائه م ریاز هر تصوبُعدی(  911)

 911به کدهای نهان  fMRIهای که بر اساس آن داده ،دهیمشکل می بُعدی 911 ننهایفضا به
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هر  fMRI یو الگوها کنیممیاستفاده ته فشکل گر، از نگاشت در گام تست .شوندبُعدی تبدیل می

 شایرمزگ ساختار با استفاده ازکدها  تیدر نها کنیم،می لینهان تبد یرا به کدها سه سوژه انسانی

 ،نهادیپیش ییرمزگشامدل  .شوندبدل می ،تصاویر تست های قابل درکی ازنماییبه باز، AAE شبکه

 . شودبیند و تست میمیمجزا، آموزش  هایداده استفاده از با

-می معرفیاین پژوهش با درنظر گرفتن تصاویر در سطح خاکستری رویکرد پیشنهادی در 

بی عص ساده ساختن ساختار شبکهعمال چنین فرضی با هدف کاهش فرآیندهای پردازشی و د. ادرگ

AAE پذیرد.صورت می 

کار گرفته شده و همچنین جزییات مدل پیشنهادی شرح داده در ادامه مجموعه داده به 

 سازی شده است.پیاده MATLABافزار شود. رویکرد پیشنهادی در محیط نرممی

 ه پایگاه داد -4-2

-، جمعfMRI هایساعت از داده 5/99در این پژوهش شامل  مجموعه داده مورد استفاده

 پیکل 172 بایتقر تماشای حال در هاسوژه هااخذ داده نیاست. در ح یسوژه انسان 3شده از  یآور

در آزمایشگاه مجموعه داده  نای. اندمتنوع بوده هایکنش و هاصحنه اء،یمختلف، شامل اش ییدئویو

IBI  دانشگاهPurdue  اندازه و  طالعات،م سایر موجود در هاینمونه رینسبت به ساثبت شده است و

 Purdueو به صورت دسترسی آزاد در سایت دانشگاه دارد  یپوشش گسترده تر

)ibi/lab/Resource.htmlhttps://engineering.purdue.edu/l(  [92]قرار داده شده است. 

 هاها و آزمایشسوژه -4-2-9

( با بینایی طبیعی در این مطالعه شرکت کردند. به هر 25-22سه داوطلب سالم )زن، سن 

 ویدئویی ( یک سری کلیپ8/18/1نفر آموزش داده شد که ضمن تمرکز بر یک ناحیه ثابت )

 را تماشا کنند.  (3/21 3/21)شامل تصاویر طبیعی صدا بی

https://engineering.purdue.edu/libi/lab/Resource.html
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فیلم فریم در ثانیه( در قالب یک  31 میفرکلیپ ویدئویی به صورت پیوسته )با نرخ 374

کلیپ ویدئویی  518ای تقسیم شده است. دقیقه 8بخش  98ساعته، به طور تصادفی به  4/2آموزشی 

بخش  5ای گنجانده شده است و به طور تصادفی به دقیقه 41مختلف نیز در قالب یک فیلم تست 

 ای تقسیم شده است.دقیقه 8

 تست با هم متفاوت لمیدر فهای ویدئویی های ویدئویی در فیلم آموزش با کلیپکلیپ 

 نیتا متنوع و در ع اندانتخاب شده YouTubeو  VideoBlocksهای ویدئویی از سایت هستند. کلیپ

 افرادِ  ییدئویو هایپیبه عنوان مثال، کل .باشند یواقع یدر زندگ یبصر اتیاز تجرب ایندهیحال نما

 و دهیسرپوش ایسرباز  هایصحنه ،یعیطب هایاندازدر حال حرکت، چشم واناتِیح ت،یدر حال فعال

 یتست را در روزها یِ دئویو مرتبهو ده  یآموزش یِ دئویو مرتبهدو  ،دهند. هر سوژهیم شیرا نما رهیغ

 هیثان 24و  قهیدق 8نشست به مدت  نیشامل چند شیتماشا کرده است. هر آزما شیآزما مختلفِ

، میفرو آخرین  نیاول .است شدهرائه ا ایقهیدق 8 دئوِیبخش و کیبوده است. در طول هر نشست، 

 ایهبخش بیاست. ترت شدهیداده م شینماایستا  ریتصو کی صورتبه  هیثان 92به مدت  هر کدام

 ابزاربا استفاده از جعبه یبصر هایمحرک متعادل بوده است. ریو غ یها به صورت تصادفدئویو

Psychophysics3 ، ند.ه اداده شدها نمایش سوژهبه  611×  811وضوح با ش یصفحه نماروی 

 اهداده آوریجمع -4-2-2

fMRI ،9و  MRIهای داده
1T  2و

2T دار در یک سیستم وزنMRI 3 اند.آوری شدهتسلا جمع 

روش با استفاده از  هیثان 2 4یو وضوح زمان یمتریلیم 5/3 3همگن یمکان وضوح با fMRI یهاداده

                                                 
9 Spin-lattice relaxation time 

2 Spin-spin relaxation time 

3 Ispatial resolution 

4 Temporal resolution 
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با  3یبرش محور 38) اندهشد یآورجمع، (SS)2ش برتک (EPI)9بازتابی  سطح یربرداریتصو

 TR( 2111(6 زمان تکرار ،متر مربعیلیم 5/3×5/3 5ایدرون صفحه وضوحمتر و یلیم 5/3 4ضخامت

متر یسانت 22×  22 1دید دانیم و 78 8تلنگر هی، زاوثانیه یلیم TE( 35(7 زمان اکو ،هیثان یلیم

 مربع(.

مقدار  ،91یقشر fMRI یهاگنالی، سپیشنهادی ییمدل رمزگشا تستم آموزش و هنگا

ده تکرار  تست. لمیف یتکرار برا 91و  یآموزش لمیف یتکرار برا 2: هستندچند تکرار  بینمتوسط 

 تریبالا 99(SNR) زیبه نو گنالیس یهارا با نسبت مغز یهادهد پاسخیبه ما امکان م تست نیز، لمیف

 یینایب یهابا محرک رمرتبطیغ نویزهای ای اختیاری و بیخودبهخود هایتیکه فعال چرا ،میبدست آور

 لمیف برای شتریب یاگرچه تکرارها .شوندحذف میتعداد تکرار  نیاگیری نیانگیثر با موبه طور م

ن بود یطولان لی، اما به دلکندکمک  زین یآموزش یهاداده SNR شیبه افزاتوانست هم می یآموزش

 .به تعداد دفعات تکرار فیلم تست، تکرار نشدند یآموزش لمیفزمان 

 هاپردازش دادهپیش 4-2-3

پردازش پیش Connectome Workbenchافزار مجموعه داده معرفی شده با استفاده از نرم

 fMRIمجموعه تصاویر منظور حفظ یگانگی پژوهش، شده و به صورت آزاد در اختیار بود. اما به

 SPM12افزار با استفاده از نرمهای زمانی مربوط به ناحیه بینایی به منظور استخراج سری امجدد

                                                 
9 Echo Planar Imaging  
2 Single Shot 

3 Axial slices 
4 Slice thickness 
5 In-plane resolution 
6 Repetition Time 

7 Echo Time 
8 Flip angle 

1 Field of view 
91 Cortical 

99 Signal to Noise Ratios 
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صورت ناحیه بینایی  fMRIهای سیگنالو ادامه روند پیشنهادی بر روی  شوندمیپردازش پیش

 .گیردمی

 پیشنهادی رقابتیشبکه خودرمزگذار  ساختار -4-3

 شود، و اصلاحبه کدهای نهان تصاویر محقق می یابیبا دست ،از آنجا که هدف اصلی پژوهش

 پذیرد، این نوعکدهای نهان صورت میتفکیک نیز براساس  رقابتیخودرمزگذار های وزن در شبکه

شامل  ،یشنهادیپ رقابتیشبکه خودرمزگذار پژوهش مورد استفاده قرار گرفته است. این شبکه در 

ها با ساختار نرونی و با اتصال کامل درنظر هاست. زیرشبک 7-2سه زیرشبکه معرفی شده در بخش 

لازم به ذکر است،  یات ساختار هر زیرشبکه قابل مشاهده است.ئجز 2-4اند. در شکل گرفته شده

ی صورت تجرببهاز جمله بعُد فضای نهان در این ساختار،  ،هاها و ابعاد هر لایه در زیرشبکهتعداد لایه

 اند. قابل قبول، انتخاب شده یابی به عملکرددستبه با توجه و 

 

 یمعمار( 2( معماری زیرشبکه رمزگذار. )9کار گرفته شده. )به خودرمزگذار رقابتیشبکه معماری  :2-4شکل 

 هکنندکیتفک( معماری زیرشبکه 3شا. )رمزگ رشبکهیز
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 4116پیکسل، به صورت برداری ) 64×  64در این ساختار ماتریس تصویر ورودی با ابعاد 

گیرد. رمزگذار ای( قرار میلایه 4شود و در اختیار زیرشبکه رمزگذار )ی( تغییر شکل داده میبُعد

 گرداند. بُعدی بازمی 911براساس مدل گاوسی پسین، به ازای هر تصویر ورودی یک کد نهان 

 نیشیپ عیشده بر اساس توز دیتولبُعدی  911کد  کد نهان ایجاد شده همراه با یک نمونه

 میدر مرحله تنظد. شوای( داده میلایه 4کننده )اوسی( به عنوان ورودی به زیرشبکه تفکیک)توزیع گ

-به ،یتصادف یکاهش انیگراد روشخود را با استفاده از  کنندهتفکیک رشبکهیز از آموزش شبکه،

وسط ت شده دیتول هایرا از نمونه یگاوس عیشده بر اساس توز دینهان تول یتا کدها کندیم روزرسانی

ˆاگر  رمزگذار جدا کند.
fakeP   شده توسط رمزگذار  دیتول کد یازا هکننده بکیتفک یخروج احتمالرا

ˆدرنظر بگیریم، و 
realP   ی اوسگ عیبر اساس توز شده دیتول کد یازا هکننده بکیتفک یخروج احتمال

 شود: کننده به شرح زیر تعریف میفکیکباشد، مقدار خطا در زیرشبکه ت

   D

1 1

1 1ˆ ˆ=- log log 1
2 i i

N N

real fake

i i

loss P P
N N

 
 

                                                   )9-4( 

توسط رمزگذار به عنوان ورودی به زیرشبکه رمزگشا داده  شده جادیکد نهان ااز طرفی، 

 بردار به دست آمده، ابعاد لیبدبا ت دست یابیم. 4116×  9با ابعاد  یبرداربه  یخروجتا در  شود،می

 .  مرسییم هم بُعد تصویر ورودی شده یبازساز ریتصو سیبه ماتر

 یتصادف یکاهش انیگراد روشبراساس های رمزگذار و رمزگشا نیز روزرسانی زیرشبکهبه

م و ه دازدنیرا به اشتباه ب کنندهتفکیک رمزگذار بتواند رشبکهیز ای که همگونهبه ،دشویم انجام

به را  ، یا همان مجموع مربعات خطاهایورود یبازساز یرمزگذار و رمزگشا خطا هایرشبکهیزاینکه 

به ترتیب تصاویر ورودی رمزگذار و خروجی رمزگشا  x̂و  x اگر درنظر بگیریم که د.اننحداقل برس

 ریبه شرح ز رشبکهیزاین دو مقدار خطا در نیز پارامتر تاثیر هر ترم خطا باشند،  2و  1باشند، 

 :شودیم فیتعر



 

51 

 

   
2

1 2

1 1 1

1 1 ˆˆ log 1
2 i

N M N

A ij ij fake

i j i

loss x x P
N N

  
  

                                          )2-4( 

 کندیم فیتعررا  یمدل مولد کیرمزگشا،  رشبکهیاز اتمام مراحل آموزش، ز پسدر واقع 

نیز ار رمزگذو زیرشبکه  .کندنگاشت  هاداده عیشده، را به توز لیتحم نیشیپ عیتوزقادر است که 

 .کندمی لیتبد نیشیپ عیها را به توزهداد عیتوز که دهدیم ارائهمولد را  یمدل

شده  یبرچسب گذار تصویر طبیعی 99251از  رقابتیشبکه خودرمزگذار  به منظور آموزش

گروه از  95شود. های آموزش و تست استفاده میگروه کلیِ موجود در فیلم 95، شامل ط انسانتوس

 واناتیسرباز، انسان، چهره، پرنده، حشره، ح طیمح ده،یسرپوش طیمح؛ نیتحت عناو تصاویر طبیعی،

 و ورزش یکشت ما،یهواپ ن،یماش ،یعیطب هایاندازچشم وه،یگل، م ،زییخشک واناتیح ،زیآب

آموزش و  هایلمیرا در هر دو ف یمشترک یمحتوا هابندیگروه نیا اند.گذاری شدهدن، برچسبکر

 یدارا ریتصو 9511شامل  ،متفاوت ایدر ادامه با استفاده از مجموعه .دهندیتست، پوشش م

ه و ب یمجموعه آموزش و تست همه به صورت تصادف رتصاوی. شودمی انجام شبکهبرچسب، تست 

شدند و پس از  ینمونه بردار COCOو  ImageNet هایسیتابیگروه فوق در د 95از  یطور مساو

 اشتباه انجام شد. چسببر یدارا ریتصاو ینیگزیجا ه منظورب یبصر یبررس نیز، آن

تایی از تصاویر انجام شد. 21 هایو در هر دوره به ازای نمونه 9دوره 125آموزش شبکه در 

سه زیرشبکه آموزش داده  رقابتیشبکه خودرمزگذار آیند آموزش طور که بیان شد در طی فرهمان

ه نگاشت کند، ب نهانیفضابیند، تصاویر طبیعی ورودی را به کدهای شوند: رمزگذار؛ آموزش میمی

آموزد که یم رمزگشا؛ دهد. را ارائه ریاز هر تصو معنادارنهان توصیفی ای که هر کد از فضایگونه

که  ،کنندهتفکیک کند. لیتبد یقابل قبول طبیعی ریبه تصاو را نهانیفضا بُعدیِ 911نهان  یهاکد

 وزیعر اساس تشده ب دی)تول یواقع یهانمونهکه  ردیگیم ادی ،شودیفقط در مرحله آموزش استفاده م

  رمزگذار( جدا کند.محاسبه شده توسط خود نهان یشده )کدها دیتول ی( را از نمونه هاپیشین

                                                 
9 Epoch 
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 شودمی کنار گذاشته کنندهکیتفک رشبکهیز رقابتی،شبکه خودرمزگذار  موزشِ آ پس از اتمام

 . گیردصورت می برچسب یدارا ریتصو 9511و تست شبکه با 

 911 اننه یکدها دیتول یبرا زیرشبکه رمزگذار این ساختارخاص، از ر طوبه ودر ادامه 

یکی از نشان داده شده به آموزشی  مفریم( از مجموعه فیل 4329فریم )در مجموع هر  ازایهب بُعدی

 سیکدها به عنوان ماتر نیسپس ا .کنیممیاستفاده ، fMRIهای حین اخذ داده ی،انسان هایسوژه

 یکی fMRI هایگنالیس لیجهت تبد ،مناسب ینگاشت آموزشو به منظور  شوندمی رهیذخ ،یطراح

یابی به پس از دست .گیرندمیقرار مورد استفاده  ،یبُعد 911 نهانیبه فضا یاز سه سوژه انسان

مورد رمزگشا آموزش داده شده را  رشبکهیز، fMRI هایگنالیسکدهای نهان نگاشت شده از روی 

بار نگاشتی از فضای نهان به تصاویر بازسازی شده خواهیم ای که اینگونه. بهدهیممیاستفاده قرار 

 داشت. 

شدهِ  یبازساز ریو تصاو یتستِ ورود ریتصاو شباهتعملکرد شبکه،  کمی یابیارزمنظور به

  شود.بر مرجع محاسبه میاین شباهت براساس دو معیار متکیشود. می دهیسنج ،یخروج

بدیهی است.  )SSIM)-Ms 9چندمقیاسه اولین معیار مورد استفاده، معیار شباهت ساختاری

 جادیسان اچشم ان یبر رو یاوتمتف ریثتا ،ریدر تصو شانتیموقع به بسته هاکسلیپ ریمقاداست که، 

بر اساس اطلاعات  ریتصو یساختار یهامشخصه هاکه در آن یدیجد یارهایمعجمله از  .کنندیم

شباهت اشاره کرد.  شباهت ساختاری هایمعیارخانواده به  توانیم آید،می دست به یتجرب یآمار

 یساختاربه عبارتی همان شباهت و یا  2یشباهت ساختارتری از ساختاری چندمقیاسه فرُم پیشرفته

 ساختارو  4، کنتراست3، قیاس از نظر درخشندگیxو yدو تصویر است. برای (SSIM) اسهیمقتک

 :هستندزیر قابل محاسبه صورت بهترتیب به

                                                 
9 Multi-scale Structural Similarity  
2 Structural Similarity 
3 Luminance 
4 Contrast 
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    3

3

,
xy

x y

C
s x y

C



 





                                                                                    )6-4( 

2. هستند yو x تصاویر نیانگیمترتیب مقادیر به y و x ،های ذکر شدهر رابطهد

x و 

2

y ترتیب مقادیر واریانس تصاویرنیز به x وy شوندتعریف می.x yمحاسبه شده بین  انسیکوار

 شوند:شرح زیر تعریف می و به پارامترهای تنظیم رابطه هستند 3Cو 1C، 2C.استاین دو تصوبر 

 

 

2

1 1

2

2 2

3 2 / 2

C k L

C k L

C C







                                                                                                )7-4( 

L  1ها است. ضرایب پیکسلدر رابطه معادل با محدوده تغییرات مقادیرk  2وk  نیز به

صورت زیر تعریف در نهایت شباهت ساختاری بهشوند. در نظر گرفته می 13/1و  19/1ترتیب برابر با 

 شود: می

       , , , ,SSIM x y l x y c x y s x y
  

                                                         )8-4( 

 مختلف یهادر رزولوشن ریتصو اتیجزئ بیترک یروش مناسب برا کی هاسیمقروش چند 

 شود:به شکل زیر بازنویسی می 8-4در این روش رابطه  است.

       
1

, , , ,
j jM

M

M j j

j

Ms SSIM x y l x y c x y s x y
 



                           )1-4( 
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فهرست  Mاسیبا مق ،اسیمق نیو بالاتر 9 اسیبه عنوان مق یاصل ریتصودر این روش، 

با  بیساختار به ترت سهیکنتراست و مقا سهی، مقاامj اسیدر مقشوند. یم ,jc x y  و ,js x y

 .شودیمحاسبه م Mاسیدر مق تنها یدرخشندگ سهیشوند. مقایمحاسبه م

 ، که بهیعددمعیاری  است. (CC) 9ین معیار مورد استفاده، معیار ضریب همبستگیدوم

قابل  yو x تصویر است. این معیار به شرح زیر بین دو تصویردو  نیب یرابطه آمار گربیان ینوع

 محاسبه است:

 
  

   
2 2

,
mn x mn y

m n

mn y mn y

m n m n

x y

CC x y

x y

 

 

 


  

   
  



 

                                       )91-4( 

  .هستند yو x تصاویر نیانگیمترتیب مقادیر به y و x نجا،یدر ا

خواهند داشت. از  9قداری برابر با ازای دو تصویر کاملا یکسان، مهر دو معیار درنظر گرفته شده به

 انجام گرفته است. تر باشد، بازسازی بهتری داشتهنزدیک 9رو هرچه مقدار به 

  fMRI ایهنالگیسنگاشت  -4-4

، نگاشتی AAEو آموزش  fMRIهای پردازش دادهدر گام سوم، پس از انجام دو مرحله پیش

ی که به عنوان نهان یکدهاهان تبدیل کند. را به کدهای ن fMRIهای شود تا سیگنالطراحی می

شوند و بر این اساس در خروجی ورودی به زیرشبکه رمزگشا آموزش دیده شده در قبل، داده می

بازنمایی قابل درکی از تصاویر طبیعی تحریک را خواهیم داشت. این نگاشت با استفاده از دو رویکرد 

های و آموزش آن تنها با استفاده از داده شودمیبرآورد  ،یو شبکه عصب 2چندمتغیره یخط ونیرگرس

fMRI  شود تا مدل این امر سبب می. پذیردصورت میمربوط به یکی از سه سوژه انسانی انجام

 پذیری بین انسانی بالاتری داشته باشد.رمزگشایی نهایی، تعمیم

                                                 
9 Correlation Coefficient 

2 Multivariate linear regression 
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دین . بجهت آموزش چنین نگاشتی نیازمند کدهای نهان مربوط به تصاویر تحریک هستیم

 مزگذارر رشبکهیزبندی شوند و سپس با استفاده از منظور لازم است، ابتدا ویدئوهای تحریک، فریم

 آموزش دیده شده در قبل، به کدهای نهان مدنظر برسیم. 

 یورود ریبرابر با ابعاد تصاو ریابعاد تصاو ،ساعته 4/2 یآموزش لمیف هایمیهنگام استخراج فر

 مفری. از آنجا که نرخشوندمی( درنظر گرفته کسلیپ 64 × کسلیپ 64) یبتدر شبکه خودرمزگذار رقا

و به  شودیم ریتصو 94419شامل  ایقهیدق 8است، هر بخش  هیدر ثان میفر 31برابر یآموزش لمیف

داشت. به منظور مطابقت  میخواههزار تصویر  261به  کیبخش، نزد 98همه  ازایبه ،یصورت کل

، شوندمی بردارینمونه 2×31با فرکانس  هامی، فرfMRI هایدر داده 9هااد حجمتعدبا  هامیتعداد فر

 لمفی ساعت 4/2 یازا به تای. نهاها استبرداری هنگام ثبت دادهبرابر با نرخ نمونه ، 2که در آن 

 .(3-4)شکل  داشت میخواه یعیطب ریتصو م،یفر 4329 ،یآموزش

 

 رشی.آمو بندی ویدئو تحریکفریم: 3-4شکل 

                                                 
9 Volumes 
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 چندمتغیره یخط ونیرگرسمدل  -4-4-9

های لوکس انتخاب ی است در جهتاریمع توان گفت، مدل رگرسیون تعریف شده می

های ، نمونههاحجمو یا به عبارتی  fMRIهای اخذ برانگیخته شده در اثر مشاهده تصاویر تحریک. زمان

به شرح زیر توصیف   رهیمتغچند یخط ونیمدل رگرسکنند. ورودی و خروجی مدل را تعیین می

 شود:می

Y XW                                                                                                                 )99-4( 

 های ویدئوفریمط به مربویا همان کدهای نهان ی طراح سیماترگر بیان Xدر اینجا،

است. ماتریسی  کیتحر 1N l  بُعدی، که در آنN  ها و حجمتعدادl  طول هر بردار نهان

 مالمنظور اعاست. آخرین ستون این ماتریس، برداری است که مقادیر تمام عناصر آن برابر یک و به 

 . شده استدر نظر گرفته  ،ونیمقدار ثابت در مدل رگرس

است. این ماتریس ابعادی برابر  fMRIهای ، متغیر پاسخ نیز، مربوط به سیگنالYماتریس

N v  دارد که در آنvها و گر تعداد وکسل، بیانN  ها است.حجمتعداد 

W ،1 یدارا ماتریس نیاl   وسطر v   0سطر است که ستونW  مقدار ثابت در مدل را

 نیهستند. مقدار ا 9یونیمدل رگرس بیراپارامترها در صورت برآورد، همان ض نی. ادهدینشان م

 بیراض نیمحاسبه ا .دهدیمستقل نشان م یرهایاز متغ کیپاسخ را به هر  ریمتغ تیحساس ب،یضرا

 رابطه زیر صورت دادیم: یساز نهیبه کمک کم را

  2 1

2 1|| || || ||f W Y XW W                                                                               )92-4( 

 Wروی 1Lنرم  ونیزاسیرگولاردوم، ی جملهاول رابطه، مجموع مربعات خطا، و ی جمله   

اقل حد است. هر مدل برآورد شده تنها با استفاده ازجمله کننده این دو پارامتر متعادل هستند. 

                                                 
9 Regression coefficients 
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مجموعه داده متفاوت  کی یبرا یمدل به خوب نیا یعنیدر خود دارد،  انسیوار یمقدار خطا،مربعات 

مدل  انسیوار یتوجهبه طور قابل ون،یزاسی. رگولارشودیداده نم میتعم خودش یِآموزش یهااز داده

 حیدر بالا توضکه   میتنظ امترپار نی. بنابرادهدیکاهش م ،آن اسیتوجه در باقابل شی، بدون افزارا

 .کند را کنترل انسیو وار اسیبر با ریتاث تا شود،یداده شد استفاده م

ای که گونه . بهشودمیسازی بهینه 9لایه 19از طریق اعتبار سنجی متقابل  ابتدا پارامتر

قسمت  9قسمت جهت آموزش و  1قسیم شده و هر بار قسمت مساوی ت 91های آموزشی به داده

د. انتخاب پارامتر بهینه به ازای بیشینه کردن دقت وشمانده جهت اعتبارسنجی مدل استفاده میباقی

های دهکننده بهینه و کل دا. در ادامه با استفاده از پارامتر کنترلگیردمیاعتبار سنجی متقابل صورت 

 ح کرده تا به تخمین نهایی ضرایب دست یابیم. آموزشی، مجددا مدل را اصلا

. شودمیانجام  ریاز تصاو ییتا911 هاینمونه یدوره  و در هر دوره به ازا 35آموزش شبکه در 

. به منظور جلوگیری گیردمیصورت  (GD)2یکاهش انیگرادروش براساس روزرسانی ضرایب نیز به

در . شودمیاستفاده  3/1با احتمال حذف  3حذف تصادفیمدل رگرسیون از تکنیک  رازشببیشاز 

، بدون در نظرگرفتن fMRIهای ی در سیگنالونیمدل رگرس بیضراواقع با ضرب معکوس ماتریس 

 د:نآیدست میهای نهان به صورت زیر بهمقدار خطا، کد

TX YW                                                                                                                    )93-4( 

 مدل شبکه عصبی -4-4-2

، استفاده از fMRI هایگنالیسدومین رویکرد پیشنهادی در جهت رسیدن به مدل نگاشت 

ر اگطور مشخص در این پژوهش مطرح شده است. پیشنهادی که بهیک شبکه رمزگذار ساده است. 

                                                 
9 Fold 
2 Gradient Descent 

3 Dropout 
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گر کدهای و خروجی شبکه بردارهای بیان fMRI گنالیسهای رودی این شبکه نمونهدر نظر بگیریم و

 را به کدهای نهان مربوط ساخت: fMRI یهاگنالیستوان نهان باشند، طبق رابطه زیر می

X WY                                                                                                                     )94-4( 

 است. ماتریسی کیتحر های ویدئوفریممربوط به گر کدهای نهان بیان X،94-4در رابطه 

N l بُعدی، که در آنN  ها و حجمتعدادl طول هر بردار نهان است. ماتریسY مربوط به ،

Nاست. این ماتریس ابعادی برابر  fMRIهای سیگنال v  دارد که در آنvها گر تعداد وکسل، بیان

1l یدارا ماتریس نیاشبکه است.  ، ماتریس وزنWها است.حجمتعداد  Nو   و تونس v  سطر

 . است

زیر  یو با کمینه سازی رابطه یتصادف یکاهش انیگراد روشهای شبکه از طریق اصلاح وزن

 :شودمیانجام 

  2

2|| ||f X YWW                                                                                                     )95-4( 

های نمونه و، Xهای کد نهان هدف، گر آن است، که هر بار مربع اختلاف نمونهبیان 59-4رابطه 

 شود. شود و براین اساس اصلاح وزن انجام می، سنجیده میYWتوسط شبکه،  تولید شده

 انجام شد. ورودیاز  ییتا911 هاینمونه یدوره  و در هر دوره به ازا 35آموزش شبکه در 

حذف  با احتمال حذف تصادفیاز تکنیک  عصبی نیز شبکهمدل  رازشببیشبه منظور جلوگیری از 

انتخاب لایه در نظر گرفته شده است.  4صورت نرونی و در ساختار شبکه به  .شودمیاستفاده  2/1

قابل مشاهده  4-4جزییات ساختار در شکل صورت تجربی حاصل شده است. چنین ساختاری به

 است. 
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 به فضای نهان. fMRIهای کار گرفته شده جهت نگاشت سیگنالمعماری شبکه رمزگذار به: 4-4شکل 

 مغز مدل رمزگشایی -4-5

را به کدهای نهان مربوط سازد،  fMRIهای رد نگاشتی مناسب که بتواند سیگنالپس از برآو

( به مدل رمزگشایی مدنظر 3-4با ترکیب این نگاشت و زیرشبکه رمزگشا آموزش دیده از قبل )بخش 

های قابل درکی از نشان داده شد، قادریم بازنمایی 9-4یابیم. و همانطور که در شکل دست می

 ارائه دهیم. fMRIهای را، از روی داده های تحریکفریم

شوند، سپس به عنوان ورودی به مدل نگاشت، داده می fMRIهای به این صورت که سیگنال

گیرد. با دادن این کدها به ورودی زیرشبکه رمزگشا، شان شکل میدر خروجی کدهای نهان مربوطه

 شود. بازنمایی تصاویر حاصل می

های آموزش دیده، به منظور تست مدل، از داده مغزِ مزگشاییِیابی به مدل ردستاز پس 

fMRI  یابیجهت ارز. کنیممیاند، استفاده تست، حاصل شده بخشیِ 5تست که از مشاهده فیلم 

، براساس تست لمیف هایمیشده توسط مدل و فر جادیا هایییبازنما نیب شباهتعملکرد مدل، 

 .شودمی هدیسنج 3-4معیارهای معرفی شده در بخش 

ندی بهای مختلف فیلم تست را فریمبه منظور ارزیابی مدل، نیاز داریم تا بخش ،نیزدر اینجا 

 ای که جهتگونهشود. بهبندی مشابه آنچه که در مراحل آموزش صورت گرفت، انجام میفریم کنیم.

 با. شودمیگرفته  درنظر کسلیپ 64 × 64 ،ریابعاد تصاو ای تست،دقیقه 41 لمیف هایمیاستخراج فر
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 ریتصو 94419شامل  ایقهیدق 8است، هر بخش  هیدر ثان میفر 31برابر مفرینرخکه توجه به این

داشت. به منظور  میخواههزار تصویر  72به  کیبخش، نزد 5همه  ازایبه ،یو به صورت کل شودیم

 بردارینمونه 2×31با فرکانس  را هامیهرتز(، فر 2) fMRI برداریبا نرخ نمونه هامیمطابقت تعداد فر

 داشت. میخواه یعیطب ریتصو م،یفر 9211 ،تست لمفی دقیقه 41 یازا به تای. نهامیکرد

 بندیجمع -4-6

های پیشنهادی جهت ارائه یک مدل با مطالعه این فصل از گزارشِ پژوهش انجام شده، گام

نسان چه که اتصاویر قابل درکی از آنشوند. مدلی که قادر به بازگردانی رمزگشایی مغز، شناخته می

 مشاهده کرده است، باشد. 

 ترتیب عبارتند از:ای که بههای چهارگانهگام

تحت  ناحیه بینایی، های زمانیو استخراج سری fMRIهای دازش دادهرپپیش .9

 .fMRIهای عنوان سیگنال

-و بهره، هابا استفاده از تصاویر رویت نشده توسط سوژه AAEآموزش یک شبکه  .2

م های سوترتیب در گاماین ساختار، به یهای رمزگذار و رمزگشاگیری از زیرشبکه

 و چهارم.

مربوط  نهان یبه کدها fMRI ایهگنالیس جهت مرتبط کردن ینگاشتآموزش  .3

بر مدل رگرسیون خطی کارگیری دو رویکرد مبتنی، با بههای تحریکبه فریم

ت آموزش این نگاشت زیرشبکه رمزگذار بر شبکه عصبی. جهچندمتغیره و مبتنی

شرح داده شد، مورد  4-4آموزش دیده شده در گام دوم، به شکلی که در بخش 

 .گیردمیاستفاده قرار 

ایجاد مدل رمزگشایی مغز با ترکیب نگاشت آموزش دیده شده در گام سوم و  .4

 زیرشبکه رمزگشا حاصل از آموزش مرحله دوم.  
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 است. آمده که تا به اینجا بیان شد،  چهآنروندنمای  5-4در شکل 

 

 گیری مدل رمزگشایی. فلوچارت روند شکل :5-4 شکل
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 مپنج فصل -5

 های پژوهشارائه  یافته
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 مقدمه -5-9

مغز، جهت  ارائه یک مدل رمزگشایی به منظور ،پژوهش نیا یشنهادیروش پقبل در فصل 

رو، در فصل پیشِ  .شرح داده شد fMRI هایداده یودرک شده توسط کاربر از ر ریتصاو یبازساز

 جینتاشوند و به تحلیل های مجزا ارائه میهای هر مرحله از روش پیشنهاد شده، در بخشیافته

 پردازیم.می هآمد دستبه

 هاپردازش دادهپیش -5-2

افزار به انجام شد. مراحل انجام شده در محیط نرم SPM12افزار ها در نرمپردازش دادهپیش

 شرح زیر است:

9. “Slice timing” :شوداصلاح میمغز  یهارشبُ یهامرحله اختلاف زمان نیبا انجام ا .

زمان  ثانیه و 2برابر  ،TRزمان تکرار،  برُش، 38برابر  هارشها، تعداد بُتمام دادهدر 

قابل محاسبه  9-5نیز براساس رابطه  ،TA، رشبُ نیرش و آخربُ نیاول یدسترس نیب

 است. 

  –  /   TR TR Number of SlicesTA                                         )9-5( 

مورد نیاز است، که برای  نیز به عنوان ورودی این بخش هارشی به بُیابمدل دست     

ها استفاده شده است. خروجی جهت اخذ داده Interleaved روش از ها دادهتمام 

 نمایش داده شده است. 9-5داده در شکل  یک نمونهبه ازای این مرحله 
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بر روی داده مربوط به مشاهده اولین بخش ویدئو  Slice timingخروجی مرحله : 9-5شکل 

 .آموزشی توسط سوژه اول

2. “Realign” :است. در واقع های مختلفثبت قیتطب یتابع برا نیترتابع ساده نیا 

 نیو دوران حول ا Zو  X، Y یمحورها یدر راستا تصویرتابع فقط حرکت  نیا

با روش  تصویرکردن اختلاف دو  نهیتابع کم نی. هدف ادهدیها را انجام ممحور

ت. اس تصویرمربعات اختلاف دو  شود،یم نهیکه کم یانهیآزمون و خطاست. تابع هز

مرحله  نیا یخروج کاربرد دارد. منظور اصلاح حرکت سربهتابع  نیا ،یبه طور کل

 داده شده است. شنمای 2-5 شکل در داده هنمون کیبه ازای 
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بر روی داده مربوط به مشاهده اولین بخش ویدئو  Realignخروجی مرحله : 2-5شکل 

متوالی بوده و محدوده تغییرات در انتقال  حجم 259این داده شامل  .آموزشی توسط سوژه اول

 و چرخش در تصویر قابل مشاهده است.

 

3. “Coregister” :یو ساختارها تهیکه مدُال تصاویری قیتطب تجه مرحله نیا 

 هاییدهبا وزن تصویرهمسان کردن دو  یبرادر اینجا . شودانجام می دارند یمتفاوت

به عبارتی به کمک این تابع  استفاده کرد. نهیگز نیاز ا توانی، م2Tو  1Tمتفاوت 

 مرحله نیا یخروج شود.منتقل می یکارکرد یبه فضا یساختار یاز فضا 1T ریتصو

 داده شده است. شینما 3-5نمونه داده در شکل  کیبه ازای 
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 دئویبخش و نیداده مربوط به مشاهده اول یبر رو Coregisterمرحله  یخروج: 3-5شکل 

 توسط سوژه اول. یآموزش

4. “Normalise” :منتقل استاندارد  یبه فضا یکارکرد ریمرحله تمام تصاو نیدر ا

داده  شینما 4-5نمونه داده در شکل  کیبه ازای مرحله  نیا یخروجشوند. می

 شده است.

 

 دئویبخش و نیوط به مشاهده اولداده مرب یبر رو Normaliseمرحله  یخروج: 4-5شکل 

 توسط سوژه اول. یآموزش

9. “Smoothing” :هموار کردن  یپردازش براشیمرحله از پ نیتابع به عنوان آخر نیا

. لذا دابییکاهش م ریتابع وضوح تصو نیاعمال ا . البته باشودیاستفاده متصاویر 
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به ازای مرحله  نیا یخروج. است متغیرهموار کردن بسته به هدف پردازش  زانیم

 داده شده است. شینما 5-5نمونه داده در شکل  کی

 

 دئویبخش و نیوط به مشاهده اولداده مرب یبر رو Smoothingمرحله  یخروج: 5-5شکل 

 ول.توسط سوژه ا یآموزش

 آموزش و تست شبکه خودرمزگذار رقابتی -5-3

کارگیری آن شرح داده به شبکه پیشنهادی و نحوهت مختصر ساختار به صور ،3-4 در بخش

ست د، و نتایج بهشده شد. در اینجا هدف آن است که، روند آموزش و تست شبکه به تفصیل بیان

 مناسبی از نتایج حاصل شده، ارائه دهیم.  آمده ارائه شوند. بر این اساس قادر خواهیم بود تحلیل

تایی از تصاویر 99251، یک مجموعه خودرمزگذار رقابتیدر ابتدا جهت آموزش شبکه 

گروه کلیِ  95شدند. این مجموعه به  بردارینمونه COCOو  ImageNet مجموعه تصاویرطبیعی از 

سرباز، انسان، چهره،  طیمح ده،یسرپوش طیمح؛ نیتحت عناو های آموزش و تست،موجود در فیلم

 ن،یماش ،یعیطب هایاندازچشم وه،یگل، م ،زییخشک واناتیح ،زیآب واناتیپرنده، حشره، ح

 یتوسط انسان برچسب گذارصورت دستی و بندی شده، و بهکردن، تقسیم و ورزش یکشت ما،یهواپ

تصویر طبیعی  751در هر گروه شوند، بنابراین ها تعداد تصاویر برابری را شامل میند. تمام گروهشد

آموزش و تست، پوشش  هایلمیرا در هر دو ف یمشترک یمحتوا هابندیگروه نیا خواهیم داشت.
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 ،اهاشتب چسببر یدارا ریتصاو ینیگزیجا منظورهبمجددی  یبصر یبررس پس از آن نیز .دهندیم

پیکسل ذخیره  64×  64اد و با ابع 9سپس تمامی تصاویر این مجموعه در سطح خاکستری انجام شد.

هایی از  مجموعه تصاویر آموزشی در شدند تا به عنوان ورودیِ شبکه مورد استفاده قرار گیرند. نمونه

 نمایش داده شده است. 6-5شکل 

 

 .  یشبکه خودرمزگذار رقابتهایی از مجموعه تصاویر آموزشی جهت آموزش : نمونه6-5شکل 

 نیانگیمبا  از این ساختار با یک توزیع گاوسی تصادفی، در ابتدا ضرایب وزنی هر زیرشبکه

د: نشویم مشخص مقداردهی اولیه انسیو وار صفر ,W .  سپس مجموعه تصاویر آماده

های ارزیابی جدا تایی از آن را به عنوان داده21برُ زده و یک زیرمجموعه  یفشده را به صورت تصاد

 99231تایی از 21 هایدوره و در هر دوره به ازای نمونه 251موزش شبکه در آ نمودیم. در ادامه

صورت تصادفی شود. بدین صورت که، در هر دوره، مجموعه آموزشی بهانجام می مانده،باقی ویرتص

ازای هر دسته و شود و اصلاح ضرایب وزنی شبکه بهتایی از تصاویر تقسیم می21بسته  569به 

، با (CPU) 2واحد پردازش مرکزی برپایه گیرد. آمورش شبکه، صورت می2-4و  9-4براساس روابط 

                                                 
9 Gray level 
2 Central Processing Unit 
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 11/3و فرکانس پردازشی  7911مدل  i3 Core واحد پردازش مرکزیاستفاده از یک رایانه دارای 

 طول انجامید.به ساعت 21، حدود گیگاهرتز

ار کننده و رمزگذکهای تفکیزیرشبکهمقادیر خطا ، تکرارهر  یبه ازا ،در حین آموزش شبکه

عنوان ورودی به شبکه اعمال تصویر ارزیابی به 21تکرار نیز،  21. به ازای هر گزارش شده است

شوند. براساس این تصاویر شوند و تصاویر تولید شده توسط شبکه در خروجی نمایش داده میمی

 بینایی انسان درک سبراسا -ام تصاویر نسبتا قابل درکی را 251نمایش داده شده، شبکه در دوره 

 .(7-5)شکل  تولید نمود، بنابراین فرآیند آموزش را در این دوره متوقف نمودیم -
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های رمزگذار و زیرشبکهبه ازای ( تغییرات خطا 9. )آموزش شبکه خودرمزگذار رقابتی: گزارش روند 7-5شکل 

شبکه خودرمزگذار  ر تولید شده در خروجی( تصاوی3کننده. )زیرشبکه تفکیک به ازای( تغییرات خطا 2رمزگشا. )

 .یابیارز ریتصاو ازایبه یرقابت

های رمزگذار و مقدار خطا در زیرشبکهیا همان  ALoss نمودار 7-5در بخش اول از شکل 

مقدار  ،DLoss دوم نیز نمایش دهنده بخش به تصویر کشیده شده است. هر تکرار به ازای، رمزگشا

 های آموزشی )آبی(ازای دادهاین دو مقدار بهاست.  تکرار هر به ازای، دهکننکیتفکخطا در زیرشبکه 

در نهایت در بخش چهارم از این شکل، تصاویر اند. و ارزیابی )نارنجی( به صورت جداگانه ثبت شده

توان مشاهده نمود. توقف آموزش شبکه براساس ازای تصاویر ارزیابی را میتولید شده توسط شبکه به

 فی تصاویر تولید شده از روی تصاویر ارزیابی، انجام گرفت. بررسی کی

 در این .میاستفاده کردتصویر،  9511، از مجموعه تصاویری شامل شبکهمنظور ارزیابی عملکرد به

ه شد آوریجمعچه که برای تصاویر آموزشی بیان شد، تصویر، مشابه آن 911از هر گروه مجموعه 

در مرحله تست، زیرشبکه متفاوتند و صاویر آموزشی و تست، . شایان ذکر است، مجموعه تاست

کنار گذاشته شده و تصاویر تنها از دو زیرشبکه رمزگذار و رمزگشا عبور داده شدند.  کنندهکیتفک

 تولیدر هایی از تصاویعنوان ورودی به شبکه اعمال شدند. نمونهصورت کاملا تصادفی بهاین تصاویر به

که در سمت چپ، تصاویر طوریبهنمایش داده شده است.  8-5در شکل  ،کهشده در خروجیِ این شب

 ،شودهمانطور که دیده میاصلی و سمت راست، تصاویر تولید شده توسط شبکه قابل مشاهده هستند. 

 ها تا حد زیادی قابل درک توسط انسان هستند.بازنمایی
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 تعدادی از تصاویر مجموعه تست. به ازای یشبکه خودرمزگذار رقابت: تصاویر تولید شده توسط 8-5شکل 

دو کمیت شباهت ساختاری و جهت ارائه معیاری کمی در زمینه ارزیابی عملکرد شبکه، 

 همبستگی میان تصاویر تستِ ورودی و تصاویر بازسازی شدهِ خروجی، سنجیده شده است.ضریب 

به تفصیل آماری در از معیارها  هر کدامتوزیع ارائه نمایشی گویا از مقادیر بدست آمده، منظور به

 بررسی شده است.ای صورت نمایش جعبهبه 1-5شکل 

 

نمایش  (2) محاسبه شده. CCتوزیع ای نمایش جعبه( 9ای توزیع معیارهای شباهت. )نمایش جعبه: 1-5شکل 

 محاسبه شده. Ms-SSIMتوزیع ای جعبه

ای برابر با دست آمده میانههتوزیع ضرایب ب توان گفت،میقسمت اول،  1-5براساس شکل 

تر و نیمی دیگر دارای ضرایب داشته، به این معنی که، نیمی از تصاویر دارای ضرایب کوچک 71/1

 88/1، و بیشتر از 79/1درصد از تصاویر ضرایبی کمتر از  25تر از این مقدار هستند. همچنین بزرگ

 9511از میان . 44/1و  18/1اند از؛ ب عبارتاند. بیشترین و کمترین مقدار حاصل شده به ترتیداشته



 

79 

 

ند. ارت، نزدیک به مقدار حداقل داشتهتصویر مقدار ضریب همبستگی پَ 93تصویر در نظر گرفته شده، 

 همچنین درخصوص شباهت ها نبوده است.تصاویری که شاید بتوان گفت شبکه قادر به بازسازی آن

برابر  ایانهمی آمده دستبه مقادیر عیتوز گفت، نتوای، مدومقسمت  91-5براساس شکل ساختاری 

. از 39/1 و 16/1 از؛ اندعبارت بیمقدار حاصل شده به ترت نیو کمتر نیشتریباست.  داشته 67/1با 

به مقدار  کیپَرت، نزد یهمبستگ بیمقدار ضر ریتصو 7در نظر گرفته شده،  ریتصو 9511 انیم

 .اندحداقل داشته

توان گفت، ساختار و روند آموزشی درنظر گرفته شده برای مده میدست آبنابر نتایج به

آموزش دیده، قابلیت استفاده در سایر  یشبکه خودرمزگذار رقابتی، مطلوب بوده است و این شبکه

 مراحل پژوهش را داراست. 

 fMRIآموزش و تست مدل نگاشت  -5-4

 ونیرگرس کردیده از دو رونگاشت با استفا نیانیز بیان شد،  4-4طور که در بخش همان

ر هکه، روند آموزش و تست  یمبرآن بخش نیدر ا. برآورد شده است یو شبکه عصب رهیچندمتغ یخط

داگانه صورت جنتایج هر دو رویکرد به در ادامه کنیم. انیب لیبه تفص یک از رویکردهای پیشنهادی را

 .دهیمها را مورد بررسی قرار میشوند و آنارائه می

 رهیچندمتغ یخطآموزش و تست مدل رگرسیون  -5-4-9

 99-4رابطه حاکم بر مدل رگرسیون خطی چندمتغیره در قالب رابطه  9-4-4در بخش 

مربوط به ، همان کدهای نهان X،یطراح سیماترمعرفی شد. دانستیم که در مرحله آموزشِ مدل، 

 های فیلم آموزشیجاد این ماتریس ابتدا لازم است فریمهای فیلم آموزشی است. به منظور ایفریم

-با نرخ نمونه هامیبه منظور مطابقت تعداد فر ساعته، 4/2 یآموزش لمیف بندیمیفر استخراج شوند.

.  ابعاد انجام شد 61ی بردارنمونه ، با فرکانسِهای ثبت شدهحجمعبارتی تعداد یا به fMRI برداری

( درنظر گرفته کسلیپ 64×  64) یدر شبکه خودرمزگذار رقابت یورود ریصاوبرابر با ابعاد ت ریتصاو

 4329 ،یآموزش لمفی ساعت 4/2 به ازای تای. نهاخاکستری ذخیره شدند به صورتو تصاویر  شد
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، آموزش رمزگذار رشبکهیزفریم، از  4329سپس با عبور هر  داشت. میخواه یعیطب ریتصو م،یفر

ربوط به این تصاویر ایجاد شدند. بنابراین پس از این فرآیند، به ماتریس ، کدهای نهان مدیده در قبل

ستون اولیه از این ماتریس اشاره به کدهای  911یابیم. بُعدیِ مدنظر دست می 4329×919طراحی 

نهان محاسبه شده دارند و آخرین ستون از این ماتریس، برداری است که مقادیر تمام عناصر آن برابر 

 شده است.در نظر گرفته  ،ونیمقدار ثابت در مدل رگرسور اعمال منظیک و به 

دهیم که ، نشان میدست آمدهبا استفاده از ماتریس طراحی بهنگاشت قبل از آموزش 

تولید  ایهمبستهنسبتا های یکسان، کدهای نهان زیرشبکه رمزگذار به ازای تصاویر مختلف از گروه

به  نهان ایجاد شده را کدهایطوری که در آن له است، بهنیز گویای این مسئ 91-5شکل کند. می

  .است به تصویر کشیده درنظر گرفته شده، چند نمونه تصویر از چند گروه کلاسیِ ازای

 

 دو تصویر از سه کلاس متفاوت. به ازای شده جادینهان ا یکدها: 91-5 شکل

است. بنابراین ابعادی برابر  fMRIهای به سیگنال ، متغیر پاسخ نیز، مربوطYماتریس

منظور آموزش یکی از سه سوژه انسانی به fMRIهای دارد. در اینجا تنها از سیگنال 4329×51492

-نهیبه کمک کم بیضرا نیمحاسبه ا، است و Wگیریم. هدف محاسبه ماتریس ضرایب،مدل بهره می

 گیرد. صورت می 9-4-4، بیان شده در بخش 92-4رابطه  یساز
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های ای که دادهگونه سازی شد. بهلایه بهینه 19از طریق اعتبار سنجی متقابل   ابتدا پارامتر

مانده قسمت باقی 9قسمت جهت آموزش و  1قسمت مساوی تقسیم شده و هر بار  91آموزشی به 

شد. انتخاب پارامتر بهینه به ازای بیشینه کردن دقت اعتبار فاده میجهت اعتبارسنجی مدل است

صورت  - شده جادینهان ا ینهان حاصل از مدل با کدها یکدها انیم یهمبستگ -سنجی متقابل 

های آموزشی، مجددا مدل را اصلاح کننده بهینه و کل دادهگرفت. در ادامه با استفاده از پارامتر کنترل

روزرسانی ضرایب در این روند آموزشی، براساس ن نهایی ضرایب دست یابیم. بهکرده تا به تخمی

 شود. رویکرد گرادیان کاهشی انجام می

یکی از دو سوژه دیگر استفاده  fMRIهای از مجموعه سیگنالنگاشت، منظور تست به

با نمودیم. بررسی عملکرد مدل، براساس محاسبه همبستگی میان کدهای نهان حاصل از مدل 

به  99-5کل . این بررسی در قالب شکدهای نهان ایجاد شده از روی تصاویر ویدئویی، انجام شد

 تصویر کشیده شده است.

 

 یآموزش هایداده به ازای رهیچندمتغ یخطرگرسیون  بری، مبتنfMRIعملکرد مدل نگاشت  یبررس :99-5 شکل

 سوژه دوم.

 



 

74 

 

است که، مدل نگاشت برپایه رگرسیون خطی قابل درک است، این  99-5چه که از تصویر آن

به عبارتی هدف اصلی را به کدهای نهان تصاویر تبدیل کند.  fMRIهای درستی دادهنتوانسته است به

ان از می متفاوت ریمشاهده تصاو یبه ازاهای برانگیخته شده از این نگاشت، یعنی انتخاب وکسل

 یمدل با بررس نیا یذکر است که سنجش اصل قابلالبته ، محقق نشده است. وکسل موجود 51492

 .شودیدر ادامه محقق م ک،یتحر ریتصاو یابیآن در باز یتوانمند

 شبکه عصبیآموزش و تست مدل  -5-4-2

، به کدهای نهان fMRI،Yهای ، سیگنال2-4-4، بیان شده در بخش 94-4براساس رابطه 

در طی آموزش، ابعادی  fMRIهای شوند. سیگنال، مرتبط میX،کیحرت های ویدئوفریممربوط به 

چه در نیز مشابه آن یآموزش لمیف هایمینهان مربوط به فر یکدهاداشت.  4329×51492برابر 

ی ملهجبیان شد، مورد استفاده قرار گرفت با این تفاوت که، در اینجا ستون مربوط به  9-4-4بخش 

دارد. در آموزش  4329×911شود. بنابراین این ماتریس نیز ابعادی برابر ثابت درنظر گرفته نمی

از ثبت  حجمیعنی هر  دشویبه شبکه اعمال م یبه عنوان ورود fMRI هایگنالیس سیماترشبکه، 

fMRI، ییدئویو میفر هر -نمونه  هرشود. همچنین عنوان یک نمونه درنظر گرفته میدر ورودی به 

 گیرد.کدهای نهان به عنوان برچسبی برای هر نمونه از ورودی، مورد استفاده قرار می ماتریس از -

، بیان شده در بخش 94-4، است. ماتریسی که نگاشت رابطه Wهدف محاسبه ماتریس ضرایب وزنی،

 سازد.، را محقق می4-4-2

 نیانگیمبا  صورت تصادفی و براساس یک توزیع گاوسی، در ابتدای آموزش، مقادیر ضرایب به

د: نشویم مشخص درنظر گرفته انسیو وار صفر ,W .  دورهِ آموزشی،  35از در هر دوره

و هر بار به روزرسانی ضرایب . شوندبندی میتقسیم ییتا911 هایستهبها به صورت تصادفی به نمونه

نظور به مشود. انجام می س تکنیک گرادیان کاهشی تصادفی، روی یک بستهماتریس وزنی براسا

 3/1با احتمال حذف  حذف تصادفی کیاز تکن ،زین یشبکه عصب مدلِ برازششیاز ب یریجلوگ
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های آموزشی نشان داده داده به ازای 92-5در شکل  طا در حین آموزشخمقدار . کردیماستفاده 

 شده است.

 

 های آموزشی.داده به ازایقدار خطا در حین آموزش شبکه رمزگذار، : نمایش م92-5شکل 

چه که برای مدل رگرسیون خطی گفته شد، بررسی عملکرد مدل آموزش دیده نیز مشابه آن

کیب شود که در ترزمانی به درستی سنجیده می ،صورت گرفت. در اینجا نیز باید گفت عملکرد مدل

 رمزگشای مغز قرار گیرد.

به نحوی که در آن  .نتایج بررسی اولیه از عملکرد مدل قابل مشاهده است  93-5در شکل 

آموزشی از سوژه دوم، با استفاده از مدل رمزگذار آموزش  fMRIهای متفاوت، داده حجمچند  به ازای

ها و کدهای نهان مربوط اند. در ادامه همبستگی میان آنداده در اینجا، به کدهای نهان تبدیل شده

 است.  ها سنجیده شدهحجماویر متناظر با این به تص
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 های آموزشی سوژه دوم.داده به ازایبر شبکه عصبی مبتنی، fMRI: بررسی عملکرد مدل نگاشت 93-5شکل 

کل شبه بر شبکه عصبی مبتنی ت، مدل نگاشتتوان گفبراساس نتایج حاصل شده، می

-ا، وکسلهتوانسته از میان تمام وکسل ره،چندمتغیخطی بر رگرسیون بهتری نسبت به مدل مبتنی

 رو انتظار بر آن است که،از اینند. ر با هر تصویر تحریک را انتخاب کهای برانگیخته شده متناظ

  .تری داشته باشدنیز نتایج مطلوبدر ادامه روند پژوهش این مدل کارگیری به

 رمزگشایی مغزتست مدل  -5-5

 زیرشبکه رمزگشا با ترکیب این دو ساختار به مدل پس از برآورد مدل نگاشت و آموزش

 ،هدف آن است که بتوانیم با استفاده از مدل آموزش دیدهیابیم. رمزگشایی مغز دست می یینها

چه که در قبل نیز بیان براساس آنهای مختلف را رمزگشایی نماییم. سوژه به ازای fMRIهای داده

آموزشی یکی از سه سوژه انجام  fMRIهای رگیری دادهکاشد، آموزش مدل رمزگشایی تنها با به

 .گرفت

مورد استفاده  ،تست یمربوط به مشاهده ویدئو fMRIهای داده ،ارزیابی، جهت در ادامه

شود و ها به ورودی مدل داده میاز هر یک از سوژه fMRIهای ای که سیگنالگونهد. بهنگیرمیقرار
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بندی فیلم تست نیز مشابه فریم فیلم تست را خواهیم داشت.ی های بازسازی شدهدر خروجی فریم

  .گرفت برای فیلم آموزشی بیان شد، صورت چه کهآن

به منظور سنجش عملکرد، دو معیار ضریب همبستگی و شباهت ساختاری چندمقیاسه بین 

در هر  تست، یهای ویدئوهر یک از سه سوژه، و فریم های تستِتصاویر بازسازی شده به ازای داده

-ها میانگینی تمام فریمبه ازادست آمده درنظر گرفته شده، محاسبه شده است. مقادیر به دو مدلِ 

 . قابل مشاهده هستند 94-5شکل در گیری شده و 

 

ساختاری : نتایج ارزیابی کمی مدل رمزگشایی مغز. در سمت راست، میانگین معیار شباهت 94-5شکل 

در سمت چپ، میانگین معیار  نمایش داده شده است. ،درنظر گرفته شدهدو مدل هر سوژه و به ازای  چندمقیاسه

 نمایش داده شده است. ،درنظر گرفته شدههر سوژه و دو مدل به ازای ضریب همبستگی 

رسیون بر رگدست آمده برای مدل مبتنیبراساس نتایج قبلیِ به ،ترفیانتظار مهمانطور که 

عصبی  بر شبکهتایج قابل قبولی از این مدل نداریم. اما مدل مبتنیه، در اینجا نیز نمتغیرخطی چند

 .داردگیری عملکرد چشم

توان گفت معیار شباهت ساختاری چندمقیاسه محاسبه شده، می با مقایسه معیارهای کمیِ

به علت حساسیت بالا نسبت به نویز در تصاویر، معیار چندان مناسبی به منظور ارزیابی کمی چنین 
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شود. چرا که براساس نتایج این معیار، تفاوت معناداری میان عملکرد دو مدل یی محسوب نمیهامدل

 سازی شده، وجود ندارد.پیاده

ها در مقایسه با تصاویر هر یک از مدلبه ازای نمونه تصاویر بازسازی شده  95-5در شکل 

 اصلی قابل مشاهده است.

 

 های ویدئو تستفریمر قسمت بالایی چند نمونه از تصاویر اصلی مدل رمزگشایی مغز. د: نتایج کیفی 95-5شکل 

های تست سوژه اول، با دادهبه ازای نمایش داده شده است. در قسمت پایین سمت راست، تصاویر بازسازی شده 

در قسمت پایین سمت چپ، تصاویر  نمایش داده شده است. ه،متغیربر رگرسیون خطی چندمبتنی استتفاده از مدل

 نمایش داده شده است. ،شبکه عصبیبر مبتنی های تست سوژه اول، با استتفاده از مدلدادهبه ازای ازی شده بازس

ی رمزگشایتوان گفت مدل آمده، میدستبه کیفیدر نهایت براساس مشاهده نتایج کمی و 

ازای  به fMRIهای گیری در زمینه رمزگشایی دادهپیشنهاد شده در این پژوهش، عملکرد چشم مغز

 مشاهده تصاویر طبیعی، داشته است.
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گیری بخش شکلعنوانی الهامکه هر کدام به [93 ,92]ی اصلی و اما در رابطه با دو مطالعه

-فاده از مجموعه دادهمنظور است، به[92] گیری از اولین مطالعهباید گفت؛ بهرهاند این پژوهش بوده

ی تهای همگسدر این مطالعه روش پیشنهادی برپایه شبکهمعرفی شده در آن بوده است.  fMRIهای 

ابتدا ضرایب وزنی یک شبکه همگشتی عمیق از  عمیق و رگرسیون خطی، به شرح زیر بوده است.

های ط سوژه، با استفاده از مجموعه تصاویر رویت نشده توسAlexNetپیش آموزش دیده شده، 

 های ویدئوییسپس با عبور فریم. اندتنظیم مجدد شدهبُرده، کلاس طبیعی نام 95انسانی و شامل 

صورت برداری های ویژگیِ لایه اولِ این شبکه به ازای هر فریم، بهآموزشی از این شبکه، ماتریس

های ویژگی ماتریسو  fMRIهای اند. در نهایت با آموزش مدل رگرسیونی، میان دادهذخیره شده

های ویژگی تصاویر به ماتریس fMRIهای یِ دادهتبدیل کننده ،مربوط به هر تصویر، به مدلی که

قابل  96-5ای از نتایج بصری حاصل شده از این مطالعه در شکل نمونه اند.تست است، دست یافته

 مشاهده هستند.

 

. در قسمت بالا تصاویر اصلی [92] اولین مطالعه مرجع : نتایج کیفی مدل رمزگشایی مغز پیشنهادی در96-5شکل 

 دست آمده قابل مشاهده هستند.های بهنمایش داده شده است. در قسمت پایین بازسازی

و پژوهش ما،  [92]های استفاده شده در مطالعه براساس تنها یکسان بودن مجموعه داده

مقایسه بر عهده مخاطب و درک وی ی این های پیشنهاد شده داشت. نتیجهتوان قیاسی بر روشمی

 ها است.از تصاویر بازساری شده در خروجی هر کدام از مطالعه

کار گرفته شده در پژوهش ما بوده است. ی ایده بهبخش در زمینهالهام [93]دومین مطالعه 

تصاویر به عنوان ایده اصلی یاد  کدهای نهانبر  fMRIهای نیز، از نگاشت دادهآن که در  معنابه این 
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 GANو  VAEشده است. با این تفاوت که در گام اول، جهت ایجاد کدهای نهان، از ترکیب دو شبکه 

ولفه م زیاز آنالاستفاده شده است. و در گام دوم نیز از دو رویکرد بر پایه رگرسیون خطی و همچنین 

با مشاهده تصاویر چهره  fMRIهای ه بر روی مجموعه دادهاند. این مطالعگرفتهبهره ( PCA) 9یاصل

این مطالعه و  ها و همچنین مشخصات آموزشی متفاوتِ به علت تفاوت در الگوریتم انجام شده است.

هایی از تصاویر پژوهش ما، مقایسه نتایج، چندان امر قابل قبولی نخواهد بود. با این وجود، نمونه

 توان مشاهده کرد.می 97-5طالعه را در شکل دست آمده در خروجی این مبه

 

در قسمت بالایی تصاویر  .[93] دومین مطالعه مرجع: نتایج کیفی مدل رمزگشایی مغز پیشنهادی در 97-5شکل 

طی بر رگرسیون خاصلی نمایش داده شده است. در قسمت میانی تصاویر بازسازی شده توسط مدل نگاشت مبتنی

را نمایش  یلفه اصل نی تصاویر بازسازی شده توسط مدل نگاشت مبتنی بر آنالیز موقابل مشاهده است. قسمت پایی

دهد.می

                                                 
9 Principal Component Analysis 
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 فصل ششم-6

گیری و پیشنهاداتنتیجهن 
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 مقدمه -6-9

دست آمده از رویکرد پیشنهادی، ارائه و به تفصیل تحلیل شدند. در فصل پیشین نتایج به

ضعف  نقاط قوت وکه طوریکنیم، گیری نتیجهع بندی و مطالب پایان نامه را جمدر این فصل برآنیم 

  .ارائه کنیماین رویکرد  بهبوداین روش شناخته شود و پیشنهاداتی برای 

 گیرینتیجه -6-2

ند بیچه که انسان میارائه رویکردی بود که به کمک آن بتوانیم آنما  در این پژوهش هدف

سوم ومنیز " 9خواندن ذهن"سازی کنیم. هدفی که به باز  ،fMRIهای کند را از روی دادهو درک می

 است. 

های عصبی عمیق بوده و در دو گام بر شبکهمبتنی ،روش پیشنهاد شده در این پژوهش

هان فضای نهای خودرمزگذار رقابتی، به کارگیری شبکهشود. در گام اول، با بهمتوالی آموزش داده می

 ،fMRIهای های عصبی، دادهدو روش رگرسیون خطی و شبکه بادست یافته و در گام دوم نیز  تصاویر

ده مشاهده ش ریتصاوقادر است آموزش دیده مدل  ،در نهایت. شوندبر فضای نهان تصاویر نگاشت می

 به فضای نهان تصاویر، بازسازی کند.  fMRIهای داده را با انتقال توسط سوژه

این گروه ها شامل . مختلف است گروه 95در  ریتصاو یقادر به بازساز یشنهادیپ کردیرو

ل، گ ،یزیخشک واناتیح ،زیآب واناتی، انسان، چهره، پرنده، حشره، حباز طیمح ده،یسرپوش طیمح

های انتخابی در گروه .هستند و ورزش کردن یکشت ما،یهواپ ن،یماش ،یعیطب هایاندازچشم وه،یم

. شودها مواجه میطور معمول با آنبه نه وروزا که هر انسانیهستند این پژوهش، از جمله مواردی 

یر . پویایی و اطلاعات بالای این تصاواندهای آزمایشی قرار گرفتهدر قالب ویدئو در اختیار سوژه علاوهبه

این مسئله  برای این درحالی است که، رویکرد پیشنهادی افزاید.بر دشواری رمزگشایی مغز می

دست  بهتوجه به نتایج با  های قابل درکی را ارائه داده است.اییعملکرد قابل توجهی داشته و بازنم

                                                 
9 Mind reading 
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نهان فراهم کردن فضای  جهت خوبیاز قدرت های عصبی عمیق شبکه دریافت که توانمی، آمده

مدل ساخته شده  نتایج تجربی نشان داد که .برخوردار هستند ،رمزگشایی مغز منظورهب ،ویراتص

ر رگرسیون بنسبت به مدل ساخته شده براساس نگاشت مبتنی براساس شبکه عصبی عملکرد بهتری

 خطی داشت.

 پیشنهادات -6-3

 به عنوان در موارد درون کلاسی امر دشواری خواهد بود.  رمزگشایی مغز،شک بی

ی این پایان نامه را با تغییراتی، روی تصاویر ایدهتوان زمینه تحقیقاتی آتی، می

 هره، پیاده کرد.درون کلاسی مثلا تصاویر مختلف چ

  در این پژوهش، ساختار شبکه خودرمزگذار رقابتی به صورت تجربی انتخاب شده

د توانمیتر روی ساختار شبکه و بهبود سرعت و دقت عملکرد بررسی کاملاست. 

 موضوع دیگری برای کارهای آتی باشد.

 تقال ر، انهای انجام گرفته بر روی تصاویپردازشاز جمله پیشد پیشنهادی، کردر روی

اده پیروش پیشنهادی با چنین فرضی به عبارتی ها به سطح خاکستری است. آن

در درک بینایی انسان بسیار موثر  ،رنگ، این در حالی است که، در عملشده است. 

ا ممکن هکه سیستم بینایی انسان براساس تنوع رنگین کننده است. به طورییو تع

ختارهای یکسان داشته باشد. بنابراین تمرکز بر است، درک متفاوتی از تصاویر با سا

 باشد.رشد این زمینه تواند از جمله پیشنهادات در جهت روی تصاویر رنگی، می

 رمزگشایی مغز پرداخته شده است. درحالی که ترکیب آن با تنها به  جادر این

مغز، به نوعی قادر به مدلسازی سامانه بینایی انسان  رویکردی جهت رمزگذاری

توسط مدل رمزگذار تولید شوند و در  fMRIهای ای که سیگنالگونهاهد بود. بهخو

مدل رمزگشا به عنوان ورودی مورد استفاده قرار گیرند. 
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Abstract  

In recent decades, research on encoding and decoding brain activity from functional 

magnetic resonance imaging (fMRI) has made significant progress. However, 

decoding brain activity in order to reconstruct natural images perceived by humans 

remains an issue to be investigated, as these images contain various and complex 

information. 

In this study, an approach is proposed to decode brain activity based on Adversarial 

Auto-Encoder networks (AAEs). Hence, at first, an AAE neural network is trained 

using more than 11k natural images not seen by the subjects. The AAE latent space 

provides a meaningful description of each image. We then developed a mapping 

between fMRI patterns and latent space, according to which the fMRI patterns are 

transformed to latent code in the same dimension as the AAE codes. When testing the 

decoding model, we use trained mapping to transform the fMRI patterns of all three 

human subjects into latent codes. Finally, the codes are transformed into intelligible 

representations of the test images using the decoding structure of the AAE network. 

The proposed decoding model is trained and tested using separate data. 

In order to quantify the performance of the proposed method, multi-scale structural 

similarity and correlation coefficient are reported for the reconstructed images. The 

obtained results indicate the successful and promising performance of the proposed 

method. So that for two subjects, the average correlation coefficient on the test images 

was reported to be more than 0.7. 

Keywords: brain encoding and decoding, functional Magnetic Resonance Imaging, 

Adversarial Auto-Encoder networks, Multi-scale structural similarity, Correlation 

Coefficient. 
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