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 مقدمه 1-1

(‌که‌Destination(‌به‌مکانی‌به‌نام‌مقصد)Originسفر‌عبارت‌است‌از‌حرکت‌از‌مکانی‌به‌نام‌مبداء)

‌وسیله‌خاص‌صورت‌می ‌هدف‌مشخص‌و ‌نقل‌بیشتر‌با ‌بحث‌تحلیل‌تقاضای‌حمل‌و ‌آنچه‌در گیرد.

گر‌آن‌بینی‌تعداد‌سفر،‌هدف‌تحلیلتعداد‌سفر‌است.‌در‌فرآیند‌پیشبینی‌مورد‌توجه‌قرار‌دارد،‌پیش

افق‌طرح‌در‌محدوده‌شهری‌مورد‌مطالعه،‌در‌هر‌ناحیه‌چه‌تعداد‌سفر‌‌سال‌است‌که‌برآورد‌کند‌در

شود،‌توزیع‌این‌سفرها‌چگونه‌است‌و‌از‌میان‌سفرهای‌انجام‌شده‌بین‌هر‌دو‌ایجاد)تولید‌یا‌جذب(‌می

دهی‌این‌سفرها‌چقدر‌است‌و‌از‌هر‌یک‌از‌مسیرهای‌شبکه‌نقلیه‌در‌سرویسی‌‌ناحیه‌سهم‌هر‌وسیله

‌ای(.‌کند)مدل‌چهار‌مرحلهحمل‌و‌نقل‌چه‌حجمی‌عبور‌می

‌تحلیل ‌ابزارهای‌اصلی‌در ‌می‌از ‌نقل‌ماتریس‌سفر ‌‌تقاضای‌حمل‌و ‌ماتریس‌سفر ماتریسی‌باشد.

دهد‌از‌هر‌‌باشد‌و‌نشان‌می‌ورد‌مطالعه‌میی‌می‌تعداد‌نواحی‌منطقه‌و‌ابعاد‌آن‌به‌اندازهاست‌‌مربعی

‌ ‌مانند ‌‌iناحیه ‌مانند ‌ناحیه ‌هر ‌می‌jبه ‌صورت ‌سفر ‌تعداد ‌اختیارداشتن‌‌چه ‌در ‌درصورت گیرد.

‌مبداء‌ماتریس ‌مدل-های ‌میتوان ‌موجود ‌توصیف‌وضع ‌بر ‌علاوه ‌واقعیت، ‌نزدیک‌به ‌واقع‌‌مقصد های

ای‌بصورت‌متداول‌از‌روش‌آمارگیری‌پرسشنامه‌تری‌با‌آنها‌ایجاد‌کرد.‌جهت‌ایجاد‌ماتریس‌سفر‌بینانه

شود‌که‌بسیار‌پرهزینه‌است.‌اما‌می‌توان‌بصورت‌تقریبی‌‌مقصد‌استفاده‌می-سفرهای‌بین‌نواحی‌مبداء

های‌پیشین‌تخمین‌‌نیز‌ماتریس‌سفر‌فعلی‌و‌ماتریس‌سفر‌سال‌افق‌را‌از‌ماتریس‌سفر‌مربوط‌به‌سال

شود‌و‌در‌صورت‌دقت‌بالاتر‌‌کاهش‌چشمگیری‌ایجاد‌میزد‌که‌در‌هزینه‌های‌مطالعات‌حمل‌و‌نقل‌

در‌تخمین،‌ماتریس‌تخمین‌زده‌شده‌به‌واقعیت‌شباهت‌بیشتری‌خواهد‌داشت‌و‌در‌نتیجه‌می‌توان‌

بر‌اساس‌آن‌با‌دقت‌بیشتری‌تصمیمات‌مربوط‌به‌مدیریت‌حمل‌و‌نقل‌در‌سال‌افق‌را‌اتخاذ‌کرد.‌لذا‌

‌.دقت‌بالاتر‌نیاز‌فراوان‌وجود‌داردتر‌و‌با‌‌ایی‌برای‌تخمین‌ارزانه‌به‌روش

‌مبداء ‌ماتریس ‌تهیه ‌برای ‌سفر ‌ماتریس ‌تهیه ‌آمارگیری‌-روش ‌روش ‌از ‌متداول ‌بصورت مقصد

اخیرا‌با‌پیشرفت‌شود.‌‌ای‌و‌روش‌تخمین‌ماتریس‌سفر‌بوسیله‌شمارش‌ترافیک‌استفاده‌میپرسشنامه
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‌بر‌اساس‌ماتریس‌طرح‌افق‌مصنوعی‌به‌تخمین‌ماتریس‌سفر‌سالتوان‌بوسیله‌هوشتکنولوژی‌می ،

‌اقدام‌نمود.‌‌های‌پیشین‌سفر‌سال

 سفر  ماتریس 1-2
‌ارزش‌از‌آمارگیری‌مبداء ‌پس‌از‌-یک‌دستاورد‌مهم‌و‌با مقصد‌که‌با‌صرف‌وقت‌و‌هزینه‌فراوان،

‌بدست‌میجمع ‌آنها ‌تحلیل ‌و ‌اطلاعات‌سفر ‌ماتریس‌مبداءآوری ‌می-آید، ‌ماتریس‌مقصد ‌این باشد.

‌1-1در‌معادله‌‌گیرد.چه‌تعداد‌سفر‌صورت‌می‌jبه‌هر‌ناحیه‌مانند‌‌iاحیه‌مانند‌دهد‌از‌هر‌ننشان‌می

تعداد‌سفر‌بین‌هر‌‌tijماتریس‌سفر‌و‌‌Tکه‌در‌این‌معادله‌‌ماتریس‌سفر‌بصورت‌ریاضی‌بیان‌شده‌است

‌.دو‌ناحیه‌است

]‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌1-1معادله‌ ]ij m nT t ‌

که‌‌دهدرا‌نشان‌می‌i،‌تولید‌سفر‌ناحیه‌ام‌‌iسطر‌های‌هر‌سطر‌مانندجمع‌درایه،‌سفردر‌ماتریس‌

‌:(2-1)معادله‌است‌iتعداد‌سفر‌تولید‌شده‌از‌ناحیه‌‌Piدر‌این‌معادله‌

‌2-‌1معادله
1

n

i ij

j

P t


 

‌ ‌ماتریس‌سفر، ‌‌‌jستون‌ای‌هر‌ستون‌مانندهجمع‌درایهدر ‌ام ‌به‌نیز، تعداد‌سفرهای‌جذب‌شده

‌:(3-‌1معادله)است‌jتعداد‌سفر‌جذب‌شده‌به‌ناحیه‌‌ajکه‌در‌این‌معادله‌‌دهدرا‌نشان‌می‌jناحیه‌

‌3-‌1معادله
1

n

j ij

i

a t


 

اد‌سفرهای‌جذب‌شده،‌برابر‌و‌برابر‌با‌تعداد‌کل‌جمع‌سفرهای‌تولید‌شده‌با‌تعددر‌ماتریس‌سفر،‌

‌(:4-‌1معادله)باشدسفرهای‌انجام‌شده‌می

‌4-‌1معادله
1 1

n n

i j

i j

P a T
 

   

‌
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‌‌می ‌توان ‌سفرهای ‌ماتریس ‌سفر ‌هدف ‌اساس ‌سفرهای‌‌جداگانهبر ‌ماتریس ‌مانند ‌کرد ‌تهیه ای

‌سفتفریح ‌تحصیلی، ‌سفرهای ‌وی، ‌کاری ‌رهای ‌می... ‌همچنین ‌ماتریس‌‌توان‌. ‌سفر ‌زمان ‌اساس بر

 .‌‌سفرهای‌غیر‌ساعت‌اوج‌را‌تهیه‌نمودسفرهای‌ساعت‌اوج‌و‌

 روش های برآورد ماتریس سفر 1-3
باشد.‌‌آمارگیری‌جامع‌حمل‌و‌نقل‌می‌،پر‌هزینه‌ترین‌و‌زمانبرترین‌روش‌جهت‌ایجاد‌ماتریس‌سفر

شود‌و‌در‌سال‌انجام‌می‌20الی‌‌10گیر‌و‌پرهزینه‌بودن‌هر‌وقتمقصد‌با‌توجه‌به‌-این‌آمارگیری‌مبدأ

آید‌‌این‌روش‌اطلاعات‌جامعی‌در‌خصوص‌تعداد‌و‌نوع‌سفرهای‌میان‌نواحی‌مورد‌مطالعه‌بدست‌می

‌شود.‌استفاده‌میمقصد‌-که‌از‌آنها‌جهت‌تشکیل‌ماتریس‌مبداء

‌ما ‌میدرصورتی‌که ‌باشد ‌موجود ‌گذشته ‌از ‌اساس‌ا‌تریس‌سفر ‌بر ‌و‌توان ‌آن ‌در طلاعات‌موجود

‌کنونی،‌ماتریس‌سفر‌های‌پیشین‌با‌توجه‌به‌ماتریس‌سفر‌سال‌های‌تخمین‌ماتریس‌سفر‌بوسیله‌روش

‌برای‌تخمین‌ماتریس‌سفر‌در‌‌ماتریس‌سفر‌و ‌از‌روی‌اطلاعات‌موجود‌تخمین‌زد. سال‌افق‌طرح‌را

‌جامعه ‌برداری‌از ‌نمونه ‌به ‌طورکل‌ابتدا ‌به ‌داریم. ‌نیاز ‌مطالعه ‌نمونهی‌مورد برداری‌کسب‌ی‌هدف‌از

برداری‌ابتدا‌از‌این‌رو‌در‌نمونه.‌های‌زیاد‌استاطلاعاتی‌درباره‌ویژگی‌افراد‌جامعه‌بدون‌صرف‌هزینه

‌این‌می ‌تعیین‌گردد. ‌شود، ‌نسبت‌داده ‌جامعه ‌به ‌و ‌است‌ارزیابی‌شده ‌قرار ‌اطلاعاتی‌که بایست‌نوع

ورد‌نیاز‌برای‌مطالعه‌تعیین‌شده‌و‌اغلب‌به‌آنها‌اطلاعات‌باتوجه‌به‌هدف‌کلی‌مطالعه‌و‌پارامترهای‌م

توان‌راجع‌به‌میانگین‌این‌پارامترها‌انجام‌های‌آماری‌را‌میشود.‌استنباطپارامترهای‌جامعه‌گفته‌می

‌پارامترهای‌جامعه‌به‌حساب‌می ‌نرخ‌سفر‌خانوار، ‌برای‌نمونه‌درآمد‌و ‌برای‌تعیین‌پارامتر‌داد. آیند.

سازی‌تجربه‌کافی‌و‌اطلاع‌از‌نوع‌کاربرد‌پارامتر‌در‌استنباط،‌تحلیل‌و‌یا‌مدلمناسب‌در‌یک‌مطالعه‌به‌

‌نیاز‌است.‌
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 هوش مصنوعی در تخمین ماتریس سفر کاربرد 1-4
(‌استفاده‌هوشمندهای‌‌مصنوعی‌برای‌اولین‌بار‌توسط‌جان‌مکارتی)پدر‌علم‌ماشیناصطلاح‌هوش

‌هوش ‌الگوریتمشد. ‌قبیمصنوعی ‌از ‌متفاوتی ‌محاسباتی ‌مصنوعی،‌های ‌عصبی ‌شبکه ‌فازی، ‌منطق ل

های‌متفاوت‌دیگر‌را‌شامل‌می‌شود‌که‌انتخاب‌الگوریتم‌الگوریتم‌ژنتیک،‌یادگیری‌ماشین‌و‌الگوریتم

-های‌ورودی‌و‌خروجی‌و‌دقت‌مورد‌نیاز‌انجام‌میمناسب‌جهت‌انجام‌محاسبات‌بر‌اساس‌نوع‌داده

رین‌کاربردهای‌مورد‌توجه‌آن‌در‌این‌تحقیق‌های‌فراوانی‌دارد‌که‌از‌مهمتشود.‌هوش‌مصنوعی‌قابلیت

میتوان‌به‌قابلیت‌استنتاج‌و‌استدلال‌و‌تشخیص‌الگو‌و‌بازشناسی‌الگو‌برای‌پاسخگویی‌به‌مسائل‌بر‌

ونقل‌که‌تاکنون‌به‌کمک‌های‌حملاساس‌دانش‌قبلی‌اشاره‌کرد.‌از‌جمله‌مطالعات‌مرتبط‌با‌سیستم

‌شدههوش ‌انجام ‌مطامصنوعی ‌به ‌توان ‌می ‌زمینهاند ‌نقلیه‌لعات‌در ‌وسایل ‌راننده، ‌رفتار ‌بررسی های

‌طبقه ‌و ‌تشخیص ‌ترافیکی، ‌مختلف ‌شرایط ‌بر ‌موثر ‌پارامترهای ‌برآورد ‌خودروها‌خودمختار، بندی

‌قالب‌پردازشبوسیله ‌پیشی‌هوش‌مصنوعی‌در ‌تحلیل‌الگوی‌ترافیک، ‌تحلیل‌تصویر، بینی‌ترافیک،

‌حملسیاست ‌گذاری‌بر ‌بر ‌آن ‌تاثیر ‌بهینهونقل‌و ‌مدیریت‌و ‌نقل‌سازی‌سیستماقتصاد، های‌حمل‌و

سازی‌عملکرد‌سیستم‌مترو‌شهری‌و‌ونقل‌دریایی،‌مدیریت‌و‌بهینهسازی‌حملهوایی،‌مدیریت‌و‌بهینه

بوسیله‌هوش‌مصنوعی‌شما‌می‌توانید‌از‌های‌کنترل‌ترافیک‌اشاره‌کرد.‌سازی‌سیستممدیریت‌و‌بهینه

ساده‌‌برآورد‌کنید‌و‌در‌هر‌روش‌شما‌می‌توانید‌از‌الگوریتم‌های‌روش‌های‌گوناگون،‌ماتریس‌سفر‌را

ها)کیفی‌و‌‌کمک‌بگیرید‌که‌بر‌اساس‌نوع‌داده‌های‌تک‌لایه‌و‌چند‌لایه‌و‌پیچیده‌و‌متفاوت‌در‌حالت

 شود.کمی‌(‌و‌دقت‌مورد‌نیاز،‌الگوریتم‌مناسب‌طراحی‌و‌برنامه‌نویسی‌می

عیین‌الگوریتم‌مناسب،‌با‌وارد‌کردن‌داده‌های‌اولیه،‌در‌تخمین‌ماتریس‌سفر‌به‌این‌روش،‌پس‌از‌ت

‌مطالعه،‌ ‌مورد ‌نواحی ‌میان ‌های ‌سفر ‌تعداد ‌با ‌را ‌ورودی ‌های ‌پارامتر ‌ارتباط ‌شما، هوش‌مصنوعی

‌تعداد‌سفرهای‌بین‌ تشخیص‌داده‌و‌می‌توانید‌با‌اعمال‌شرایط‌سال‌افق‌طرح‌بر‌روی‌آن‌پارامترها،

‌نواحی‌را‌مشخص‌کنید.
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 ضرورت موضوع 1-5
‌مهمترین‌زیرساختا ‌تصمیمات‌‌ز ‌و ‌کرد ‌نقل‌آن‌اشاره ‌می‌توان‌به‌شبکه‌حمل‌و ‌کشور های‌هر

‌بالا ‌اهمیت‌بسیار ‌این‌بخش‌از ‌اتخاذ‌تصمیمات‌صحیحبرخوردار‌‌ییمدیریتی‌در تر‌منوط‌به‌‌هستند.

به‌توان‌‌ترین‌ابزارها‌می‌مدیریت‌حمل‌و‌نقل‌از‌پر‌استفاده‌باشد.‌در‌بحث‌تر‌می‌وجود‌داده‌های‌دقیق

‌تهیه‌ماتریس‌سفر‌از‌روشماتریس‌سفر‌اشا انجام‌مقصد‌-های‌متداول‌مانند‌آمارگیری‌مبداء‌ره‌نمود.

با‌.‌لذا‌ضرورت‌دارد‌تا‌روش‌هایی‌ایجاد‌شوند‌که‌بتوانند‌باشد‌بر‌و‌پرهزینه‌می‌بسیار‌زمانشود‌که‌‌می

‌قابل‌قبول‌،یهزینه‌بسیار‌کمو‌زمان‌‌صرف ‌دقت‌کافی‌و ‌با مین‌بزنند‌و‌هرچه‌تخ‌یماتریس‌سفر‌را

‌راحت‌داده ‌استفاده ‌هزینه‌‌های‌مورد ‌و ‌دقت‌بالاتر ‌با ‌همچنین‌روش‌تخمین ‌و ‌آوری‌شوند ‌جمع تر

 تر‌خواهد‌بود.‌کمتری‌همراه‌باشد‌آن‌روش‌تخمین‌مناسب

‌

 نوآوری موضوع 1-6
‌پارامترهای‌اقتصادی ‌از ‌این‌تحقیق‌برای‌اولین‌بار ‌برای‌تخمین‌ماتریس‌سفر‌-در اجتماعی‌شهر

با‌استفاده‌از‌هوش‌مصنوعی‌و‌ماتریس‌سفر‌ه‌شد.‌روش‌مورد‌استفاده‌در‌این‌تحقیق،‌تخمین‌استفاد

 بود.نرم‌افزار‌متلب‌به‌کمک‌شبکه‌عصبی‌

 فرضیات تحقیق 1-7
 اجتماعی‌بر‌رفتار‌سفر‌و‌جابجایی‌مردم‌اثر‌دارند-های‌اقتصادی‌شاخص. 

 اقتصادی‌شاخص‌ ‌سازمان-های ‌در ‌س‌اجتماعی ‌آنها ‌تهیه ‌و ‌اند ‌موجود ‌ارزان‌ریعها ‌و ‌از‌‌تر تر

 .آمارگیری‌ترافیکی‌است

 شاخص‌ ‌تاثیر ‌اقتصادی‌بین ‌مناسبی‌-های ‌مشابهت ‌کلانشهرها ‌ترافیکی ‌الگوی ‌در اجتماعی

 .وجود‌دارد
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 فرضیه های تحقیق 1-8
 از‌هوش‌مصنوعی‌می‌ ‌استفاده ‌از‌شاخص‌با اجتماعی‌-های‌اقتصادی‌توان‌یک‌ماتریس‌سفر‌را

‌.تخمین‌زد

 قبول‌است‌لکافی‌و‌قابدارای‌دقتی‌های‌سنتی‌‌بت‌به‌دقت‌روشبا‌هوش‌مصنوعی‌نستخمین‌. 

 دهند‌و‌‌خمین‌سفر‌نتایج‌متفاوتی‌ارائه‌میبر‌نتیجه‌ت‌استفاده‌از‌شبکه‌عصبی‌های‌مختلف‌روش

 .تر‌را‌یافت‌مناسب‌روشباید‌

 ساختار پایان نامه  1-9
‌این‌تحقیق‌در‌شش‌فصل‌تنظیم‌شده‌است.‌

طرح‌و‌تعریف‌مسئله،‌ضرورت‌و‌هدف‌انجام‌مطالعه‌و‌در‌در‌فصل‌اول‌کلیات‌موضوع‌تحقیق‌شامل‌

‌نهایت‌متدولوژی‌تحقیق‌تشریح‌شده‌است.

های‌تهیه‌ماتریس‌سفر‌بررسی‌شدند‌سپس‌پیرامون‌تخمین‌ماتریس‌‌در‌فصل‌دوم‌ابتدا‌مبانی‌روش

های‌متداول‌تخمین‌ماتریس‌سفر‌بررسی‌شدند.‌و‌در‌نهایت‌‌سفر‌مطالبی‌بیان‌شد‌و‌پس‌از‌آن‌مدل

‌با‌استفاده‌از‌مطا لعات‌صورت‌گرفته‌در‌زمینه‌تخمین‌ماتریس‌سفر‌و‌همچنین‌مطالعاتی‌که‌در‌آنها

‌اند‌بررسی‌شدند.‌هوش‌مصنوعی‌به‌تخمین‌پارامترهای‌ترافیکی‌پرداخته

های‌متداول‌تخمین‌با‌استفاده‌‌و‌روشهای‌عصبی‌‌در‌فصل‌سوم‌مبانی‌و‌توضیحاتی‌پیرامون‌شبکه‌‌‌‌‌

‌روش‌له‌روشاز‌هوش‌مصنوعی‌از‌جم فازی‌بیان‌-های‌عصبی‌‌های‌فازی‌و‌سیستم‌‌های‌شبکه‌عصبی،

‌.شد

ها‌و‌بررسی‌‌های‌مورد‌بررسی‌در‌این‌تحقیق‌و‌نحوه‌آماده‌سازی‌داده‌به‌بررسی‌داده‌در‌فصل‌چهارم

 MATLABو‌‌IBM SPSS Statistics 21ها‌با‌استفاده‌از‌نرم‌افزار‌‌ضریب‌همبستگی‌میان‌داده
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که‌‌MATLAB 2013های‌مورد‌استفاده‌در‌نرم‌افزار‌‌برنامهکد‌در‌نهایت‌نیز‌پرداخته‌شد.‌‌2013

‌شدند.‌‌نجام‌تحقیق‌استفاده‌شده‌اند‌شرح‌دادهجهت‌ا

های‌مورد‌بررسی‌در‌این‌تحقیق‌جهت‌تخمین‌‌های‌نهایی‌با‌استفاده‌از‌روش‌در‌فصل‌پنجم‌داده‌‌‌

‌تخمین ‌نتایج ‌و ‌شدند ‌شد.‌استفاده ‌آورده ‌فصل ‌این ‌در ‌و‌‌سپس‌ها ‌نمودارها ‌تحلیل پیرامون

‌های‌نتایج‌بدست‌آمده‌مطالبی‌ذکر‌شد.‌خروجی

‌جمع‌ ‌ششم ‌فصل ‌در ‌و ‌نهایت ‌نتیجهدر ‌و ‌میبندی ‌مطرح ‌آمده ‌دست ‌به ‌نتایج ‌و‌گیری شود

تصمیم‌بر‌ادامه‌دادن‌این‌تحقیق‌خواهند‌داشت‌آینده‌‌ی‌که‌درهمچنین‌پیشنهاداتی‌برای‌پژوهشگران

‌های‌دیگری‌نیز‌مورد‌بررسی‌قرار‌گیرد.ن‌تحقیق‌از‌جنبهگردد‌تا‌موضوع‌ایمطرح‌می
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2فصل‌ : پیشینه تحقیق 
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 مقدمه 2-1
شود‌تا‌با‌استفاده‌از‌نتایج‌آنها‌در‌این‌فصل‌به‌بررسی‌کارهای‌انجام‌شده‌در‌گذشته‌پرداخته‌می‌‌‌‌

‌تری‌حاصل‌شود.‌های‌بهتری‌را‌مورد‌استفاده‌قرار‌داد‌و‌نتیجه‌مطلوببتوان‌مدل

‌به‌بررسی‌ های‌تخمینی‌‌از‌تهیه‌بوسیله‌آمارگیری‌تا‌روش‌های‌متداول‌تهیه‌ماتریس‌سفر‌روشابتدا

‌با‌استفاده‌از‌هوش‌مصنوعی‌پرداخته‌پس‌به‌معرفی‌اجمالی‌نحوه‌تخمین‌ماتریس‌سفرپرداخته‌و‌س

شده‌است.‌علیرغم‌تحقیق‌و‌بررسی‌منابع‌علمی‌متعدد‌تحقیقات‌چندانی‌مشابه‌تحقیق‌پیش‌رو‌یافت‌

‌به ‌لذا ‌و ‌علمی‌نشد ‌مقالات ‌نمونه ‌چند ‌می‌ذکر ‌که ‌نتایج‌ای ‌از ‌‌توان ‌این ‌در ‌برد‌شان ‌بهره تحقیق

که‌در‌آنها‌پارامترهای‌ترافیکی‌با‌استفاده‌از‌هوش‌مصنوعی‌تخمین‌زده‌‌پرداخته‌خواهد‌شد‌و‌مقالاتی

قیق،‌های‌یادگیری‌متناسب‌با‌روش‌تح‌بردن‌به‌الگوریتم‌ا‌علاوه‌بر‌پیشده‌اند‌را‌بررسی‌خواهیم‌کرد‌ت

‌پی‌برده‌شود‌که‌آیا‌تخمین‌ماتریس‌سفر‌بوسیله‌هوش‌مصنوعی‌امری‌ممکن‌یا‌ناممکن‌است؟

 معرفی موضوع 2-2
مسئله‌مورد‌نظر‌این‌است‌که‌بتوان‌با‌استفاده‌از‌شبکه‌عصبی‌مصنوعی‌که‌یک‌روش‌تقریبا‌‌‌‌‌‌

‌برای‌تخمین‌ ‌‌های‌آماری‌می‌دادهجدید ‌نواحی‌شهری‌و ‌اساس‌جمعیت‌ساکن‌در ‌بر زیربنای‌باشد،

‌کاربری‌اراضی‌موجود‌در‌هر‌ناحیه‌تخمین‌نسبتا‌دقیقی‌از‌ماتریس‌سفر‌بین‌نواحی‌شهری‌ارائه‌نمود.

‌برنامه ‌و ‌مطالعات ‌حملدر ‌مهمریزی ‌از ‌یکی ‌شهری ‌و‌ونقل ‌مدیران ‌نیاز ‌مورد ‌اطلاعات ترین

از‌آن‌به‌‌مهندسین‌دانستن‌تعداد‌سفرهای‌انجام‌شده‌بین‌مراکز‌مختلف‌شهر‌مورد‌مطالعه‌است‌که

‌یاد‌می ‌به‌صورت‌ماتریسعنوان‌اطلاعات‌تقاضای‌سفر ‌اطلاعات‌تقاضای‌سفر مقصد‌-های‌مبدأشود.

‌درایه ‌هرچه ‌و ‌شده ‌‌ارائه ‌دقت ‌از ‌ماتریس‌سفر ‌امکان‌‌بالاتریهای ‌میزان ‌همان ‌به ‌باشند برخوردار

سائل‌مطرح‌در‌علم‌حمل‌سازند.‌امروزه‌از‌متری‌را‌در‌آینده‌فراهم‌میگیری‌دقیقریزی‌و‌تصمیمبرنامه

‌ماتریس‌و ‌آوردن ‌بدست ‌بهنگام‌نقل ‌و ‌تقاضا ‌ماتریسهای ‌کمسازی ‌توسط ‌قبلی ‌و‌هزینههای ترین
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‌درگذشته‌از‌روشترین‌روشسریع ‌است. های‌متداولی‌برای‌تخمین‌ماتریس‌سفر‌در‌سال‌طرح‌با‌‌ها

که‌‌1گرایانه‌های‌فراوانی‌ششده‌است.‌ازجمله‌رو‌های‌پیشین‌استفاده‌می‌سالسفر‌استفاده‌از‌ماتریس‌

شود،‌از‌جمله‌تخمین‌ماتریس‌سفر‌با‌استفاده‌از‌‌در‌آن‌تنها‌به‌مشاهدات‌و‌بسامد‌رخدادها‌استناد‌می

اطلاعات‌حجم‌کمان‌)روش‌حداقل‌مربعات‌خطا،‌روش‌حداکثر‌جابجایی،‌روش‌بیشترین‌درستنمایی،‌

و‌‌2پلاک‌خودروها‌و‌یا‌تخمین‌بیزین‌روش‌حداقل‌اطلاعات(‌و‌تخمین‌ماتریس‌سفر‌با‌استفاده‌از‌ثبت

‌یا‌روش‌های‌کمتر‌متداول‌دیگر.‌

ه‌تخمین‌ماتریس‌سفر‌با‌استفاده‌از‌روش‌جدیدی‌یعنی‌با‌استفاده‌از‌ابزار‌شبکه‌بدر‌این‌تحقیق‌

‌.‌پرداخته‌شده‌استعصبی‌در‌هوش‌مصنوعی‌

 های تهیه ماتریس سفرروش 2-3

1-3-2 آمارگیری 
گیر‌و‌پرهزینه‌های‌مختلفی‌انجام‌داد‌که‌با‌توجه‌به‌وقتشتوان‌به‌رومقصد‌را‌می-آمارگیری‌مبدأ

‌.3شودشود،‌حال‌در‌ادامه‌انواع‌آن‌معرفی‌میسال‌انجام‌می‌20الی‌‌10بودن‌هر‌

 ای‌‌آمارگیری‌مشاهده 

‌برنامه ریزی‌این‌روش‌به‌وسیله‌مشاهده‌مستقیم‌وضعیت‌ترافیک‌و‌برداشت‌اطلاعات‌لازم‌از‌آن،

که‌در‌آن‌با‌ثبت‌شماره‌پلاک‌وسیله‌نقلیه،‌مسیر‌‌"شماره‌وسیله‌نقلیه‌"وشرگیرد.‌شده‌و‌انجام‌می

،‌از‌"‌چراغ‌روشن‌"و‌"‌برچسب‌بر‌وسایل‌نقلیه"هایها‌است.‌روششود‌از‌این‌نوع‌روشآن‌ردیابی‌می

ها‌نیز‌توان‌تعیین‌کرد،‌این‌روشهایی‌هستند‌که‌توسط‌آنها‌محل‌شروع‌و‌پایان‌سفر‌را‌میدیگر‌روش

                                                 

1
 Frequentist 

2
 Bayesian 

3
 Cambridge Systematics,inc., (1996)  " Travel Survey Manual," A paper prepared for U.S.Department of 

Transportation & U.S. Environmental rotectionAgency. 
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مقصد‌سفرهای‌واقع‌-گیرند.‌این‌روش‌معمولاً‌برای‌تعیین‌مبدأای‌جای‌میهای‌مشاهدهروش‌در‌گروه

مقصد‌سفرهای‌یک‌شهر‌قابل‌کاربرد‌-در‌یک‌شبکه‌ترافیکی‌کوچک‌کاربرد‌دارد‌و‌برای‌استخراج‌مبدأ

‌نیست.

 ایآمارگیری‌پرسشنامه‌

به‌دلیل‌حجم‌بالای‌اطلاعات‌‌شود.وسیله‌توزیع‌پرسشنامه‌گردآوری‌می‌در‌این‌روش،‌اطلاعات‌به

نقل‌از‌این‌روش‌استفاده‌ومقصد‌خانوار،‌فقط‌در‌مطالعات‌جامع‌حمل-های‌مبدأمورد‌نیاز‌در‌پرسشنامه

 شود:ای‌به‌پنج‌زیرگروه‌ذیل‌تقسیم‌میشود.‌روش‌پرسشنامهمی

 مصاحبه‌حضوری‌‌

 مصاحبه‌تلفنی‌‌

 کارت‌پستی‌‌

 روش‌ترکیبی 

2-3-2 های تخمینیمدل 
از‌نمونه‌برداری‌و‌تخمین‌تعداد‌کل‌سفرهای‌انجام‌شده‌بوسیله‌ی‌روش‌های‌آماری‌‌ها‌در‌این‌مدل

‌‌با‌استفاده‌از‌داده‌های‌نمونه‌برداری‌شده‌استفاده‌می به‌طورکلی‌هدف‌از‌نمونه‌برداری‌کسب‌شود.

های‌زیاد‌است‌که‌بیانگر‌همان‌اطلاعات‌از‌همه‌هزینه اطلاعاتی‌درباره‌ویژگی‌افراد‌جامعه‌بدون‌صرف

بایست‌نوع‌اطلاعاتی‌که‌قرار‌است‌ارزیابی‌شده‌و‌برداری‌ابتدا‌میافراد‌جامعه‌باشد.‌از‌این‌رو‌در‌نمونه

به‌جامعه‌نسبت‌داده‌شود،‌تعیین‌گردد.‌این‌اطلاعات‌با‌توجه‌به‌هدف‌کلی‌مطالعه‌و‌پارامترهای‌مورد‌

های‌آماری‌را‌شود.‌استنباطیها‌پارامترهای‌جامعه‌گفته‌منیاز‌برای‌مطالعه‌تعیین‌شده‌و‌اغلب‌به‌آن

‌پارامترهای‌می ‌خانوار، ‌نرخ‌سفر ‌درآمد‌و ‌برای‌نمونه ‌انجام‌داد. ‌میانگین‌این‌پارامترها توان‌راجع‌به

‌برای‌تعیین‌پارامتر‌مناسب‌در‌یک‌مطالعه‌به‌تجربه‌کافی‌و‌اطلاع‌از‌نوع‌جامعه‌به‌حساب‌می آیند.
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‌ازی‌نیاز‌است.‌سکاربرد‌پارامتر‌در‌استنباط،‌تحلیل‌و‌یا‌مدل

ترین‌مقصد‌یکی‌از‌اصلی-های‌مبدأدانید‌اطلاعات‌تقاضای‌سفر‌به‌صورت‌ماتریسطور‌که‌میهمان

‌ضروری ‌برنامهترین‌ورودیو ‌در ‌مدیریت‌سیستموریزی‌حملها ‌برای‌طراحی‌و های‌نقل‌است‌و

ود‌به‌سه‌دسته‌های‌استفاده‌از‌مدل،‌خآید.‌روشنقل‌یکی‌از‌اطلاعات‌اساسی‌به‌حساب‌میوحمل

‌شوند.ذیل‌تقسیم‌می

 :های‌تقاضامدل دسته اول 

ها‌های‌تولید،‌جذب‌و‌توزیع‌سفر‌به‌ویژه‌مدل‌جاذبه.‌برای‌برآورد‌پارامترهای‌این‌مدلمانند‌مدل‌‌‌‌

    ‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌باشد.‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌مقصد‌حداقل‌در‌یک‌مقطع‌زمانی‌می-نیاز‌به‌اطلاعات‌سفرهای‌مبدأ

  :مقصد‌با‌استفاده‌از‌اطلاعات‌حجم‌ترافیک‌در‌-های‌برآورد‌ماتریس‌مبدأمدلدسته دوم

 های‌شبکهکمان

 :ها‌بر‌پایه‌نگرش‌آماری‌به‌مسئله‌است.‌‌های‌آماری،‌اساس‌این‌مدلمدل‌دسته سوم‌

                                                                                                                                 های توزیع سفر مدل 2-4

1-4-2 مدل رشد: 
‌ماتریس و شده گرفته نظر در‌λرشد‌ عمومی ضریب یک مطالعه مورد منطقه کل برای روش این در

ضریب‌رشد‌(.‌1-2)معادله‌آید دست به افقسال‌ سفر ریسمات تا شودمی ضرب آن در پایه سفرسال

‌آید.‌ها‌به‌دست‌میبین‌دو‌ناحیه‌از‌میانگین‌ضرایب‌رشد‌آن

 

‌

1‌𝑇𝑖𝑗-2معادله‌ =  λ × 𝑡𝑖𝑗 

tijماتریس‌سفر‌سال‌پایه‌‌:‌
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Tijماتریس‌سفر‌سال‌افق‌طرح‌‌:‌

λضریب‌رشد‌سالیانه‌‌:‌

2-4-2 مدل دیترویت: 
 گیرند.می نظر در سفرها، جهت داشتن نظر در بدون را سفرها تبادل هاتن رشد، هایمدل از برخی

 توانمی هامدل نوع این از. دارد‌λiرشد‌ ضریب یک تولید یا جذب به توجه بدون‌iمثلاً‌منطقه‌ یعنی

 رشد و‌‌λiناحیه‌ هر رشد ضریب از استفاده با دیترویت روش در. برد نام را فراتار دیترویت‌و هایمدل

)معادله‌آیدمی دست به زیر صورت به طرح سال در سفر توزیع‌λavمورد‌مطالعه‌ محدوده کل نمیانگی

2-2):‌

2‌𝑇𝑖𝑗-2معادله‌ =  𝑡𝑖𝑗  
 λ𝑖  ×   λ𝑗

 λ𝑎𝑣𝑒
 

‌که‌در‌آن:

Tij:ماتریس‌سفر‌سال‌افق‌طرح‌‌

Tij:ماتریس‌سفر‌سال‌پایه‌‌

λi:ضریب‌رشد‌منطقه‌مبداء‌‌

λj:طقه‌مقصدضریب‌رشد‌من‌‌

λave:ضریب‌رشد‌میانگین‌مناطق‌مبداء‌و‌مقصد‌‌

3-4-2 مدل جاذبه: 
معروفترین‌و‌پرکاربردترین‌مدل‌توزیع‌سفر،‌مدل‌جاذبه‌است‌که‌برای‌به‌دست‌آوردن‌آن‌از‌مفهوم‌‌‌

قانون‌جاذبه‌نیوتن‌استفاده‌شده‌است.‌در‌مدل‌جاذبه‌بدون‌استفاده‌مستقیم‌از‌ماتریس‌سفرهای‌سال‌

شود.‌مدل‌جاذبه‌اولین‌بار‌برای‌سفرهای‌خرید‌بین‌شهری‌به‌بینی‌میطرح‌پیشپایه‌سفرهای‌سال‌

‌:(3-2)معادله‌صورت‌زیر‌به‌کار‌رفته‌است
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3‌𝑇𝑖𝑗-2معادله‌ =  ɑ  𝑂𝑖 𝐷𝑗  𝑐𝑖𝑗 

‌که‌در‌آن:

Tijتعداد‌سفر‌از‌مبداء‌‌:iبه‌مقصد‌‌j‌

αضریب‌تناسب‌:‌

Oiتعداد‌سفر‌از‌مبداء‌‌:I‌

Djفر‌به‌مقصد‌:‌تعداد‌سj‌

Cijتابع‌مقاومت‌سفر‌بین‌مبداء‌و‌مقصد‌:‌

 مدل تخمین ماتریس سفر با استفاده از حجم کمان 2-5
‌کمان ‌اطلاعات‌حجم‌جریان‌در ‌از ‌استفاده ‌این‌روش‌با ‌نقل‌در ‌شبکه‌حمل‌و ‌از های‌انتخاب‌شده

به‌دست‌مقصد‌معابر‌منقطع‌توسط‌کمانهای‌انتخابی‌-شهری‌و‌ساختار‌شبکه،‌ماتریس‌تقاضای‌مبدأ

مقصد‌بر‌اساس‌اطلاعات‌در‌‌-تر،‌هدف‌برآورد‌)یا‌تصحیح(‌ماتریس‌تقاضای‌مبدأآید.‌به‌بیان‌سادهمی

‌کمان ‌در ‌ترافیک ‌جریان ‌)حجم ‌شبکه ‌تخصیص‌دسترس ‌از ‌پس ‌است ‌بدیهی ‌است. ‌شبکه( های

‌می-ماتریس‌مبدأ ‌انتظار ‌روی‌شبکه، ‌بر ‌دست‌آمده ‌به ‌برابمقصد ‌تقریبا ‌کمان ‌هر ‌در ‌جریان ر‌رود

‌معنای‌برابری‌مطلق‌ریاضی‌نبوده،‌ ‌این‌برابری‌به ‌است‌که ‌به‌ذکر ‌لازم ‌شود. ‌شده جریان‌مشاهده

‌منظور‌نزدیک‌بودن‌آماری‌دو‌مقدار‌به‌یکدیگر‌است.‌

‌زمینه‌مدلبه‌طور‌خلاصه‌نمونه‌1-2در‌جدول‌ ‌در ‌تحقیقات‌انجام‌شده های‌تخمین‌ماتریس‌ای‌از

‌سفر‌ارائه‌گردیده‌است:

‌

‌

‌
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‌

‌تحقیقات انجام شده در زمینه مدل های تخمین جدول سفر‌1-2جدول‌ 

 خلاصه مقاله نام نویسنده  نوع مدل

‌بیشترین

‌درستنمایی

‌مقصد‌-های‌مبدأیک‌مدل‌ماکزیمم‌درستنمایی‌برای‌برآورد‌ماتریس ]1[‌اسپایس

 مقصد-روز‌کردن‌ماتریس‌های‌مبدأچارچوب‌کلی‌برای‌برآورد‌یا‌به یک‌[2کسکتتا‌و‌نگوین‌]

‌مقصد‌از‌جریان‌کمان‌در‌شبکه‌خلوت‌-های‌مبدأبرآورد‌ماتریس‌[3هازلتون‌]

‌بیشترین

‌انتروپی‌و

کمترین‌

‌اطلاعات

‌ترکیب‌ماکزیمم‌آنتروپی‌برآورد‌ماتریس‌سفر‌با‌تخصیص‌کاربر‌متعادل‌[4فیسک‌]

‌مدل‌آنتروپی‌در‌شهر‌و‌مدل‌سازی‌منطقه‌ای‌[5ویلسون‌]

‌مقصد-ماکزیمم‌آنتروپی‌و‌کمترین‌مربعات‌برای‌برآورد‌ماتریس‌مبدأبرآوردگر‌‌[6چی‌و‌همکاران‌]

‌مقصد‌از‌شمارش‌ترافیک-برآورد‌ماتریس‌مبدأ‌[7ویلیام‌سن‌]

‌مقصد‌با‌استفاده‌از‌فرمول‌بندی‌برنامه‌ریزی‌چند‌هدفه‌-برآورد‌ماتریس‌های‌مبدأ‌[8گوت‌]-برینیر

‌مترهای‌ماکزیمم‌آنتروپیمقایسه‌الگوریتم‌ها‌برای‌برآورد‌پارا‌[9روبرت‌]

‌برآورد‌احتمالی‌ماتریس‌سفر‌از‌شمارش‌ترافیک [10]‌ونزویلن‌و‌ویلیام‌سن

‌کشف‌تناقض‌در‌ترافیک‌شبکه‌با‌استفاده‌از‌برآورد‌ماکزیمم‌آنتروپی‌[11یو‌گو‌]

کمترین‌

‌مربعات

‌مقصد‌به‌وسیله‌کمترین‌مربعات‌-برآورد‌ماتریس‌های‌مبدأ‌[12بل‌]

‌مقصد‌که‌ساختار‌برجسته‌دارد‌-یک‌برآورد‌ماتریس‌مبدأ‌[13بیرلیر‌و‌توینت]

‌برآورد‌ماتریس‌های‌سفر‌و‌مطالعه‌داده‌ها:‌یک‌برآورد‌کمترین‌مربعات‌[14کسکتتا‌]

‌مقصد‌با‌یک‌برآوردگر‌جریان‌مسیر‌کمترین‌مربعات‌-استنتاج‌ماتریس‌های‌مبدأ‌[15نای‌]

‌مقصد‌کاربر‌متعادل‌-مسئله‌برآورد‌ماتریس‌مبدأ‌[16و‌همکاران‌]‌یانگ

‌استفاده‌از‌روش‌های‌آماری‌در‌مسائل‌تئوری‌و‌عملی‌‌[17]‌جودی‌و‌همکاران

‌

های‌تقاضا‌با‌های‌زیادی‌برای‌برآورد‌و‌بروز‌کردن‌ماتریسمدل از‌دهه‌هشتاد‌میلادی‌به‌این‌سو

ا‌وابسته‌به‌هپیشنهاد‌و‌استفاده‌شده‌است،‌که‌دقت‌آن هااستفاده‌از‌اطلاعات‌شمارش‌حجم‌در‌کمان

سازی‌است.‌های‌شمارش‌شده‌جهت‌انجام‌مدلکمان های‌ورودی‌و‌مجموعهمدل‌مورد‌استفاده،‌داده

و‌‌2،‌کمترین‌مربعات‌1ها‌ممکن‌است‌از‌توابع‌هدف‌مختلفی)مانند؛‌بیشترین‌آنتروپیسازیدر‌این‌مدل

                                                 

1  
Maximum Entropy

 

2
 Minimum Least Squares
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‌درستنمایی ‌محدودیت1بیشترین ‌جریان(، ‌استفادهگوناگون‌های ‌تعادل ‌تخصیص‌‌2کننده)مانند: ،

ترافیک‌شمارش‌شده،‌زمان‌سفر‌و‌یا‌ های‌متفاوت)مانند:‌جذب‌و‌تولید‌سفر،‌حجم(‌و‌ورودی3تناسبی

  ماتریس‌سفر‌تاریخی(‌استفاده‌شود.

1-5-2 مدل کمترین مربعات 
باشد‌هایی‌که‌تاکنون‌استفاده‌شده‌روش‌کمترین‌مربعات‌میترین‌روشترین‌و‌رایجیکی‌از‌عمومی‌‌‌

‌:(4-2)معادله‌ها‌مورد‌استفاده‌قرار‌گرفته‌و‌رابطه‌آن‌از‌قرار‌ذیل‌می‌باشداز‌مدل‌که‌در‌بسیاری

 4‌F2(T‌, 𝑇̂ )=∑(𝑇𝑖𝑗 −𝑇𝑖𝑗̂)2-2معادله‌

های‌هدفی‌لازم‌باشد.‌یکی‌از‌روشاین‌امکان‌وجود‌دارد‌که‌تعیین‌وزن‌مخصوصی‌برای‌مسائل‌تک‌‌

باشد.‌بنابراین‌در‌این‌های‌مشاهده‌شده‌مییی‌و‌قابلیت‌اعتماد‌دادهآزمادهی‌معیار‌راستیانتخاب‌وزن

)معادله‌ها‌استفاده‌کرده‌و‌فرمول‌کمترین‌مربعات‌به‌صورت‌ذیل‌خواهد‌شدروش‌از‌واریانس‌بین‌داده

2-5):‌

∑=5‌F2(T‌, 𝑇̂ )-2معادله‌
1

𝜎𝑎
2 (𝑇𝑖𝑗 – 𝑇𝑖𝑗̂)2 

(،‌مک‌نیل‌1984(،‌کاسکتا)1981ی‌مختلفی‌توسط‌افرادی‌از‌جمله:‌کری)هااز‌این‌روش‌نیز‌در‌مدل

(،‌ماهر‌و‌1995(،‌فلورین‌و‌چن‌)1995(،‌بیرلایر‌و‌توینت)1990(،‌اسپایس)1985و‌هندریکسون)

(،‌2004(،‌کودینا‌و‌بارسلو‌)2001(،‌ماهر‌)2001(،‌کاسکتا‌و‌پوستورینو)2001(،‌بیانسو)1999ژانگ‌)

(‌استفاده‌شده‌است.2005و‌نیه‌)(‌2005دوبلاس‌و‌بنیتز)  

 

                                                 

3
 Maximum Likelihood

 

4
 User Equilibirium

 

5
 Proportional Assignment 
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2-5-2 روش بیشترین آنتروپی )بیشترین جابجایی( 
‌در‌نظر‌‌‌   ‌را برای‌تشریح‌روش‌بیشترین‌آنتروپی،‌سیستمی‌متشکل‌از‌تعداد‌زیادی‌عناصر‌مجزا

های‌آن‌سیستم‌)در‌1بگیرید.‌توصیف‌کامل‌از‌چنین‌سیستمی‌نیازمند‌بررسی‌جزئیات‌کامل‌ریزحالت

‌کوچک ‌ ‌بررسی‌ترین‌اجزحد ‌ریزی‌حمل‌ونقل، ‌برنامه ‌برای‌مثالی‌مرتبط‌با ‌است. ‌قابل‌تفکیک( اء

سیستم‌در‌حد‌ریزحالت‌شامل‌شناسایی‌هر‌فرد‌سفرکننده،‌مبدأ‌و‌مقصد‌سفر،‌طریقه‌سفر،‌زمان‌و‌

‌سایر‌خصوصیات‌سفر‌او‌است.

‌دیدی‌کلی‌‌‌ ‌کافی‌است‌که‌به‌سیستم‌با و‌در‌حد‌تر‌تر‌و‌عمومیدر‌بسیاری‌از‌موارد‌کاربردی،

ممکن‌است‌تنها‌به‌‌2حالتحالت‌نگریسته‌شود.‌در‌ادامه‌مثال‌قبل،‌بررسی‌در‌حد‌میانجزئیات‌میان

های‌زیاد‌مقصد‌در‌نظر‌گرفته‌شود.‌به‌طور‌کلی‌ممکن‌است‌ریز‌حالت-صورت‌تعداد‌سفر‌بین‌هر‌مبدأ

یک‌ناحیه‌ترافیکی‌ساکن‌حالت‌یکسانی‌را‌ایجاد‌کنند.‌به‌عنوان‌مثال‌دو‌فرد‌که‌در‌و‌متفاوتی،‌میان

‌ریز ‌این‌حالت‌در ‌در ‌عوض‌کنند. ‌یکدیگر ‌با ‌را ‌خود حالت‌سیستم‌هستند‌ممکن‌است‌مقاصد‌سفر

‌غالبا‌سطح‌بالاتری‌نیز‌برای‌تعمیم‌و‌آید‌ولی‌شرایط‌میان‌حالت‌حفظ‌میتغییر‌به‌وجود‌می گردد.

‌کلانکلی ‌آن ‌به ‌که ‌دارد ‌وجود ‌سیستم ‌به ‌می‌3حالتنگری ‌بهگفته ‌کل‌‌شود. ‌تعداد ‌مثال، عنوان

کنند‌و‌با‌کل‌تعداد‌سفرهایی‌که‌در‌یک‌ناحیه‌سفرهایی‌که‌از‌یک‌کمان‌خاص‌در‌شبکه‌عبور‌می

‌شوند.تولید‌و‌یا‌به‌آن‌جذب‌می

‌دستیابی‌به‌شاخص‌‌‌ ‌منظور ‌اغلب‌سادهبه ‌بررسی‌فعالیت‌سفرکنندگان، ‌در تر‌های‌قابل‌اعتماد

نگری‌برخوردار‌هستند‌به‌انجام‌که‌از‌درجه‌زیادی‌از‌کلیها‌حالتاست‌که‌مشاهدات‌در‌سطح‌کلان

ها‌در‌این‌سطح‌قرار‌دارد.‌به‌این‌طریق‌به‌رسد.‌در‌حقیقت‌اکثر‌اطلاعات‌موجود‌از‌سیستم‌جابجایی

‌پیش ‌در ‌قطعیت ‌افزایش‌عدم ‌به‌بینیعلت ‌معمولا ‌آینده ‌مورد ‌در ‌برآوردها ‌جزئی، ‌سطح ‌در های

                                                 

1 Micro State 

2 Meso State 

3 Macro State 
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تر‌بینی‌جمعیت‌در‌یک‌ناحیه‌سادهشود.‌به‌عنوان‌مثال،‌پیشد‌میحالت‌محدوتوصیفاتی‌در‌حد‌‌کلان

‌بینی‌تعداد‌خانوارهای‌ساکن‌در‌آن‌ناحیه‌است‌که‌از‌یک‌طبقه‌خاص‌هستند.از‌پیش

های‌مبنای‌روش‌بیشترین‌آنتروپی،‌پذیرفتن‌این‌قضیه‌است‌که‌احتمال‌وقوع‌تمامی‌ریزحالت‌‌‌

ده‌در‌مسئله‌یکسان‌است،‌مگر‌اینکه‌اطلاعاتی‌بر‌خلاف‌این‌های‌در‌نظر‌گرفته‌شحالتسازگار‌با‌کلان

نگری‌در‌سطح‌وسیله‌آن‌از‌جزئیامر‌وجود‌داشته‌باشد.‌در‌حقیقت،‌این‌یک‌فرض‌عقلانی‌است‌که‌به

‌میانریز ‌و ‌میحالت‌صرفحالت ‌ریزحالتنظر ‌سازگاری ‌اعمال ‌برای ‌مناسب ‌حل ‌یک‌راه ‌و‌شود. ها

ها،‌بیان‌اطلاعات‌به‌شکل‌قیدهای‌برابری‌در‌یک‌حالتدر‌مورد‌کلان‌ها‌با‌اطلاعات‌موجودحالتمیان

‌به‌توصیف‌سیستم‌در‌حد‌از‌آنجا‌که‌در‌فرآیند‌برنامه‌.[18]برنامه‌ریاضی‌است ریزی‌حمل‌ونقل‌نوعاً

‌تعداد‌سفر‌مبادله‌شده‌بین‌مبدأمیان هایی‌که‌حالتمقصد(‌نیاز‌است،‌آن‌دسته‌از‌میان-حالت‌)فرضاً

تر‌هستند(‌با‌در‌نظرگیری‌قیدهایی‌در‌مورد‌رین‌سطح‌احتمال‌هستند‌)به‌واقعیت‌نزدیکدارای‌بیشت

‌تردد‌در‌سطح‌معابر‌شبکه(‌شناسایی‌میحالتکلان ‌)فرضاً ‌ویلسون‌در‌سال‌ها به‌‌]19[‌1970شوند.

‌های‌موجود‌را‌آنالیز‌کرده‌تا‌بهمعرفی‌مفهوم‌و‌مدل‌آنتروپی‌پرداخته‌است‌و‌بیشترین‌جابجایی‌داده

‌را‌برای‌این‌مدل‌در‌نظر‌گرفت:‌(6-2}معادله‌توزیع‌احتمالی‌یکسانی‌برسد.‌وی‌رابطه‌ذیل

6‌𝑊-2معادله‌ = 𝑇𝑁!
∏ 𝑇𝑖𝑗!𝑖𝑗

    

‌که‌در‌این‌رابطه:

TNتعداد‌کل‌سفرها‌:‌

tw سفرهای‌انجام‌شده‌بین‌هر‌مبدأ‌و‌مقصد‌:‌

‌می‌ ‌سهولت ‌برای ‌از ‌استفاده ‌بجای ‌یکنوا‌Wتوان ‌تابعی ‌از ‌مانند ‌نمود‌log Wخت ‌‌‌‌‌‌‌‌‌‌استفاده

‌توان‌نوشت:می‌لذا‌.(7-2)معادله‌

7‌log-2معادله‌ 𝑊 = log
𝑇!

∏ 𝑇𝑖𝑗!𝑖𝑗
= log 𝑇! − ∑ log 𝑇𝑖𝑗!

𝑖𝑗

 

‌:(8-2)معادله‌توان‌نوشتطبق‌تقریب‌استرلینگ‌می
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8‌ln-2معادله‌ 𝑋! = 𝑋 ln 𝑋 − 𝑋 

‌.‌بنابراین:(9-2)معادله‌سازی‌با‌سهولت‌بیشتری‌انجام‌خواهد‌شدیب،‌بهینهبا‌استفاده‌از‌این‌تقر

9‌log-2معادله‌ 𝑊 = log 𝑇! − ∑ (𝑇𝑖𝑗log 𝑇𝑖𝑗 − 𝑇𝑖𝑗)𝑖𝑗 ‌ 

سازی‌حذف‌نمود.‌مابقی‌توان‌آن‌را‌از‌مسئله‌بهینهیک‌عدد‌ثابت‌است‌و‌معمولاً‌می‌!log Tجمله‌

-2)معادله‌عنوان‌تابع‌آنتروپی‌شناخته‌می‌شودطه‌ذیل‌نوشته‌می‌شود‌و‌بهصورت‌رابمعادله‌فوق‌به

10)‌.‌

− =10‌F1(T‌, 𝑡 )-2معادله‌ ∑ 𝑇𝑖𝑗(log 𝑇𝑖𝑗 − 1) 

‌(11-2)معادله‌به‌صورت‌ذیل‌8-2در‌صورتی‌که‌اطلاعات‌سفر‌پیشین‌در‌اختیار‌باشد‌رابطه‌

‌شود:بازنگری‌می

− =11‌F1(T, t )-2معادله‌ ∑ 𝑇𝑖𝑗(log 𝑇𝑖𝑗/𝑡𝑖𝑗) − 𝑇𝑖𝑗 + 𝑡𝑖𝑗 

‌که‌در‌آن:

 F: تابع‌هدف‌‌

 𝑇𝑖𝑗 :‌کل‌سفر‌آینده

:‌کل‌سفر‌پیشین‌ tij‌ 

2-5-3 (maximum likely hood)مدل بیشترین درستنمایی  
‌قدیمی‌‌‌ ‌پر‌اهمیت‌ترین‌روشاین‌روش‌یکی‌از ‌فرض‌کنید‌ترین‌و ‌نظریه‌برآورد‌است. ‌در ‌Iها

‌مقصد‌باشد.-های‌مبدأمجموعه‌ای‌از‌جفت‌R=I.J،‌مجموعه‌ای‌از‌مقصدها‌و‌‌‌jای‌از‌مبدأها،‌مجموعه

به‌وسیله‌مشاهدات‌یک‌فرآیند‌پواسون‌با‌میانگین‌‌𝑔̂مقصد،‌ماتریس‌هدف‌-برای‌هر‌جفت‌مبدأ‌‌

‌:(12-2)معادله‌به‌دست‌آمده‌است‌که‌احتمال‌مشاهده‌به‌صورت‌زیر‌است

12‌𝑝𝑟𝑜𝑏-2معادله‌ =
(𝜌𝑟 𝑔𝑟)𝑔𝑟̂ × 𝑒−𝜌𝑟 𝑔𝑟

𝑔𝑟̂!
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گیریم،‌چون‌لگاریتم‌یک‌تابع‌صعودی‌است،‌پس‌ماکزیمم‌کردن‌این‌اکنون‌از‌طرفن‌لگاریتم‌می‌‌

‌.(13-2)معادله‌رابطه‌با‌ماکزیمم‌کردن‌لگاریتم‌آن‌برابر‌است

‌13-2معادله‌
max ∑(𝑔𝑟̂ log(𝜌𝑟𝑔𝑟) − 𝜌𝑟𝑔𝑟 − log 𝑔𝑟̂! ) 

 

‌به‌صورتبا‌صرف بندی‌زیر‌فرمول نظر‌کردن‌از‌مقادیر‌ثابت،‌می‌توان‌مسئله‌ماکزیمم‌احتمال‌را

‌:(14-2)معادله‌کرد

−=14‌F1(g‌, 𝑔̂ )-2معادله‌ ∑(𝜌𝑖 𝑔𝑖𝑗 − 𝑔𝑖𝑗𝑙𝑜𝑔 𝑔𝑖𝑗̂ ) 

‌که‌در‌آن:‌

شین:‌کل‌سفر‌پی‌ 𝑔̂𝑖𝑗 

:‌ تابع‌هدف‌‌‌‌‌‌‌ F‌‌‌ 

:‌ضریب‌پواسون‌‌ 𝜌𝑖‌ 

:‌کل‌سفر‌آینده‌ 𝑔𝑖𝑗 

2-5-4 (minimum information)روش حداقل اطلاعات  
های‌شبکه،‌زمان‌سفر‌هر‌کمان‌و...‌نیازهای‌کاملی‌از‌قبیل‌حجم‌کمانهنگامی‌که‌اطلاعات‌و‌پیش

بینی‌کرد.‌در‌ن‌ماتریس‌سفر‌نهایی‌قطعی‌را‌پیشتوابرای‌تخمین‌ماتریس‌سفر‌در‌دسترس‌باشد‌می

بینی‌و‌تخمین‌ماتریس‌باشد‌پیشبعضی‌مواقع‌که‌هیچ‌اطلاعات‌اولیه‌برای‌تخمین‌در‌دسترس‌نمی

سفر‌با‌خطای‌زیادی‌همراه‌خواهد‌بود.‌هدف‌از‌تخمین‌این‌است‌که‌بتوان‌با‌کمترین‌اطلاعات‌لازم‌

د‌که‌از‌لحاظ‌اقتصادی‌نیز‌مقرون‌به‌صرفه‌خواهد‌بود.‌ماتریس‌سفر‌را‌با‌خطای‌قابل‌قبول‌تخمین‌ز

   شود.آید‌مدل‌کمترین‌اطلاعات‌گفته‌میلذا‌به‌مدلی‌که‌ماتریس‌از‌این‌روش‌به‌دست‌می

توسط‌ون‌‌1978ل‌روش‌بیشترین‌آنتروپی‌از‌قاعده‌کمترین‌اطلاعات‌گرفته‌شده‌است‌که‌در‌سا‌‌

‌بیان‌شد:‌15-2زویلن‌به‌صورت‌معادله‌
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∑=15‌F1(g‌, 𝑔̂ )-2معادله‌ 𝑔𝑖𝑗(log
𝑔𝑖𝑗

𝑔̂𝑖𝑗
− 1) 

‌

‌که‌در‌آن

 ‌F   : تابع‌هدف‌‌‌

 𝑔𝑖𝑗 :‌کل‌سفر‌آینده

:‌کل‌سفر‌پیشین‌ 𝑔̂𝑖𝑗 

را‌یکسان‌در‌نظر‌گرفته‌و‌یا‌‌ای‌در‌دسترس‌نباشد‌تمامی‌مقادیر‌آندر‌رابطه‌فوق‌اگر‌ماتریس‌اولیه

‌‌‌‌‌زن‌یکسان‌برای‌ماتریس‌اولیه‌رابطه‌فوق‌به‌رابطه‌آنتروپی‌تبدیل‌خواهد‌شد.با‌درنظر‌گرفتن‌و

  Hichem Omrani [20]مقاله 2-6
پس‌از‌تحقیق‌فراوان‌در‌منابع‌معتبر‌علمی‌و‌نشریات‌بین‌المللی،‌نتیجه‌حاصل‌شد‌که‌تا‌کنون‌

های‌‌بندی‌س‌طبقهماتریس‌سفر‌با‌استفاده‌از‌هوش‌مصنوعی‌بر‌اسا‌مطالعات‌مشابهی‌در‌زمینه‌برآورد

نواحی‌مختلف‌شهری‌انجام‌نشده‌است.‌لذا‌در‌ادامه‌به‌واقع‌در‌جمعتی‌و‌سطح‌زیربنای‌کاربری‌اراضی‌

‌:ع‌تحقیق‌بهره‌برد‌پرداخته‌شدتوان‌از‌نتایج‌آنها‌در‌موضو‌بررسی‌مقالات‌معدودی‌که‌می

 روش‌تحقیق‌

‌،‌چهار‌روش‌یادگیری‌ماشین‌omraniدر‌مقاله

artificial neural net-MLP, artificial neural net-RBF, multinomial logistic regression, 

and support vector machines 

‌لوکزامبورگ‌ ‌شهر ‌در ‌افراد ‌برای‌پیش‌بینی‌روش‌سفر ‌شد. ‌استفاده ‌از‌در ‌شده روش‌های‌ارائه

‌مشخصات‌1ویژگی‌های‌افراد ‌نقل‌روش، ‌محل‌سکون‌2حمل‌و ‌و ‌های‌مربوط‌به‌محل‌کار ‌داده ت‌و

‌می ‌هاشود‌استفاده ‌داده .‌‌  PSELL survey (Socio-economic Panel Surveyملی‌‌آمارگیریاز

                                                 

1
 individuals’ characteristics 

2
 transport mode specifications 
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Liewen zu L¨etzebuerg)3670است‌و‌در‌آن‌‌2003که‌این‌آمارگیری‌مربوط‌به‌سال‌‌آمدبدست‌‌‌

‌ ‌یعنی ‌و‌‌9500خانوار ‌شناختی ‌جمعیت ‌اجتماعی، ‌های ‌شاخص ‌برآورد ‌که ‌شدند ‌آمارگیری نفر

‌ ‌می‌کنداقتصادی‌را ‌‌برای‌کل‌جمعیت‌امکان‌پذیر ‌و ‌مورد ‌)به‌‌جابجاییشامل‌اطلاعاتی‌در روزانه

عنوان‌مثال‌،‌از‌خانه‌تا‌محل‌کار(‌افرادی‌است‌که‌یا‌در‌لوکزامبورگ‌زندگی‌می‌کنند‌یا‌کار‌می‌کنند.‌

با‌‌روزانه‌)به‌ویژه‌سفرهای‌بین‌خانه‌و‌محل‌کار(‌جابجایی‌هایارتباط‌بررسی‌های‌فردی‌برای‌ویژگی

از‌اطلاعات‌مربوط‌به‌حمل‌و‌نقل‌عمومی‌و‌موقعیت‌همچنین‌.‌شدندویژگیهای‌افراد‌شاغل‌استخراج‌

نرخ‌پیش‌بینی‌موفق‌به‌دست‌آمده‌در‌نهایت‌نیز‌.‌شدجغرافیایی‌محل‌های‌مسکونی‌و‌کاری‌استفاده‌

از‌‌ر‌با‌استفادهتوسط‌شبکه‌های‌عصبی‌و‌چندین‌روش‌جایگزین‌برای‌پیش‌بینی‌انتخاب‌حالت‌سف

RMSE (root MSE)و‌‌average probability of correct assessment (APCA)شدندمقایسه‌‌‌.‌

‌خودروهای‌از‌لوکزامبورگ‌در‌ساکن‌کارگران‌از‌٪83وط‌به‌آمارگیری‌نشان‌دادند‌که‌بهای‌مر‌داده

‌ومیعم‌نقلیه‌وسایل‌از‌که‌افرادی‌نسبت.‌کنند‌می‌استفاده‌کار‌محل‌به‌آمد‌و‌رفت‌برای‌خود‌شخصی

ن(‌بود.‌و‌مسافرا‌از%‌80)‌غالب‌حالت‌اتوبوس‌عمومی،‌نقل‌و‌حمل‌در.‌بود%‌‌11فقط‌کنند‌می‌استفاده

‌%‌از‌کارگران‌از‌دوچرخه‌استفاده‌می‌کردند.6

 پارامترهای‌مورد‌بررسی‌

‌ایستگاه‌ ‌تعداد ‌مالکیت‌خودرو، ‌تحصیلات، ‌نوع‌خانواده، ‌ملیت، ‌جنسیت، ‌سن، ‌درآمد، هزینه‌سفر،

‌ایستگاه‌های‌قطار‌در‌منطقه‌محل‌سکونت،‌منطقه‌محل‌سکونت‌و‌منطقه‌محل‌کار.های‌اتوبوس‌و‌

 نتایج‌تحقیق 

(‌در‌مقایسه‌با‌سایر‌جایگزین‌ها‌عملکرد‌ANNنتایج‌نشان‌داد‌که‌شبکه‌های‌عصبی‌مصنوعی)

‌ ‌دارند)جدول ‌2-2بهتری ‌کارایی ‌معیار ‌از ‌استفاده ‌با .)APCAارزیابی‌‌‌ ‌احتمال )میانگین

‌این‌حال‌‌نیز‌مناسب‌بنظر‌می‌MNLو‌‌SVMصحیح(‌ ‌با عملکرد‌کمی‌بهتری‌‌ANNرسند.

‌داشت‌که‌دقت‌پیش‌بینی‌را‌افزایش‌می‌دهد.
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‌مقایسه‌نتایج‌2-2جدول‌

‌

 Gusri Yaldi [21]مقاله  2-7
 روش‌تحقیق 

 Remya & Mathewهای‌عصبی‌مصنوعی‌برای‌تخمین‌ماتریس‌‌از‌شبکهO-D‌‌.از‌استفاده‌کردند

در‌شهر‌پادانگ،‌اندونزی‌‌2005ی‌براساس‌آمارگیری‌مصاحبه‌ای‌در‌سال‌های‌مربوط‌به‌سفر‌کارداده

استفاده‌شد.‌داده‌ها‌به‌سه‌بخش‌تقسیم‌شدند‌)تعلیم،‌ارزیابی،‌تست(‌و‌از‌آن‌جهت‌تخمین‌ماتریس‌

‌.سفر‌)تعداد‌سفرها‌و‌میزان‌تولید‌و‌جذب‌هر‌ناحیه‌(‌استفاده‌شد

و‌برای‌آموزش‌هوش‌مصنوعی‌‌‌Dijkstraالگوریتم‌ترین‌مسیر‌از‌در‌این‌مطالعه‌برای‌انتخاب‌کوتاه

‌ ‌های ‌الگوریتم ‌‌Levenberg-Marquardt (LM)از ‌‌,Back propagation (BP)و  Variableو

Learning Rate (VLR)تخمین‌مشخص‌‌‌ ‌نتایج‌حاصل‌از ‌الگوریتم‌آموزش‌بر ‌تاثیر ‌تا ‌شد استفاده

‌‌Root Mean Square Error (RMSE)و‌همچنین‌برای‌ارزیابی‌عملکرد‌هوش‌مصنوعی‌از‌تکنیک‌شود.

Rو‌‌RMSEاستفاده‌شد.‌با‌مشاهده‌مقادیر‌
و‌واریانس‌داده‌های‌برآورد‌شده‌و‌مقایسه‌آنها‌با‌مقادیر‌‌2

مشاهده‌شده‌نتیجه‌گرفته‌شد‌که‌هوش‌مصنوعی‌در‌صورت‌انتخاب‌الگوریتم‌مناسب‌جهت‌تعلیم‌می‌

‌از‌می ان‌سه‌الگوریتم‌مذکور‌جهت‌تعلیم‌هوش‌تواند‌در‌تخمین‌ماتریس‌سفر‌به‌خوبی‌عمل‌کند‌و

‌بهترین‌نتایج‌را‌ارائه‌می‌دهد‌LMمصنوعی،‌الگوریتم‌

‌سال‌ ‌ای‌در ‌براساس‌آمارگیری‌مصاحبه ‌کاری‌و ‌مربوط‌به‌سفر ‌ها ‌پادانگ،‌‌2005داده در‌شهر

‌منطقه‌است.‌‌36اندونزی‌گردآوری‌شد.‌این‌منطقه‌شامل‌

‌تقسیم‌شدند‌:‌3-2ش‌مطابق‌جدول‌که‌عصبی‌به‌سه‌بخسپس‌داده‌ها‌برای‌تعلیم‌شب
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‌:‌بلوک‌بندی‌داده‌ها‌3-2جدول‌

‌

 :معماری‌شبکه‌عصبی‌ 

(.‌در‌Dij(‌و‌فاصله‌)Aj(‌،‌جذب‌سفر‌)Piاین‌شکل‌سه‌گره‌ورودی‌را‌نشان‌می‌دهد‌تولید‌سفر‌)

‌ Wkjو‌‌ Wji(‌.‌هر‌گره‌با‌وزن‌اتصال‌Tijلایه‌خروجی‌یک‌گره‌وجود‌دارد‌به‌نام‌تعداد‌سفر‌تخمینی‌)

‌.‌(‌1-2)شکل‌به‌گره‌های‌لایه‌پنهان‌متصل‌می‌شود

‌

 

:‌معماری‌شبکه‌عصبی‌در‌این‌تحقیق‌1-2شکل‌  

‌

‌

‌

‌

‌
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‌مرحله‌آزمایش‌مشاهده‌کرد‌30بدست‌آمده‌را‌در‌‌توان‌نتایج‌می‌4-2در‌جدول‌

:‌عملکرد‌آزمایش‌شبکه‌عصبی‌آموزش‌داده‌شده‌با‌الگوریتم‌های‌متفاوت‌4-2جدول‌  

‌

‌بررسی‌مقادیر‌ Rو‌‌RMSEبا
توان‌متوجه‌شد‌که‌نتایج‌تخمین‌با‌هوش‌مصنوعی‌به‌هنگام‌‌می‌2

‌ ‌الگوریتم ‌از ‌‌LMاستفاده ‌مقادیر ‌میانگین ‌هوش‌مصنوعی،بصورت ‌تعلیم ‌‌RMSEدر ‌و Rکمتری
2‌

مقایسه‌با‌الگوریتم‌های‌آموزش‌دیگر‌مشاهده‌شد‌که‌دلیلی‌بر‌تخمین‌نزدیک‌به‌واقعیت‌‌ربیشتری‌د

‌باشد.در‌این‌مطالعه،‌می‌LMام‌استفاده‌از‌الگوریتم‌تر‌توسط‌هوش‌مصنوعی‌در‌هنگ
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‌:‌واریانس‌نتایج‌2-2شکل‌

مشاهده‌می‌شود‌با‌توجه‌به‌نمودار‌بدست‌آمده‌دهد‌و‌واریانس‌میان‌نتایج‌را‌نشان‌می‌2-2شکل‌

‌واریانس‌کمتری‌نسبت‌به‌دیگر‌حالات،‌دارد.‌LMنتایج‌به‌هنگام‌استفاده‌از‌الگوریتم‌

 

‌د‌تجمعی‌سفرهای‌برآورد‌شده:‌تعدا‌3-2شکل‌

توسط‌هوش‌مصنوعی‌را‌نشان‌می‌دهد‌و‌مشاهده‌تعداد‌تجمعی‌سفر‌های‌برآورد‌شده‌‌3-2شکل‌

‌آموزش‌مدل ‌الگوریتم‌NNمی‌شود ‌واقعی‌ارائه‌می‌‌BPبا ‌مقدار ‌پایین‌تری‌از تعداد‌سفرهای‌بسیار

‌کند.هده‌شده،‌برآورد‌میمقادیری‌بسیار‌مشابه‌با‌مقادیر‌مشا‌LMدهد.‌اما‌استفاده‌از‌الگوریتم‌
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‌:‌رابطه‌رگرسیون‌تعداد‌سفرهای‌تخمین‌زده‌شده‌4-2شکل‌

دهد‌و‌با‌توجه‌به‌رابطه‌بین‌تعداد‌سفرهای‌مشاهده‌شده‌و‌تخمین‌زده‌شده‌را‌نشان‌می‌4-2شکل‌

‌الگوریتم‌ ‌از ‌نتایج‌تخمین‌هنگام‌استفاده ‌با ‌زاویه‌‌LMآنکه‌شیب‌خط‌متناظر ‌با ‌خط‌متناظر ‌45با

‌نتایج‌بدست‌آمده‌در‌هنگام‌استفاده‌از‌این‌الگوریتم،‌قابل‌قبول‌تر‌از‌نتایج‌درجه‌ ‌لذا نزدیکتر‌است،

‌ها‌هستند.‌دیگر‌الگوریتم

 

‌:‌رابطه‌رگرسیون‌برآورد‌سفرهای‌جذب‌شده‌5-2شکل‌

رابطه‌میان‌مقادیر‌جذب‌سفر‌تخمین‌زده‌شده‌توسط‌هوش‌مصنوعی‌را‌در‌برابر‌مقادیر‌‌5-2شکل‌

و‌با‌توجه‌به‌آنکه‌شیب‌خط‌متناظر‌با‌نتایج‌تخمین‌هنگام‌استفاده‌‌دهدشده‌نشان‌می‌تولید‌مشاهده

‌ ‌الگوریتم ‌‌LMاز ‌زاویه ‌با ‌خط‌متناظر ‌هنگام‌‌45با ‌در ‌بدست‌آمده ‌نتایج ‌لذا ‌است، ‌نزدیکتر درجه

‌ها‌هستند.‌استفاده‌از‌این‌الگوریتم،‌قابل‌قبول‌تر‌از‌نتایج‌دیگر‌الگوریتم
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‌
‌رسیون‌برآورد‌سفرهای‌تولید‌شدهرابطه‌رگ:‌‌6-2شکل‌

رابطه‌میان‌مقادیر‌تولید‌سفر‌تخمین‌زده‌شده‌توسط‌هوش‌مصنوعی‌را‌در‌برابر‌مقادیر‌‌6-2شکل‌

و‌با‌توجه‌به‌آنکه‌شیب‌خط‌متناظر‌با‌نتایج‌تخمین‌هنگام‌استفاده‌‌دهدتولید‌مشاهده‌شده‌نشان‌می

‌ ‌الگوریتم ‌‌LMاز ‌زاویه ‌با ‌خط‌متناظر ‌نزدیکت‌45با ‌هنگام‌درجه ‌در ‌بدست‌آمده ‌نتایج ‌لذا ‌است، ر

‌الگوریتم ‌نتایج‌دیگر ‌از ‌قابل‌قبول‌تر ‌این‌الگوریتم، ‌از ‌‌استفاده ‌همچنین‌مقدار ‌هستند. Rها
بسیار‌‌2

‌(‌نسبت‌به‌باقی‌حالات‌دارد.8/01مناسب‌تری)برابر‌با‌

 نتایج‌تحقیق‌

‌ ‌میناز ‌‌تایج‌فوق ‌گرفت، ‌نتیجه ‌صورت‌انتخاتوان ‌در ‌تواند ‌عصبی‌می ‌آموزش‌شبکه ب‌الگوریتم

‌برآورد‌ ‌در ‌قبولی ‌قابل ‌نتایج ‌ورودی، ‌های ‌داده ‌با ‌متناسب ‌و ‌مناسب ‌ساختاری ‌معماری ‌و صحیح

‌ماتریس‌سفر‌ارائه‌دهد

 Levenbergدر‌میان‌الگوریتم‌های‌مورد‌آزمایش‌جهت‌تعلیم‌شبکه‌عصبی‌،‌استفاده‌از‌الگوریتم‌

Marquardt algorithm و‌دقیق‌تر‌در‌برآورد‌پارامتر‌های‌ماتریس‌‌منتج‌به‌دستیابی‌به‌نتایج‌بهتر‌

‌سفر‌شد

‌
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]مقاله  2-8
22

] Albertengo 

 روش‌تحقیق‌

‌شهر‌ ‌سنسورهای‌سطح‌راه ‌از ‌های‌برداشت‌شده ‌این‌مقاله‌داده ‌پیش‌پردازش‌‌torinدر ‌ابتدا را

‌تولید‌و‌جذب‌ ‌به‌یک‌هوش‌مصنوعی‌وارد‌کرده‌و‌جهت‌تخمین‌ماتریس‌سفر، کرده‌و‌سپس‌آنها‌را

‌احی‌از‌آن‌استفاده‌شدتعداد‌سفر‌نو

‌ ‌ابتدا ‌سایت ‌این‌‌http://opendata.5t.torino.it/get_fdtاز ‌که ‌شد ‌برداشت ‌ترافیکی ‌های داده

است‌که‌بوسیله‌‌در‌منطقه‌شهری‌تورین‌)ایتالیا(اطلاعات‌حاوی‌تعداد‌و‌سرعت‌متوسط‌وسایل‌نقلیه‌

‌.برداشت‌شده‌اند‌درج‌شده‌است‌7-2سنسور‌های‌سطح‌راه‌که‌موقعیت‌آنها‌در‌شکل‌

‌‌
‌:‌موقعیت‌سنسورهای‌برداشت‌اطلاعات‌ترافیکی‌در‌سطح‌شهر‌تورن‌7-2شکل‌

روز‌هفته،‌‌103می‌باشند‌و‌شامل‌‌Feb-2018-28تا‌‌ Oct-2017-01داده‌ها‌مربوط‌به‌بازه‌زمانی‌

‌.تعطیلات‌می‌باشند‌7یکشنبه‌و‌‌21شنبه،‌‌20

http://opendata.5t.torino.it/get_fdt
http://opendata.5t.torino.it/get_fdt
http://opendata.5t.torino.it/get_fdt
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‌نشان‌می ‌نوع‌روز‌طبقه‌بندی‌کرد‌‌تجزیه‌و‌تحلیل‌داده‌ها ‌می‌توان‌به‌چهار ‌را دهد‌که‌داده‌ها

(Fox and Clark‌،1998)‌

‌.‌روزهای‌هفته‌)از‌دوشنبه‌تا‌جمعه(1

‌.‌شنبه‌ها2

‌.‌یکشنبه‌ها3

‌.‌تعطیلات‌)تعطیلات‌ملی‌و‌محلی(4

‌

‌‌
‌جریان‌و‌سرعت‌ترافیک‌در‌شهر‌تورین‌بر‌اساس‌نوع‌روز:‌‌8-2شکل‌

 :جریان‌‌

است.‌این‌‌18:35تا‌‌17:10و‌از‌‌8:50تا‌‌07:40،‌دو‌قله‌بلند‌از‌(8-2)شکل‌در‌طول‌روزهای‌هفته

قله‌ها‌به‌دلیل‌مسافرانی‌است‌که‌بین‌خانه‌و‌محل‌کار‌و‌بازگشت‌به‌آنجا‌مسافرت‌می‌کنند.‌شنبه‌ها‌

‌12:05ها‌نسبت‌به‌روزهای‌هفته‌ترافیک‌کمتری‌را‌تجربه‌می‌کنند‌و‌بالاترین‌قله‌ها‌بین‌و‌یکشنبه‌

‌است.‌12:50تا‌

 :سرعت‌‌

،‌یکشنبه‌ها‌شنبهبا‌توجه‌به‌سرعت‌وسایل‌نقلیه‌در‌چهار‌دسته‌بندی‌روزانه‌مختلف‌در‌این‌تحقیق)

نند‌و‌میانگین‌ماندگاری‌مشابه‌را‌دنبال‌می‌ک‌یروند‌(‌سرعت‌وسایل‌نقلیه8-2(‌)شکل‌ها‌و‌تعطیلات

‌ساعات‌اوج‌کاهش‌می‌یابد‌‌29آن‌در‌حدود‌ ‌روزهای‌هفته‌ترافیک‌در ‌در کیلومتر‌در‌ساعت‌است.
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(.‌این‌به‌دلیل‌جریان‌زیاد‌وسایل‌نقلیه‌در‌آن‌دوره‌ها‌19:25تا‌‌16:55و‌از‌‌09:55تا‌‌07:20)یعنی‌از‌

‌است‌که‌باعث‌ایجاد‌انسداد‌می‌شود.

 تحقیق‌متدلوژی‌: 

‌پ ‌ازبرای ‌ترافیک ‌شدت ‌بینی ‌پنجره‌یش ‌رگرسیون ‌عمیق‌‌تحلیل ‌یادگیری ‌با ‌شده ‌نظارت ای

(supervised windowbased regression analysis with Deep Learning‌.استفاده‌شد‌)‌

این‌فرآیند‌مطابق‌فلوچارت‌زیر‌انجام‌شد،‌بدین‌صورت‌که‌ابتدا‌داده‌ها‌نامگذاری‌شده‌و‌بر‌روی‌

م‌گرفته‌و‌بصورت‌یادگیری‌عمیق‌به‌هوش‌مصنوعی‌درصد‌مشخصی‌از‌داده‌ها‌آنها‌پیش‌پردازش‌انجا

را‌وارد‌کرده‌و‌بوسیله‌آنها‌هوش‌مصنوعی‌تعلیم‌داده‌می‌شود.‌پس‌از‌آن‌هوش‌مصنوعی‌داده‌ها‌را‌

پردازش‌کرده‌و‌پارامتر‌های‌مورد‌انتظار‌)تعداد‌سفر‌بین‌هر‌دو‌ناحیه‌و‌مقادریر‌تولید‌و‌جذب‌نواحی(‌

‌می‌کند.‌را‌برآورد

سپس‌داده‌ها‌با‌مقادیر‌مشاهده‌شده‌مقایسه‌شده‌و‌عمل‌ارزیابی‌هوش‌مصنوعی‌انجام‌می‌پذیرد‌

داده‌های‌تخمین‌زده‌شده‌با‌داده‌های‌واقعی‌مقایسه‌‌MREو‌‌RMSEپس‌از‌آن‌بوسیله‌تکنیک‌های‌

‌‌می‌شوند.

‌

‌فلوچارت‌پردازش‌داده‌ها‌بوسیله‌هوش‌مصنوعی:‌‌9-2شکل‌
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‌فلوچارت‌پردا ‌هادر ‌بخش‌‌(9-2)شکل‌زش‌داده ‌در ‌را مشاهده‌‌Pre-processingبخش‌های‌زیر

 کنیم‌:‌می

 Date to numerical ‌:  

را‌با‌رقم‌‌00:05و‌ساعت‌‌0را‌با‌رقم‌‌00:00در‌این‌بخش‌برای‌مثال‌داده‌های‌روز‌دوشنبه‌ساعت‌

‌نشان‌داده‌و‌به‌همین‌صورت‌مابقی‌داده‌ها‌اصلاح‌شدند‌5

 Replace missing values ‌:  

‌بوسیله‌درونیابی‌خطی‌داده‌های‌از‌دست‌رفته‌جایگزین‌شدند

 Time series windowing ‌:  

داده‌ها‌بصورت‌پنجره‌های‌سری‌زمانی‌در‌می‌آیند‌تا‌نتایج‌بهتری‌‌10-2برای‌مثال‌مطابق‌شکل‌

‌دقیقه(.‌5دقیقه‌و‌فواصل‌پنجره‌ها‌‌30از‌پردازش‌حاصل‌گردد‌)هر‌پنجره‌برابر‌با‌

‌

‌
‌پیش‌پردازش‌پنجره‌های‌سری‌زمانیالی‌از‌:‌مث‌10-2شکل‌
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 Shuffled order ‌:  

تا‌تعیین‌شود‌که‌‌(11-2)شکل‌ها‌را‌جابجا‌می‌کند‌این‌بخش‌از‌پیش‌پردازی‌بصورت‌تصادفی‌داده

‌با‌تغییر‌موقعیت‌داده‌ها‌چه‌تغییری‌در‌نتایج‌ایجاد‌می‌شود.‌

‌جای‌ردی ‌سازی‌سری‌زمانی، ‌پنجره ‌پس‌از ‌داده‌‌فبرای‌مثال‌بصورت‌زیر ‌تغییر ‌بصورت‌رندم ها

‌شود.‌می

‌

‌ای‌‌های‌پنجره‌مثالی‌از‌جابجایی‌تصادفی‌جدول‌داده:‌‌11-2شکل‌

‌

 Moving average ‌:  

میانگین‌متحرک‌معمولاً‌با‌داده‌های‌سری‌زمانی‌برای‌هموار‌کردن‌نوسانات‌کوتاه‌مدت‌و‌برجسته‌

‌سازی‌روند‌یا‌چرخه‌های‌طولانی‌مدت‌استفاده‌می‌شود.‌

 فزار‌پردازش‌:نرم‌ا‌

‌استفاده‌شد.‌ RapidMiner version 7.6 (RapidMiner, 2017)قاله‌از‌نرم‌افزار‌مدر‌این‌

‌استخراج‌ ‌یادگیری‌عمیق، ‌یادگیری‌ماشین، ‌ها، ‌سازی‌داده ‌افزار‌میتوان‌به‌آماده بوسیله‌این‌نرم

‌متن‌و‌تحلیل‌پیش‌بینی‌پرداخت.‌

Deep Learning نرم‌افزار‌به‌کارگیری‌شددر‌این‌تحقیق‌نیز‌بوسیله‌این‌‌‌

 حالت‌های‌مختلف‌پیش‌پردازش‌
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حالت‌مختلف‌پیش‌پردازش‌کرده‌و‌از‌آنها‌جهت‌فرآیند‌تخمین‌با‌‌6در‌این‌مطالعه‌داده‌ها‌را‌در‌

‌هوش‌مصنوعی‌استفاده‌شد‌تا‌تاثیر‌پیش‌پردازش‌داده‌ها‌بر‌روی‌نتایج‌تخمین‌مشخص‌گردد.

‌

‌ازش‌داده‌ها‌در‌این‌مقالهشش‌حالت‌مختلف‌برای‌پیش‌پرد:‌‌12-2شکل‌

 ی‌خطای‌محاسبات‌:‌محاسبه‌

 ‌Root Mean Square Error مربعات میانگین جذر جهت‌ارزیابی‌نتایج‌تخمین‌از‌دو‌روش‌خطای

(RMSE)و‌میانگین‌خطای‌نسبی‌‌Mean Relative Error (MRE)‌.استفاده‌شد‌

ی‌خطای‌تخمین‌جریان‌وسایل‌نقلیه‌بوسیله‌یادگیری‌عمیق‌در‌داده‌های‌مختلف‌با‌پیش‌پردازش‌‌صهخلا:‌‌1-‌0جدول‌

‌های‌متفاوت‌



36 

 

‌

از‌میان‌پیش‌پردازش‌های‌انجام‌شده،‌میانگین‌متحرک‌بهبود‌قابل‌توجهی‌در‌عملکرد‌مدل‌داشت‌

‌ ‌مقادیر ‌میانگین‌متحرک‌RMSE, MRE and Correlationو ‌از ‌استفاده ‌هنگام  %8.15 ,36.29در

‌.(13-2)شکل‌بودند‌%93.51 , %27.69 ,128/02و‌بدون‌استفاده‌از‌میانگین‌متحرک‌‌99.38%,

‌

(‌b(‌با‌پیش‌پردازش‌میانگین‌متحرک‌و‌)aجریان‌واقعی‌و‌جریان‌تخمین‌زده‌شده‌در‌یک‌روز‌هفته‌):‌‌13-2شکل‌

‌بدون‌پیش‌پردازش‌میانگین‌متحرک

‌
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‌

خمین‌زده‌شده‌در‌یک‌روز‌آخر‌هفته‌)شنبه‌یکشنبه(‌با‌اعمال‌پیش‌پردازش‌جریان‌واقعی‌و‌جریان‌ت:‌‌14-2شکل‌

‌میانگین‌متحرک‌بر‌داده‌ها

‌

 از‌میان‌انواع‌پیش‌پردازش‌ها،‌میانگین‌متحرک‌موثرترین‌پیش‌پردازش‌است‌

 نتایج‌نشان‌می‌دهد‌که Deep Learning واحد‌که‌هر‌یک‌با‌داده‌‌50تنها‌با‌دو‌لایه‌پنهان‌از‌

‌در‌هر‌روز‌از‌هفته‌و‌همچنین‌های‌ترافیکی‌ یک‌هفته‌آموزش‌دیده‌اند‌می‌تواند‌جریان‌را

 ندلات‌با‌دقت‌قابل‌توجه‌پیش‌بینی‌کتعطی

 یجه گیرینت 2-9
 با‌توجه‌به‌مقاله‌ Hichem Omraniهای‌مشابه‌‌توان‌نتیجه‌گرفت‌که‌در‌تخمین‌داده‌می

 های‌.‌مقایسه‌با‌روشدر‌‌artificial neural net-MLPتحقیق‌انجام‌شده‌در‌این‌پایان‌نامه

artificial neural net-RBF, multinomial logistic regression, and support vector 

machines‌.عملکرد‌مناسبی‌خواهد‌داشت 

 ‌ ‌مقاله ‌به ‌توجه ‌‌Gusri Yaldiبا ‌الگوریتم ‌عصبی، ‌شبکه ‌آموزش -Levenbergجهت

Marquardt (LM)‌‌ ‌های ‌الگوریتم ‌با ‌مقایسه ‌‌Back propagation (BP)در  Variableو

Learning Rate (VLR)‌.از‌عملکرد‌بهتری‌در‌تخمین‌ماتریس‌سفر‌برخوردار‌است‌

 ‌ ‌مقاله ‌به ‌توجه ‌آوری‌شده‌Albertengoبا ‌جمع ‌های‌خام ‌داده ‌از ‌استفاده در‌‌پیش‌از
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داده‌های‌زمانی‌و‌‌بایست‌می‌،فرآیند‌تعلیم‌هوش‌مصنوعی‌و‌تخمین‌پارامترهای‌مورد‌نظر

 :زیر‌پیش‌پردازش‌نمود‌تا‌نتایج‌مناسبی‌حاصل‌گردد‌های‌استفاده‌از‌روش‌با‌ی‌رامکان

Date to numerical, Replace missing values, Time series windowing, Shuffled order 
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3فصل‌ : مبانی هوش مصنوعی 
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 مقدمه 3-1
شده‌هنوز‌تعریف‌دقیقی‌که‌مورد‌قبول‌همه‌دانشمندان‌این‌علم‌باشد‌برای‌هوش‌مصنوعی‌ارائه‌ن

است.‌اما‌شاید‌بتوان‌دقیق‌ترین‌تعریف‌را‌این‌دانست‌که:‌هوش‌مصنوعی‌عبارت‌است‌از‌مطالعه‌این‌

که‌چگونه‌کامپیوترها‌را‌می‌توان‌وادار‌به‌کارهایی‌کرد‌که‌در‌حال‌حاضر‌انسان‌ها‌آنها‌را‌بهتر‌انجام‌

‌می‌دهند.‌

شبکه‌عصبی‌‌لی‌آن‌یعنیهوش‌مصنوعی‌و‌خصوصا‌زیرشاخه‌های‌اصدر‌این‌فصل‌به‌بررسی‌مبانی‌

‌‌.پرداخته‌شده‌است(‌Fuzzy Logic(‌و‌منطق‌فازی)‌Artifitial Neural Networksمصنوعی)‌

 شبکه عصبی مصنوعی 3-2
‌اغماض‌زیاد،‌مدل‌های‌الکترونیکی‌از‌ساختار‌عصبی‌مغز‌انسان‌ ‌می‌توان‌با شبکه‌های‌عصبی‌را

ار‌است‌و‌مدل‌های‌الکترونیکی‌شبکه‌های‌نامید.‌مکانیسم‌فراگیری‌وآ‌موزش‌مغز‌اساسا‌بر‌تجربه‌استو

عصبی‌طبیعی‌نیز‌بر‌اساس‌همین‌الگو‌بنا‌شده‌اند‌و‌روش‌برخورد‌چنین‌مدل‌هایی‌با‌مسائل،‌با‌روش‌

‌تفاوت‌ ‌اند، ‌پیش‌گرفته‌شده ‌معمول‌توسط‌سیستم‌های‌کامپیوتری‌در ‌به‌طور های‌محاسباتی‌که

فقط‌قادرند‌تا‌بخش‌کوچکی‌از‌خصوصیات‌و‌دارد.‌شبکه‌های‌عصبی‌شبیه‌سازی‌شده‌یا‌کامپیوتری،‌

ویژگی‌های‌شبکه‌های‌عصبی‌بیولوژیک‌را‌شبیه‌سازی‌کنند.‌در‌حقیقت،‌هدف‌از‌ایجاد‌یک‌شبکه‌

‌نرم ‌مسائل‌‌عصبی ‌حل ‌برای ‌مکانیسمی ‌ایجاد ‌باشد، ‌انسان ‌مغز ‌سازی ‌شبیه ‌آنکه ‌بیش‌از افزاری،

ت.‌در‌شبکه‌های‌عصبی‌بیولوژیک،‌نرون‌ها‌مهندسی‌با‌الهام‌از‌الگوی‌رفتاری‌شبکه‌های‌بیولوژیک‌اس

‌عصبی‌ ‌های ‌شبکه ‌در ‌ها ‌نرون ‌بین ‌اتصالات ‌اند. ‌یافته ‌اتصال ‌یکدیگر ‌به ‌بعدی ‌سه ‌ساختاری در

آن‌طراحی‌کرد.‌‌‌بیولوژیک‌آنقدر‌زیاد‌وپیچیده‌است‌که‌به‌هیچ‌وجه‌نمی‌توان‌شبکه‌مصنوعی‌مشابه

‌در‌ساختار‌های‌دو‌‌تکنولوژی‌مدارات‌مجتمع‌امروزی‌به‌ما‌امکان‌می‌دهد که‌شبکه‌های‌عصبی‌را

‌بعدی‌طراحی‌کنیم.
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1-2-3 مدل ریاضی نرون 
کوچکترین‌واحد‌پردازشگر‌اطلاعات‌است‌که‌اساس‌عملکرد‌شبکه‌های‌عصبی‌را‌(‌1-3نرون)شکل‌

‌.دهد‌تشکیل‌می

‌نشان‌می ‌یک‌نرون‌تک‌ورودی‌را ‌ساختار ‌اسکالرهای‌‌شکل‌زیر ‌‌pدهد. ‌ترتیب‌ورودی‌و‌‌aو به

‌اشند.ب‌خروجی‌می

 

‌ساختار‌یک‌نرون‌تک‌ورودی‌1-‌3شکل‌

است،‌‌1شود.‌ورودی‌دیگر‌که‌مقدار‌ثابت‌‌تعیین‌می‌)وزن(w بوسیله‌اسکالر‌aروی‌‌pمیزان‌تاثیر‌

برای‌‌nشود،‌این‌حاصل‌جمع،‌ورودی‌ناخالص‌‌جمع‌می‌wpضرب‌شده‌و‌سپس‌با‌‌bدر‌جمله‌بایاس‌

‌شود:‌خواهد‌بود.‌بدین‌ترتیب‌خروجی‌نرون‌با‌معادله‌زیر‌تعریف‌می‌fابع‌محرک)‌یا‌تابع‌تبدیل(‌ت

a=f(wp+b) 

نیز‌توسط‌طراح‌انتخاب‌‌fقابل‌تنظیم‌هستند‌و‌تابع‌محرک‌‌bو‌‌wباید‌توجه‌داشت‌که‌پارامتر‌های‌

‌اساس‌انتخاب‌‌می ‌بر ‌پارامترهای‌‌fشود. ‌الگوریتم‌یادگیری، ‌نوع ‌‌wو ‌یادگیری‌‌م‌میتنظی‌bو شوند.

کنند‌که‌رابطه‌ورودی‌و‌خروجی‌نرون‌با‌هدف‌خاصی‌‌طوری‌تغییر‌می‌bو‌‌wبدین‌معنی‌است‌که‌

‌مطابقت‌نماید.

‌
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2-2-3 توابع محرک 
‌یک‌تابع‌محرک‌بر‌اساس‌نیاز‌خاص‌حل‌یک‌‌fتابع‌محرک‌ ‌غیر‌خطی‌باشد. می‌تواند‌خطی‌یا

انتخاب‌می‌شود.‌در‌عمل‌تعداد‌‌-شود‌مسئله‌ای‌که‌قرار‌است‌به‌وسیله‌شبکه‌عصبی‌حل‌‌-مسئله‌

‌لیست‌شده‌است.‌‌1-3محدودی‌از‌توابع‌محرک‌مورد‌استفاده‌قرار‌می‌گیرند،‌که‌در‌جدول‌

‌توابع‌محرک‌با‌علائم‌قراردادی‌‌1-‌3جدول‌

‌
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‌در‌این‌جا‌به‌چند‌مورد‌از‌مهمترین‌آنها‌اشاره‌می‌کنیم

‌تابع‌محرک‌خطی‌-ا

‌خروجی‌این‌تابع‌برابر‌ورودی‌آن‌است:

a = f1(n) = n 

‌تابع‌تبدیل‌فوق،‌در‌شبکه‌های‌2-3در‌شکل‌)‌تابع‌خطی ‌از‌نرونهایی‌با (‌نمایش‌داده‌شده‌است.

‌بررسی‌قرار‌ ‌کامل‌مورد ‌فصل‌هفتم‌بطور ‌در ‌این‌شبکه‌ها ‌است. خاصی‌مانند‌آدالاین‌استفاده‌شده

‌اهمیت‌جمل ‌گرفت. ‌بایاس‌خواهند ‌شکل‌)‌6ه ‌در ‌2-2را ‌پاسخ‌نرون، ‌اگر ‌می‌بینیم. )aحسب‌‌ ‌بر ،

موجب‌جابه‌جایی‌منحنی‌در‌فضای‌ورودی‌می‌گردد‌و‌به‌‌bرسم‌شده‌باشد،‌جمله‌بایاس‌‌2ورودی‌

عبارتی‌موجب‌می‌گردد‌که‌نرون‌به‌زیر‌فضایی‌از‌فضای‌ورودی‌بایاس‌گردد،‌که‌خود‌انتخاب‌کلمه‌

‌می‌کند.توجیه‌‌bبایاس‌را‌برای‌ترم‌

0

‌

‌تابع‌محرک‌خطی‌2-‌3شکل‌

‌تابع‌محرک‌آستانه‌ای‌دو‌مقداره‌حدی‌‌-2

یا‌‌0(‌نشان‌داده‌شده‌است.‌همان‌گونه‌که‌مشاهده‌میشود،‌مقدار‌خروجی‌3-3این‌تابع‌در‌شکل‌)

است‌‌0کوچکتر‌از‌باشد،‌مقدار‌تابع‌pرودی‌باشد‌و‌یا‌به‌عبارتی‌و‌0کوچکتر‌از‌‌nاست.‌اگر‌آرگومان‌‌1

‌را‌ ‌خروجی‌نرون ‌دامنه ‌محرک، ‌تابع ‌عمومأ ‌شد. ‌خواهد ‌ا ‌برابر ‌این‌صورت‌خروجی‌نرون ‌غیر ‌در و
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نیز‌می‌نامند.‌خروجی‌نرون‌معمولا‌برای‌این‌‌1محدود‌می‌سازد‌و‌به‌همین‌علت‌آن‌را‌تابع‌محدودساز

‌ ‌متناهی ‌بازه ‌در ،‌ ‌توابع ‌‌]10،1[گونه ‌محرک‌‌]-1،1[یا ‌تابع ‌را ‌تابع ‌حالت‌اخیر ‌در ‌که ‌دارد، قرار

‌استانهای‌دو‌مقداره‌حدی‌گویند.

‌

‌ای‌دو‌مقداره‌حدی‌تابع‌محرک‌آستانه‌3-‌3شکل‌

‌تابع‌محرک‌زیگموئید‌‌-3

‌این‌تابع‌با‌فرمول‌کلی‌زیر‌بیان‌می‌شود:

 

وسعت‌ناحیه‌خطی‌بودن‌‌C(‌رسم‌شده‌است.‌مقدار‌4-3)‌در‌تصویر‌C=‌‌1شکل‌این‌تابع‌به‌ازاء‌

خیلی‌بزرگ‌باشد،‌شکل‌منحنی‌به‌تابع‌محرک‌آستانهای‌دو‌مقداره‌‌Cتابع‌را‌تعیین‌می‌کند.‌مثلا‌اگر‌

حدی‌نزدیکتر‌میشود.‌این‌تابع‌در‌شبکه‌های‌عصبی‌مورد‌استفاده‌زیادی‌دارد‌که‌به‌عنوان‌مثال،‌می‌

‌عصبی‌چند‌لایه‌با‌قانون‌یادگیری‌پس‌انتشار‌خطا‌اشاره‌کرد.توان‌به‌شبکه‌های‌

                                                 

1
 Hardlimit or squash 
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‌

‌تابع‌محرک‌زیگموئید‌4-‌3شکل‌

3-2-3 ساختار شبکه های عصبی  
‌به‌تنهایی‌برای‌حل‌مساله‌فنی‌ ‌نیز، ‌ورودی‌های‌زیاد مهندسی‌‌-باید‌توجه‌داشت‌که‌معمولا‌نرونی‌با

د.‌مثلا‌برای‌مدلسازی‌نگاشتهایی‌که‌دارای‌دو‌خروجی‌هستند‌احتیاج‌به‌دو‌نرون‌داریم،‌که‌کفایت‌نمی‌کن

‌.بطور‌موازی‌عمل‌کنند.‌در‌این‌حالت‌یک‌لایه‌خواهیم‌داشت‌که‌از‌اجتماع‌چند‌نرون‌تشکیل‌شده‌است

 شبکه‌تک‌لایه‌

ا‌می‌توان‌به‌(‌نشان‌داده‌شده‌است.‌شکل‌مذکور‌ر5-32نرون‌در‌شکل‌)‌Sیک‌شبکه‌تک‌لایه‌با‌

نشان‌داده‌‌aو‌خروجی‌آن‌با‌بردار‌‌p(‌هم‌نمایش‌داد.‌ورودی‌شبکه‌با‌بردار‌6-3)‌فرم‌فشرده‌تصویر

نیز‌در‌‌Wشده‌است.‌باید‌توجه‌داشت‌که‌هر‌یک‌از‌ورودیها‌به‌همه‌نرونها‌متصل‌شده‌است.‌ماتریس‌

می‌شود،‌لایه‌ها‌شامل‌‌ستون‌می‌باشد.‌همان‌گونه‌که‌در‌شکل‌مشاهده‌Rسطر‌و‌‌Sاین‌حالت‌دارای‌

‌هستند.‌fعنصر(‌و‌تابع‌تبدیل‌‌S)دارای‌‌bماتریس‌وزن،‌جمع‌کننده‌ها،‌بردار‌بایاس‌
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‌

‌نرون‌sشبکه‌تک‌لایه‌با‌‌5-‌3شکل‌

‌

‌نرون‌sبکه‌تک‌لایه‌با‌فرم‌فشرده‌یا‌ماتریسی‌ش‌6-‌3شکل‌

‌
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 شبکه های چند لایه 3-2-3-1
‌(‌توسط‌نرون‌های‌لایه‌)عناصر‌محاسباتی(،‌طبق‌رابطه‌pدر‌شبکه‌های‌تک‌لایه،‌بردار‌ورودی‌)

a=f(Wp+b) 

می‌باشد.‌هر‌‌1به‌بردار‌خروجی‌مرتبط‌می‌شود.‌این‌شبکه‌شکل‌ساده‌ای‌از‌شبکه‌های‌پیشخور

و‌بردار‌خروجی‌مختص‌خود‌را‌دارد.‌جهت‌‌nورودی‌خالص‌‌،‌بردارb،‌بردار‌بایاسWلایه‌ماتریس‌وزن‌

تمایز‌متغیرهای‌فوق‌و‌این‌که‌کدام‌متغیر‌به‌کدام‌لایه‌تعلق‌دارد،‌نیاز‌داریم‌که‌علامت‌دیگری‌را‌هم‌

‌بنابراین‌ ‌بالا‌مشخص‌نمودن‌لایه‌استفاده‌می‌کنیم، ‌از ‌این‌رو ‌از به‌متغیرهای‌فوق‌تخصیص‌دهیم.

‌برای‌لایه‌اول‌با‌ Wماتریس‌وزن‌را
‌می‌توان‌به‌مش‌1 خص‌می‌نماییم،‌یک‌شبکه‌پیشخور‌دو‌لایه‌را

Sورودی‌و‌تعداد‌‌R(‌ترسیم‌نمود.‌همان‌گونه‌که‌از‌شکل‌پیداست،‌تعداد‌8-3شکل‌)
نرون‌در‌لایه‌‌1

Sاول‌و‌تعداد‌
‌ست.نرون‌در‌لایه‌دوم‌در‌شبکه‌چند‌لایه‌پیشخور‌موجود‌ا‌2

‌

‌خور‌دو‌لایه‌شبکه‌پیش‌7-‌3شکل‌

تصویر‌‌9-3های‌میانی‌را‌افزایش‌داد‌و‌برای‌مثال‌در‌شکل‌‌توان‌تعداد‌لایه‌در‌حالات‌پیشرفته‌تر‌می

‌شود.‌یک‌شبکه‌عصبی‌پیشخور‌با‌دولایه‌میانی‌مشاهده‌می

                                                 

1
 feedforward 
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‌
‌یهلا‌خور‌سه‌فرم‌ساده‌شده‌شبکه‌پیش‌8-‌3شکل‌

4-2-3 لایه خروجی  
لایه‌ای‌که‌خروجی‌آن،‌خروجی‌نهایی‌شبکه‌باشد،‌به‌لایه‌خروجی‌موسوم‌است.‌لایه‌های‌دیگر‌به‌

(‌11-2(‌دارای‌یک‌لایه‌میانی‌است.‌شکل‌)10-2لایه‌های‌میانی‌موسومند.‌شبکه‌موجود‌در‌شکل)

این‌جا‌لایه‌خروجی‌فرم‌ساده‌شده‌یک‌شبکه‌عصبی‌پیشخور‌را‌با‌دو‌لایه‌میانی‌نمایش‌می‌دهد.‌در‌

Wبا‌ماتریس‌وزن‌
b،‌بردار‌بایاس‌3

fو‌تابع‌محرک‌‌3
مشخص‌می‌شود.‌لایه‌میانی‌اول‌با‌ماتریس‌وزن‌‌3

W
‌بایاس‌1 ‌بردار ،b

‌تابع‌محرک‌‌1 fو
‌ماتریس‌وزن‌‌1 Wو‌لایه‌میانی‌دوم‌با

‌بایاس‌2 ‌بردار ،b
‌تابع‌‌2 و

fمحرک‌
‌مشخص‌می‌شوند.‌2

‌
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 روش های تخمین مبتنی بر هوش مصنوعی 3-3

1-3-3 مقدمه 
هوش‌مصنوعی‌از‌روش‌های‌گوناگونی‌جهت‌تخمین‌داده‌ها‌استفاده‌می‌کند‌که‌از‌پرکاربردترین‌

‌اشاره‌کرد.‌‌2و‌روش‌های‌فازی‌1توان‌به‌روش‌شبکه‌عصبی‌آنها‌می

2-3-3 شبکه عصبی 
در‌این‌روش،‌ابتدا‌داده‌هایی‌بعنوان‌داده‌های‌ورودی‌به‌شبکه‌عصبی‌داده‌می‌شود‌و‌با‌استفاده‌از‌

‌های‌آموزشروش‌انت ‌به‌سه‌دسته‌ی‌داده ‌را ‌ها ‌داده ‌های‌ارزیابی3خابی‌ما، ‌داده ‌های‌‌4، ‌داده و

‌قبل‌الگوریتم‌آموزش‌تعیین‌‌5تست ‌از ‌تنظیمات‌انجام‌شده ‌از ‌استفاده ‌سپس‌با تقسیم‌می‌کند.

‌بر‌اساس‌داده‌های‌آموزش‌سعی‌ ‌ابتدا شده‌و‌تعداد‌لایه‌های‌مشخص‌شده‌و‌ویژگی‌های‌دیگر،

طه‌ای‌میان‌داده‌های‌ورودی‌بیابد،‌سپس‌این‌رابطه‌را‌بر‌اساس‌تعداد‌دفعات‌تعیین‌می‌کند‌تا‌راب

شده،‌با‌استفاده‌از‌داده‌های‌ارزیابی‌آزمایش‌می‌کند‌تا‌میزان‌دقت‌تخمین‌مشخص‌گردد‌که‌آیا‌

رابطه‌بدست‌آمده‌از‌دقت‌کافی‌برخوردار‌است‌یا‌خیر؟‌و‌در‌نهایت،‌بهترین‌نتیجه‌را‌با‌استفاده‌از‌

‌ه‌های‌تست‌آزمایش‌می‌کند‌تا‌دقت‌بدست‌آمده‌نیز‌مورد‌ارزیابی‌مجدد‌قرار‌گیرد.داد

در‌ذیل‌نکاتی‌راجع‌به‌این‌فرآیند‌از‌جمله‌استراتژی‌های‌آموزش‌شبکه‌عصبی،‌انواع‌شبکه‌های‌

‌عصبی،‌ویژگی‌ها‌و‌کاربردها‌بررسی‌می‌شود.

‌استراتژی‌مختلف‌برای‌آموزش‌شبکه‌عصبی‌عبارتند‌از:

                                                 

1
 Artifitial neural network 

2
 Fuzzy 

3
 Training data 

4
 Validation data 

5
 Test data 
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 1دون نظارتیادگیری ب 3-3-2-1
(‌Targetدر‌روش‌یادگیری‌بدون‌نظارت‌داده‌های‌اولیه‌یا‌ورودی‌های‌شبکه‌بدون‌پاسخ‌یا‌هدف‌)

هستند‌و‌وزن‌ها‌و‌بایاس‌شبکه‌فقط‌بر‌اساس‌ورودی‌ها‌اصلاح‌می‌گردند.‌بیشتر‌روش‌های‌یادگیری‌

‌رابطه‌‌2بدون‌نظارت‌برای‌خوشه‌بندی ‌و ‌آن‌یافتن‌ساختار درون‌مجموعه‌استفاده‌می‌شوند‌که‌در

‌داده‌ها‌بررسی‌می‌شود.

 3یادگیری با نظارت 3-3-2-1
با‌پاسخ‌صحیح‌برای‌آموزش‌شبکه‌استفاده‌می‌شود.‌‌4یک‌مجموعه‌داده‌به‌عنوان‌مجموعه‌آموزش

شبکه‌برای‌نزدیکی‌به‌مقادیر‌پاسخ‌تولید‌‌6بر‌اساس‌اصلاح‌و‌تنظیم‌وزن‌ها‌و‌بایاس‌5قانون‌یادگیری

نی‌داده‌های‌جدید‌استفاده‌می‌شود.‌روش‌یادگیری‌با‌نظارت‌برای‌شده‌و‌از‌این‌قانون‌برای‌پیش‌بی

‌مدل‌سازی،‌طبقه‌بندی،‌رگرسیون‌و‌درون‌یابی‌به‌کار‌می‌رود.

                                                 

1
 unsupervised learning 

2
 Clustering 

3
 supervised learning 

4
 training set 

5
 learning rule 

6
 bias 
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‌

‌)الف(‌یادگیری‌بدون‌نظارت‌و‌)ب(‌یادگیری‌با‌نظارت:‌‌9-‌3شکل‌

  1یادگیری تقویتی 3-3-2-2
‌آمو ‌این‌شبکه‌ها ‌توجه‌به‌در ‌واقع‌با ‌در ‌صورت‌می‌گیرد. ‌و‌سعی‌و‌خطا زش‌از‌طریق‌مشاهده

تعاملی‌که‌با‌محیط‌پیرامون‌خود‌دارد‌عملی‌انجام‌داده‌و‌نتیجه‌عمل‌را‌به‌صورت‌پاداش‌و‌تنبیه‌برای‌

نزدیکی‌و‌دوری‌به‌هدف‌مشخص‌می‌شود.‌شبکه‌کارهایی‌انجام‌می‌دهد‌که‌منجر‌به‌کسب‌پاداش‌

 بیشتری‌می‌شود.

3-3-3 ع شبکه عصبیانوا 
‌و‌‌ ‌رفته ‌کار ‌های‌مختلفی‌به ‌زمینه ‌در ‌و ‌شده ‌اراده ‌های‌عصبی‌تاکنون ‌شبکه ‌مختلفی‌از انواع

‌عملکرد‌موفقی‌داشته‌اند.‌در‌ادامه‌چند‌نوع‌متداول‌و‌با‌اهمیت‌شبکه‌عصبی‌معرفی‌می‌شود.

                                                 

1
 Reinforcement learning 
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 1شبکه عصبی پیش خور 3-3-3-1
ود‌و‌مسیر‌پردازش‌به‌نورون‌در‌این‌نوع‌شبکه‌پردازش‌داده‌های‌ورودی‌رو‌به‌جلو‌انجام‌می‌ش

لایه‌قبلی‌بر‌نمی‌گردد‌و‌خروجی‌هر‌لایه‌فقط‌بر‌لایه‌بعدی‌تاثیرگذار‌خواهد‌بود.‌یعنی‌سیگنال‌‌های

یک‌طرفه‌خواهد‌بود.‌در‌این‌نوع‌شبکه‌مقدار‌پارامتر‌خروجی،‌براساس‌پارامترهای‌ورودی‌و‌یک‌سری‌

‌2ترکیب‌می‌شوند‌و‌سپس‌در‌لایه‌های‌پنهانوزن‌های‌اولیه‌تعیین‌می‌گردد.‌‌مقادیر‌ورودی‌با‌هم‌

از‌آنها‌استفاده‌می‌شوند‌و‌در‌آخر‌مقادیر‌لایه‌های‌پنهان‌نیز‌برای‌محاسبه‌مقادیر‌خروجی‌ترکیب‌

 می‌شوند.

 3شبکه عصبی انتشار برگشتی 3-3-3-2
‌نظر‌ ‌مورد ‌مقدار ‌تجربی‌یا ‌مقدار ‌خروجی‌با ‌مقدار ‌مقایسه ‌خطای‌خروجی‌با ‌این‌نوع‌شبکه، در

‌این‌محاسبه‌می‌ ‌از‌مقدار‌و‌میزان‌خطا‌برای‌تصحیح‌شبکه‌و‌تغییر‌وزن‌ها‌استفاده‌می‌شود. گردد.

محاسبات‌از‌گره‌خروجی‌شروع‌شده‌و‌به‌لایه‌های‌پنهان‌ادامه‌می‌یابد.‌این‌عمل‌به‌ازای‌تمامی‌داده‌

ی‌شود.‌گفته‌م‌4های‌اولیه‌تکرار‌می‌گردد.‌به‌هربار‌اجرای‌این‌الگوریتم‌برای‌تمام‌داده‌ها‌یک‌دوره

‌دوره‌آنقدر‌تکرار‌می‌شوند‌تا‌مقدار‌خطا‌به‌مقدار‌ثابتی‌رسیده‌و‌تغییر‌نکند.

4-3-3 عصبی شبکهویژگی های روش های  
 دارند.‌5پردازش‌موازی‌و‌در‌نتیجه‌سرعت‌بالای‌محاسبات‌و‌بدون‌نویز‌

 توانایی‌تعمیم‌پذیری‌و‌تطبیق‌پذیری‌

 پردازش‌خطی‌و‌غیر‌خطی‌

                                                 

1
 Feed-Forward 

2
 hidden layer 

3
 Backpropagation 

4
 epoch 

5
 noise 
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 سیگنال،‌دسته‌بندی،‌شناسایی‌الگوو،‌رگرسویون،‌‌‌‌دامنه‌کاربردی‌وسیع‌شامل‌پردازش

‌مدل‌سازی‌و‌..

 هستند‌یعنی‌روابط‌بین‌ورودی‌و‌خروجی‌‌1بیشتر‌شبکه‌های‌عصبی‌مشابه‌جعبه‌سیاه

‌و‌پروسه‌عملکرد‌شبکه‌برای‌کاربر‌ناشناخته‌و‌غیرقابل‌تفسیر‌است.

 هوای‌‌‌زمان‌محاسبه‌نسبتا‌طولانی‌دارند‌مخصوصا‌برای‌حل‌مسائل‌پیچیوده‌بوا‌شوبکه‌‌‌

چند‌لایه.‌اگرچه‌با‌پیشرفت‌قدرت‌محاسبه‌کامپیوترهای‌امروزی‌و‌استفاده‌از‌سیستم‌

‌این‌مشکل‌چندان‌جدی‌گرفته‌نمی‌شود.‌2های‌موازی

5-3-3 های شبکه عصبی روشزمینه های کاربردی  
 تخمین‌داده‌های‌آماری 

 کنترل،‌بهینه‌سازی‌و‌مدل‌سازی‌فرایندهای‌صنعتی‌

 شکی،‌پیش‌بینی‌هزینه‌درمان‌و‌اقامت‌بیمار‌و‌تشخیص‌و‌ارزیابی‌پدیده‌های‌پز…‌

 مدل‌سازی،‌پیش‌بینی،‌دسته‌بندی‌آنالیز‌سری‌های‌زمانی‌و‌ارزیابی‌داده‌ها‌

 الگو‌شناسی،‌ارزیابی‌اکوسیسوتم،‌شناسوایی‌ژن‌هوا،‌تجزیوه‌و‌تحلیول‌سیسوتم‌هوای‌‌‌‌‌‌‌‌

‌…بیولوژیک،‌شناسایی‌ترکیبات‌شیمیایی‌و‌

 مشتریمدیریت‌ریسک‌،‌بازاریابی‌هدف‌و‌تحقیق‌ 

ANN 3-3-6برای محاسبات  متداولنرم افزارهای  
 nntool Matlab toolbox 

 neurosolutions 

 Simbrain 

                                                 

1
 Black boxes 

2
 parallel systems 
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4فصل‌ تحقیق روش:  
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 مقدمه 4-1
‌ ‌که ‌است ‌آن ‌هدف ‌تحقیق ‌این ‌در ‌مصنوعی ‌عصبی ‌شبکه ‌بوسیله ‌افزار‌‌و ‌نرم ‌از ‌استفاده با

MATLAB R2013aشهر‌‌ ‌سطح ‌در ‌جمعیتی ‌توزیع ‌مختلف ‌های ‌بندی ‌طبقه ‌به ‌توجه و‌‌با

‌ناحیه‌شهر ‌هر ‌توجه‌به‌سطح‌زیربنای‌کاربری‌اراضی‌موجود‌در یقی‌از‌تخمین‌دق‌یهمچنین‌با

سازمان‌ترافیک‌بدست‌آورد.‌بدین‌منظور‌ابتدا‌داده‌های‌مورد‌نیاز‌از‌‌ماتریس‌سفر‌بین‌نواحی‌شهر

مشهد‌و‌اصفهان‌جمع‌آوری‌شد‌و‌پس‌‌شهرهای‌فناوری‌اطلاعات‌و‌ارتباطات‌شهرداریو‌سازمان‌

پردازش‌شده‌و‌ضریب‌‌spssآن‌بطور‌جداگانه‌برای‌هر‌کدام‌از‌شهرها،‌داده‌ها‌بوسیله‌نرم‌افزار‌‌از

‌سپس‌‌همبستگی ‌بوسیله‌‌میان‌پارامترهای‌جمعهمبستگی‌‌ضرایبشان‌استخراج‌شد. آوری‌شده،

‌نرم‌افزار‌‌SPSSنرم‌افزار‌ محاسبه‌شد‌و‌در‌هرکدام‌از‌مقادیر‌ضریب‌همبستگی،‌‌MATLABو‌

‌پار ‌دادهمیان ‌مقادیر ‌تغییر ‌دامنه ‌که ‌پارامتری ‌همبسته، ‌داشت)واریانس‌‌امترهای ‌بالاتری های

داده‌خواهد‌‌های‌بالاتر(‌در‌تحقیق‌مورد‌استفاده‌قرار‌گرفت.‌در‌این‌فصل‌روش‌تحقیق‌توضیح‌داده

‌طرح‌و‌بررسی‌خواهند‌شد.‌5شد‌و‌نتایج‌تخمین‌در‌فصل‌

 جمع آوری داده ها 4-2

1-2-4 دهای شهر مشه جمع آوری داده 
 1395ماتریس‌سفر‌سال‌ (1

،‌ماتریس‌سفر‌از‌1395ناحیه(‌شهر‌مشهد‌در‌سال‌‌253بر‌اساس‌تقسیم‌بندی‌نواحی‌ترافیکی)

‌این‌ماتریس‌سفر‌بصورت‌فایل‌ ای‌‌excelطریق‌سازمان‌ترافیک‌شهرداری‌مشهد‌بدست‌آمد،

نام‌))ماتریس‌سفر‌شهر‌‌با‌ضمیمه‌این‌تحقیق‌CDستون‌است‌و‌در‌‌253ردیف‌و‌‌253حاوی‌

‌آورده‌شده‌است.‌‌بر‌اساس‌نواحی‌ترافیکی((‌1395مشهد‌سال‌



‌

57 

 

 ‌1395سال‌‌جمعیتیداده‌های‌ (2

‌ ‌سال ‌در ‌شده ‌انجام ‌جمعیتی ‌سرشماری ‌اساس ‌داده‌1395بر ‌مشهد، ‌به‌‌شهر ‌مربوط های

‌ارتباطات‌شهرداری‌مشهد‌ ‌فناوری‌اطلاعات‌و ‌طریق‌اداره ‌از ‌مشهد سرشماری‌جمعیتی‌شهر

ستون‌‌152ردیف‌و‌‌20108ای‌حاوی‌‌excelبصورت‌فایل‌‌بدست‌آمد،‌داده‌های‌سرشماری

آورده‌شده‌‌((1395ق‌با‌نام))سرشماری‌جمعیتی‌مشهد‌سال‌ضمیمه‌این‌تحقی‌CDاست‌و‌در‌

 است.‌

3) ‌ ‌سال ‌اراضی ‌کاربری ‌آماری ‌های ‌اساس‌‌1395داده ‌بر ‌مشهد ‌مختلف‌شهر ‌نواحی میان

‌تقسیم‌بندی‌نواحی‌شهرداری

ره‌فناوری‌اطلاعات‌و‌ارتباطات‌شهرداری‌مشهد،‌کاربری‌اراضی‌بر‌اساس‌داده‌های‌مربوط‌به‌ادا

گانه(‌موجود‌است،‌داده‌های‌سطح‌زیربنای‌کاربری‌اراضی‌شهر‌13موجود‌در‌هر‌ناحیه‌شهرداری)

ضمیمه‌این‌تحقیق‌‌CDستون‌است‌و‌در‌‌6ردیف‌و‌‌37064ای‌حاوی‌‌excelمشهد‌بصورت‌فایل‌

‌یه((‌آورده‌شده‌است.‌های‌اول‌با‌نام‌))کاربری‌اراضی‌مشهد‌داده

2-2-4 جمع آوری داده های شهر اصفهان 
 ‌1395ماتریس‌سفر‌سال‌ (1

‌اساس‌تقسیم‌بندی‌نواحی‌ ‌ماتریس‌سفر‌سال‌‌15بر ‌اصفهان، ‌ترافیکی‌شهر این‌‌1395گانه

‌ ‌حاوی ‌اکسلی ‌فایل ‌بصورت ‌‌16شهر ‌و ‌سازمان‌‌16ردیف ‌طریق ‌از ‌که ‌است ‌موجود ستون

‌ارتباطات‌شهرداری‌اص ‌فناوری‌اطلاعات‌و ‌جدول ‌این‌ماتریس‌در ‌شد. آورده‌‌1-4فهان‌تهیه

‌شده‌است:

‌

‌
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‌اصفهان‌بر‌اساس‌نواحی‌شهرداری‌1395بخشی‌از‌ماتریس‌سفر‌سال‌‌1-‌4جدول‌

 

‌‌1395داده‌های‌آماری‌سرشماری‌سال‌ (2

‌شهرداری‌اصفها ‌ناحیه ‌هر ‌های‌مربوط‌به‌جمعیت‌ساکن‌در ‌طریق‌سازمان‌فناوری‌داده ن‌از

‌ارتباطات‌شهرداری‌اصفهان‌تهیه‌شد‌که‌بصورت‌فایل‌ ‌‌16حاوی‌‌excelاطلاعات‌و ‌20ردیف‌و

‌نام))جمعیت‌اصفهان‌بر‌اساس‌سرشماری‌سال‌‌CDباشد‌که‌در‌‌ستون‌می ضمیمه‌این‌تحقیق‌با

‌قابل‌مشاهده‌است:‌5-4((‌آورده‌شده‌است.‌بخشی‌از‌این‌فایل‌در‌جدول‌95

‌شهرداری‌هاحین‌15بر‌اساس‌‌1395بخشی‌از‌فایل‌سرشماری‌اصفهان‌در‌سال‌‌2-‌4جدول‌

‌

‌های‌آماری‌کاربری‌اراضی‌سال‌ (3 ‌اساس‌‌1395داده ‌اصفهان‌بر میان‌نواحی‌مختلف‌شهر

‌تقسیم‌بندی‌نواحی‌شهرداری

‌های‌مربوط‌به‌سطح‌زیربنای‌کاربری‌اراضی ‌نواحی‌شهرداری‌‌داده ‌هریک‌از مختلف‌واقع‌در

اصفهان،‌از‌طریق‌سازمان‌فناوری‌اطلاعات‌و‌ارتباطات‌شهرداری‌اصفهان‌بدست‌آمد.‌این‌داده‌ها‌



‌
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آمده‌است.‌در‌این‌فایل،‌عدد‌‌JPEGبود‌و‌در‌فایل‌‌1395مربوط‌به‌نقشه‌های‌تهیه‌شده‌در‌سال‌

‌کاربری‌ ‌آن ‌کاربری‌بصورت‌سهم)درصد( ‌برای‌هر ‌بیان‌شده‌متناظر ‌ناحیه ‌سطح‌آن ‌مجموع از

‌این‌فایل‌در‌جدول‌ نمایش‌داده‌شده‌است‌و‌در‌فایلی‌بصورت‌جداگانه‌نیز‌سطح‌هر‌‌6-4است.

ناحیه‌شهرداری‌بهمراه‌سطح‌تعدادی‌از‌کاربری‌های‌واقع‌در‌آن‌ناحیه‌آورده‌شده‌است‌که‌نمونه‌

‌رده‌شده‌است.آو‌7-4هستند‌نیر‌در‌جدول‌‌JPEGها‌که‌در‌فرمت‌‌ای‌از‌این‌فایل

 کاربری‌اراضی‌موجود‌در‌نواحی‌مختلف‌شهرداری‌اصفهان‌بر‌اساس‌درصد‌3-‌4جدول‌

 
‌
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‌سطح‌نواحی‌اصفهان‌و‌کاربری‌اراضی‌بر‌اساس‌هکتار‌4-‌4جدول‌

‌

 ها سازی داده آماده 4-3
‌آماده ‌پالایش‌و ‌نحوه ‌بررسی ‌بخش‌به ‌این ‌داده‌در ‌عصبی‌‌سازی ‌شبکه ‌در ‌جهت‌استفاده ها

‌پردازیم.‌می



‌
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1-3-4 بندی کاربری اراضی طبقه 
‌شهرداری‌ ‌و ‌مشهد ‌شهرداری ‌فاوا ‌سازمان ‌از ‌شده ‌تهیه ‌اراضی ‌کاربری ‌با ‌مرتبط ‌های فایل

‌از‌آنجا‌که‌تولید‌و‌جذب‌سفر به‌هدف‌سفرها‌مرتبط‌‌اصفهان،‌شامل‌کاربری‌های‌متنوعی‌بودند.

اند،‌کاربری‌ها‌را‌بر‌اساس‌اهداف‌سفر‌آنها‌در‌دسته‌های‌اداری،‌آموزشی،‌تفریحی،‌درمانی،‌حمل‌

‌و‌نقل،‌تجاری،‌صنعتی،‌مسکونی‌و‌خطا‌طبقه‌بندی‌شدند.

‌هر‌طبقه‌شامل‌دسته‌های‌زیر‌بود:

‌اداری:

‌ ‌‌انتظامی،‌-اداری ‌تاسی‌-اداری ‌شهری، ‌تجهیزات ‌و ‌تاسیسات انتظامی،‌-نظامی-ساتدولتی،

‌)برای‌ ‌خدمات ‌آتش‌نشانی(، ‌یا ‌بنزین ‌شهری)پمپ ‌تجهیزات ‌خدمات، ‌ذخیره ‌شهری، تجهیزات

‌ ‌مختلط ‌وکارگاهها(، ‌و‌‌-انبارها ‌استجار ‌مسکن ‌انتظامی ‌)اداری ‌ویژه ‌کاربری ‌آموزشی، ‌و اداری

‌تجاری‌ ‌ ‌تجاری‌تراکم1%200مسکون(، ‌ ‌تاسیسات‌و‌تجهیزات‌شهری250%1، ‌تجاری‌محله، ،‌-‌

‌ایستگاه‌تقلیل‌فشار،‌خدمات‌اجتماعی.

‌آموزشی:

مهد‌کودک،‌‌-متوسطه‌دوم،‌آموزشی‌‌-متوسطه‌اول،‌،‌آموزشی‌‌-دبستان،‌آموزشی‌‌-آموزشی‌

متوسطه‌اول،‌آموزشی‌‌-آموزش‌عالی،‌دبستان،‌آموزشی‌‌-هنرستان،‌آموزشی،‌آموزشی‌‌-آموزشی‌

‌آموزشی‌‌- ‌دوم، ‌آموزشی‌‌-متوسطه ‌علمیه، ‌آموزشی‌مه‌-مدرسه ‌کودک، ‌آموزشی‌‌-د ‌-ویژه،

‌هنرستان‌کشاورزی.‌-آموزشی،‌آموزشی‌‌-هنرستان،‌کشاورزی‌

‌تفریحی:

بازی‌و‌‌-مذهبی،‌مختلط‌‌-تاریخی،‌فرهنگی‌‌-تربیتی،‌فضای‌سبز،‌فرهنگی‌‌-خدمات‌رفاهی

‌-زمین‌ورزشی‌و‌بازی،‌اقامتی‌ویژه،‌باغ،‌توریستی‌‌-فضای‌تفریحی‌و‌فضای‌سبز،‌ورزشی،‌ورزشی‌

حفاظتی،‌مختلط‌‌-هتل،‌فضای‌سبز‌‌-ویژه،‌توریستی‌‌-مسافرخانه،‌توریستی‌‌-تفریحی،‌توریستی‌
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‌مختلط‌‌- ‌مجموعه‌‌-بازی‌و‌فضای‌تفریحی‌و‌فضای‌سبز، بازی‌و‌فضای‌تفریحی‌و‌مسیر‌پیاده،

‌ ‌‌-تفریحی ‌‌-تاریخی ‌مختلط ‌خونی، ‌باغ ‌‌-فرهنگی ‌فرهنگی ‌گردشگری، ‌خدمات ‌با ‌-اقامتی

مقیاس‌ناحیه‌ای،‌فضای‌‌-مجتمع‌ورزشی،‌ورزشی‌‌-گی‌یادمانی،‌ورزشی،‌ورزشی‌مجموعه‌فرهن

‌تجهیز‌شده.‌-سبز‌

‌درمانی:

‌درمانی،‌درمانی‌موجود،‌درمانی‌ناحیه‌ای،‌سرویسهای‌بهداشتی.‌‌-بهداشتی‌

‌حمل‌و‌نقل:

‌ ‌نقل ‌و ‌حمل ‌‌-پارکینگ، ‌مختلط ‌باربری، ‌پارکینگ،‌‌-پایانه ‌و ‌انبارداری ‌و ‌مسافربری پایانه

‌خدمات‌شهری‌‌-انبارداری‌ ‌نقل، ‌و ‌حمل ‌نقل‌‌-پارکینگ‌و ‌و ‌حمل ،‌ ‌بار‌‌-پمپ‌بنزین، پایانه

‌حمل‌و‌نقل‌و‌انبارداری.‌-کامیون‌داران،‌،‌مختلط‌

‌تجاری:

‌-بازار‌روز،‌تجاری،‌تجاری‌محله،‌تجاری‌ناحیه،‌تراکم‌مختلط‌تجاری‌،اداری،‌مسکونی،‌تجاری‌

-20،‌تجاری‌مسکونی‌90-10،‌تجاری‌مسکونی‌80-20،‌تجاری‌اقامتی5،‌تجاری‌50/50مسکونی‌

‌تجاری‌مسکونی‌80 ‌اداری‌30-70، ‌خونی، ‌باغ ‌بازارچه ‌راسته ‌تجاری‌‌-، ‌تجاری‌محله، تجاری،

‌تجاری،مسکونی‌ ‌تجاری‌مقیاس‌ناحیه، ‌بخش‌صنعتی‌سبک‌(، ‌تجاری‌مختلط)مرتبط‌با مختلط،

‌مختلط‌ ‌بار، ‌وتره ‌میوه ‌تجاریهای ‌ای، ‌کارگاهی‌و‌‌-مختلط‌‌تجاری‌مسکونی،‌-ناحیه ‌و تجاری

‌تعمیرگاهی،‌نمایشگاهی.

‌صنعتی:

‌ ‌صنعتی ‌‌-صنعتی، ‌صنعتی ‌سبک، ‌‌-صنایع ‌صنعتی ‌کشاورزی، ‌و‌‌-صنایع ‌سبک صنایع

‌صنعتی‌ ‌مزاحم، ‌کارگاههای‌غیر ‌داری‌و ‌انبار ،‌ ‌صنعتی‌‌-کارگاهی، کارگاهی،‌‌-صنایع‌سنگین،

‌مجتمع‌های‌تعمیرگاهی.‌-صنعتی‌



‌
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‌مسکونی:

‌تراکم‌کم،‌مسکونی‌موجو ‌مسکونی‌با ‌تراکم‌زیاد، ‌مسکونی‌با ‌زیاد، ‌تراکم‌بسیار ‌مسکونی‌با د،

‌مجتمع‌ ‌متوسط)آپارتمانی(، ‌تراکم ‌مسکونی ‌متوسط، ‌تراکم ‌مسکونی ‌مسکونی، ‌موجود، مسکونی

‌ساختمانهای‌مسکونی‌مرتفع‌120%1 ‌آپارتمانی، ‌مجتمع ،18‌‌ ‌ساختمانهای‌مسکونی‌22تا طبقه،

‌صوب.ویژه،‌شهرک‌های‌موجود‌و‌م

‌خطا:

‌،‌مسکونی‌پیشنهادی،‌فضای‌سبز‌‌-فیلد‌بدون‌نام،‌کشاورزی‌ حریم،‌کال‌‌-اراضی‌کشاورزی،

‌ ‌کشاورزی ‌کال، ‌بازه، ‌و‌‌-چهل ‌شخصی ‌باغ ‌شخصی، ‌باغ ‌ذخیره، ‌ ‌مختلط، ‌زمستانی، باغهای

گاوداری،‌ذخیره،‌راه‌سواره،‌زمین‌ذخیره،‌واگزاری‌مسکونی،‌مجاری‌آبی،‌شبکه‌ارتباطی‌و‌فضای‌

‌،‌بایر‌و‌بدون‌استفاده،‌سایر‌استفاده‌ها‌،‌کوی‌شهید‌کشوری.باز

2-3-4 طبقه بندی سرشماری جمعیتی 
‌داده‌های‌مربوط‌به‌سرشماری‌در‌گروه‌های

ساله‌و‌بیشتر،‌،‌‌6جمعیت‌کل،‌،‌جمعیت‌مرد،‌،‌جمعیت‌زن،‌،‌تعداد‌کل‌خانوار‌‌‌،‌،‌جمعیت‌

‌جمعیت‌‌6جمعیت‌ ،‌ ‌بیشترباسواد، ‌و ‌‌6ساله ‌بیشتربی ‌و ‌ساله ‌مرد ،‌ ‌،‌‌6سواد، ‌بیشتر، ‌و ساله

‌جمعیت‌‌10جمعیت‌ ،‌ ‌بیشتر، ‌و ‌جمعیت‌‌10ساله ،‌ ‌بیشترمرد، ‌و ‌،‌‌10ساله ‌بیشترزن، ‌و ساله

جمعیت‌شاغل‌مرد،‌،‌جمعیت‌شاغل‌زن،‌،‌جمعیت‌بیکار‌مرد،‌،‌جمعیت‌بیکار‌زن،‌،‌وضع‌فعالیت‌

دارای‌درآمد‌بدون‌کار(،‌،‌)‌‌7)خانه‌دار(،‌،‌وضع‌فعالیت‌کد‌‌6)محصل(،‌،‌وضع‌فعالیت‌کد‌‌5کد‌

‌)سایر(‌8وضع‌فعالیت‌کد‌

‌طبقه‌بندی‌شدند.
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3-3-4 آماده سازی داده های شهر مشهد 
 ماتریس‌سفر‌

در‌ابتدا‌بر‌اساس‌نواحی‌ترافیکی‌بود.‌‌1395های‌سال‌‌مربوط‌به‌داده‌مشهدشهر‌ماتریس‌سفر‌

‌با‌توجه‌به‌‌لذا

 باشد.‌ناحیه‌می‌253(‌که‌شامل‌1-4مشهد)شکل‌‌نقشه‌ناحیه‌بندی‌نواحی‌ترافیکی .1

 باشد.‌‌ناحیه‌می‌13(‌که‌شامل‌2-4نقشه‌ناحیه‌بندی‌شهرداری‌مشهد)شکل‌ .2

 ‌Photoshopو‌با‌استفاده‌از‌نرم‌افزار‌ .3

‌تصاویر‌ ‌ابتدا ‌که ‌صورت ‌بدین ‌شد. ‌محاسبه ‌شهرداری ‌نواحی ‌اساس ‌بر ‌سفر ماتریس

‌منط‌ناحیه ‌یکدیگر ‌بر ‌فتوشاپ ‌افزار ‌نرم ‌بوسیله ‌شهرداری ‌و ‌ترافیکی ‌و‌بندی ‌شدند بق

ملاحظه‌شد‌که‌هر‌کدام‌از‌نواحی‌ترافیکی‌در‌کدام‌ناحیه‌شهرداری‌واقع‌شده‌است.‌سپس‌

‌تهیه‌ ‌شهرداری ‌نواحی ‌اساس ‌بر ‌بود، ‌ترافیکی ‌نواحی ‌اساس ‌بر ‌که ‌اولیه ‌سفر ماتریس

‌(.8-4شد)جدول‌

 

‌گانه‌ترافیکی‌253ساس‌نواحی‌ناحیه‌بندی‌شهر‌مشهد‌بر‌ا‌1-‌4شکل‌



‌
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‌ناحیه‌بندی‌شهر‌مشهد‌بر‌اساس‌نواحی‌سیزده‌گانه‌ی‌شهرداری‌2-‌4شکل‌

‌

‌ماتریس‌نهایی‌سفر‌مشهد‌بر‌اساس‌نواحی‌شهرداری‌5-‌4جدول‌

‌

 سرشماری‌جمعیت‌

ها‌جمع‌بندی‌‌بتدا‌پارامترهای‌نامرتبط‌مانند‌تعداد‌منازل‌استیجاری‌حذف‌شدند‌و‌سپس‌دادها

‌درج‌گردید.‌9-4های‌نهایی‌استفاده‌شده‌در‌این‌تحقیق‌در‌جدول‌‌داده‌و‌آماده‌استفاده‌شدند.

‌

‌

‌

‌

‌
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‌1395مشهد‌سال‌های‌آماری‌سرشماری‌شهر‌‌داده‌6-‌4جدول‌

‌

 کاربری‌اراضی‌

‌ ‌ابتدا ‌ها ‌بندیداده ‌دسته ‌به ‌بخش‌‌باتوجه ‌در ‌و‌‌1-3-4های‌تعیین‌شده ‌بندی‌شدند طبقه

)جدول‌جمع‌بندی‌و‌آماده‌استفاده‌شدندسپس‌باتوجه‌به‌شماره‌نواحی‌تفکیک‌شده‌و‌در‌نهایت‌

4-10).‌

‌1395زیربنای‌کاربری‌اراضی‌داخل‌هر‌ناحیه‌شهرداری‌شهر‌مشهد‌در‌سال‌سطح‌‌7-‌4جدول‌

‌

4-3-4 آماده سازی داده های شهر اصفهان 
 ماتریس‌سفر‌

-4)شکل‌ناحیه‌بندی‌شهر‌اصفهان‌بگونه‌ای‌است‌که‌تعدادی‌از‌نواحی‌با‌یکدیگر‌تلاقی‌دارند

3.)‌



‌

67 

 

‌

‌بندی‌شهرداری‌اصفهان‌ناحیه‌3-‌4شکل‌

شهرداری‌از‌وسط‌‌11برای‌مثال‌به‌سمت‌شامل‌غرب‌اصفهان‌می‌توان‌اشاره‌کرد‌که‌ناحیه‌

‌مجموع‌سطح‌زیربنایی‌‌2نواحیه‌ ‌در‌داده‌های‌آماری‌مربوط‌به‌کاربری‌اراضی، عبور‌کرده‌است.

‌ل(11-4)جدول‌در‌مجموع‌بیان‌شده‌بود‌و‌تفکیک‌شده‌نبود‌2و‌‌11موجود‌در‌منطقه‌ ‌برای‌. ذا

ای‌که‌با‌‌در‌این‌تحقیق‌نواحی‌انجام‌محاسبات‌باید‌ماتریس‌سفر‌را‌نیز‌بر‌همین‌اساس‌اصلاح‌کرد.

‌ ‌به ‌بدین‌صورت‌اصفهان ‌و ‌شدند ‌گرفته ‌نظر ‌در ‌بعنوان‌یک‌ناحیه ‌اشتراک‌داشتند، ‌10یکدیگر
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‌(‌12-4ناحیه‌شهری‌تقسیم‌بندی‌شد)جدول‌

‌1395ماتریس‌سفر‌اصلی‌شهر‌اصفهان‌مربوط‌به‌سال‌‌8-‌4جدول‌

‌

‌1395ماتریس‌سفر‌استفاده‌شده‌در‌این‌تحقیق،‌شهر‌اصفهان‌مربوط‌به‌سال‌‌9-‌4جدول‌

‌

 سرشماری‌جمعیتی‌

‌های‌مربوط‌به‌سرشماری‌جمعیتی‌شهر‌اصفهان ناحیه‌به‌تفکیک‌نواحی‌‌15مربوط‌به‌‌داده

‌های‌جمعیتی‌(‌دادهناحیه‌10بودند.‌لذا‌باتوجه‌به‌ناحیه‌بندی‌جدید‌مورد‌استفاده‌در‌این‌تحقیق)

‌.(13-4)جدول‌دسته‌بندی‌و‌آماده‌تحلیل‌شدند

‌

‌



‌
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‌شهر‌اصفهان‌1395های‌سرشماری‌جمعیتی‌سال‌‌داده‌10-‌4جدول‌

‌

 کاربری‌اراضی‌

‌ ‌سپس‌‌‌15مساحت‌هر‌منطقه‌7-4و‌‌6-4با‌توجه‌به‌جداول‌ابتدا گانه‌شهرداری‌تعیین‌شد.

های‌موجود‌در‌آن‌‌ضربدر‌سهم‌هریک‌از‌کاربریبدست‌آمده‌برای‌هر‌منطقه‌شهرداری‌‌مساحت

‌.(14-4)جدول‌کدام‌از‌مناطق‌بدست‌آیده‌شد‌تا‌زیربنای‌هر‌کاربری‌در‌هرمنطق

‌1395شهر‌اصفهان‌در‌سال‌سطح‌زیربنای‌کاربری‌اراضی‌مختلف)بر‌اساس‌هکتار(‌در‌11-‌4جدول‌

‌

5-3-4 ضریب همبستگی میان داده ها 
 تعریف‌‌

‌متغیر‌‌ی‌رابطه‌ضریب‌همبستگی‌ابزاری‌آماری‌برای‌تعیین‌نوع‌و‌درجه ی‌یک‌متغیر‌کمی‌با

یکی‌از‌معیارهای‌مورد‌استفاده‌در‌تعیین‌همبستگی‌دو‌متغیر‌کمی‌دیگر‌است.‌ضریب‌همبستگی،‌

دهد.‌‌است.‌ضریب‌همبستگی‌شدت‌رابطه‌و‌همچنین‌نوع‌رابطه‌)مستقیم‌یا‌معکوس(‌را‌نشان‌می
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‌است‌و‌در‌صورت‌عدم‌وجود‌رابطه‌بین‌دو‌متغیر،‌برابر‌صفر‌است.‌-1تا‌‌1این‌ضریب‌بین‌

‌شود:‌زیر‌تعریف‌می‌به‌صورت‌Yو‌‌Xهمبستگی‌بین‌دو‌متغیر‌تصادفی‌

)]‌1-‌4معادله‌ )( )]cov( , )
( , ) X Y

X Y X Y

E X YX Y
corr X Y

 
 

   
 

نماد‌معمول‌برای‌همبستگی‌‌corrبه‌معنای‌کوواریانس،‌‌covعملگر‌امید‌ریاضی،‌‌Eکه‌در‌آن‌

‌پیرسون،‌و‌سیگما‌نماد‌انحراف‌معیار‌است.

‌ ‌کاربرد ‌ترین ‌گسترده ‌همبستگی‌احتمالا، ‌ضریب ‌متغیری، ‌دو ‌همبستگی ‌آماری شاخص

‌ضریب‌پیرسون‌ ‌میشود. ‌نامیده ‌پیرسون ‌همبستگی ‌معمول ‌طور ‌به ‌است‌که ‌پیرسون گشتاوری

‌نشان‌می‌دهد‌که‌تا‌چه‌اندازه‌بین‌متغیرهای‌کمیّ‌رابطه‌خطی‌وجود‌دارد.

دین‌معنا‌که‌توزیع‌کاربرد‌اصلیِ‌ضریب‌پیرسون‌زمانی‌است‌که‌متغیرها‌از‌نوع‌پارامتری‌باشند،‌ب

نرمال‌داشته‌باشند‌و‌در‌سطح‌فاصله‌ای/نسبی‌باشند.‌البته‌زمانی‌که‌متغیرها‌از‌نوع‌شبه‌فاصله‌ای‌

باشند‌)یعنی‌هر‌متغیر‌ترکیبی‌از‌چند‌متغیر‌ترتیبی‌باشد‌که‌اصطلاحا‌به‌آن‌مقیاس‌های‌تراکمی‌

رخی‌از‌نویسندگان‌استفاده‌از‌میگویند(،‌برخی‌از‌پژوهشگران‌از‌ضریب‌پیرسون‌استفاده‌میکنند.‌ب

‌اند.‌ ‌هم‌مجاز‌شمرده ‌ارزشی‌و‌یک‌متغیر‌فاصله‌ای/نسبی‌را ضریب‌پیرسون‌برای‌یک‌متغیر‌دو

‌متغیر‌ ‌اما ‌سطح( ‌دوارزشی‌)فقط‌شامل‌دو ‌متغیرها تفسیر‌همبستگی‌پیرسون‌زمانی‌که‌یکی‌از

‌دیگر‌کمیّ‌است‌نیز‌میتواند‌منطقی‌باشد.

 پیرسون‌تفسیر‌شدّت‌رابطه‌در‌همبستگی‌

بعد‌از‌تعیین‌معنی‌داری‌و‌جهت‌رابطه،‌باید‌شدّت‌رابطه‌ارزیابی‌شود.‌برای‌تفسیر‌شدّت‌رابطه‌

‌ ‌است. ‌تقسیم‌بندی‌های‌گوناگونی‌ارائه‌شده ‌جدول‌دومتغیر، ‌در ‌15-4تقسیم‌بندی‌ارائه‌شده

‌.بندی‌های‌متداول‌است‌تقسیمیکی‌از‌

‌

‌



‌
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‌شیوه‌تفسیر‌شدت‌رابطه‌در‌همبستگی‌پیرسون‌12-‌4جدول‌

‌تفسیر شدّت‌رابطه

‌رابطه‌بسیار‌قوی‌1تا‌‌8/0

‌رابطه‌قوی‌8/0تا‌‌6/0

‌رابطه‌متوسط‌6/0تا‌‌4/0

‌(ضعیف‌یا)‌کم‌ رابطه‌4/0تا‌‌2/0

‌فقدان‌رابطه‌یا‌رابطه‌ناچیز‌2/0صفر‌تا‌

SPSS 4-3-6در نرم افزار  پارامترها بررسی ضریب همبستگی 
‌ ‌افزار ‌نرم ‌بوسیله ‌ها ‌ضریب‌‌spss version21 64bitداده ‌به ‌مربوط ‌محاسبات ‌انجام جهت

‌همبستگی‌پیرسون‌به‌کار‌گرفته‌شدند.

‌:شود‌میدنبال‌مسیر‌زیر‌‌spssبرای‌تعیین‌همبستگی‌در‌نرم‌افزار‌

Analyze--->Correlate--->Bivariate 

‌شامل‌excelفایل‌‌‌2فایل‌خروجی‌بصورت ‌کدام ‌هر ‌‌‌56که ‌و ‌و‌202ستون با‌‌ردیف‌بودند

‌))همبستگی‌‌spssنام))همبستگی‌ ‌و ‌‌spssمشهد(( ‌در ضمیمه‌تحقیق‌آورده‌شده‌‌CDاصفهان((

‌اند.

‌ ‌مثال ‌دادهبرای ‌به ‌مربوط ‌جدول ‌از ‌می‌بخشی ‌بررسی ‌را ‌مشهد ‌شهر ‌‌های ‌این‌کنیم. در

دقت‌نمود‌که‌در‌ابتدا‌باید‌به‌سطر‌دوم‌‌(17-4)جدول‌از‌جدول‌بدست‌آمده‌(16-4)جدول‌بخش

یا‌همان‌وجود‌یا‌عدم‌وجود‌‌p-valueنشان‌داده‌شده‌است‌و‌نمایانگر‌‌Sig. (2-tailed)جدول‌با‌

‌اگر‌این‌مقدار‌کمتر‌از‌ ‌رابطه‌معناداری‌میان‌دو‌‌0.05رابطه‌معنادار‌میان‌دو‌پارامتر‌است. باشد،

نشان‌‌Pearson Correlationپارامتر‌وجود‌دارد‌و‌سپس‌باتوجه‌به‌ضریب‌پیرسون‌که‌در‌جدول‌با‌
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داده‌شده‌است،‌مقدار‌همبستگی‌آن‌دو‌پارامتر‌را‌میتوان‌تعیین‌کرد.‌اگر‌مقداری‌منفی‌باشد‌یعنی‌

با‌زیاد‌شدنی‌یکی،‌دیگری‌کاهش‌خواهد‌یافت)رابطه‌معکوس(‌و‌اگر‌مثبت‌باشد،‌یعنی‌با‌افزایش‌

‌باشد ‌صفر ‌اگر ‌و ‌مستقیم( ‌یافت)رابطه ‌افزایش‌خواهد ‌دیگری‌نیز ‌از‌یکی، ‌پارامتر ‌یعنی‌آن‌دو ،

یکدیگر‌مستقل‌هستند‌و‌با‌افزایش‌یا‌کاهش‌یکی‌از‌پارامترها،‌پارامتر‌مقابل،‌تغییری‌نخواهد‌کرد.‌

‌ ‌جدول ‌به ‌توجه ‌داده‌16-4با ‌میان ‌که ‌کرد ‌بیان ‌دوم ‌سطر ‌مقادیر ‌به ‌باتوجه ‌ابتدا های‌‌میتوان

شده‌‌1برابر‌‌p-valueآنجا‌که‌مقدار‌‌های‌کاربری‌اداری‌مقصد‌از‌کاربری‌اداری‌ناحیه‌مبداء‌و‌داده

بیشتر‌است‌میان‌این‌دو‌پارامتر‌رابطه‌معنا‌داری‌وجود‌ندارد.‌همچنین‌مشاهده‌‌0.05است‌و‌از‌

دهنده‌رابطه‌مستقل‌این‌‌است‌که‌نشان‌0شود‌که‌مقدار‌ضریب‌پواسون‌نیز‌در‌این‌حالت‌برابر‌‌می

بری‌اداری‌مبداء‌و‌کاربری‌آموزشی‌مبداء‌مقدار‌اما‌برای‌پارامترهای‌کاردو‌پارامتر‌از‌یکدیگر‌است.‌

p-valueهای‌این‌دو‌پارامتر‌رابطه‌معناداری‌‌شده‌است‌که‌نشانگر‌آن‌است‌که‌میان‌داده‌0برابر‌‌

‌ ‌با ‌برابر ‌این‌دو ‌میان ‌ضریب‌همبستگی‌پیرسون ‌که ‌آنجا ‌از ‌و ‌دارد است‌مشخص‌‌8/006وجود

در‌تحقیق‌هنگامی‌که‌پارامترهای‌با‌ای‌دارند.‌شود‌که‌با‌یکدیگر‌رابطه‌مستقیم‌و‌نسبتا‌قوی‌‌می

‌ ‌بالای ‌همبستگی ‌یک‌‌8/0ضریب ‌کدام ‌پارامتر ‌دو ‌این ‌میان ‌کرد ‌ملاحظه ‌باید ‌شوند، بررسی

های‌بالاتری‌دارد‌و‌از‌آن‌پارامتر‌در‌محاسبات‌استفاده‌نمود.‌اما‌از‌آنجا‌که‌بررسی‌این‌‌واریانس‌داده

‌این‌تحقیق‌ ‌در ‌نرم‌افزار‌متلب‌که‌قادر‌مقادیر‌بسیار‌زمانبر‌است، بوسیله‌کد‌برنامه‌نویسی‌شده

‌داده ‌میان ‌را ‌نظر ‌مورد ‌پارامترهای‌همبسته،‌‌است‌ضریب‌همبستگی ‌میان ‌در ‌و ‌کند ‌بررسی ها

آورده‌‌8-3-4پارامتر‌دارای‌واریانس‌بیشتر‌را‌معرفی‌کند‌استفاده‌شد.‌توضیحات‌این‌کد‌در‌بخش‌

‌.آورده‌شدند‌2-2-‌‌‌‌5و‌1-2-5بخش‌‌و‌نتایج‌بررسی‌ضرایب‌همبستگی‌در‌شده‌است

‌

‌

‌



‌
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‌اصفهانپارامترهای‌شهر‌‌spssدو‌سطر‌و‌پنج‌ستون‌از‌خروجی‌نرم‌افزار‌‌13-‌4جدول‌

 
 مقصد_آموزشی مبداء_آموزشی مقصد_اداری مبداء_اداری

 مبداء_اداری

Pearson 

Correlation 1 .000 .806** .000 

Sig. (2-

tailed)  
1.000 .000 1.000 

N 100 100 100 100 

‌‌‌

‌اصفهانهای‌شهر‌‌داده‌SPSSبخشی‌از‌جدول‌همبستگی‌های‌خروجی‌نرم‌افزار‌‌14-‌4جدول‌

‌

MATLAB  4-3-7بررسی ضریب همبستگی در نرم افزار  
‌با ‌از‌‌همچنین‌می‌توان‌همبستگی‌را ‌بخش‌استفاده ‌افزار‌‌8-3-4کد‌معرفی‌شده‌در ‌نرم در

‌ ‌متلب ‌را ‌همبستگی ‌ضریب‌ضرایب ‌اساس ‌بر ‌افزار ‌نرم ‌نهایت ‌در ‌که ‌ای ‌بگونه ‌نمود محاسبه

‌را‌ ‌های‌بالاتری‌دارد ‌پارامتری‌که‌واریانس‌داده ‌میان‌پارامترهای‌همبسته ‌نظر، همبستگی‌مورد

‌.ل‌را‌در‌فایل‌اکسلی‌بعنوان‌خروجی‌ذخیره‌نمایدانتخاب‌نموده‌و‌پارامتر‌های‌مناسب‌جهت‌تحلی

‌این‌تحقیق‌محاسبات‌ ‌یکدیگر‌ضریبدر ‌داده‌هایی‌که‌با همبستگی‌های‌بزرگتر‌مساوی‌با‌‌با

که‌پارامترهای‌مورد‌استفاده‌در‌هر‌حالت‌در‌‌داشتند‌پیش‌برده‌شد9/0و‌‌8/0و‌‌7/0و‌‌6/0و‌‌5/0

‌شد.‌خواهند‌معرفی‌2-2-5و‌‌1-2-5های‌‌بخش
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8-3-4 ی استفاده شدهکد ها 
استفاده‌شد.‌و‌کدهای‌دستوری‌استفاده‌شده‌‌MATLAB R2013aدر‌این‌تحقیق‌از‌نرم‌افزار‌

‌باشند:‌به‌شرح‌زیر‌می

 نرمال‌سازی‌داده‌ها‌

ای‌که‌‌های‌یکی‌از‌پارامترها‌باشد‌را‌در‌پوشه‌ابتدا‌باید‌فایل‌اکسلی‌که‌هر‌ستون‌مربوط‌به‌داده

‌ا ‌فراخوانی‌شده ‌آنجا ‌اسکریپت‌از ‌فایل‌اکسل‌اولیه‌کد ‌نام ‌زیر، ‌کد ‌برای‌مثال‌در ‌داد. ست‌قرار

8/0.xlsxهای‌آن‌نرمالسازی‌شده‌اند‌را‌در‌همان‌‌است.‌سپس‌نرم‌افزار‌متلب‌فایل‌اکسلی‌که‌داده‌

‌ذخیره‌خواهد‌کرد‌Normalization.xlsxپوشه‌با‌نام‌

clc;clear; 

Data=xlsread('8/0.xlsx'); 

[r,c]=size(Data); 

for i=1:c 

    MaxCol=max(Data(1:r,i)); 

    MinCol=min(Data(1:r,i)); 

    for j=1:r 

        Data(j,i)=(Data(j,i)-MinCol)/(MaxCol-MinCol); 

    end 

end 

xlswrite('Normalization.xlsx',Data); 

‌

 بررسی‌ضریب‌همبستگی‌داده‌ها 

های‌مربوط‌به‌یکی‌از‌متغیرها‌‌بوسیله‌این‌دستور،‌ابتدا‌فایل‌اکسلی‌که‌هر‌ستون‌حاوی‌داده

شود‌و‌در‌خط‌‌می‌باشد،‌توسط‌نرم‌افزار‌خوانده‌‌Normalization.xlsxباشد‌و‌نام‌آن‌فایل

%‌80ت‌که‌در‌اینجا‌ضریب‌همبستگی‌اسچه‌ضریب‌همبستگی‌ای‌مد‌نظر‌‌شود‌دهم‌مشخص‌می

‌داده‌شده‌و‌عدد‌ ‌پس‌از‌آن‌نرم‌افزار‌متغیره‌8/0مد‌نظر‌قرار ایی‌که‌بیش‌از‌نوشته‌شده‌است.

ری‌داشته‌ت‌های‌گسترده‌غیری‌که‌واریانس‌داده%‌همبستگی‌داشته‌باشند‌را‌مشخص‌کرده‌و‌مت80

های‌مناسب‌برای‌ادامه‌تحلیل‌را‌در‌فایل‌‌کند‌و‌در‌نهایت‌داده‌باشد‌را‌انتخاب‌و‌مابقی‌را‌حذف‌می



‌
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‌چیدمان‌مشابه‌فایل‌ورودی)‌هر‌ستون‌مربوط‌‌FS_Data.xlsxاکسلی‌به‌نام‌ های‌‌به‌دادهبا

‌سازی‌خواهد‌کرد.‌یکی‌از‌متغیرها(‌ذخیره

‌

clc;clear; 

Data=xlsread('Normalization.xlsx'); 

[r,c]=size(Data); 

i=1; 

while i<c-1  

    j=i+1; 

    while j<c  

       rel1=corrcoef(Data(:,i),Data(:,j)); 

       mm=abs(rel1(1,2)); 

       if i~=j && mm>=8/0 

           for aa=j+1:c 

               Data(:,aa-1)=Data(:,aa); 

           end 

           Data(:,c)=''; 

           c=c-1; 

       end 

       j=j+1; 

    end 

i=i+1; 

end 

xlswrite('FS_Data.xlsx',Data); 

 

 

 جعبه‌ابزار‌شبکه‌عصبی‌متلب 

توان‌از‌جعبه‌ابزار‌شبکه‌عصبی‌متلب‌استفاده‌‌میم‌افزار‌متلب‌در‌نر‌nftoolبا‌استفاده‌از‌دستور‌

لایه‌مخفی)میانی(‌دارای‌‌در‌باشد‌که‌لایه‌می‌3دارای‌‌نمود.‌بصورت‌پیش‌فرض‌این‌شبکه‌عصبی

%‌جهت‌15%‌جهت‌آموزش‌و‌70ها‌در‌آن‌بصورت‌‌باشد‌و‌داده‌ها‌می‌نورون‌جهت‌پردازش‌داده‌10

‌شوند.‌ه‌می%‌جهت‌تست‌استفاد15اعتبار‌سنجی‌و‌

تغییری‌در‌بدین‌معنا‌که‌‌استفاده‌شد‌نرم‌افزار‌متلب‌در‌این‌تحقیق‌از‌تنظیمات‌پیش‌فرض

‌نورون ‌داده‌تعداد ‌تقسیم ‌به ‌مربوط ‌درصدهای ‌و ‌آموزش)‌ها ‌الگوریتم ‌و ‌اعتبار‌LMها ‌روش ‌و )
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‌.‌‌(‌ایجاد‌نشدMSEسنجی)

‌

 بدون‌محدودیت‌داده‌اعتبارسنجی‌شبکه‌عصبی‌چندلایه‌

‌بعنوان‌'FS_Data.xlsx'باشد‌و‌فایل‌اکسلی‌به‌نام‌‌لایه‌می‌10بی‌حاوی‌این‌شبکه‌عص را

‌‌ورودی‌دریافت‌می ‌از ‌نهایت‌در‌‌Aکند‌که‌ستون‌ها ‌در ‌و ‌های‌وابسته‌هستند ‌متغیر متعلق‌به

‌باید‌مقادیر مربوط‌به‌متغیر‌مستقل‌نوشته‌شود،‌‌ستون‌پس‌از‌آخرین‌ستون‌متغییرهای‌وابسته،

‌ ‌جدول ‌مثال ‌دادهست‌18-4برای ‌به ‌هایلایت‌مربوط ‌بدون ‌های ‌وابسته)‌ون ‌ستون‌Xiهای ‌و ها(

‌.(‌استYمربوط‌به‌متغیر‌مستقل)هایلایت‌شده‌

مقادیر‌(‌2-4در‌معادله‌اولیه‌مان)معادله‌اگر‌که‌‌گیرند‌قرار‌می‌این‌صورتبه‌‌در‌هر‌ردیف‌مقادیر

‌حاصل‌م‌های‌فایل‌اکسل‌را‌ردیف‌متغیرهای‌وابسته‌داخل‌یکی‌از ‌دهیم، ‌متغیر‌قرار عادله)مقدار

‌مستقل(‌برابر‌با‌مقدار‌مربوط‌به‌ستون‌متغیر‌مستقل‌در‌همان‌ردیف‌گردد.‌

  2‌aX1+bX2+…+cXi=Y-‌4معادله‌

‌

‌لایه‌بدون‌محدودیت‌داده‌اعتبارسنجیبخشی‌از‌فایل‌ورودی‌به‌شبکه‌عصبی‌چند15-‌4جدول‌

‌

‌‌ ‌این‌شبکه ‌80در ‌آموزش‌و ‌های ‌داده ‌بعنوان ‌ها ‌داده ‌تعداد ‌های‌تست‌%20 ‌داده ‌بعنوان %

برای‌تعلیم‌شبکه‌‌train(‌و‌از‌تابع‌10و‌‌8در‌خطوط‌‌0.2و‌‌8/0استفاده‌می‌شوند)‌باتوجه‌به‌اعداد‌
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‌نهایت‌نمودارهای‌مربوط‌ب‌عصبی‌استفاده‌می ‌و‌در ‌نتایج‌در‌گردد. ‌و ه‌شبکه‌عصبی‌ترسیم‌شده

ذخیره‌می‌گردد‌که‌ستون‌آخر‌آن‌مربوط‌به‌داده‌های‌‌'NNOut.xlsx'فایل‌اکسلی‌با‌عنوان‌

‌باشند.‌(‌میy(‌و‌ستون‌ماقبل‌آن‌مربوط‌به‌داده‌های‌تارگت‌)^yتخمین‌زده‌شده)

clc;clear;   

layers=10;  

Data=xlsread('FS_Data.xlsx');  

[r,c]=size(Data); 

Input = Data(:,1:c-1)';  

Target = Data(:,c:c)';  

net = newpr(Input,Target,10);  

net.divideParam.trainratio=8/00;  

net.divideParam.valratio=0;  

net.divideParam.testratio=0.20;  

[net,tr,Y,E,Pf,Af]= train(net,Input,Target);  

W = sim(net,Input);  

  for i=1:c-1 

      sum=0; 

      for j=1:r 

          a=W(j); 

          b=Data(j,i); 

          Data(j,i)=a*b; 

      end 

  end 

for i=1:r 

      sum=0; 

      for j=1:c-1 

          sum=sum+Data(i,j); 

      end 

      Data(i,c+1)=sum; 

end 

xlswrite('NNOut.xlsx',Data); 

 

 عصبی‌چندلایه‌دارای‌قابلیت‌حذف‌داده‌های‌حاوی‌خطا‌)داده‌های‌نویزی(‌شبکه‌

‌با‌این‌تفاوت‌که‌در‌ همانند‌شبکه‌عصبی‌چندلایه‌است‌که‌در‌بخش‌پیشین‌توضیح‌داده‌شد.

‌بخش‌

for i=1:r 

    if Data(i,c)<=5 

        Result(cnt,:)=Data(i,:); 
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        cnt=cnt+1; 

    end 

end 

xlswrite('Result.xlsx',Result); 

 

%‌و‌بیشتر‌می‌گردند.‌و‌با‌افزایش‌این‌5به‌معنای‌حذف‌داده‌هایی‌است‌که‌باعث‌خطای‌‌5عدد‌

‌مقدار،‌تعداد‌داده‌های‌کمتری‌حذف‌خواهند‌شد.

‌نهایت‌فایل‌اکسل‌ ‌در ‌آخرین‌ستون‌آن‌میزان‌‌'Result.xlsx'و ‌که ‌می‌گردد ‌ذخیره نیز

دیف‌ایجاد‌می‌کرده‌اند‌و‌ستون‌پیشین‌نیز‌تفاضل‌تارگت‌و‌درصد‌نویز‌ای‌است‌که‌داده‌های‌آن‌ر

‌هستند.‌^yاست‌و‌ستون‌پیشین‌مقدار‌‌^yمقدار‌تخمین‌زده‌شده‌

clc;clear;   

layers=10;  

Data=xlsread('FS_Data.xlsx');  

[r,c]=size(Data); 

Input = Data(:,1:c-1)';  

Target = Data(:,c:c)';  
  
net = newpr(Input,Target,10);  

net.divideParam.trainratio=8/00;  

net.divideParam.valratio=0;  

net.divideParam.testratio=0.20;  

[net,tr,Y,E,Pf,Af]= train(net,Input,Target);  

y=net(Input); 

plot(Input,Target,'o',Input,y,'*'); 

Data(:,c+1)=y; 

Data(:,c+2)=abs(Data(:,c)-Data(:,c+1)); 

Data(:,c+3)=(Data(:,c+2)./Data(:,c)).*100; 

xlswrite('NNOut.xlsx',Data); 

[r,c]=size(Data); 

cnt=1; 

for i=1:r 

    if Data(i,c)<=5 

        Result(cnt,:)=Data(i,:); 

        cnt=cnt+1; 

    end 

end 

xlswrite('Result.xlsx',Result); 
       
disp('End'); 
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 خور‌شبکه‌عصبی‌پیش‌

‌فایل‌اکسلی‌همانند‌کد‌مربوط‌به‌شبکه‌عصبی‌چندلایه‌وارد‌شبکه‌ در‌این‌شبکه‌عصبی‌ابتدا

‌لایه‌ ‌هر ‌در ‌لایه‌مخفی‌و ‌حاوی‌دو ‌این‌شبکه‌عصبی‌پیش‌خور نورون‌موجود‌‌50عصبی‌شده.

%‌داده‌ها‌برای‌15%‌داده‌ها‌برای‌اعتبار‌سنجی‌و‌15%‌داده‌ها‌برای‌آموزش،‌70باشد.‌سپس‌‌می

(.‌سپس‌نمودارهای‌مربوط‌11و‌‌10و‌‌9در‌خطوط‌‌0.15و‌‌7/0فاده‌می‌شوند)‌مقادیر‌تست‌است

‌فایل‌ حاوی‌یک‌'Y.xlsx'به‌شبکه‌عصبی‌رسم‌خواهند‌شد‌و‌دو‌فایل‌اکسل‌ذخیره‌می‌گردد.

‌فایل‌ ‌و ‌باشد ‌می ‌عصبی ‌شبکه ‌توسط ‌شده ‌زده ‌تخمین ‌مقادیر ‌دهنده ‌نشان ‌که ‌است ستون

'T.xlsx'ان‌دهنده‌مقادیر‌تارگت)متغیر‌مستقل(‌شبکه‌عصبی‌می‌حاوی‌یک‌ستون‌است‌که‌نش

‌باشد.

clc; 

clear; 

layers=[50 50];  

input=xlsread('FS_Data.xlsx'); 

[r,c]=size(input); 

datainput = input(:,1:c-1)';  

dataoutput = input(:,c:c)';  

net = newff(datainput,dataoutput,layers,{'logsig' 'logsig'});  

net.divideParam.trainratio=7/0;  

net.divideParam.valratio=0.15;  

net.divideParam.testratio=0.15;  
   
[net,tr,Y,E,Pf,Af]= train(net,datainput,dataoutput);  

y = sim(net,datainput);  
  
  
xlswrite('Y.xlsx',y'); 

xlswrite('T.xlsx',dataoutput'); 

disp('End'); 

‌

‌
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9-3-4 اده سازی فایل اکسل ورودیآم 
ای‌آماده‌سازی‌شده‌است‌تا‌هر‌ردیف‌نمایانگر‌‌فایل‌اکسل‌استفاده‌شده‌در‌این‌تحقیق‌بگونه

‌بین‌دو‌ ‌مستقل( ‌عددی‌تعداد‌سفر)متغیر ‌مقدار ‌با ‌متناظر ‌ای‌باشد‌که ‌متغیرهای‌وابسته مقادیر

ملاحظه‌شود.‌حال‌‌19-4ا‌جدول‌ناحیه‌به‌ازای‌آن‌مقادیر‌متغیر‌وابسته‌باشد.‌به‌بیان‌ساده‌تر‌ابتد

و‌از‌‌نامیم(‌می‌2)به‌اختصار‌ناحیه‌‌11&2به‌ناحیه‌‌1و‌از‌ناحیه‌‌1به‌ناحیه‌‌1تعداد‌سفر‌از‌ناحیه‌

‌‌بررسی‌میشود.‌1به‌ناحیه‌‌2ناحیه‌

‌1395ماتریس‌سفر‌شهر‌اصفهان‌سال‌‌16-‌4جدول‌

‌

مقادیر‌مربوط‌به‌پارامترهای‌‌80043ه‌متناظر‌با‌تعداد‌سفر‌شود‌ک‌مشاهده‌می‌20-4در‌جدول‌

‌ ‌ناحیه ‌مربوط‌به ‌مقادیر ‌مربوط‌به‌‌1مبداء ‌مقادیر ‌پارامترهای‌مقصد ‌مرتبط‌با ‌مقادیر ‌و هستند

است،‌مقادیر‌‌2به‌ناحیه‌‌1که‌تعداد‌سفر‌ناحیه‌‌26457هستند‌اما‌متناظر‌با‌تعداد‌سفر‌‌1ناحیه‌

هستند‌و‌مقادیر‌مرتبط‌با‌پارامترهای‌مقصد‌‌1رامترهای‌مبداء‌مقادیر‌مربوط‌به‌ناحیه‌مربوط‌به‌پا

توان‌از‌‌ها‌نیز‌به‌همین‌منوال‌تعیین‌شده‌اند.‌لذا‌می‌هستند‌و‌مابقی‌داده‌2مقادیر‌مربوط‌به‌ناحیه‌

‌این‌فایل‌اکسل‌در‌تخمین‌استفاده‌کرد

‌

‌

‌

‌

‌

‌

‌



‌
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‌افزار‌متلب‌جهت‌فرآیند‌تخمین‌بخشی‌از‌ماتریس‌ورودی‌به‌نرم‌17-‌4جدول‌

‌

‌بررسی‌ ‌و ‌معرفی ‌پنجم ‌فصل ‌در ‌نتایج ‌و ‌شد ‌پرداخته ‌روش‌تحقیق ‌بررسی ‌به ‌فصل ‌این در

‌خواهند‌شد.

‌  
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5فصل‌ :مدلسازی و نتایج تحقیق 
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  مقدمه 5-1
‌:های‌مورد‌بررسی‌در‌این‌فصل‌عبارتند‌از‌روش

(‌شبکه‌3(‌شبکه‌عصبی‌چندلایه‌بدون‌داده‌های‌اعتبار‌سنجی‌2به‌ابزار‌متلب‌(‌شبکه‌عصبی‌جع1

‌(‌شبکه‌عصبی‌پیشخور4عصبی‌با‌حذف‌داده‌های‌نویزی‌

‌توجه‌به‌ضریب‌همبستگی‌میانشان‌تفکیک‌شدند‌و‌فرآیند‌تخمین‌بر‌روی‌دسته‌ ‌با پارامترها

انجام‌شد‌و‌بهترین‌نتایج‌‌9/0و‌‌8/0و‌‌7/0و‌‌6/0و‌‌5/0پارامترهای‌با‌ضریب‌همبستگی‌کمتر‌از‌

‌مورد‌بررسی‌و‌تحلیل‌قرار‌گرفتند.ادامه‌موفقیت‌آمیز‌در‌

 تحلیل نمودارهای خروجی 5-2
در‌ابتدا‌شبکه‌عصبی‌داده‌ها‌را‌به‌سه‌دسته‌بصورت‌تصادفی‌و‌با‌توجه‌به‌مقداری‌که‌در‌ابتدا‌

‌بصورت‌پیشفرض‌برای‌تقسیم‌داده‌‌شود،‌تقسیم‌بندی‌می‌برایش‌تعریف‌می %‌از‌کل‌70ها،‌کند.

%‌جهت‌فرآیند‌تست‌15%‌جهت‌فرآیند‌اعتبار‌سنجی‌و‌15تعداد‌داده‌ها‌جهت‌فرآیند‌آموزش،‌

‌می ‌از‌‌استفاده ‌هنگامی‌که ‌تقسیم‌بندی‌شدند. ‌ها ‌حالت‌داده ‌دو ‌در ‌این‌تحقیق‌نیز ‌در ‌و شوند

و‌‌%‌جهت‌اعتبار‌سنجی15%‌جهت‌آموزش،‌70اعتبار‌سنجی‌استفاده‌شد،‌تقسیم‌داده‌ها‌بصورت‌

%‌از‌80%‌جهت‌تست‌بود‌و‌هنگامی‌که‌اعتبار‌سنجی‌حین‌فرآیند‌آموزش‌انجام‌نشد،‌میزان‌15

‌%‌جهت‌فرآیند‌تست‌انتخاب‌شدند.20ها‌جهت‌فرآیند‌آموزش‌و‌‌داده

‌یکاست.‌‌Epochمحور‌افقی‌نشان‌دهنده‌‌MATLAB 2013خروجی‌نرم‌افزار‌در‌نمودارهای‌

ر‌شبکه‌اشاره‌دارد.‌یعنی‌یک‌دوره‌برابر‌با‌یک‌رفت‌و‌(‌به‌یک‌تکثیر‌رفت‌و‌برگشت‌دEpoch)دوره

‌دوره ‌تعداد ‌است. ‌کل‌شبکه ‌می‌برگشت‌ورودی‌در ‌استفاده ‌یادگیری‌شبکه ‌برای کنید‌‌هایی‌که

های‌بیشتر‌منجر‌به‌دقت‌بیشتر‌در‌شبکه‌‌کاملا‌دست‌خودتان‌است.‌درست‌است‌که‌داشتن‌دوره

دهد.‌به‌علاوه،‌باید‌توجه‌داشته‌باشید‌که‌اگر‌‌یشود،‌ولی‌زمان‌یادگیری‌شبکه‌را‌هم‌افزایش‌م‌می



‌
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‌یا‌اصطلاحا‌‌تعداد‌دوره ها‌بیش‌از‌حد‌زیاد‌باشد،‌ممکن‌است‌هضم‌آن‌برای‌شبکه‌سنگین‌باشد،

‌شود.«‌over-fit»شبکه‌

.‌خطای‌میانگین‌مربعات‌(1-5)معادله‌است‌MSEمحور‌قائم‌در‌این‌نمودارها‌نشان‌دهنده‌مقدار‌

(Mean squared error‌)روشی‌برای‌برآورد‌میزان‌خطاست‌که‌در‌واقع‌تفاوت‌بین‌مقادیر‌تخمینی‌

‌است.زده‌شده‌‌و‌آنچه‌تخمین

‌

1‌2-‌5معادله‌

1

1
( )

n

i i

i

MSE Y Y
n 

    

nها‌،‌‌=‌تعداد‌دادهYمقادیر‌واقعی‌متغیر‌مستقل‌‌‌=Y‌=مقادیر‌تخمین‌زده‌شده‌متغیر‌مستقل‌

‌ ‌است‌که ‌شده ‌خط‌ترسیم ‌سه ‌با ‌‌نشانگر‌رنگ‌آبی‌خطنمودار ‌های‌‌برای‌MSEمیزان داده

‌رنگ‌سبز‌نشانگر‌در‌هر‌دوره‌است‌و‌به‌همین‌ترتیب‌آموزش ،MSEداده‌های‌اعتبار‌سنجی‌و‌‌

‌باشند.‌داده‌های‌تست‌می‌‌MSEرنگ‌قرمز‌نشانگر

‌روند‌خطوط‌آبی ‌صورتی‌که ‌باشد‌میدر ‌افقی‌درآمده ‌بصورت‌خطی‌نسبتا ‌قرمز ‌و توان‌‌،سبز

توان‌به‌نتیجه‌شبکه‌عصبی‌اعتماد‌نمود.‌و‌در‌صورتی‌که‌‌گفت‌این‌خطوط‌همگرا‌شده‌اند‌و‌می

های‌بعدی،‌شبکه‌عصبی‌ممکن‌بوده‌است‌‌همگرایی‌رخ‌ندهد،‌از‌آنجا‌که‌مشخص‌نیست‌در‌دوره

یافت،‌لذا‌به‌نتیجه‌بدست‌‌های‌بعدی‌خطا‌افزایش‌می‌چه‌رفتاری‌از‌خود‌نشان‌دهد‌و‌شاید‌در‌دوره

توان‌اعتماد‌کرد‌و‌باید‌با‌حذف‌محدودیت‌و‌افزایش‌تعداد‌دوره‌های‌مجاز‌برای‌شبکه‌‌آمده‌نمی

‌بدون‌ ‌روش‌های ‌منظور ‌بدین ‌داد. ‌قرار ‌بررسی ‌مورد ‌نیز ‌فرآیند ‌ادامه ‌در ‌را ‌آن ‌رفتار عصبی،

‌یق‌بررسی‌شدند.‌محدودیت‌داده‌اعتبار‌سنجی‌نیز‌در‌این‌تحق

‌‌‌
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1-2-5 داده های شهر مشهد  
و‌‌8/0و‌‌7/0و‌‌6/0و‌‌5/0های‌دارای‌ضریب‌همبستگی‌‌ابتدا‌با‌استفاده‌از‌نرم‌افزار‌متلب‌داده

افزار‌‌توسط‌نرمپارامتر‌انتخاب‌شده‌سازی‌تاثیری‌بر‌‌نرمالرا‌تعیین‌شدند‌و‌قابل‌ذکر‌است‌که‌‌9/0

ی‌نشده،‌های‌نرمالساز‌ه‌های‌نرمالسازی‌شده‌و‌دادهمتلب‌نداشت‌و‌در‌هر‌دوحالت‌استفاده‌از‌داد

‌بودند.‌ییکسانهای‌خروجی‌نرم‌افزار‌پارامتر

شوند‌تا‌مشخص‌شود‌که‌با‌در‌‌پس‌از‌بررسی‌ضرایب‌همبستگی،‌در‌ادامه‌پارامترها‌معرفی‌می

‌نظر‌گرفتن‌مقادیر‌مختلف‌ضرایب‌همبستگی،‌از‌کدام‌پارامترها‌در‌تخمین‌استفاده‌شده‌است.

  5/0های بررسی شده با در نظر گرفتن ضریب همبستگی داده 

‌صنعتی‌ ‌تجاری)مبداء(، ‌نقل)مقصد(، ‌و ‌حمل ‌تفریحی)مقصد(، ‌اداری)مقصد(، اداری)مبداء(،

ساله‌و‌بیشتربی‌‌6)مبداء(،‌جمعیت‌کل)مبداء(،‌جمعیت‌کل)مقصد(،‌جمعیت‌زن)مقصد(،‌جمعیت‌

‌)سایر()مقصد(‌8سواد)مقصد(،‌جمعیت‌بیکار‌زن)مقصد(،‌وضع‌فعالیت‌کد‌

  6/0داده های بررسی شده با در نظر گرفتن ضریب همبستگی  

‌و‌ ‌حمل ‌درمانی)مقصد(، ‌درمانی)مبداء(، ‌تفریحی)مقصد(، ‌اداری)مقصد(، اداری)مبداء(،

‌جمعیت‌ ‌کل)مبداء(، ‌جمعیت ‌تجاری)مقصد(، ‌تجاری)مبداء(، ‌نقل)مقصد(، ‌و ‌حمل نقل)مبداء(،

‌جمعیت‌ ‌جمعیت‌زن)مقصد(، ‌جمعیت‌س‌6کل)مقصد(، ‌بیشتربی‌سواد)مقصد(، ‌و ‌و‌‌10اله ساله

‌)سایر()مقصد(‌8بیشترزن)مقصد(،‌وضع‌فعالیت‌کد‌

  7/0داده های بررسی شده با در نظر گرفتن ضریب همبستگی 

‌درمانی)مقصد(،‌ ‌درمانی)مبداء(، ‌تفریحی)مقصد(، ‌تفریحی)مبداء(، ‌اداری)مقصد(، اداری)مبداء(،

‌نقل)مقصد( ‌و ‌حمل ‌نقل)مبداء(، ‌و ‌مسکونی)مبداء(،‌حمل ‌تجاری)مقصد(، ‌تجاری)مبداء(، ،

ساله‌و‌‌6مسکونی)مقصد(،‌جمعیت‌کل)مبداء(،‌جمعیت‌کل)مقصد(،‌جمعیت‌زن)مقصد(،‌جمعیت‌

‌ ‌جمعیت ‌سواد)مبداء(، ‌‌6بیشتربی ‌جمعیت ‌سواد)مقصد(، ‌بیشتربی ‌و ‌و‌‌10ساله ساله



‌
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‌)سایر()مقصد(‌8بیشترزن)مقصد(،‌وضع‌فعالیت‌کد‌

 8/0با در نظر گرفتن ضریب همبستگی  داده های بررسی شده 

‌درمانی)مقصد(،‌ ‌درمانی)مبداء(، ‌آموزشی)مقصد(، ‌آموزشی)مبداء(، ‌اداری)مقصد(، اداری)مبداء(،

‌کل)مبداء(،‌ ‌جمعیت ‌تجاری)مقصد(، ‌تجاری)مبداء(، ‌نقل)مقصد(، ‌و ‌حمل ‌نقل)مبداء(، ‌و حمل

ساله‌‌6د)مبداء(،‌جمعیت‌ساله‌و‌بیشتربی‌سوا‌6جمعیت‌کل)مقصد(،‌جمعیت‌زن)مقصد(،‌جمعیت‌

ساله‌و‌بیشترزن)مقصد(،‌جمعیت‌شاغل‌زن)مبداء(،‌جمعیت‌‌10و‌بیشتربی‌سواد)مقصد(،‌جمعیت‌

‌)سایر()مقصد(‌8بیکار‌زن)مقصد(،‌وضع‌فعالیت‌کد‌

  9/0داده های بررسی شده با در نظر گرفتن ضریب همبستگی 

تفریحی)مبداء(،‌تفریحی)مقصد(،‌‌اداری)مبداء(،‌اداری)مقصد(،‌آموزشی)مبداء(،‌آموزشی)مقصد(،

‌تجاری)مبداء(،‌ ‌نقل)مقصد(، ‌و ‌حمل ‌نقل)مبداء(، ‌و ‌حمل ‌درمانی)مقصد(، درمانی)مبداء(،

‌کل)مقصد(،‌ ‌جمعیت ‌کل)مبداء(، ‌جمعیت ‌مسکونی)مقصد(، ‌مسکونی)مبداء(، تجاری)مقصد(،

‌ ‌جمعیت ‌زن)مقصد(، ‌‌6جمعیت ‌جمعیت ‌سواد)مبداء(، ‌بیشتربی ‌و ‌بیشترب‌6ساله ‌و ی‌ساله

‌ ‌جمعیت ‌شاغل‌‌10سواد)مقصد(، ‌جمعیت ‌زن)مبداء(، ‌شاغل ‌جمعیت ‌بیشترزن)مقصد(، ‌و ساله

‌ ‌کد ‌فعالیت ‌وضع ‌‌7زن)مقصد(، ‌کد ‌فعالیت ‌وضع ‌کار()مقصد(، ‌بدون ‌درآمد ‌دارای (8‌

‌.)سایر()مقصد(

های‌مورد‌نظر‌در‌این‌تحقیق‌و‌همچنین‌تحلیل‌بهترین‌‌در‌ادامه‌به‌بررسی‌شیوه‌تخمین‌با‌روش

‌‌دست‌آمده‌در‌هر‌روش‌پرداخته‌شده‌است.نتایج‌ب

 شبکه عصبی جعبه ابزار متلب 5-2-1-1
سازی‌‌های‌نرمال‌بر‌روی‌دو‌حالت‌داده‌9/0تا‌‌5/0قابل‌ذکر‌است‌که‌برای‌ضرایب‌همبستگی‌

‌به‌‌این‌فصلدر‌ادامه‌که‌‌تخمین‌ماتریس‌سفر‌انجام‌شدسازی‌نشده‌‌شده‌و‌نرمال تحلیل‌و‌تنها
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‌ ‌‌مناسببررسی ‌قابل ‌نتایج ‌میترین ‌اشاره ‌‌قبول ‌و ‌‌73شود ‌‌مابقی‌درمورد ‌در ‌CDفایل‌موجود

‌نام))ضمیمه((‌آورده‌شده‌است.‌به‌docx.فرمت‌‌باضمیمه‌

هایی‌که‌‌ند‌و‌سپس‌دادهسازی‌شد‌شهر‌مشهد‌نرمال‌یها‌جهت‌شروع‌فرآیند‌تخمین‌ابتدا‌داده

‌ضر ‌همبستگی ‌یب ‌از ‌شد‌9/0بیشتر ‌شناسایی ‌‌ندداشتند ‌که ‌پارامتری ‌آن های‌‌داده‌واریانسو

.‌سپس‌در‌نرم‌افزار‌متلب‌با‌(2-1-5)پارامترهای‌تعیین‌شده‌در‌بخش‌بیشتری‌داشت‌انتخاب‌شد

‌بدون‌‌تلب‌فراخوانی‌شد‌و‌پس‌از‌آن‌دادهجعبه‌ابزار‌شبکه‌عصبی‌م‌nftoolاستفاده‌از‌دستور‌ ها

‌و ‌عصبی‌پیش‌فرض‌شدند ‌شبکه ‌وارد ‌متلب، ‌ابزار ‌تنظیمات‌پیش‌فرض‌جعبه ‌در ‌تغییر ‌ایجاد

‌فرآیند‌تخمین‌بر‌روی‌آنها‌انجام‌شد.‌

سنجی‌شبکه‌عصبی‌های‌اعتبار‌سه‌دوره‌با‌توجه‌به‌محدودیت‌داده،‌پس‌از‌1-5شکل‌با‌توجه‌به‌

‌ ‌بهترین ‌و ‌شد ‌باگزار‌MSEمتوقف ‌برابر ‌شده ‌‌‌0042785/0ش ‌درنتیجه ‌با‌‌RMSEو برابر

‌‌RMSE)بود‌0.065410244 ‌دوم ‌ریشه ‌با ‌‌است(‌MSEبرابر ‌مقدار ‌بسیاکه ‌است.‌ر مناسبی

همچنین‌با‌توجه‌به‌نمودار‌از‌آنجایی‌که‌خطوط‌بنظر‌در‌دامنه‌کمی‌در‌نوسان‌اند‌و‌می‌توان‌گفت‌

‌به‌نتایج‌شبکه‌عصبی‌اعتماد‌کرد.‌توان‌به‌مقدار‌عددی‌خاصی‌همگرا‌شده‌اند،‌می

روش‌شبکه‌عصبی‌بدون‌محدودیت‌داده‌های‌اعتبارسنجی،‌این‌موضوع‌در‌‌2-1-2-5بخش‌‌در

‌اگر‌بررسی ‌است‌که ‌و‌شده ‌بود ‌عصبی‌متوقف‌نشده ‌می‌‌1000شبکه ‌تلاش‌انجام ‌آیا‌‌دوره شد

داده‌های‌آموزش‌و‌تست‌به‌عدد‌خاصی‌همگرا‌خواهند‌بود‌یا‌خیر‌و‌نتیجه‌‌MSEهمچنان‌خطوط‌

‌ادامه‌مسیر‌خواهند‌داد‌و‌نتایج‌بدست‌آمده‌کاملا‌حاصل‌شد‌که‌آری‌این‌خطوط‌بص ورت‌همگرا

‌د.باشن‌قابل‌اعتماد‌می
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نتایج‌تخمین‌ماتریس‌سفر‌شهر‌مشهد‌با‌استفاده‌از‌شبکه‌عصبی‌پیش‌فرض‌جعبه‌ابزار‌متلب‌بوسیله‌‌1-‌5شکل‌

‌9/0ه‌های‌با‌ضریب‌همبستگی‌کمتر‌از‌داد

که‌ضریب‌هایی‌‌سازی‌نشده‌انجام‌شد‌و‌سپس‌داده‌های‌نرمال‌سپس‌فرآیند‌تخمین‌برروی‌داده

‌ ‌از ‌واریانس‌داده‌8/0همبستگی‌بیشتر ‌پارامتری‌که ‌آن ‌و ‌شناسایی‌شدند های‌بیشتری‌‌داشتند

(.‌سپس‌در‌نرم‌افزار‌متلب‌با‌استفاده‌از‌2-1-5داشت‌انتخاب‌شد)پارامترهای‌تعیین‌شده‌در‌بخش‌

د‌تغییر‌ها‌بدون‌ایجا‌جعبه‌ابزار‌شبکه‌عصبی‌متلب‌فراخوانی‌شد‌و‌پس‌از‌آن‌داده‌nftoolدستور‌

در‌تنظیمات‌پیش‌فرض‌جعبه‌ابزار‌متلب،‌وارد‌شبکه‌عصبی‌پیش‌فرض‌شدند‌و‌فرآیند‌تخمین‌بر‌

‌روی‌آنها‌انجام‌شد.‌

 شبکه عصبی چندلایه بدون داده های اعتبار سنجی 5-2-1-2
‌داده‌ها‌شهر‌مشهد‌نرمال‌سازی‌شد‌و‌سپس‌داده‌هایی‌که‌ضریب‌همبستگی‌بیشتر‌از‌ ابتدا

‌و‌9/0 ‌شده ‌شناسایی ‌انتخاب‌‌داشتند ‌داشت ‌بیشتری ‌های ‌داده ‌واریانس ‌که ‌پارامتری آن

‌scriptبخش‌.‌سپس‌در‌نرم‌افزار‌متلب‌با‌استفاده‌از‌(2-1-5)پارامترهای‌تعیین‌شده‌در‌بخش‌شد

گذاری‌رمعرفی‌شد‌در‌نرم‌افزار‌متلب‌با‌9-3-4معماری‌شبکه‌عصبی‌طراحی‌شده‌که‌در‌بخش‌
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‌ماتریس‌سفر‌انجام‌شد.‌شد‌و‌سپس‌داده‌ها‌وارد‌شبکه‌شدند‌و‌تخمین

‌ ‌با ‌به ‌توجه ‌3-5شکل ‌پس‌از ‌محدودیت‌‌1000، ‌به ‌توجه ‌با ‌دوره،دوره ‌عصبی‌‌تعداد شبکه

‌بهترین‌ ‌و ‌گزار‌MSEمتوقف‌شد ‌با ‌برابر ‌‌بود‌000028239/0ش‌شده ‌مقدار ‌که مناسبی‌بسیار

‌ ‌توجه ‌همچنین‌با ‌شاناست. ‌مسیر ‌ادامه ‌خطوط‌در ‌آنجایی‌که ‌از ‌نمودار ‌کمی‌به ‌دامنه در‌‌در

توان‌به‌نتایج‌شبکه‌عصبی‌‌نوسان‌اند‌و‌می‌توان‌گفت‌به‌مقدار‌عددی‌خاصی‌همگرا‌شده‌اند،‌می

‌اعتماد‌کرد.‌

 

نتایج‌تخمین‌ماتریس‌سفر‌شهر‌مشهد‌با‌استفاده‌از‌شبکه‌عصبی‌طراحی‌شده‌بدون‌محدودیت‌داده‌‌2-‌5شکل‌

‌9/0بوسیله‌داده‌های‌با‌ضریب‌همبستگی‌کمتر‌از‌‌های‌اعتبارسنجی

‌ ‌به ‌توجه ‌با ‌3-5شکل ‌پس‌از ‌عصبی‌‌1000، ‌شبکه ‌دوره، ‌محدودیت‌تعداد ‌به ‌توجه ‌با دوره

رسد‌و‌‌ها‌موجه‌بنظر‌می‌این‌تخمین‌باتوجه‌به‌بزرگ‌بودن‌مقادیرعددی‌داده‌MSEمتوقف‌شد‌و‌

ه‌مقدار‌عددی‌خاصی‌همگرا‌شده‌اند،‌خطوط‌بنظر‌در‌دامنه‌کمی‌در‌نوسان‌اند‌و‌می‌توان‌گفت‌ب

‌توان‌به‌نتایج‌شبکه‌عصبی‌اعتماد‌کرد.‌لذا‌می



‌
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‌

شبکه‌عصبی‌چندلایه‌بدون‌داده‌های‌اعتبار‌سنجی)داده‌های‌بدون‌نرمال‌سازی(‌داده‌های‌با‌ضریب‌‌3-‌5شکل‌

‌7/0همبستگی‌

 ی نویزیشبکه عصبی با حذف داده ها 5-2-1-3
‌نرم ‌تا ‌تعیین‌نمود ‌را ‌نظر ‌مورد ‌نویز ‌درصد ‌باید ‌این‌روش‌ابتدا ‌داده‌در ‌خطای‌‌افزار هایی‌که

هایی‌که‌درصد‌نویز‌کمتری‌از‌مقدار‌مورد‌نظر‌‌بالاتری‌دارند‌را‌حذف‌کند‌و‌تخمین‌اصلی‌را‌با‌داده

‌ ‌لذا ‌کنند‌ادامه‌دهد. ‌ایجاد ‌را ‌درصد‌نویز ‌مشهد‌‌دادهسپس‌‌%‌تعیین‌می‌کنیم50ابتدا ‌شهر ها

‌‌هنرمال‌سازی‌شد ‌از ‌هایی‌که‌ضریب‌همبستگی‌بیشتر ‌آن‌‌6/0و‌داده ‌و داشتند‌شناسایی‌شده

-1-5)پارامترهای‌تعیین‌شده‌در‌بخش‌پارامتری‌که‌واریانس‌داده‌های‌بیشتری‌داشت‌انتخاب‌شد

در‌‌معماری‌شبکه‌عصبی‌طراحی‌شده‌که‌script.‌سپس‌در‌نرم‌افزار‌متلب‌با‌استفاده‌از‌بخش‌(2

‌دادهبامعرفی‌شد‌‌9-3-4بخش‌ ‌بعنوان‌داده‌رگذاری‌شد‌و ‌‌هایی‌که ‌نویز ‌کننده ‌%50های‌ایجاد

وارد‌شبکه‌شدند‌و‌تخمین‌ماتریس‌سفر‌انجام‌های‌مناسب،‌‌شدند‌مشخص‌شده‌و‌داده‌شناخته‌می

‌شد.

داده‌نحوه‌تفکیک‌‌9-3-4در‌بخش‌‌)های‌مورد‌بررسی‌در‌فایل‌خروجی‌این‌شبکه‌عصبی،‌داده
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شوند.‌هر‌ردیف‌در‌فایل‌اکسل‌ورودی‌به‌‌تعیین‌میها‌توضیح‌داده‌شد(‌‌از‌مجموع‌دادهنویزی‌های‌

‌در‌ ‌مستقل‌موجود ‌متغیر ‌مقدار ‌با ‌متناظر ‌متغیرهای‌مستقل ‌مقادیر ‌است‌که ‌یک‌معادله منزله

توان‌فهمید‌‌با‌بررسی‌فایل‌اکسل‌خروجی‌شبکه‌عصبی‌می‌ستون‌آخر‌را‌در‌خود‌جای‌داده‌است.

‌ ‌مجمکه ‌از ‌‌144وع ‌اولیه ‌پیش‌از‌معادله ‌و ‌شده ‌تشخیص‌داده ‌نویز ‌بعنوان ‌معادلاتی‌که تعداد

‌بوده‌اند.معادله‌بررسی‌شده‌‌51معادله‌بوده‌اند‌و‌تعداد‌‌93فرآیند‌تخمین‌حذف‌شده‌بودند‌تعداد‌

دوره‌با‌توجه‌به‌محدودیت‌تعداد‌دوره،‌شبکه‌عصبی‌متوقف‌‌1000پس‌از‌‌4-5شکل‌با‌توجه‌به‌

بود‌که‌مقدار‌مناسبی‌است.‌همچنین‌با‌‌00042329/0گزارش‌شده‌برابر‌با‌‌MSEن‌شد‌و‌بهتری

توجه‌به‌نمودار‌از‌آنجایی‌که‌خطوط‌در‌ادامه‌مسیر‌شان‌در‌دامنه‌کمی‌در‌نوسان‌اند‌و‌می‌توان‌

‌.توان‌به‌نتایج‌شبکه‌عصبی‌اعتماد‌کرد‌گفت‌به‌مقدار‌عددی‌خاصی‌همگرا‌شده‌اند،‌می

 

نتایج‌تخمین‌ماتریس‌سفر‌شهر‌مشهد‌با‌استفاده‌از‌شبکه‌عصبی‌طراحی‌شده‌دارای‌قابلیت‌حذف‌‌4-‌5شکل‌

‌6/0های‌نویزی‌بوسیله‌داده‌های‌با‌ضریب‌همبستگی‌کمتر‌از‌‌داده

2-2-5 داده های شهر اصفهان 
و‌‌8/0و‌‌7/0و‌‌6/0و‌‌5/0تگی‌ابتدا‌با‌استفاده‌از‌نرم‌افزار‌متلب‌داده‌های‌دارای‌ضریب‌همبس
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‌:را‌تعیین‌شدند‌9/0

  5/0داده های بررسی شده با در نظر گرفتن ضریب همبستگی 

‌اداری)مبداء( ‌اداری)مقصد(، ‌تفریحی)مقصد(، ‌نقل)مبداء(، ‌و ‌حمل ‌نقل)مقصد(، ‌و ،‌حمل

‌تجاری)مبداء( ‌تجاری)مقصد(، ‌مسکونی)مقصد(، ‌خانوار)مبداء(، ‌کل ‌تعداد ‌شاغل‌، جمعیت

‌قصد(مرد)م ‌مرد)مبداء(، ‌بیکار ‌جمعیت ،‌ ‌کد ‌فعالیت ‌)سایر()مبداء(‌8وضع ،‌ ‌کد ‌فعالیت ‌8وضع

‌)سایر()مقصد(

  6/0داده های بررسی شده با در نظر گرفتن ضریب همبستگی  

‌اداری)مبداء( ‌اداری)مقصد(، ‌تفریحی)مقصد(، ‌نقل)مبداء(، ‌و ‌حمل ‌نقل)مقصد(، ‌و ،‌حمل

‌تجاری)مبداء( ‌تجاری)مقصد(، ‌د(مسکونی)مقص، ‌خانوار)مبداء(، ‌کل ‌تعداد ،‌ ‌و‌‌6جمعیت ساله

وضع‌فعالیت‌،‌)سایر()مبداء(‌8وضع‌فعالیت‌کد‌،‌جمعیت‌شاغل‌زن)مقصد(،‌بیشتربی‌سواد)مبداء(

‌)سایر()مقصد(‌8کد‌

  7/0داده های بررسی شده با در نظر گرفتن ضریب همبستگی 

‌اداری)مبداء( ‌اداری)مقصد(، ‌تفریحی)مبداء(، ‌تفریحی)مقصد(، ‌نقل)مبداء(‌حمل، ‌و ‌و‌، حمل

‌نقل)مقصد( ‌تجاری)مبداء(، ‌تجاری)مقصد(، ‌مسکونی)مقصد(، ‌تعداد‌کل‌خانوار)مبداء(، ‌6جمعیت‌،

وضع‌،‌جمعیت‌شاغل‌زن)مبداء(،‌ساله‌و‌بیشترزن)مقصد‌10جمعیت‌،‌ساله‌و‌بیشتربی‌سواد)مبداء(

‌مقصد()سایر()‌8وضع‌فعالیت‌کد‌،‌)‌دارای‌درآمد‌بدون‌کار()مبداء(‌7فعالیت‌کد‌

  8/0داده های بررسی شده با در نظر گرفتن ضریب همبستگی 

‌اداری)مبداء( ‌اداری)مقصد(، ‌تفریحی)مبداء(، ‌تفریحی)مقصد(، ‌درمانی)مبداء(، ،‌درمانی)مقصد(،

‌نقل)مبداء( ‌و ‌حمل ‌نقل)مقصد(، ‌و ‌حمل ‌تجاری)مبداء(، ‌تجاری)مقصد(، ،‌صنعتی)مبداء(،

ساله‌و‌‌6جمعیت‌،‌جمعیت‌زن)مقصد(،‌ل)مقصد(جمعیت‌ک،‌جمعیت‌کل)مبداء(،‌صنعتی)مقصد(
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‌)سایر()مقصد(‌8وضع‌فعالیت‌کد‌،‌جمعیت‌بیکار‌زن)مقصد(،‌بیشتربی‌سواد)مقصد(

  9/0داده های بررسی شده با در نظر گرفتن ضریب همبستگی 

،‌تفریحی)مقصد(،‌تفریحی)مبداء(،‌آموزشی)مقصد(،‌آموزشی)مبداء(،‌اداری)مقصد(،‌اداری)مبداء(

‌نق ‌و ‌ل)مبداء(حمل ‌نقل)مقصد(، ‌و ‌حمل ‌تجاری)مبداء(، ‌تجاری)مقصد(، ،‌صنعتی)مبداء(،

‌صنعتی)مقصد( ‌مسکونی)مبداء(، ‌مسکونی)مقصد(، ‌کل)مبداء(، ‌جمعیت ‌کل)مقصد(، ،‌جمعیت

‌زن)مقصد( ‌جمعیت ،‌ ‌سواد)مبداء(‌6جمعیت ‌بیشتربی ‌و ‌ساله ،‌ ‌بیشتربی‌‌6جمعیت ‌و ساله

‌سواد)مقصد( ‌جمعیت‌شاغل‌زن)مبداء(، ‌ت‌شاغل‌زن)مقصد(جمعی، ‌دارای‌‌7وضع‌فعالیت‌کد‌، (

‌)سایر()مقصد(‌8وضع‌فعالیت‌کد‌،‌درآمد‌بدون‌کار()مقصد(

 شبکه عصبی چندلایه بدون داده های اعتبار سنجی 5-2-2-1
ابتدا‌داده‌ها‌شهر‌اصفهان‌نرمال‌سازی‌شد‌و‌سپس‌داده‌هایی‌که‌ضریب‌همبستگی‌بیشتر‌از‌

‌که‌8/0 ‌پارامتری ‌آن ‌و ‌شده ‌شناسایی ‌انتخاب‌‌داشتند ‌داشت ‌بیشتری ‌های ‌داده واریانس

‌script.‌سپس‌در‌نرم‌افزار‌متلب‌با‌استفاده‌از‌بخش‌(3-1-5)پارامترهای‌تعیین‌شده‌در‌بخش‌شد

معرفی‌شد‌در‌نرم‌افزار‌متلب‌بارگذاری‌‌9-3-4معماری‌شبکه‌عصبی‌طراحی‌شده‌که‌در‌بخش‌

‌ام‌شد.شد‌و‌سپس‌داده‌ها‌وارد‌شبکه‌شدند‌و‌تخمین‌ماتریس‌سفر‌انج

‌ ‌به ‌توجه ‌5-5شکل‌با ‌پس‌از ‌عصبی‌‌1000، ‌شبکه ‌دوره، ‌محدودیت‌تعداد ‌به ‌توجه ‌با دوره

‌بهترین‌ ‌و ‌‌MSEمتوقف‌شد ‌با ‌برابر ‌مناسبی‌است.‌‌000014822/0گزارش‌شده ‌مقدار ‌که بود

همچنین‌با‌توجه‌به‌نمودار‌از‌آنجایی‌که‌خطوط‌در‌ادامه‌مسیر‌شان‌در‌دامنه‌کمی‌در‌نوسان‌اند‌و‌

‌توان‌به‌نتایج‌شبکه‌عصبی‌اعتماد‌کرد‌ان‌گفت‌به‌مقدار‌عددی‌خاصی‌همگرا‌شده‌اند،‌میمی‌تو



‌

95 

 

 

با‌استفاده‌از‌شبکه‌عصبی‌طراحی‌شده‌بدون‌محدودیت‌داده‌‌اصفهاننتایج‌تخمین‌ماتریس‌سفر‌شهر‌‌5-‌5شکل‌

‌8/0ریب‌همبستگی‌کمتر‌از‌های‌اعتبارسنجی‌بوسیله‌داده‌های‌با‌ض

دوره‌با‌توجه‌به‌محدودیت‌تعداد‌دوره،‌شبکه‌عصبی‌متوقف‌‌1000،‌پس‌از‌6-5شکل‌با‌توجه‌به‌

رسد‌و‌خطوط‌‌ها‌موجه‌بنظر‌می‌این‌تخمین‌باتوجه‌به‌بزرگ‌بودن‌مقادیرعددی‌داده‌MSEشد‌و‌

‌عددی‌خاصی‌همگ ‌می‌توان‌گفت‌به‌مقدار ‌نوسان‌اند‌و ‌دامنه‌کمی‌در ‌لذا‌بنظر‌در ‌اند، ‌شده را

‌بود.‌496/187334این‌نتیجه‌برابر‌با‌‌‌MSEتوان‌به‌نتایج‌شبکه‌عصبی‌اعتماد‌کرد.‌می

 

شبکه‌عصبی‌چندلایه‌بدون‌داده‌های‌اعتبار‌سنجی)داده‌های‌بدون‌نرمال‌سازی(‌داده‌های‌با‌ضریب‌‌6-‌5شکل‌

‌0.9همبستگی‌
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 بی با حذف داده های نویزیشبکه عص 5-2-2-2
ابتدا‌داده‌ها‌شهر‌اصفهان‌نرمال‌سازی‌شد‌و‌سپس‌داده‌هایی‌که‌ضریب‌همبستگی‌بیشتر‌از‌

‌انتخاب‌‌8/0 ‌داشت ‌بیشتری ‌های ‌داده ‌واریانس ‌که ‌پارامتری ‌آن ‌و ‌شده ‌شناسایی داشتند

‌scriptبخش‌.‌سپس‌در‌نرم‌افزار‌متلب‌با‌استفاده‌از‌(3-1-5)پارامترهای‌تعیین‌شده‌در‌بخش‌شد

معرفی‌شد‌در‌نرم‌افزار‌متلب‌بازگذاری‌‌9-3-4معماری‌شبکه‌عصبی‌طراحی‌شده‌که‌در‌بخش‌

شدند‌مشخص‌شده‌‌%‌شناخته‌می50شد‌و‌سپس‌داده‌هایی‌که‌بعنوان‌داده‌های‌ایجاد‌کننده‌نویز‌

‌و‌داده‌های‌مناسب،‌وارد‌شبکه‌شدند‌و‌تخمین‌ماتریس‌سفر‌انجام‌شد.

نحوه‌تفکیک‌داده‌‌9-3-4های‌مورد‌بررسی‌)در‌بخش‌‌ه‌عصبی،‌دادهدر‌فایل‌خروجی‌این‌شبک

‌مجموع‌داده ‌تعیین‌می‌های‌نویزی‌از ‌توضیح‌داده‌شد( ‌بررسی‌فایل‌اکسل‌خروجی‌‌ها ‌با شوند‌و

‌عصبی‌می ‌پیش‌از‌‌شبکه ‌و ‌شده ‌تشخیص‌داده ‌نویز ‌بعنوان ‌معادلاتی‌که ‌تعداد ‌که ‌فهمید توان

بوده‌‌63اند‌و‌تعداد‌معادلات‌بررسی‌شده‌معادله‌بوده‌‌37شده‌بودند‌تعداد‌فرآیند‌تخمین‌حذف‌

‌اند.

‌ ‌به ‌توجه ‌7-5شکل‌با ‌پس‌از ‌عصبی‌‌1000، ‌شبکه ‌دوره، ‌محدودیت‌تعداد ‌به ‌توجه ‌با دوره

‌بهترین‌ ‌و ‌‌MSEمتوقف‌شد ‌با ‌برابر ‌مناسبی‌است.‌‌000021559/0گزارش‌شده ‌مقدار ‌که بود

ر‌ادامه‌مسیر‌شان‌در‌دامنه‌کمی‌در‌نوسان‌اند‌و‌همچنین‌با‌توجه‌به‌نمودار‌از‌آنجایی‌که‌خطوط‌د

‌توان‌به‌نتایج‌شبکه‌عصبی‌اعتماد‌کرد‌می‌توان‌گفت‌به‌مقدار‌عددی‌خاصی‌همگرا‌شده‌اند،‌می



‌
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ای‌قابلیت‌حذف‌نتایج‌تخمین‌ماتریس‌سفر‌شهر‌اصفهان‌با‌استفاده‌از‌شبکه‌عصبی‌طراحی‌شده‌دار‌7-‌5شکل‌

‌8/0های‌نویزی‌بوسیله‌داده‌های‌با‌ضریب‌همبستگی‌کمتر‌از‌‌داده

 شبکه عصبی پیشخور 5-2-2-3
ابتدا‌داده‌ها‌شهر‌اصفهان‌نرمال‌سازی‌شد‌و‌سپس‌داده‌هایی‌که‌ضریب‌همبستگی‌بیشتر‌از‌

‌انتخاب‌‌9/0 ‌داشت ‌بیشتری ‌های ‌داده ‌واریانس ‌که ‌پارامتری ‌آن ‌و ‌شده ‌شناسایی داشتند

‌script(.‌سپس‌در‌نرم‌افزار‌متلب‌با‌استفاده‌از‌بخش‌3-1-5های‌تعیین‌شده‌در‌بخش‌شد)پارامتر

متلب‌بازگذاری‌معرفی‌شد‌در‌نرم‌افزار‌‌9-3-4معماری‌شبکه‌عصبی‌طراحی‌شده‌که‌در‌بخش‌

‌وارد‌شبکه‌شدند‌و‌تخمین‌ماتریس‌سفر‌انجام‌شد.ها‌‌شد‌و‌سپس‌داده

به‌محدودیت‌تعداد‌دوره،‌شبکه‌عصبی‌متوقف‌‌دوره‌با‌توجه‌6،‌پس‌از‌8-5شکل‌با‌توجه‌به‌

بود‌که‌مقدار‌مناسبی‌است.‌همچنین‌با‌توجه‌‌011391/0گزارش‌شده‌برابر‌با‌‌MSEشد‌و‌بهترین‌

)خط‌آبی‌با‌توجه‌به‌نمودار‌از‌آنجایی‌که‌خطوط‌در‌ادامه‌مسیر‌شان‌در‌دامنه‌کمی‌در‌نوسان‌اند

وان‌گفت‌به‌مقدار‌عددی‌خاصی‌همگرا‌شده‌و‌می‌ت‌به‌نوع‌شبکه‌عصبی‌به‌صفر‌میل‌خواهد‌کرد(

‌.توان‌به‌نتایج‌شبکه‌عصبی‌اعتماد‌کرد‌اند،‌می
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نتایج‌تخمین‌ماتریس‌سفر‌شهر‌اصفهان‌با‌استفاده‌از‌شبکه‌عصبی‌پیشخور‌بوسیله‌داده‌های‌با‌ضریب‌‌8-‌5شکل‌

‌9/0همبستگی‌کمتر‌از‌

 زده شده و اولیه ریس سفر تخمینمقایسه مات 5-3
‌با‌ ‌توسط‌نتایج‌پیشین‌را ‌بدست‌آمده ‌بهترین‌ماتریس‌سفر ‌این‌بخش‌هدف‌آن‌است‌تا در

‌داده ‌هنگامی‌که‌در‌شبکه‌عصبی‌از ‌استفاده‌‌ماتریس‌اولیه‌آن‌مقایسه‌کرد. های‌نرمالسازی‌شده

بصورت‌‌yها‌و‌‌xمتناظر‌با‌‌ها‌را‌مقایسه‌کرد‌و‌از‌آنجا‌که‌باید‌اعداد‌توان‌دقت‌روش‌شود‌صرفا‌می

‌نمی ‌که ‌آنجا ‌از ‌و ‌بیایند، ‌در ‌شده ‌نشده‌‌نرمال ‌نرمالسازی ‌مقادیر ‌به ‌را ‌مقادیر ‌این ‌مجدد توان

‌بازگردانی‌کرد‌لذا‌ماتریس‌سفرهای‌پیش‌رو‌بر‌اساس‌مقادیر‌نرمالسازی‌نشده‌تخمین‌زده‌شدند.

‌می ‌پیشین ‌نتایج ‌اساس ‌بدو‌بر ‌عصبی ‌شبکه ‌روش ‌که ‌داشت ‌بیان ‌داده‌توان ‌حدودیت ن

 دهد.‌ها‌ارائه‌می‌تری‌نسبت‌به‌باقی‌روش‌اعتبارسنجی‌نتایج‌بسیار‌مناسب

1-3-5 زده شده شهر مشهد  ماتریس سفر تخمین 
ارائه‌و‌سپس‌ماتریس‌سفر‌‌1395در‌این‌بخش‌ماتریس‌سفر‌اولیه‌شهر‌مشهد‌مربوط‌به‌سال‌

شهر‌مشهد‌ارائه‌‌1395ل‌ماتریس‌سفر‌سا‌1-‌5ابتدا‌در‌جدول‌تخمین‌زده‌شده‌ارائه‌خواهند‌شد.
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‌به‌معنای‌هدف‌در‌فرآیند‌تخمین‌با‌شکبه‌عصبی‌است.‌Targetمففی‌از‌کلمه‌‌Tشده‌است‌و‌

‌شهر‌مشهد‌Targetماتریس‌سفر‌‌1-‌5جدول‌

T 1 2 3 4 5 6 7 8 9 10 11 12 

1 
1113

37.9 

58343

.69 

18357

.45 

3769.

531 

2457.

581 

4593.

683 

14702

.05 

29058

.39 

27857

.52 

13761

.38 

19834

.57 

4745.

723 

2 
5544

5.06 

14959

2.8 

48432

.51 

9065.

397 

3837.

867 

4695.

815 

8867.

236 

18692

.46 

21630

.47 

33106

.38 

26661

.3 

3186.

527 

3 
2031

6.09 

49557

.6 

13978

9.3 

44341

.41 

10004

.78 

11936

.43 

12360

.8 

14950

.45 

9188.

542 

11825

.7 

9115.

957 

1338.

852 

4 
4367

.845 

10394

.28 

44688

.39 

92851

.65 

14909

.18 

14376

.82 

9799.

127 

5883.

19 

2189.

383 

2524.

265 

1852.

237 

274.4

003 

5 
2532

.553 

4347.

432 

10443

.24 

15004

.91 

21256

.1 

12248

.31 

7600.

979 

3563.

435 

1406.

24 

1056.

653 

914.3

023 

118.8

098 

6 
5729

.416 

5973.

76 

13152

.72 

14570

.67 

12653

.49 

65638

.62 

24634

.55 

11353

.26 

3977.

476 

1785.

101 

19766

6 

205.0

642 

7 
1588

2 

10514

.2 

12838

.29 

10118

.86 

8007.

324 

22488

.45 

10692

3.4 

33297

.89 

10603

.9 

4439.

288 

6878.

525 

615.5

871 

8 
3151

6.18 

19942

.08 

18488

.81 

7228.

695 

4041.

517 

9410.

718 

33052

.56 

55222

.41 

16026

.2 

8573.

058 

7395.

27 

1099.

813 

9 
3804

3.16 

22767

.87 

10241

.77 

2553.

403 

2320.

248 

4445.

271 

15401

.5 

23651

.7 

15409

6.7 

20226

.33 

49086

.52 

6405.

873 

10 
1740

7.57 

34695

.78 

13981

.54 

2855.

835 

1081.

416 

1618.

986 

3945.

32 

8798.

3 

19817

.02 

15672

1.9 

35327

.91 

12868

.93 

11 
2342

8.75 

24283

.83 

8369.

818 

1761.

822 

754.0

39 

1520.

389 

5172.

285 

10203

.26 

40936

.62 

27672

.26 

88861

.41 

4237.

591 

12 
1994

.888 

2865.

429 

1429.

36 

269.4

181 

115.5

312 

182.7

41 

572.1

462 

1058.

389 

4239.

863 

9531.

414 

4221.

25 

6637.

372 

‌

مخفف‌‌Oگردد.‌دراین‌ماتریس‌‌ماتریس‌سفر‌تخمین‌زده‌شده‌مشاهده‌می‌2-5سپس‌در‌جدول‌

‌باشد.‌به‌معنای‌خروجی‌شبکه‌عصبی‌می‌OutPutsکلمه‌

‌
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‌

‌

‌

O 1 2 3 4 5 6 7 8 9 10 11 12 

1 
1113

33.5 

5834

3.56 

6314

.484 

6314

.486 

2455

.39 

4594

.638 

4002

3.92 

2906

5.7 

2814

1.69 

3474

2.22 

6656

8.15 

4744

.705 

2 
3475

7.84 

1495

92.8 

4843

2.47 

6314

.438 

5318

.961 

5635

.646 

8868

.706 

1745

8.12 

1960

0.07 

3474

2.24 

2666

2.35 

5414

.332 

3 
2032

1.12 

8649

3.51 

1351

56 

4434

5.39 

1000

5.11 

1193

2.01 

1236

0.66 

1494

6.29 

9171

.712 

-

1392

2.2 

9115

.774 

1338

.848 

4 
3622

4.96 

-

3040

.15 

4477

5.77 

9286

3.64 

1491

0.64 

1437

5.27 

-

1413

.99 

6152

.499 

-

1392

2.4 

2523

.901 

1790

3.45 

-

1413

.96 

5 
1790

3.46 

4347

.871 

1542

6.65 

1500

3.55 

1730

3.62 

1225

4.06 

7601

.11 

-

1413

.83 

-

1392

2.4 

3214

3.23 

6656

7.46 

-

1186

8.5 

6 
1422

96.6 

5972

.48 

1542

5.56 

1544

1.7 

4725

0.63 

4724

9.47 

-

2409

.3 

1293

1.69 

-

1392

2.4 

1786

.166 

1909

60.5 

-

1401

.39 

7 
1588

0.56 

-

1032

49 

1283

7.99 

1657

7.87 

8010

.65 

2647

0.77 

9958

8.25 

3329

7.91 

1396

4.65 

4437

.116 

-

5138

1.9 

619.

4599 

8 

-

4608

.86 

1994

5.54 

2144

4.44 

-

7125

7 

1515

.405 

9410

.836 

3305

1.24 

6255

7.26 

1288

06.9 

8569

.392 

4290

.078 

1099

.996 

9 
3803

7.67 

2262

9.9 

1024

0.48 

2552

.107 

2315

.8 

2880

3.15 

1540

1.33 

2176

2.78 

1709

87 

2023

0.87 

5199

2.77 

6405

.727 

10 
1740

9.04 

3469

6.15 

6314

.484 

6313

.976 

1082

.034 

1617

.727 

1402

88 

5068

.181 

1981

6.52 

1351

56.9 

3532

9.84 

6314

.491 

11 
6656

7.96 

2428

3.43 

6314

.484 

6314

.396 

752.

6497 

1519

.727 

4014

9 

1020

3.37 

4093

8.55 

3474

2.2 

6656

7.99 

4237

.094 

12 
2005

.757 

2841

.323 

-

1569

.72 

269.

097 

2653

.735 

-

1082

69 

-

3647

6.8 

1059

.518 

4234

.838 

5703

9.18 

4214

.089 

6638

.813 

‌شهر‌مشهد‌OutPutس‌سفر‌ماتری‌2-‌5جدول‌
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Rر‌ادسپس‌مق
Rمقادیر‌.‌(‌برای‌این‌دو‌ماتریس‌محاسبه‌شد‌1)ضریب‌تعیین‌2

ست‌نشانگر‌آن‌ا‌2

Rکه‌این‌تخمین‌به‌چه‌میزان‌دقت‌داشته‌است‌و‌هرچه‌
دهنده‌‌نزدیکتر‌باشد‌نشان‌1به‌عدد‌‌2

Rباشد.‌مقدار‌‌دقت‌بالاتر‌در‌تخمین‌و‌نزدیکتر‌بودن‌مقادیر‌تخمین‌زده‌شده‌با‌مقادیر‌اولیه‌می
2‌

بوده‌‌0.56برابر‌با‌های‌شهر‌مشهد‌‌میان‌ماتریس‌سفر‌اولیه‌و‌تخمین‌زده‌شده‌با‌استفاده‌از‌داده

 ‌است.

2-3-5 زده شده شهر اصفهان  اتریس سفر تخمینم 
ارائه‌و‌سپس‌ماتریس‌سفر‌‌1395در‌این‌بخش‌ماتریس‌سفر‌اولیه‌شهر‌اصفهان‌مربوط‌به‌سال‌

شهر‌مشهد‌ارائه‌‌1395ماتریس‌سفر‌سال‌‌4-‌5تخمین‌زده‌شده‌ارائه‌خواهند‌شد.‌ابتدا‌در‌جدول

‌هدف‌در‌فرآیند‌تخمین‌با‌شکبه‌عصبی‌است.به‌معنای‌‌Targetمففی‌از‌کلمه‌‌Tشده‌است‌و‌

‌

‌اصفهانشهر‌‌Targetماتریس‌سفر‌‌3-‌5جدول‌

T 1 2 3 4 5 6 7 8 9 10 

1 80043 26457 34120 9205 31884 15579 24955 60083 27972 12286 

2 27649 108740 10298 2526 10058 5992 7316 54154 13972 2745 

3 33309 9994 128391 57810 32509 36283 66456 46817 7715 65048 

4 9412 2570 59776 106888 18269 19752 11458 10189 1504 22946 

5 33575 9534 35284 18490 447079 99441 21632 33799 9432 13521 

6 16211 6071 37019 18917 99471 140845 18475 20739 4351 14511 

7 26024 7390 69969 11695 23401 18468 237954 66206 2312 58204 

8 62734 54545 50440 10889 35321 21479 65778 409513 8519 19368 

9 28553 14140 7569 1564 9150 4099 2122 8330 46746 1694 

10 12405 2659 68755 22983 13118 15124 55824 18912 1641 151574 

                                                 

1
 Coefficient of Determination 
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مخفف‌‌Oگردد.‌دراین‌ماتریس‌‌ماتریس‌سفر‌تخمین‌زده‌شده‌مشاهده‌می‌5-5جدول‌سپس‌در‌

‌باشد.‌به‌معنای‌خروجی‌شبکه‌عصبی‌می‌OutPutsکلمه‌

‌اصفهانشهر‌‌OutPutماتریس‌سفر‌‌4-‌5جدول‌

‌

Rر‌ادسپس‌مق
بوده‌است‌که‌مقادیر‌‌3/0برابر‌با‌برای‌این‌دو‌ماتریس‌محاسبه‌شد‌و‌مقدار‌آن‌‌2

‌‌رسند.‌نامناسبی‌بنظر‌می

Rاگرچه‌مقادیر‌
ق‌مقادیر‌بالایی‌نیست‌اما‌باتوجه‌به‌آنکه‌حین‌فرآیند‌جمع‌آوری‌در‌این‌تحقی‌2

های‌مربوط‌به‌‌های‌کافی‌در‌اختیار‌این‌تحقیق‌قرار‌نگرفت‌و‌تنها‌داده‌های‌شهر‌مشهد،‌داده‌داده

‌به‌تبدیل‌نواحی‌ترافیکی‌به‌نواحی‌شهرداری‌داشتند‌که‌از‌‌و‌همان‌داده‌1395سال‌ ‌نیاز ‌نیز ها

‌خوا‌دقت‌داده ‌کاسته ‌ها ‌شد ‌دادههد ‌و ‌ماتریس‌سفر ‌به ‌مربوط ‌فایل ‌همچنین های‌سرشماری‌‌و

‌آماده‌سازی‌بر‌اساس‌نواحی‌سیزده ‌فایل‌کاربری‌اراضی‌بر‌اساس‌مناطق‌‌جمعیتی‌پس‌از گانه‌و

گانه‌بود‌لذا‌در‌این‌تحقیق‌از‌تعداد‌سفرهای‌منطقه‌سیزده)منطقه‌ثامن(‌در‌فرآیند‌تخمین‌‌دوازده

‌ های‌مربوط‌به‌سال‌‌های‌شهر‌اصفهان‌تنها‌داده‌آوری‌داده‌امی‌جمعو‌همچنین‌هنگاستفاده‌نشد.

O 1 2 3 4 5 6 7 8 9 10 

1 27505.4 37099.48 56214.28 -12132.5 157853.5 14395.79 29562.13 9789.912 6659.7 29344.04 

2 18488.75 37390.79 26610.09 -2688.08 125553.6 21581.65 38538.19 45263.76 6415.703 21271.57 

3 43611.46 42644.28 82084.07 -7013.52 171426.4 22007.32 44743.49 33212.36 6293.383 38169.68 

4 32642.54 30255.21 48705.8 7822.612 136903.6 30659.86 32944.87 27545.73 14928.15 28851.87 

5 4234.749 17405.21 36053.37 29639.27 338637.2 128167.3 167856.5 93694.77 2387.378 21921.21 

6 30716.42 15393.57 40742.01 13310.08 196287.7 62210.7 26304.35 9286.34 14512.78 29503.37 

7 46976.25 23103.26 70105.5 22396.23 190492.2 24673.22 163565.3 189223.6 14262.52 37899.2 

8 75841.81 26800.7 74761.4 25242.98 181342.8 28821.65 139525 185836.9 39722.77 12857.46 

9 13888.2 28225.17 29384.55 -7111.84 158532.7 18689.66 31250.5 26768.46 8666.688 12495.53 

10 42772.95 25907.89 53490.07 17699.57 88220.14 47298.27 29066.49 43730.81 20231.01 53636.07 



‌
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های‌مربوط‌به‌‌ها‌نیز‌در‌ماتریس‌سفر‌داده‌در‌اختیار‌این‌تحقیق‌قرار‌گرفت‌و‌در‌همان‌داده‌1395

‌ ‌داده‌15منطقه ‌بالاجبار ‌و ‌نبود ‌موجود ‌لحاظ‌‌شهرداری ‌تحقیق ‌در ‌نیز ‌ناحیه ‌این ‌کاربری های

‌نواحینگردید‌و‌ ‌این‌تحقیق‌بایکدیگر‌ادغام‌شدند‌و‌‌تعدادی‌از نیز‌بایکدیگر‌تلاقی‌داشتند‌و‌در

‌باعث‌کاهش‌دقت‌ ‌فرضیات ‌این ‌تمامی ‌است. ‌یک‌ناحیه ‌زوج، ‌هر ‌ها ‌ناحیه ‌زوج ‌آن فرض‌شد

‌ ‌بدست‌آمده ‌مقادیر ‌به ‌باتوجه ‌همچنان ‌اما ‌از‌‌بینی‌می‌پیشتخمین‌شد ‌صورت‌استفاده ‌در شود

‌داده ‌کنار‌تعداد ‌در ‌دیگر ‌شهرهای ‌داده‌داده‌های ‌همچنین ‌و ‌موجود ‌سال‌های ‌مختلف‌‌های های

ی‌جهت‌تعلیم‌شبکه‌تر‌و‌دقیق‌های‌بسیار‌بیشتر‌دادهتعداد‌موجود‌برای‌هر‌یک‌از‌شهرها‌بتوان‌از‌

‌ ‌و ‌نمود ‌دقیقبالتبع‌عصبی‌استفاده ‌به‌شرایط‌داده‌تری‌حاصل‌گردد.‌نتایج‌بسیار ‌توجه ‌با های‌‌و

‌باشند.‌ده‌قابل‌قبول‌میموجود‌در‌این‌تحقیق،‌نتایج‌بدست‌آم

‌  
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 مقدمه 6-1
در‌این‌تحقیق‌هدف‌آن‌بود‌تا‌بتوان‌با‌استفاده‌از‌هوش‌مصنوعی،‌بر‌اساس‌پارامترهای‌کاربری‌

‌آن‌شهر‌ ‌ماتریس‌سفر ‌تخمین‌مناسبی‌از ‌نواحی‌شهری، ‌یک‌از ‌هر ‌در ‌جمعیت‌حاضر اراضی‌و

‌بدست‌آید.

‌داده ‌سطح‌زیر‌ابتدا ‌سازمان‌فناوری‌اطلاعات‌و‌های‌مربوط‌به بنای‌کاربری‌اراضی‌مختلف‌از

‌و‌ ‌توریستی‌مشهد ‌مذهبی‌و ‌کلانشهر ‌ترافیک‌دو ‌سازمان ‌از ‌ماتریس‌سفر ارتباطات‌شهرداری‌و

‌اصفهان‌تهیه‌شدند.‌

روش‌که‌احتمال‌‌4داده‌ها‌طبقه‌بندی‌و‌آماده‌سازی‌شدند‌و‌سپس‌با‌بررسی‌مطالعات‌پیشین‌

‌ج ‌داشتند ‌مناسب‌تری ‌پیشنهاد‌تخمین ‌های‌موجود، ‌اساس‌داده ‌بر ‌ماتریس‌سفر هت‌تخمین

‌شدند:

 شبکه‌عصبی‌جعبه‌ابزار‌متلب -1

 شبکه‌عصبی‌چندلایه‌بدون‌داده‌های‌اعتبار‌سنجی -2

 شبکه‌عصبی‌با‌حذف‌داده‌های‌نویزی -3

‌شبکه‌عصبی‌پیشخور -4

هر‌و‌در‌هر‌روش،‌دو‌حالت‌استفاده‌از‌داده‌های‌نرمال‌سازی‌شده‌و‌نرمال‌سازی‌نشده‌و‌در‌

بررسی‌‌9/0و‌‌8/0و‌‌7/0و‌‌6/0و‌‌5/0حالت‌پنج‌دسته‌بندی‌مختلف‌بر‌اساس‌ضرایب‌همبستگی‌

‌.شدند

‌

‌



‌
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 نتایج 6-2
 ‌ ‌اصفهان‌در ‌شهر ‌های‌مربوط‌به ‌‌40داده ‌در ‌دارای‌‌25حالت‌بررسی‌شده ‌MSEمورد

‌بنظر‌می ‌اند‌و ‌در‌‌کمتر‌نسبت‌به‌شهر‌مشهد‌بوده رسد‌علت‌این‌باشد‌که‌تعداد‌سفرها

‌ ‌که‌ماتریس‌سفر ‌درحالی ‌است ‌داشته ‌مسافرین ‌آمار ‌به ‌بالاتری ‌وابستگی ‌مشهد شهر

ماتریس‌سفر‌شهر‌اصفهان‌بیشتر‌تحت‌تاثیر‌شهروندان‌و‌در‌نتیجه‌متناسب‌تر‌با‌کاربری‌

‌اراضی‌و‌جمعیت‌ساکن‌در‌نواحی‌شهری‌بوده‌است.

 ی‌بر‌نتایج‌تخمین‌ندارد.حذف‌داده‌های‌نویزی‌تاثیر 

 هترین‌نتایج‌بMSEاستفاده‌از‌داده‌های‌نرمال‌سازی‌شده‌با‌استفاده‌از‌شبکه‌در‌هنگام‌‌

‌.عصبی‌چندلایه‌بدون‌لحاظ‌کردن‌محدودیت‌اعتبارسنجی‌داده‌ها‌حاصل‌شد

 های‌‌های‌اعتبار‌سنجی‌از‌باقی‌روش‌روش‌استفاده‌از‌شبکه‌عصبی‌بدون‌محدودیت‌داده

‌داده ‌روی ‌بر ‌تحقیق ‌این ‌در ‌بررسی ‌تحق‌مورد ‌این ‌در ‌استفاده ‌مورد ‌نتایج‌های یق

‌تری‌حاصل‌کرد.‌مناسب

 کاربری‌اراضی‌واقع‌در‌نواحی‌شهری‌و‌مشخصات‌جمعیتی‌آن‌دقیق‌های‌‌استفاده‌از‌داده

در‌تخمین‌ماتریس‌سفر‌به‌کار‌رود‌که‌در‌صورت‌استفاده‌از‌شبکه‌عصبی‌تواند‌‌نواحی‌می

 مناسب‌به‌نتایج‌قابل‌قبولی‌منجر‌خواهد‌شد.

 R
Rدر‌مقایسه‌با‌‌ماتریس‌تخمین‌زده‌شده‌شهر‌مشهد‌2

ماتریس‌تخمین‌زده‌شده‌شهر‌‌2

‌بنظر‌می ‌بالاتری‌داشت‌و های‌مربوط‌به‌‌رسد‌علت‌آن‌بوده‌است‌که‌داده‌اصفهان‌مقدار

‌آماده ‌در ‌که ‌درحالی ‌بودند ‌برخوردار ‌بالاتری ‌دقت ‌از ‌مشهد ‌داده‌شهر ‌شهر‌‌سازی های

محاسبات‌از‌آن‌اصفهان‌بعلت‌موجود‌نبودن‌تعداد‌سفرهای‌یکی‌از‌نواحی‌شهرداری‌در‌

و‌‌12ناحیه‌استفاده‌نشد‌و‌همچنین‌بعلت‌تعداد‌بالاتر‌نواحی)در‌این‌تحقیق‌شهر‌مشهد‌
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های‌اولیه‌‌ناحیه‌در‌نظر‌گرفته‌شده‌بودند(‌و‌در‌نتیجه‌تعداد‌بالاتری‌داده‌10شهر‌اصفهان‌

‌نتیجه‌می ‌در ‌از‌‌جهت‌آموزش‌شبکه‌عصبی‌داشت. ‌صورت‌استفاده توان‌بیان‌داشت‌در

‌دقیق‌های‌داده ‌دا‌اولیه ‌تعداد ‌همچنین ‌و ‌بیشتر‌ده‌تر ‌بسیار‌م‌،های ‌بصورت اتریس‌سفر

 تری‌تخمین‌زده‌خواهد‌شد.‌‌دقیق

 :برای ادامه تحقیق پیشنهادات 6-3
 انجام‌شود‌های‌دیگرها‌و‌کلانشهر‌تحقیق‌بر‌روی‌داده‌های‌شهرستان. 

 گانه‌ای‌جهت‌ها‌و‌مسافرخانه‌ها‌و‌اماکن‌شاخص‌گردشگری‌بعنوان‌کاربری‌جدا‌تعداد‌هتل

 .در‌نظر‌گرفتن‌تاثیر‌مسافرین‌بر‌سفرهای‌شهری‌در‌تحقیقات‌آینده‌لحاظ‌گردد

 ای‌استفاده‌گردد.‌های‌کاربری‌در‌مناطق‌مختلف‌شهر‌از‌تصاویر‌ماهواره‌برای‌تهیه‌داده 

‌

‌

‌

‌

‌

‌

‌

‌

‌
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Abstract 

One of the most important parameters in transportation studies and management is 

the number of trips between origin and destination, which is shown using the travel 

matrix. Because preparing a trip matrix requires a lot of time and money, in recent 

years, several methods have been developed and used to estimate the travel matrix. 

The aim of this study is to use artificial intelligence to provide a suitable estimate of 

the travel matrix using the population living in the areas of origin and destination and 

the total area of land use infrastructure located in each area. For this purpose, 

previous researches were reviewed and it was concluded that a research similar to the 

subject of this research can be completed using artificial intelligence. After that, the 

data related to the population census as well as the total area of land use 

infrastructure in the municipal areas in the cities of Mashhad and Isfahan were 

collected. Using methods 1) MATLAB 2013 software toolbox neural network 2) 

Multilayer neural network without limitation of validation data 3) Neural network 

with noise data removal 4) Feed-forward neural network were used to estimate the 

travel matrix. 

In this study, the most appropriate results were obtained when using normalized data 

in a multilayer neural network without limitation of validation data. 

 

Keywords: Travel, Trip matrix, Estimation, Artificial intelligence, Neural network, 

MATLAB 2013, Data normalization 
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