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 چکیده 

 صهر شوند و سالانه بخش زیادی از بودجهه کشهور هر کشور محسوب می  مهمهای  ها از سرمایهجاده

هها بهرای های عملیات ترمیم و نگههداری راهبخش زیادی از هزینه  .شودمیعملیات ترمیم و نگهداری  

توانهد که میاست  یکی از عواملی  پتانسیل خود ترمیمی آسفالت،    شود.ها صر  میرفع ترک خوردگی

زمانی که روسازی تحهت دمهای بیشهتر باشهد، .  تأثیرگذار باشد روسازی آسفالتی  مفید  در افزایش عمر  

بهه منوهور افهزایش  .آسفالتی به دما وابسته است مخلوطترمیمی  خودیابد، بنابراین ترمیم افزایش می

اسهتفاده  و گرمهایش القهایی  کروویوییند گرمایش مهاآفراز  ترمیمی از طریق افزایش دما،    ظرفیت خود

 انواع مختله  ضهایعات فلهزی،  و بهبود خود ترمیمی  افزایش بازدهی گرمایش  مچنین برایه.  شودمی

  .شودمیبه مخلوط آسفالتی اضافه  )الیا  فولادی، براده آهن، سرباره فولاد و ...(

های عصبی مصهنوعی در استفاده از شبکه  ،های آزمایشگاهیفعالیتبر بودن  بر و هزینهبا توجه به زمان

در مهندسهی   .های اخیر مورد توجه محققهان قهرار گرفتهه اسهتبینی نتایج آزمایشگاهی در دههپیش

بینهی های آسفالتی، پیشپیش بینی عمر خستگی مخلوطهای عصبی مصنوعی برای  روسازی از شبکه

 اند.های روسازی و .... استفاده کردهمدول غیرخطی لایه

ن عوامل مؤثر بهر شهاخخ خهود ترمیمهی )ماننهد نهوع با در نور گرفتهد  این پژوهش این است که  

بندی مخلوط آسفالتی، نهوع قیهر، چرخهه تهرمیم تهرک و ...( بهه عنهوان افزودنی، درصد افزودنی، دانه

های شبکه عصبی مصنوعی در نرم افزار متلب و شاخخ خود ترمیمی به عنوان خروجی، بتوان ورودی

که در جهت پیش بینی شاخخ خهود ترمیمهی بههره به شبکه عصبی مناسبی دست یافت و از این شب

سازی شده با الگوریتم ازدحهام ذرات (، شبکه عصبی چندلایه بهینه1MLPعصبی چندلایه )  شبکه  برد.

(2PSO( شبکه عصبی شعاعی پایه ،)3RBF  و تجزیه و تحلیل آماری با نرم افزار )1SPSS    بررسیمورد 

 
1 Multi Layer perceptron 
2 Particle Swarm Optimization 
3 Radial Basis Function 



 

 

 

. نتهایج نشهان داد، شهبکه عصهبی چندلایهه ند یکدیگر مقایسهه شهد ها با  این روش   و نتایج  قرار گرفت

(MLP نسبت به دیگر روش ).ها عملکرد بهتری در زمینه پیش بینی شاخخ خود ترمیمی دارد 

خود ترمیمی، الیا  فولادی، براده آهن، سرباره فولاد، گرمایش مهایکروویو، گرمهایش   کلمات کلیدی:

 القایی، شبکه عصبی مصنوعی
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 مقدمه  1-1
-مورد استفاده قرار میها به عنوان روسازی راهبه طور گسترده در بسیاری از کشورهای جهان   آسفالت

و  باشهند مهؤثر مهیهها خرابی زودرس روسهازی درگیرد. شرایط محیطی همراه با بارهای ترافیکی پویا  

 .[1]دهد ها را با گذشت زمان کاهش میو دوام آناستحکام 

است و در اثر عوامل مختلفهی از قبیهل   های روسازی آسفالتیترین خرابیترک خوردگی یکی از شایع

ها یک مشکل هستند، از آنجا شود. اگرچه ترکیر ایجاد میخستگی، درجه حرارت پایین و پیرشدگی ق

شوند، در صورت رسیدن قیر به دمای بین که باعث کاهش ظرفیت ساختاری و افزایش نفوذپذیری می

شوند. ترمیم تهرک بهه دلیهل خصوصهیات ها خود به خود ترمیم میگراد، ترکدرجه سانتی  70تا    30

شود. با رسیدن به ویسکوزیته ایش دما باعث کاهش ویسکوزیته میشود که با افزفیزیکی قیر ایجاد می

هها یابد. با کاهش درجه حرارت قیر و افزایش ویسکوزیته، ترکهای باز جریان میکم، قیر در ریز ترک

 .[2]شوند ترمیم می

ههای نگههداری روسهازیترک خوردگی آسهفالت در عملیهات  برای حل مشکل  های مؤثر  روش یکی از  

ها، در این مخلوطها است. هایی برای تسریع در روند خود ترمیمی مخلوطه از افزودنیاستفاد  ،آسفالتی

شوند، زیرا انرژی حرارتی بیشهتری ضایعات فلزی، به طور معمول الیا  فولادی و براده آهن، اضافه می

شوند. برای ها میهدایت الکتریکی مخلوطافزایش  کنند و باعث  ها جذب میرا نسبت به قیر و سنگدانه

های آسفالتی، از یک میهدان الکترومغناطیسهی خهارجی، گرم کردن مصنوعی و ترمیم این نوع مخلوط

شود. گرمای مانند القای الکترومغناطیسی یا مایکروویوها برای افزایش دمای ضایعات فلزی استفاده می

های باز قیر و ترمیم ترکشود و باعث کاهش ویسکوزیته  ها منتقل میضایعات فلزی به قیر و سنگدانه

 .[2]شودمی

مقاومت اولیه   ٪های آسفالتی توسط گرمایش خارجی با شاخخ خود ترمیمی )مخلوطدر  ترمیم ترک  

بعد از   (iF)  نمونه  ایآید، به عنوان مثال، نسبت بین مقاومت خمشی سه نقطهبازیابی شده( بدست می

 .شودمیقبل از ترمیم، ارزیابی  (0Fنمونه ) ام و قدرت اولیه iچرخه ترمیم 
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هد  این پایان نامه این است که با در نور گرفتن عوامل مؤثر بر شاخخ خهود ترمیمهی )ماننهد نهوع 

بندی مخلوط آسفالتی، نوع قیر، نوع گرمایش، چرخه ترمیم ترک و ...( به افزودنی، درصد افزودنی، دانه

اخخ خود ترمیمی به عنوان خروجی، بتوان به های شبکه عصبی مصنوعی در متلب و ش عنوان ورودی

یهادگیری تطبیقهی، ماننهد  های عصبی با داشتن خصوصیاتی  شبکهشبکه عصبی مناسبی دست یافت.  

در   بهالا در مدلسهازیدهی، حساسیت بالا به رخداد اشهتباه و سهرعت  تعمیمبندی،  تحمل خطا، دسته

  باشد.های مختل  از جمله مهندسی عمران کاربرد داشته رشته

 ضرورت انجام تحقیق   2-1

ههای از موارد کهاربرد شهبکه. شوند میهای گوناگون بکار گرفته های عصبی مصنوعی در تخصخشبکه

ها، برآورد توابهع و ... اشهاره های حرو  و شکلبندی اطلاعات، شناخت ویژگیتوان به طبقهعصبی می

 کرد. 

بالا و قابلیت نامحدود در مدلسازی نسبت بهه دیگهر های عصبی مصنوعی سرعت  یکی از مزایای شبکه

های موجود مانند تحلیل دستی و رگرسیون است. البته باید به این نکته توجه کرد که مدلسازی روش 

ها باشد که ممکن است زمان زیادی برای جمع آوری آنهای زیادی میهای عصبی نیازمند دادهشبکه

های تحلیل دستی و آنالیز رگرسیون در صورت وجود ت که روش این نکته نیز قابل ذکر اس . صر  شود

های عصبی بهدلیل های ورودی، دچار اشکال در تمامی محاسبات خواهند شد، اما شبکهاشتباه در داده

های ورودی اشتباهات جزئی رخ دهد، پذیری خطا و آموزش براساس تجربه، در صورتیکه در دادهتحمل

 اهد شد و قابلیت تحمل خطا را خواهد داشت.کارآیی شبکه دچار مشکل نخو

اسهت و در آینهده  گسترش روز به روز در حال  ،  عصبی  هایشبکه  استفاده ازدر رشته مهندسی عمران  

بهرای جلهوگیری از ههای عصهبی  از شهبکه  این علم خواهیم بود. اسهتفاده  توسعهشاهد فراگیر شدن و  

 ای دارد.کاربرد قابل ملاحوه، آزمایشاتبر بودن بر و هزینهو زمان آزمایشات متعدد
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 انجام تحقیق  روش 3-1
، دارنهد   اثهرپارامترهایی که بر شهاخخ خهودترمیمی  تحقیقات گذشته    ، پس از بررسیپژوهشدر این  

 این پارامترها به عنوان متغیر برای ایجاد مدل شبکه عصهبی در نوهر گرفتهه شهدند.و    شدند   مشخخ

شدند، عبارتند از: ابعاد نمونه آزمایش، روش تراکم  در نور گرفته  ورودی مدلبه عنوان  پارامترهایی که  

، سرباره فولاد و الیا  فولادی(، 1RAPها )براده آهن، ، درصد افزودنیبندی مخلوط آسفالتیدانهنمونه،  

ههای سهاخت مهدل بها اسهتفاده از دادهنوع قیر، چرخه ترمیم ترک، نوع گرمهایش و زمهان گرمهایش.  

در نهایهت  شد. نجامهای آسفالتی امخلوطت مطالعه شده در زمینه خود ترمیمی در مقالاآزمایشگاهی  

میهانگین مربعهات  ،(R)همبسهتگی و ضهریب های آزمایشگاهی مقایسه دقت مدل را با استفاده از داده

 .شد خواهد  ارائهو ...    (MSE) خطاها

انتقهال  و سپس به نرم افزار متلبرا وارد نرم افزار اکسل کرده های آزمایشگاهی دادهبرای ساخت مدل 

-ها، لایهنویسی، با تعیین تعداد نورونشود. با استفاده از جعبه ابزار شبکه عصبی و روش برنامهداده می

 ها و توابع انتقال، مدل ساخته شده، مورد بررسی قرار خواهد گرفت و نتایجی ارائه خواهد شد. 

، شبکه عصبی چندلایه با (MLP)های عصبی چندلایه ها با استفاده از شبکهدر این مطالعه تحلیل داده

تحلیل آماری با تجزیه و و  (RBF) شعاعی پایه، شبکه عصبی (PSO)الگوریتم بهینه ساز ازدحام ذرات  

 ها با یکدیگر مقایسه خواهد شد.انجام خواهد شد و نتایج این روش  SPSS نرم افزار

 تحقیق   های فرض  4-1
 توان به موارد زیر اشاره کرد:پژوهش میی هااز فرض

طول و وزن مخصوص الیا  فولادی و براده آهن مشخصات یکنواختی داشتند، بهه همهین  (1

 مدل شبکه عصبی صر  نور شد. ها بهدلیل از معرفی این داده

-سرباره فولاد مورد استفاده در مقالات جایگزین بخش درشت دانه بودند و از معرفی دانهه (2

 
1 Reclaimed Asphalt Pavement 
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بندی آن به مدل صر  نور شد و فقط درصد استفاده از آن در نتایج آزمایشگاهی مقالات، 

 به مدل شبکه عصبی معرفی شد.

 فرضیه های تحقیق  5-1
 اشاره کرد: ریبه موارد ز توانیپژوهش م یاهضیهاز فر

 دارد. یعملکرد بهتر ونینسبت به روش رگرس  یمصنوع یروش شبکه عصب (1

بکهار   یکهه در مدلسهاز  یشگاهیآزما  هایتجربه نشده )داده  هایدر برابر داده  یشبکه عصب (2

 دارد. یمناسب میگرفته نشدند( قدرت تعم

 ساختار پایان نامه  6-1
-و فهرضروش تحقیق  ،مقدمه، ضرورت انجام تحقیق  ،باشد، فصل اولفصل می  5  شاملنامه  این پایان

 باشد.میهای تحقیق 

است.   شدههای آسفالتی انجام  ترمیمی مخلوط  در فصل دوم، مروری بر کارهای گذشته در زمینه خود

بر شاخخ خود ترمیمی ، پارامترهای مؤثر  گذشته  کارهای انجام شده در  مرور و بررسیدر این فصل با  

مهندسهی زمینه های عصبی در استفاده از شبکه بهقرار گرفته است.  مطالعههای آزمایش مورد و روش 

  شده است. نیز پرداختهروسازی 

های عصبی مصهنوعی، کهاربرد و انهواع آن و فرآینهد یهادگیری در فصل سوم، شرحی از ساختار شبکه

 ارائه شده است.های عصبی شبکه

نتایج بدست آمهده   و  بیان شده  SPSSهای عصبی و نرم افزار  در فصل چهارم، روش مدلسازی با شبکه

 .گرفتمورد تحلیل قرار خواهد 

 بندی نتایج ارائه خواهد شد. در فصل پنجم، خلاصه کار انجام شده در تحقیق و جمع
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 مروری بر تحقیقات گذشهه :   
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 مقدمه  1-2
. به باشند میپذیر( پرکاربردترین روسازی مورد استفاده در جهان  های آسفالتی )انعطا روسازیامروزه  

، در [3]ها روسازی آسفالتی دارند از آن ٪94میلیون کیلومتر راه در ایالات متحده،   4.3عنوان مثال، از  

 .[4]ها آسفالتی هستند از شبکه راه ٪90ادیه اروپا بیش از حالی که در اتح

تواند منجهر بهه بهروز خرابهی در روسهازی عدم اجرای صحیح روسازی می  وبار ترافیکی  ،  شرایط جوی

ترین خرابهی روسهازی آسهفالتی اسهت و در اثهر چرخهه بارگهذاری گردد. ترک خوردگی یکی از شایع

شود. تهرک خهوردگی باعهث )اکسیداسیون( و تغییر دما )حرارتی( ایجاد می)خستگی(، پیرشدگی قیر  

 .[5]شودها بویژه در معرض نفوذ آب میکاهش مقاومت مکانیکی روسازی آسفالتی و دوام آن

تواند توسط دو مکانیسم اصلی ایجاد شهود، وسازی میهای مشاهده شده در سطح ربه طور کلی، ترک

ههای کششهی در های پایین به بالا توسط کهرنشهای بالا به پایین. ترکهای پایین به بالا و ترکترک

های کششی و برشهی سهطحی، اثهرات محیطهی و های بالا به پایین با تنشپایین لایه آسفالتی و ترک

لتی یک ماده خود ترمیم اسهت و در صهورت اسهتفاده از انهرژی شوند. مخلوط آسفاپیرشدگی آغاز می

توان خصوصیات مکانیکی اصلی را تا حدی یا تقریباً به طور کامل بازیابی کرد. چنین فناوری کافی، می

در  بایهد هها و قیرههایی را کهه سنگدانه  از جملهتواند کاهش قابل توجهی در مصر  منابع طبیعی،  می

د، ممکن سازد. افهزایش عمهر مفیهد نمیر و نگهداری در شبکه جاده استفاده شواقدامات بازسازی یا تع

 های مربوطهه، بنابراین در هزینهتواند باعث کاهش عملیات تعمیر و نگهداری شودمی،  موجودروسازی  

 .[6]رسد و همچنین اختلالات ترافیکی ناشی از چنین اقداماتی به حداقل می خواهد شد صرفه جویی 

 روسازی   در خرابی 2-2
-از جمله عوامل مهؤثر مهی. خواهند داشت  تأثیر  آنو عملکرد  بر عمر  عوامل متعددی    در یک روسازی

را مشخصات مصالح روسازی، عوامل جوی و شرایط محیطی   ترافیک،  و نوع  نوع خاک بستر، حجم  توان
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باعهث از بهین رفهتن توانهد ها میدر راه،  هاخرابیعدم بازرسی و ارزیابی به موقع و عدم مرمت  نام برد.  

 .[7]ها گرددهای عویم مالی و ناراحتی کاربران راهسرمایه

و شرایط آب و در اثر تکرار بارگذاری  به دلیل ترک خوردگی  های آسفالتی  کیفیت و ایمنی سطح رویه

 بها وجهود اینکههدههد  نشان میانجام شده،  ها  بر روی روسازیی که  های. بررسییابد کاهش می،  هوایی

عمر  ابتدای به نحوی که در ،مستقیم ندارند ، ولی رابطه  ها متناسب استبا عمر آن  روسازی  هایخرابی

 .[7]شودمی اضافهها زمان بر شدت آن سپری شدنها کم بوده و با شدت خرابیمفید خود 

ای و ههای سهازهشهوند کهه شهامل خرابهیهای روسازی به دو گروه کلی تقسیم میبه طور کلی خرابی

بطن سازه اصلی ظاهر که در  گویند  هایی میای به آن دسته از خرابیهای سازهعملکردی است. خرابی

در این نوع خرابی، توان  شود.های مختل  روسازی میتغییر شکل بیش از اندازه در لایهشده و موجب  

توانهد بهار ها بدون افزایش بیشتر خرابهی نمهیسازه این روسازیو باربری سیستم روسازی از بین رفته 

 افتد که سیستم روسهازی بهه لحها های عملکردی در حالتی اتفاق میبیشتری تحمل کند. اما خرابی

ههای سهطح رویهه بها اشهکال روبهرو ها به علت ناهمواریوری آنای مقاومت کافی دارد، ولی بهرهسازه

 .[7]است

 انواع خرابی های روسازی 1-2-2
 عبارتند از:  یانواع ترک خوردگ نیمتداول تر

 ترک خوردگی خستگی 1-1-2-2
 هیه. علهت آن شکسهت لا(2-1)شهکل  شودیم دهینام سوسماری یمعمولاً ترک خوردگ  یترک خستگ 

کفایت بهاربری خهاک بسهتر یها   واقع عدم  در  ( است.ی)خستگ   کیمکرر تراف  یریبارگ  لیبه دل  یسطح

معمهولاً بها   خسهتگی  یتهرک خهوردگ  .هها شهودکتواند موجب رخداد این نهوع از ترزیرسازی راه می

برطهر  شهوند.   هیهناح  ریهتعم  ایههمراه است. مناطق کوچک ممکن است با وصهله    یکشمشکلات زه

 .[8]دارند  یبازساز ای ایبه اح ازیمناطق بزرگتر ن
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 ترک خوردگی خستگی . 1-2شکل  

 ترک خوردگی طولی  2-1-2-2
-در راستای تقریبی محور طولی رویه روسازی بوجود میکه    هستند   یبلند   یهاترک  یطول  یهاترک

 ییدمها کلیسه، یآسفالت هیو انقباض لا یممکن است در اثر جمع شدگ هاترک نی. ا(2-2)شکل    آیند 

هها بها ترمیم اینگونهه خرابهی.  [8]شوند   جادیاو بروز ترک خوردگی در درزهای ساخت روسازی    روزانه

 پذیر است.استفاده از دوغاب قیری )همراه و یا بدون ماسه ریزدانه( امکان

 

 

 

 

 

 

 

 

 
 ترک خوردگی طولی . 2-2شکل  

 عرضی ترک خوردگی  3-1-2-2
(. 2-3د )شهکل  افتند و بر محور اصلی راه عمهود هسهتنها عمدتاً در عرض روسازی اتفاق میکاین تر

 از ناشهی تهوانمی را عرضی هایکتر دلایل به وجود آمدن.  بطور منوم از هم فاصله دارند   هااین ترک
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 و  حرارتی  هایسیکل  وقوع الح به دلیلمص  خستگی  یا  و  روسازی  شکست  روسازی،  دمای  شدید   کاهش

 .[8]تدانس دما متناوب هایکاهش و افزایش

 

 

 

 

 

 

 

 
 ترک خوردگی طولی . 3-2شکل  

 بلوکی )موزاییکی(ترک خوردگی  4-1-2-2
-یم  میرا به قطعات نامنوم تقس  یاست که روساز  وستهیبه هم پ  هایترک  ای ازمجموعه  یترک بلوک

هها بهه کایهن نهوع از تراست.    یو طول  یعرض  هایترک  یتلاق  جهینت  یامر گاه  نی. ا(2-4)شکل    کند 

ههای ترک. دهنهد اساس و یها خهاک بسهتر رخ می  ،رویه آسفالتی  دلیل تغییر حجم یا جمع شدگی در

 ،های بلوکی با شدت بهالاکتوسط درزگیری ترمیم نمود. برای ترمیم تر،  توانمیرا  بلوکی با شدت کم  

 .[8]دشومیشود و یا روسازی قدیمی توسط روکش پوشانیده میروسازی مجدداً نوسازی 

 

 

 

 

 

 

 بلوکی ترک خوردگی   . 4-2شکل  
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 (هلالی) لغزشیترک خوردگی  5-1-2-2
وسهایل شوند. در نواحی کهه به صورت چین خوردگی بر روی سطح آسفالت ظاهر میهای هلالی  ترک

های اتوبوس های اخذ عوارض، ایستگاهها، ایستگاهکنند )نزدیک چهارراهطور ناگهانی توق  می  بهنقلیه  

ههای وسهایل ، ترمز و یا تغییهر جههت چهرخهااین ترک  ایجادعلت  (.  2-5)شکل    شوند و ...(، ایجاد می

روغن هنگهام های قرار گرفته روی بستر، وجود آب و آسفالتی و لایههای  لایهضعی   چسبندگی    نقیله،

برای تهرمیم ت. اس  هااجرا بین دو لایه آسفالتی و عدم اجرای اندود سطحی و اندود نفوذی در بین لایه

 .[8]خرابی، لازم است که ناحیه ترک خورده با استفاده از مخلوط آسفالتی مناسب جایگزین شود

 

 

 

 

 

 

 
 ترک خوردگی لغزشی . 5-2شکل  

 ترک خوردگی انعکاسی  6-1-2-2
آنکهه   از  خصوص، پس  نیروکش است. در ا  یها، اجراهرا  یو نگهدار  ریتعم  یهاش رو  نیتراز مهم  یکی

در محل   نیریز  یروساز  یا عمودی  یافق  ییوقوع هرگونه جابجا  د،یساخت روکش به اتمام رس   اتیعمل

هها از کموجب گسترش تر  جیتدرباشد، به  ط یدرجه حرارت مح  رییتغ  ایو    یترک که منشأ آن بارگذار

 نیها یخواههد داشهت. الگهو یدر په زیهآن را ن یشده و خراب  یفوقان  د یجد   یبه روساز  نیریز  یروساز

هها ترکنوع از این  د.شونیم دهینامی نعکاس ا یهاکبوده و اصطلاحاً تر نیشیپ  یهاکها مشابه ترکتر

 .[8]شوند می شاهدهمبلوکی  و یا طولی، عرضی به صورت



 

13 

 

 ترک خوردگی لبه 7-1-2-2
بهه دلیهل   تهرکاین   .(2-6)شکل    شوند یشروع م  یلبه روساز  ازلبه معمولاً به صورت هلال    یهاترک

های ذوب و گیهرد و سهیکلآید، با بارگذاری ترافیکی شدت میضع  اساس یا خاک بستر به وجود می

چشهمگیری دارنهد، برشهدت آن   نقهش  بسهتر  خهاک  و  اسهاس   نمهودن  ضعی  ن که معمولاً دریخبندا

شهدت، وصهله و   شیبها افهزا  ،هها پهر شهوند تهرک  لازم اسهت  کم  با شدتد. برای ترمیم ترک  افزاینمی

 .[8]ممکن است لازم باشد  خرابیمناطق  ینیگزیجا

 

 

 

 

 

 

 

 

 

 
 ترک خوردگی لبه  . 6-2شکل  

 شیارشدگی 8-1-2-2
. (2-7)شهکل    گوینهد ای است و به آن تغییر شهکل دائهم نیهز مهیاین نوع از خرابی، یک خرابی سازه

دلیل ضع  باربری مصالح موجود، عدم تراکم کهافی مخلهوط و سهائیدگی روسهازی بهه شیارشدگی به 

تهوان بها یرا م یجزئ شیارشدگیشود. شکن زمستانی ایجاد میهای آجدار یخدلیل استفاده از لاستیک

مسهیر  صا  کردن و تراز کردن وتر با قرار دادن پوشش قیعم  شیارشدگیکرد.    تعمیر  یسطح  پوشش

مشهکل در   گهراست. ا  نهیگز  نیسطح بهتر  افتیباشد، باز  داریناپا  یاگر آسفالت سطحشود.  برطر  می

 .[8]ممکن است لازم باشد  یبازساز سطح باشد، ریز هیلا
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 شیارشدگی  . 7-2شکل  

 مفهوم خود ترمیمی  3-2
بازگشت خواص مصالح و کاهش ترک خوردگی، به عنوان قابلیت خود ترمیمی مصالح قیری بیان شده 

هد. دی استراحت به خوبی نشان میروند ترمیم ترک در مصالح قیری را در طول دوره  2-8شکل است.

هها بهه یابد. این ترکها(، کاهش میهای جزئی )ریزترکگذشت زمان، خواص مصالح به علت خرابیبا  

اند تا با افزودن مواد در تلاش شوند. امروزه محققان مرور زمان رشد کرده و باعث شکست در مصالح می

افزایش پایداری روسازی آسفالتی بها .  [9]ها را بهبود بخشند آن  مفید خود ترمیم به مواد طبیعی، عمر  

نیهاز بهه منهابع اضهافی   شهود،باعث می  کهدهد  را کاهش مینگهداری    عملیات  ،آوری خود ترمیمیفن

 .[10]نیز کاهش یابد به جو ای انتشار گازهای گلخانه شود وکم )سنگدانه، قیر و...( 

 [ 8]ی استراحتروند ترمیم ترک در مصالح قیری در طول دوره  . 8-2شکل  
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در یک روش شهیمیایی مرطهوب اسهت کهه ژل -سُلیند آ. فرارتباط داردژل قیر -ترمیم به خواص سُل

این روش معمولا برای تولید مهواد بها شهروع از .  شوداستفاده میمهندسی و علم مواد به طور گسترده  

محلول کلوئیدی )سُل( که به عنوان پیش ماده بهرای یهک شهبکه بهه ههم پیوسهته )ژل( از ذرات یک  

رود. قیر یک سیستم کلوئیدی شامل ذرات آسهفالتین بها ای است، بکار میگسسته یا پلیمرهای شبکه

صهورت تر پراکنده شده یها بهه  های روغنی با وزن مولکولی پایینکه در مالتین  است  وزن مولکولی بالا

ژل قیر، تبدیل سُل به ژل یا ژل به سُل با توجه به تغییرات  -در سیستم سُل .محلول در آن وجود دارد

افتد. خواص کلوئیدی قیر از نوع ژل مانند در دمای پهایین بهه نهوع درجه حرارت، تنش و ... اتفاق می

ابد، خواص کلوئیدی قیر از یکند. هنگامی که درجه حرارت کاهش میسُل مانند در دمای بالا تغییر می

گردد قیهر ماننهد سهُل رفتهار کنهد، درسهت ماننهد آب و کند. بارگذاری باعث میسُل به ژل تغییر می

کنهد. برخهی از یابد، خواص قیر بلافاصله به حالت ژل مانند تغییهر مهیهنگامی که بارگذاری پایان می

ژل بیهان   -را به وسیله ی تئوری سُل  های استراحتپژوهشگران ترمیم مخلوط آسفالتی در طول دوره

کند. در نتیجه در دمای کردند. تحت بارهای تکراری قیر به تدریج از یک ژل به ساختار سُل تغییر می

اسهتراحت اگر دوره  گیرد.  بالا، ترمیم با توجه به بازگشت مجدد سُل به ساختار ژلاتینی قیر صورت می

ههای اسهتراحت شود. در درجه حرارت پهایین، دورهمیانجام کامل    اً به صورتکافی باشد، ترمیم تقریب

و ترمیم به صهورت جزئهی   ندارند های بارگذاری را  به وجود آمده توسط چرخه  هایتوانایی ترمیم ترک

 .[11]باشد می

 استفاده در مخلوط های آسفالتی مواد بازیافتی قابل  4-2

 ( RAP) خرده آسفالت تراشیده شده 1-4-2

 شود که دارای قیر پیرشده و سهنگدانه اسهتهای قدیمی حاصل میآسفالت بازیافتی از کندن روسازی

، حل معضلات زیسهت محیطهی ناشهی از قیر محدودیت منابع و مصالح سنگی مرغوب و  .(2-9شکل  )

http://www.omransoft.ir/6311/%d8%a7%d9%86%d9%88%d8%a7%d8%b9-%d9%82%db%8c%d8%b1/
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ی خرده آسفالت و فوایهد اقتصهادی سهبب بههره بهرداری مجهدد از مصهالح موجهود در هاتولید تراشه

اقتصادی و حفظ منهابع طبیعهی از دلایهل عمهده اسهتفاده از صرفه جویی    .شده است روسازی صنعت

   .[5]باشند های آسفالتی میدر روسازی خرده آسفالت تراشیده شده

 

 

 

 

 

 

 

 

 

 [ 5]خرده آسفالت تراشیده شده . 9-2شکل  

 ضایعات فلزی 2-4-2
(، معدن ٪34.7هایی مانند ساخت و ساز )جامعه ما هر روز مقادیر زیادی ضایعات فلزی بویژه در بخش

، در Eurostat (2017)کنهد. براسهاس گهزارش ( تولید می٪10.2( و تولید )٪28.2و استخراج معادن )

فراتر رفته است. از ایهن مقهدار،  2014میلیارد تن در سال    5/2ها از  ، تولید سالانه زباله(EU-28)اروپا  

( ضایعات فلزی )عمدتا آهن قراضه و فولاد( هستند که از ایهن مقهدار حهدود ٪3.8میلیون تن )  99.7

 .[12](2016شوند )آژانس محیط زیست، های دفن زباله جمع میدر محل 31٪

قانون جدید پیشنهاد شده است تا امکان استفاده مجدد و بازیافت برخی از ضایعات را داشهته باشهد و 

های جدیهدی بهرای انجهام آن پیهدا های گذشته انجام شده است تا روش تحقیقات زیادی در طی سال

-(. صنعت آسفالت نیز از این قاعده مستثنا نیست، زیرا در طی سال2016محیط زیست،  شود )آژانس  

ای، سهرباره فهولاد، ها، از قبیل ضایعات شیشههای از ضایعات را در روسازیهای گذشته طی  گسترده

های ساختمانی استفاده کهرده اسهت. بهه عنهوان لاستیک، پلاستیک، پودر ضایعات زغال سنگ و زباله

http://www.omransoft.ir/7249/%d8%b1%d9%88%d8%b3%d8%a7%d8%b2%db%8c-%d8%b1%d8%a7%d9%87/
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از  ٪21توان از الیا  لاستیک برای سایر کاربردها استفاده مجدد کرد، اما امروزه فقط اگرچه می  نمونه،

شوند. بقیه معمولاً دفن شده، انباشته یها بهرای تولیهد های قدیمی بازیافت میمواد موجود در لاستیک

 .[12]گیرند انرژی مورد استفاده قرار می

ههایی بها ههدایت الکتریکهی اسهتفاده کهرد. رسهانایی توان برای آماده سازی جادهاز الیا  فولادی می

شود بهر  و یابد. آسفالت رسانا باعث میالکتریکی مخلوط آسفالتی با افزودن الیا  بتدریج افزایش می

ها را برطر  کند، زیرا های جادهها و تغییر شکلالکتریکی در زمستان و تنش-حرارتیهای  یخ با روش 

 .[12]گذاردهای داخلی آسفالت بر هدایت الکتریکی آن تأثیر میتغییر شکل

توان آن را با استفاده از انرژی گرمایی خارجی است که مییک مزیت دیگر روسازی آسفالتی رسانا این 

ههای رسهانا در ها کمک می کنهد. هنگهامی کهه الیها گرم کرد، که به کاهش ترک خوردگی در جاده

یابد. بنابراین، ویسکوزیته قیر ها افزایش میگیرند، دمای آنمحدوده میدان مغناطیسی متناوب قرار می

 .[12]کند پر می ها رارا کاهش داده و ترک

 (1SWF)الیاف فولادی  1-2-4-2

ههای فهولادی الیها  .اردفهی دهای مختلالیا  فولادی یک تقویت کننده فلزی است که ابعاد و شهکل

 :[5]شوند براساس چهار روش زیر تولید میمعمولا بازارهای جهانی، موجود 

 (الیا  سیمی) های فولادیکشیدن و بریدن سیم (1

 (2-10شکل ) (الیا  برشی یا نواری) های فولادینورد و برش ورق (2

 (گریالیا  ریخته) با استفاده از مواد مذاب (3

 استفاده از دستگاه صفحه تراش های فولادی با تراشیدن سطح ورق (4

 

 
1 Steel Wool Fiber 
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 [ 5]الیاف فولادی . 10-2شکل  

 براده آهن  2-2-4-2
تولید شده توسط صنعت فلزکاری نوع دیگری از پسماندهای جامد است (  2-11شکل  )های آهن  براده

ها بهه دلیهل زمهان اکسیداسهیون طهولانی شود. این تراش که باعث ایجاد مشکلات زیست محیطی می

 .[13]باشد میدر صنعت آسفالت  ی آهنهامانند. یکی از کاربردهای برادهباقی میمدت در محیط 

 

 

 

 

 

 

 

 

 
 [ 13] براده آهن . 11-2شکل  

 سرباره فولاد  3-2-4-2
بهرد و مقهدار از فولاد خهام را از بهین مهی  ٪10سرباره فولاد یکی از ضایعات صنعتی است که بیش از  

سرباره فولاد شهامل کلسهیم شود. ترکیب معدنی زیادی سرباره فولاد در فرآیند ساخت فولاد تولید می

. [14]باشهد ( مهیA3C ،7A12C( و آلومینهات کلسهیم )AF4C ،F2C(، فریهت کلسهیم )S2Cسیلیکات )



 

19 

 

سرباره فولاد خواص مکانیکی بسیار عالی که دارد، از نور زبری، شکل، زاویه، سختی و مقاومت در برابر 

ده از گیرد. از نور زیست محیطی، استفاها مورد استفاده قرار میای در روسازیسایش به طور گسترده

های دهد تا مقدار مواد برای دفع کاهش یابد؛ بنابراین، اختلاط در مخلوطهای فولادی اجازه میسرباره

 .[6]دهد مواد زائد به یک منبع تبدیل شوند آسفالتی اجازه می

 ط های آسفالتیفناوری های خود ترمیمی مخلو 5-2
کند. در صورت رسیدن دمای مخلهوط تحقیقات علمی قیر را به عنوان یک ماده خود ترمیم معرفی می

توانند به خودی خود ترمیم شوند. سهه روش اصهلی ها میدرجه سانتیگراد ترک  70تا    30آسفالتی به  

نهاوری میکروکپسهول، های آسفالتی وجود دارد؛ از جملهه فبرای تسریع در روند خود ترمیمی مخلوط

 گرمایش القایی و گرمایش مایکروویو.

 فناوری میکروکپسول 1-5-2
روغن، مانند روغهن   ٪70هایی هستند که حدود  های کپسوله شده ذرات کروی یا کپسولجوان کننده

شوند. روغهن یهک حهلال قدرتمنهد آفتابگردان دارند و به عنوان افزودنی به مخلوط آسفالتی اضافه می

مبتنی بهر ایهن اسهت کهه (  2-12شکل  )مکانیسم فناوری خود ترمیمی میکروکپسول  برای قیر است.  

یهک محهرک مکهانیکی   ها در روسازی آسفالتی غیرفعال خواهنهد مانهد تها اینکههها برای سالکپسول

دهد، . از این رو، هنگامی که یک ترک ریز در روسازی آسفالتی رخ می[1]خارجی در جاده اتفاق بیفتد 

شهکند و منجهر بهه آزاد شهدن مهاده رسد و پوسته کپسول را در زمان مناسب میترک به کپسول می

مخلهوط، ویسهکوزیته . به دلیل آزاد شدن روغن و انتشار آن در  شودساز در روسازی آسفالتی میجوان

تواند به راحتهی در تهرک جریهان یابهد و یابد و میها کاهش میقیر به طور موضعی در اطرا  کپسول

ست که فقط برای یک بار قابل استفاده است؛ زیرا هنگهامی کهه عیب این روش آن ا  .[15]تخلیه شود

 .[11]توان برای استفاده مجدد آن را پر کردشود دیگر نمیماده جوان ساز از میکروکپسول آزاد می
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 [ 1]میکروکپسولمکانیسم فناوری خود ترمیمی   . 12-2شکل  

 ییفناوری گرمایش القا  2-5-2
فناوری گرمایش القایی را اولین بار مینسک بکار گرفت کهه بهر  روی سهطح روسهازی را بها افهزودن 

های اخیر گرافیت به عنوان ماده رسانا به مخلوط آسفالتی و استفاده از گرمایش القایی ذوب کرد. در ده

ه بهه دلیهل درجهه که  انهد های آسفالتی بکار گرفتهگرمایش القایی را برای بهبود خود ترمیمی مخلوط

 .[11]کند ها را پر مییابد و ترکحرارت بالا، قیر در مخلوط آسفالتی جریان می

فرایند گرم کردن مواد رسانا از طریق القا الکترومغناطیسی است. در فرآیند گرمایش،  گرمایش القایی،  

شود و یک میدان الکترومغناطیسی متناوب با  یک جریان الکتریکی در یک سیم پیچ رسانا اعمال می

ایجاد می تا مگاهرتز  ایجاد شده در ماده  فرکانس در محدوده کیلوهرتز  الکترومغناطیسی  کند. میدان 

ها و قیر منتقل  دهد، حرارت ایجاد شده به سنگدانهها را افزایش می کند، دمای آنسانا جریان پیدا می ر

 . [2]  (2-13شکل ) شودشده و باعث کاهش ویسکوزیته قیر  می

 [ 2]مکانیسم فناوری خود ترمیمی گرمایش القایی . 13-2شکل  
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 فناوری گرمایش مایکروویو  3-5-2
با توجه به روش گرمایش مایکروویو برای اهدا  خود ترمیمی، تحقیقهات بهر روی ایهن روش امیهدوار 

های های مواد قیری پس از قرار گرفتن در معرض میدانکننده است. بر اساس اصل مگا هرتز، مولکول

این فرآیند باعث ایجاد اصهطکاک .  (2-14شکل  )  دهند گیری خود را تغییر میالکترومغناطیسی، جهت

دهد. با افزودن مقدار بسیار کمهی از ذرات شود که دمای کل مخلوط آسفالتی را افزایش میداخلی می

توان افزایش دما را به طرز چشمگیری تسریع کرد زیرا این مواد افزودنی از توانایی بالایی در فلزی، می

 .[16]بازتاب مایکروویو برخوردار هستند 

 [16] مکانیسم فناوری خود ترمیمی گرمایش مایکروویو . 14-2شکل  

این عقیده را دارند که روش گرمایش مایکروویو در مقایسه با گرمهایش القهایی بهه بسیاری از محققان  

 دلایل زیر انتخاب بهتری است:

خاطر نشان کهرد کهه گرمهایش مهایکروویو   [2013]و همکاران    Gallegoصرفه اقتصادی:   (1

کیلو وات مورد نیاز دسهتگاه گرمهایش   50کیلو وات در مقایسه با توان    2/1انرژی کمتر )

 .[17] ایی( و درصد فولاد کمتری )تقریباً ده برابر کمتر( مصر  می کند الق

اسهتفاده از ، Garcia [2016]و  Norambuena-Contrerasراندمان بالاتر: طبق تحقیقهات  (2

فناوری مایکروویو نسبت به گرمایش القایی برای تعمیر آسفالت جاده مهؤثرتر اسهت. ایهن 

بهه گرمهایش محققان همچنین اظهار داشتند که گرمایش مایکروویو دمای قیر را نسهبت 

 .[18]القایی بالا می برد و در نتیجه نسبت خود ترمیمی افزایش می یابد 
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تجهیزات ساده: تمهام آنچهه بهرای گرمهایش مهایکروویو لازم اسهت فقهط اون مهایکروویو  (3

 .[17]است

 فاکتورهای مؤثر بر خود ترمیمی  6-2
 شهاملبهه سهه دسهته  ایهن عوامهل  .  مؤثر هستند آسفالتی  های  میزان ترمیم مخلوط  برعوامل بسیاری  

 شوند.میتقسیم خواص قیر، ترکیبات مخلوط آسفالتی و محیط 

 خواص قیر 1-6-2

 نوع قیر  1-1-6-2
ههای آسهفالتی های قیر نقش مهمی در قابلیت ترمیم روسهازیاند که ویژگیبرخی از محققان دریافته

مقایسه با قیر سخت است. قیر با درجهه نفهوذ بهالاتر بهرای دارد، قیر نرم دارای قابلیت ترمیم بالاتر در 

تر است. علاوه بر این، ویسکوزیته ممکهن اسهت یهک عامهل حیهاتی در تعیهین عملکرد ترمیم مطلوب

توانهد رونهد تهرمیم در قیهر را توان فرض کرد که، گرانروی کم میقابلیت ترمیم قیر باشد. بنابراین می

 نیهزمیهزان تهرمیم  با افزایش مقهدار قیهر،  است،    مشخخ  2-15کل  ش   افزایش دهد. همان طور که در

تر( بیشتر از قیرهای بها درجهه میزان ترمیم برای قیرهای با درجه نفوذ بالاتر )قیر نرم  .یابد افزایش می

 100/80قیر با درجه نفوذ نیز نشان داده شده است که   2-15تر( است، در شکل نفوذ کمتر )قیر سفت

 .[19]دارد 60/50قیر با درجه نفوذ تری نسبت به ظرفیت ترمیم بالا
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 اثر ویسکوزیته و مقدار قیر بر میزان ترمیم  . 15-2شکل  

 ترکیبات قیر  2-1-6-2
قیر با تحرک مولکولی بالاتر از قابلیت پخش بالاتری برخوردار است. بر این اساس، بهر اسهاس ترکیهب 

( دو پارامتر برای تعیین کمی تحرک مولکهولی قیهر از جملهه 1990و همکاران )  Kimشیمیایی قیر ،  

ههای کهربن متیهل و متهیلن( و نسهبت های هیدروژن متهیلن و متهیلن بهه اتهم)اتم  1CMMHنسبت  

CH2/CH3  متیلن به متیل( که به ترتیب به میزان انشعاب در زنجیرها و طول زنجیرها مربوط مهی(-

( گزارش کرده اند که با کهاهش نسهبت 1990)  شو همکاران  Kimشود، معرفی کردند. علاوه بر این ،  

MMHC  [20]انشعاب(، نفوذ و سرعت ترمیم افزایش می یابد )میزان. 

 پیرشدگی 3-1-6-2
Bhasin  70-22، 64-22جه عملکردی )قیرهایی با در  نوع قیرسه    میدرصد ترم(  2011)  شو همکاران 

پهس از   شینمونهه آزمها  ی. سهختنهد کرد  بررسهی  شهدگیریپ  ط یمختل  و شرا  یرا در دما(  76-22و  

شدگی بلند ریکه پس از پ  یاست، در حال  دهیرس   هاولی  حد   از  ٪75به    (2RTFO)شدگی کوتاه مدت  ریپ

 
1 methylene and methylene hydrogen atoms to methyl and methylene carbon atoms 
2 Rolling Thin-Film Oven 
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از   %60، بهگرادیدرجه سانت  20دمای  در    ماندن  قهیدق  60پس از    شینمونه آزما  یسخت  (1PAV)مدت  

 .[21]دهد  یرا کاهش م ترمیم طبیعیسرعت شدگی قیر ریپرسید.  هیحد اول

 ترکیبات مخلوط آسفالتی  2-6-2

 مقدار قیر  1-2-6-2
 مخلهوط قیر موجود در مخلوط آسفالتی خاصیت خود ترمیمهی دارد، بنهابراین مقهدار قیهر بهر تهرمیم

اند که مخلوط آسفالتی با درصد قیر بالاتر سرعت ترمیم برخی مطالعات نشان دادهآسفالتی تأثیر دارد.  

مخلوط آسفالتی با قیهر بیشهتر، میهزان شود  مشاهده می  2-15بیشتری دارد. همان طور که در شکل  

 .[19]ترمیم بیشتری دارد

 دانه بندی مخلوط آسفالتی 2-2-6-2
شهکل )  بندی درشت بسیار سریعتر از مخلهوط ریزدانهه اسهتفرآیند ترمیم در مخلوط آسفالتی با دانه

تر و مناطق انتقال کمتر بهین تواند یک قیر ضخیمبندی درشت با مساحت سطح پایین میدانه  (.16-2

ههای سنگدانه و قیر را فراهم کند. علاوه بر این، نتایج یک مطالعه دیگر نشان داد که در بهین مخلهوط

 .[19]قابلیت ترمیم بالاتری دارد SMAمختل  آسفالتی، 

 

 
 

 

 

 
 

 
 

 
1 Pressure Ageing Vessel 
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 دانه بندی بر خود ترمیمی تاثیر  . 16-2شکل  

 نوع و درصد ماده افزودنی رسانا  3-2-6-2
 هایی برایهای آسفالتی استفاده از افزودنیهای اخیر برای حل مشکل نگهداری روسازییکی از تکنیک

ای برای تسریع این روند افزودن انواع مختل  الیا  ها است. گزینهتسریع در روند خود ترمیمی مخلوط

دهد. خود ترمیمی با افزودن درصهد است که خصوصیات مکانیکی مخلوط را افزایش مییا ذرات فلزی  

یابد و در صورت افزایش درصد ذرات از مقدار بهینه ذرات فلزی تا مقدار مشخصی از ذرات افزایش می

 یابد.شود، کاهش میبدلیل توزیع ناهمگن آن در مخلوط که باعث پدیده گرمایش بیش از حد قیر می

 محیط 3-6-2

 نوع گرمایش 1-3-6-2
ههای آسهفالتی اسهتفاده کهرد، کهه شهامل توان برای تسریع روند خود ترمیمی مخلوطاز دو روش می

باشهد. بسهیاری از محققهان ایهن عقیهده را دارنهد کهه روش گرمایش القایی و گرمایش مایکروویو مهی

. [17]بهتری استگرمایش مایکروویو به سه دلیل صرفه اقتصادی، راندمان بالاتر و کنترل دما انتخاب  

قایی برای تعمیر آسفالت جاده مؤثرتر است. گرمایش استفاده از فناوری مایکروویو نسبت به گرمایش ال
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برد و در نتیجه نسبت خهود ترمیمهی افهزایش مایکروویو دمای قیر را نسبت به گرمایش القایی بالا می

 .[18]یابد می

 زمان گرمایش 2-3-6-2
زمان است. سطح ترمیم با افهزایش زمهان -قیر یک ماده پلیمری ویسکوالاستیک با رفتار وابسته به دما

بیشتر نمونه منجر به کهاهش یابد. با این حال، گرم شدن  ماندن، سرعت ترمیم و سطح دما افزایش می

 شود.سرعت ترمیم می

رسد. مدت زمان طولانی شاخخ ترمیم هنگامی که دما به میزان مشخصی افزایش یابد به اوج خود می

-گرم شدن ممکن است منجر به مشکلات انبساطی و تخلیه قیر شود، بنابراین بازده ترمیم کاهش می

 .[22]یابد 

 ترمیم ترک-چرخه شکست 3-3-6-2
 یابد.یمی کاهش میهای خود ترمیمی، نسبت خود ترمبا افزایش تعداد چرخه

با  مخلوط آسفالتی مزایای اقتصادی و زیست محیطی  7-2

 قابلیت خود ترمیمی 
تغییهر هایی که جهت استفاده از مواد خهود تهرمیم انجهام شهده اسهت، بایهد برای ارزیابی دقیق هزینه

تهرمیم  خهود وادمهاز که  زمانی. مقایسه شود)افزایش( هزینه مصالح با تغییر )کاهش( هزینه نگهداری 

-تر خواهد شد و در نتیجه تراکم ترافیک و هزینهههای بین نگهداری راه طولانی، دورهشوداستفاده می

 مشخخ شهد،با توجه به تحقیقی که در گشور هلند صورت گرفت،  .  یابد میآن کاهش    هب  مربوطهای  

صرفه جویی مربهوط شامل    ،بیشتر، صرفه جویی سالیانه  عمر مفید درصد    25آسفالتی با  روسازی  برای  

روسهازی میلیون یورو  و این صرفه جهویی بهرای    65حدود    ،های ترافیکیبه تعمیرات اساسی و هزینه

شد که اگر   نتیجه گرفته  .[23]میلیون یورو است  100بیشتر، بیش از    عمر مفید درصد    50آسفالتی با  
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استاندارد باشهد، کشهور هلنهد بها  روسازی آسفالتیخود ترمیم دو برابر قیمت  یآسفالت روسازی  قیمت

 90بیشتر، تقریبا سهالیانه    عمر مفید درصد    50خود ترمیم با    لتیروسازی آسفاسرمایه گذاری بر روی  

 ههایمخلهوطاستفاده از فناوری خود ترمیمی در طراحهی   بنابرایننماید.  میلیون یورو صرفه جویی می

 دارد.  مزایای اقتصادی زیادیآسفالتی 

اثر خود ترمیمی بر طول عمر، مصر  انرژی و مسائل زیست محیطهی روسهازی آسهفالتی   تحقیقیدر  

ی یهک مهدل ( کهه بهه واسهطه1LCAبا استفاده از تحلیل چرخه عمر )  .[24]مورد مطالعه قرار گرفت

خود  یآسفالتروسازی که  شد عددی ظرفیت خود ترمیمی بتن آسفالتی را شبیه سازی نمود، مشخخ 

بها دههد.  درصد افزایش مهی  10روسازی آسفالتی استاندارد،  در مقایسه با  عمر مفید روسازی را  ترمیم  

-میدرصد کاهش  3درصدی عمر مفید روسازی، مصر  انرژی و انتشار کربن دی اکسید،   10افزایش  

کهاهش هزینهه، کهاهش مصهر  انهرژی و روسازی آسفالتی باعهث    فناوری خود ترمیمی  یابد. بنابراین

 خواهد شد.کاهش انتشار کربن دی اکسید 

رسی آزمون های آزمایشگاهی جهت تعیین شاخص بر 8-2

 خود ترمیمی 

 آزمایش خمش نیم دایره ای  1-8-2

 
1 Life Cycle Analysis   
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ای های مخلوط آسفالتی با اسهتفاده از آزمهایش خمهش نهیم دایهرهای نمونهمقاومت خمشی سه نقطه

هها نمونهشود. ساخت این  استفاده میای  ی نیم دایرههابرای این آزمایش از نمونه.  شودمیگیری  اندازه

-به این صورت است که مخلوط مورد نور در قالب مارشال که از قبل گرم شده اسهت، قهرار داده مهی

شهود. ضهربه وارد مهی  75شود،سپس مخلوط با استفاده از چکش مارشال فشرده و به هر طر  نمونه  

 داقل بهرای یهک روزمتر، حمیلی 60متر و ارتفاع تقریبا میلی 100ای مارشال با قطر های استوانهنمونه

ای بها بهرش دادن یهک نمونهه . مرحله بعدی تولید چهار نمونه نهیم دایهرهند مانمیدر آزمایشگاه باقی  

علاوه بر این، برای هدایت ترک خوردگی نمونه در طی آزمهایش خمهش   .(2-17است )شکل  مارشال  

یهانی نمونهه بهرش داده متر در قسهمت ممیلی  3متر و ضخامت  میلی  10ای، شکافی با طول  نیم دایره

 .[2]شودمی

 [ 13]ه های نیم دایره ایروند تهیه نمون  . 17-2شکل  

. شهوند مینگهداری  گراددرجه سانتی  -20ساعت قبل از آزمایش در دمای    24ها  نمونهپس از ساخت،  

. یهک غلتهک گیرنهد مهیمتهر از ههم قهرار  میلی  80ای بر روی دو غلتک به فاصله  نیم دایره  هاینمونه

آزمایش در داخل محفوهه .  (2-18شکل  )گیرد  میقرار  ها  بارگذاری سوم در قسمت میانی بالای نمونه

. تجهیزات مورد اسهتفاده بهرای آزمهایش، یهک شودمیانجام    گراددرجه سانتی  -20محیطی در دمای  

متر در دقیقه تعیهین میلی 0.5و نرخ بارگذاری  باشد میکیلونیوتن  20دستگاه تست جهانی با ظرفیت  

سهاعت در دمهای   3های آسفالتی ترک خورده به مدت  . پس از اتمام آزمایش خمش، نمونهشده است



 

29 

 

گراد برسند، برای اینکه اطمینان حاصهل شهود کهه نتیدرجه سا  20تا زمانی که به    گیرند میاتاق قرار  

 .[25]رطوبت سطح ناشی از انجماد کاملاً تبخیر شود

 

 
 

 

 
 

 
 

 

 

 

 

 

 
 [ 25]تجهیزات آزمایش خمش نیم دایره ای   . 18-2شکل  

 آزمایش گرمایش مایکروویو و گرمایش القایی 2-8-2
 700و در مایکروویو با قهدرت    شوند میایشی در کنار هم گذاشته  های آزمدو سطح ترک خورده نمونه

. شهودمیثانیه انتخاب    50تا    10زمان گرمایش از    .[26]گیرند میگیگاهرتز قرار    2.45وات و فرکانس  

 .[2]باشد میویو مناسب ثانیه براساس نتایج تحقیقات قبلی برای ترمیم مایکرو 40زمان گرمایش 

 350کیلو واتی با حداکثر فرکانس    6آزمایش گرمایش القایی با استفاده از یک ژنراتور گرمایش القایی  

 .شودمیثانیه انتخاب  120 براساس مطالعات پیشین زمان گرمایش .[27]باشد قابل انجام میکیلوهرتز  

 شودمیو آماده شروع یک چرخه جدید  کند میپس از خنک شدن، نمونه اولین چرخه ترمیم را کامل 

نرخ ترمیم برای هر نمونه    .[26]شودمیثبت   (𝐹𝑖)و بار اوج،   خواهد شد که در آن نمونه دوباره آزمایش 

و   (𝐹0)،  اسهت، به عنوان رابطه بین حداکثر نیروی نمونه آزمایش که ابتدا آزمایش شده  HRآسفالتی،  

 :شودمیتعری   (𝐹𝑖)ام،  iحداکثر نیرو اندازه گیری شده در نمونه آزمایش پس از چرخه ترمیم 
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(2-1 ) 𝐻𝐿 =
𝐹𝑖

𝐹0
 

 مروری بر مطالعات خود ترمیمی مخلوط های آسفالتی 9-2
• Norambuena-Contreras ( 2016و همکههاران )آسههفالتی توسههط  خههود ترمیمههی مخلههوط

های آسفالتی با را ارزیابی کردند. برای این هد ، مخلوطمایکروویو و گرمایش القایی گرمایش  

ها آماده شهد. خهواص حجم کل قیر از الیا  فولادی برای ساخت نمونه  ٪8و    6٪،    4٪،    2٪

ای قبهل و بعهد از های آسفالتی با استفاده از آزمایش خمهش سهه نقطههخود ترمیمی مخلوط

ثانیهه بهرای   120و    80،60ههای  ثانیهه بهرای مهایکروویو و زمهان  40ترمیم با زمان گرمایش  

-نتایج نشان داد، برای ترمیم ترکگیری شد. میم ترک اندازهگرمایش القایی طی ده چرخه تر

ههای علاوه بر این، سطح ترمیم مخلوطها گرمایش مایکروویو مؤثرتر از گرمایش القایی است.  

ههای آزمهایش نتواننهد در برابهر یابد، تها اینکهه نمونههآسفالتی با هر چرخه ترمیم کاهش می

 .[27]های ترمیم ترک بیشتر مقاومت کنند چرخه

• Norambuena-Contreras  ( تأثیر زمان گرمایش مایکروویو بر  2017و همکاران ) خواص خود

های آسفالتی تقویت شده با الیا  فولادی را ارزیابی کردند. مقدار الیا  اضافه ترمیمی مخلوط

حجم کل قیر بود. خهواص خهود ترمیمهی   ٪8و    ٪6،    ٪4،    ٪2شده به مخلوط مورد مطالعه  

ای قبل و بعد از ترمیم مهایکروویو های آسفالتی با استفاده از آزمایش خمش سه نقطهمخلوط

ده چرخهه  ، طهی(ثانیهه 40ثانیه و    30ثانیه،    20ثانیه،    10)چهار زمان مختل  گرمایش  ایبر

ثانیهه بهتهرین زمهان   40نتیجه گیری شهد کهه  در این تحقیق  ترمیم ترک اندازه گیری شد.  

های آسفالتی است و گرمایش برای رسیدن به بالاترین سطح ترمیم با کمترین آسیب به نمونه

 .[28]ها را ترمیم کند تواند ترکثانیه می 30 زمان گرمایش بیش از

• Gonzalez  ( 2018و همکاران  )  تأثیر افزودن براده آهن وRAP    بر خواص مخلوط آسفالتی با

  30و    20،   10،  0ها با  سنگدانه.  ارزیابی نمودند قابلیت ترمیم ترک با گرمایش مایکروویو را  
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بود.    ٪4و    ٪ 2،    ٪ 1،    ٪0ترکیب شدند. درصد براده آهن از نور حجم کل قیر:    RAPدرصد  

خمشی  مقاومت  دایرهنمونه  محاسبه  نیم  از  های  استفاده  با  نقطهای  سه  خمش  ای  آزمایش 

برابر    های بدون براده آهنمیانگین شاخخ ترمیم برای مخلوطنتایج نشان داد که  انجام شد.  

دهد  بود، این نشان می  5374/0  برابر با  ها با براده آهن ی مخلوط، در حالی که برا 4526/0  با

مخلوط  ترمیم  آهن  براده  میکه  بهبود  را  آسفالتی  برای  بخشد.  های  ترمیم  شاخخ  میانگین 

مخلوط بدون  کلیه  مخلوط  RAP،  0.5968های  برای  با  و  نشان    RAP  ،0.4872ها  این  بود، 

افزودن  می بر  RAPدهد که  ثابت مایکروویو  باعث کاهش ترمیم    40ای مدت زمان گرمایش 

 .[2]شود ثانیه می

• Tam Minh Phan  ( همکاران  ) 2018و  فولادی  الیا   مختل   درصد  چهار  از   )SWF به  )

مصالح   و  فولاد  سرباره  کردند:  استفاده  مصالح  نوع  دو  از  و  رسانا  افزودنی  ماده  یک  عنوان 

مختل    اولیه، چهار درصد  تحقیقات  و  تجربه  اساس  بر    8و    6،  4،  2شامل    SWFمعمولی. 

فرمولاسیون مخلوط مختل  تهیه شده    10درصد وزن مخلوط آسفالتی استفاده شده است.  

 ارائه شده است. 2-1جدول  است که در 

 های تهیه شده   فرمولاسیون مخلوط  .1-2جدول  

 مخلوط  قیر سنگدانه معمولی درشت سرباره فولاد  الیا  فولادی 

0% 0% 100% 

5.4% 

C 

2% 0% 100% F2 

4% 0% 100% F4 

6% 0% 100% F6 

8% 0% 100% F8 

0% 30% 70% SC 

2% 30% 70% SF2 

4% 30% 70% SF4 

6% 30% 70% SF6 

8% 30% 70% SF8 



 

32 

 

-عملکرد ترمیم مخلوطای انجام شد. نتایج نشان داد  ها توسط آزمایش خمش سه نقطهمقاومت نمونه

آخرین  ها در  چرخه به تدریج کاهش یافته و اکثر نمونه  10های طبیعی پس از  با سنگدانه  SWFهای  

چرخه    10و    5به ترتیب بعد از    F2ها، مخلوط  نداشتند. از بین آن  ٪ 40چرخه سطح ترمیم بالاتر از  

کمترین بود؛ ممکن است به دلیل    F8و    F6عملکرد ترمیم داشت. عملکرد ترمیم مخلوط    ٪ 49و    76٪

باشد که باعث توزیع نامناسب حرارتی و ایجاد پدیده بیش از حد   SWFاستفاده بیش از حد از درصد  

 شود.  گرم شدن قیر می

مخلوط   ترمیم  سرباره  SWFنتایج  توسط  شده  کردن  ساخته  اضافه  که  داد  نشان  فولادی    ٪ 30های 

باعث بهتر شدن عملکرد ترمیم در مقایسه با    SWFبه مخلوط  سرباره فولاد به عنوان سنگدانه درشت  

تا چرخه چهارم را ایجاد کردند.    ٪ 90های سرباره عملکرد ترمیم بالاتر از  شود. نمونه نمونه طبیعی می

کاهش یافت. مصالح سرباره با    ٪ 88در حالی که، این مقدار در نمونه معمولی پس از چرخه دوم به زیر  

درصد بیشتر از    6را داشتند که تقریباً    % 82بعد از پنج چرخه عملکرد ترمیم    SWF  ،(SF2)دو درصد  

مخلوط ها با مصالح طبیعی است. این بهبود ممکن است به دلیل حساسیت بیشتر ذرات سرباره فولاد  

 . [16]در برابر اشعه مایکروویو باشد 

• González  ( 2018و همکاران )  ( تأثیر افزودن روسازی آسفالتی بازیافت شدهRAP   و الیا )

و درصد    ٪ 30و    ٪20،  ٪10،  ٪0در مخلوط    RAPفولادی را مورد بررسی قرار دادند. درصد  

قیر:   نور حجم کل  از  مخلوط  ٪4و    ٪ 2،  ٪1،  ٪0الیا   بدون  بود.  با    RAPهای  از    ٪ 6نیز 

هایی با مواد دست نخورده را نشان  الیا  فلزی تهیه شدند تا تأثیر درصد بیشتر فلز در مخلوط

ارزیابی ترمیم ترک مخلوطدهند. آزمایش خمش سه نقطه برای  انجام شد.  ای  های آسفالتی 

افزودن   الیا     RAPاثر  اثر  مقابل،  در  شد.  ترمیم  شاخخ  کاهش  باعث  آسفالتی  مخلوط  به 

 . [5]ایش شاخخ ترمیم بودفولادی افز

• Norambuena-Contreras  ( تأثیر افزودن الیا  فولادی و براده آهن را بهر 2018و همکاران )

ثانیه و   30ها با استفاده از گرمایش مایکروویو در دو زمان مختل ،  خواص خود ترمیمی نمونه
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 ٪8و    ٪6،    ٪4،    ٪2ثانیه ارزیابی کردند. درصد ضایعات فلزی بر اساس حجهم کهل قیهر    40

بود. مشخخ شد که اضافه کردن الیا  برای ترمیم ترک هنگام استفاده از زمهان گهرم شهدن 

های آسفالتی هنگهام ثانیه( مؤثرتر است، در حالی که وجود براده آهن در مخلوط  30تر )کوتاه

 .[25]رسد ثانیه( به مقادیر خود ترمیمی بالاتری می 40تر )مایش طولانیاستفاده از زمان گر

• Alvaro González ( قابلیت2019و همکاران )های آسفالتی معمولی های ترمیم ترک مخلوط

بهراده های آسفالتی اصلاح شده با الیا  فولادی، بدون مواد افزودنی فلزی را در مقابل مخلوط

ههای آسهفالتی توسهط گرمهایش ( بهرای تهرمیم تهرک مخلهوطSiCو کاربید سیلیکون )آهن  

حجهم کهل   %4  براده آهنمایکروویو مورد مطالعه و مقایسه قرار دادند. درصد الیا  فولادی و  

خطها تسهت گرمهایش   و  سهعیاضافه شده به مخلهوط بها    SiCدرصد حجمی،    2/5قیر بود و  

ای انجهام های نیمهه دایهرهمایکروویو مشخخ شد. آزمایش خمش سه نقطه ای بر روی نمونه

 . [26]شد تا مقاومت خمشی مخلوط آسفالتی مورد ارزیابی قرار گیرد

• Ziming Liu ( 2019و همکاران ) تأثیر افزودن الیها  فهولادی را بهر خهواص خهود ترمیمهی

ثانیه ارزیابی کردند. درصد الیا  فهولادی   120ها با استفاده از گرمایش القایی در زمان  نمونه

بود. با افزایش درصد الیا ، میزان گرمایش القایی بهه   ٪4و    ٪3،    ٪2کل قیر  بر اساس حجم  

الیا  بهترین اثر ترمیم را داشهتند. بها افهزایش  ٪4ها با طور قابل توجهی افزایش یافت. نمونه

 .[30]یابد ها به تدریج کاهش میهای ترمیم ترک، نرخ ترمیم نمونهچرخه

• Baowen Lou ( ( از )2020و همکهارانHBSS )steel slag Hot braised  .اسهتفاده کردنهد

HBSS  (0%    ،%20  ،40%    ،%60    ،%80    ،%100  به جای سنگدانه آهکی با اندازه ذرات )4.75 

( انجام شهد. SCBای )میلی متر استفاده شد. در این مطالعه، آزمایش خمش نیم دایره  9.5تا  

های معمولی )تشکیل شده از سنگ آهک( عملکرد ترمیم مطلوبی نداشتند، به خصهوص نمونه

ن به دلیل کمبود مواد برای جذب و هدایت انرژی گرمایشی در نمونهه های بعدی؛ ایدر چرخه

بالاترین اثر ترمیم را نشان داد و برای سایر درصدها، سطح رانهدمان   HBSS60معمولی است.  
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بود که تقریبهاً برابهر   ٪76.8پس از چرخه اول    HBSS60تر بود. متوسط شاخخ ترمیم  پایین

و  HBSS0 ،HBSS20، HBSS40 ،HBSS80برابههههههر  1.32و  1.25،  1.13،  1.26،  1.47

HBSS100  های آسفالتی با درصد بیش از حد  است. مخلوطHBSS   ممکن اسهت قیهر را بهه

شدت نرم کند و باعث مشکل گرمای بیش از حد در طی فرآیند گرمایش مایکروویو شود. این 

طح ترمیم کهاهش های اولیه رخ داده، نمونه ها را خراب کرده و در نتیجه س مشکل در چرخه

از حجهم کهل   ٪60رسهد  به نوهر مهی  HBSSیافته است. از این رو میزان جایگزینی مناسب  

 .[29]متر باشد میلی 9.5تا  4.75ها با اندازه سنگدانه

• Mansour Fakhri ( تأثیر افزودنی2020و همکاران ) الیها  فهولادی تهایر بهراده آههنههای ،

ههای آسهفالتی از بازیافتی و پرکننده سرباره مس بر خواص مکانیکی و خود ترمیمی مخلهوط

کهل وزن   ٪6هها  مایکروویو را بررسی کردند. درصد پرکننده در کلیه مخلهوططریق گرمایش  

کل حجم قیر   ٪4و    ٪2،  ٪1و الیا  فولادی تایر بازیافت شده    براده آهنسنگدانه بود. مقدار  

وزن قیهر بهه  %1.5بر اساس مطالعات قبلی انتخاب شدند. همچنین از ساسهوبییت بهه مقهدار 

بهراده های آسفالتی حاوی  ه شد. شاخخ خود ترمیمی مخلوطعنوان اصلاح کننده قیر استفاد

پهس از   SCB، الیا  فولادی تایر بازیافتی و پرکننده سرباره مس با اسهتفاده از آزمهایشآهن

هایی که به مهدت ثانیه گرمایش مایکروویو انجام شد. نتایج نشان داد که نمونه  40و    30،  20

شوند نسبت خود ثانیه گرم می 30یا  20ی که برای هایشوند نسبت به نمونهثانیه گرم می  40

های خود ترمیمی، شاخخ خود ترمیمی کاهش ترمیمی بالاتری دارند. با افزایش تعداد چرخه

 .[13]یابد می

های استفاده شده در آموزش و بررسی قدرت تعمیم شبکه عصبی از مقالات برداشت شهده اسهت داده

 ارائه شده است. 2-2که اطلاعات این مقالات در جدول 
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 اطلاعات مقالات مورد استفاده جهت برداشت داده ها  .2-2جدول  

 نام مقالات نویسندگان سال انتشار ژورنال چاپ
Materials and 

Design 
2016 

J. Norambuena-

Contreras, A. Garcia 

Self-healing of asphalt mixture by 

microwave and induction heating 

    

Applied 

Sciences 
2017 

Jose Norambuena-

Contreras and Irene 

Gonzalez-Torre 

Influence of the Microwave Heating 

Time on the Self-Healing Properties of  
Asphalt Mixtures 

    

Journal of 

Environmental 

Management 

2018 A. Gonzalez et al. 

Self-healing properties of recycled 

asphalt mixtures containing metal 
waste: An approach through microwave 

radiation heating 

    

Construction 

and Building 

Materials 

2018 
Tam Minh Phan et 

al. 

Crack healing performance of hot mix 

asphalt containing steel slag by microwaves 

heating 

    

Construction 

and Building 

Materials 

2018 A. Gonzalez et al. 

Effect of RAP and fibers addition on 

asphalt mixtures with self-healing 
properties gained by microwave radiation 

heating 

    

Construction 

and Building 

Materials 

2018 
J. Norambuena-

Contreras et al. 

Effect of metallic waste addition on the 

electrical, thermophysical and microwave 
crack-healing properties of asphalt mixtures 

    

Taylor & 

Francis 
2019 A. Gonzalez et al. 

Microwave crack healing on 

conventional and modified asphalt 
mixtures with different additives: 

an experimental approach 

    

J. Mater. Civ. 

Eng. 
2019 Ziming Liu et al. 

Induction Heating and Fatigue-Damage 

Induction Healing of  Steel Fiber–

Reinforced Asphalt Mixture 
    

Construction 

and Building 

Materials 
2020 Baowen Lou et al. 

Effect of metallic-waste aggregates on 

microwave self-healing performances of 
asphalt mixtures 

    

Journal of 

Cleaner 

Production 
2020 Mansour Fakhri et al. 

An Evaluation of the Mechanical and 

Self-healing Properties of Warm Mix 

Asphalt Containing Scrap Metal Additives 

 

 استفاده از شبکه عصبی مصنوعی در مهندسی روسازی 10-2
مطالعه تاکنون  شبکه عصبی  با  ترمیمی  شاخخ خود  بینی  پیش  زمینه  اما در  است،  نشده  انجام  ای 
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 گرفته است که به شرح زیر است:درمورد کاربرد آن در شاخه مهندسی روسازی مطالعاتی انجام 

• Saltan    ههای روسهازی را بها محاسبات برگشتی پارامترهای لایهه  2002و همکارانش در سال

 .[31]انجام دادند های عصبی مصنوعی شبکهاستفاده از 

• X.Mei    های آسهفالتی را بهر های خستگی در روسازیعمق ترک  2004و همکارانش در سال

هها، ها مثهل خصوصهیات هندسهی سهطح تهرکهای سطح آنگیری سریع ویژگیاساس اندازه

شهبکه عصهبی تخمهین زدنهد. وظیفهه های ترافیکی توسط یک  خصوصیات روسازی و ویژگی

یادگیری توسط یک پایگاه داده که شامل مشخصهات مربهوط بهه ترافیهک و روسهازی شهبکه 

تهوان عمهق تهرک واقعهی را بها بزرگراه ایالتی فلوریدا است، انجام شد و نتیجه گرفتند که می

وسهازی های راستفاده از مدل شبکه عصبی که شامل هندسه سطح ترک، ترافیک و سایر داده

 .[32]است، به طور منطقی تخمین زد

• Gopalakrishnan   از یک شبکه عصبی پیشرو چنهد لایهه تحهت 2006و همکارانش در سال ،

ی ههای روسهازی آسهفالتالگوریتم پس انتشار خطا برای پیش بینهی مهدول غیهر خطهی لایهه

ها تحت بار چرخ هواپیماهای نسل جدید استفاده کردند. نتایج نشان دهنده موفقیهت فرودگاه

ههای انعطها  پهذیر شبکه های عصبی مصهنوعی در تخمهین مهدول عکهس العمهل روسهازی

 .[33]بود

• Huang  با اسهتفاده از  های آسفالتی راپیش بینی عمر خستگی مخلوط  (2007)  شو همکاران 

دقیهق   نتیجه گرفتند روش شبکه عصبی پیش بینی  و  انجام دادند های عصبی مصنوعی  شبکه

 .[34]های رگرسیونی داردتری نسبت به دیگر روش 

• Sollazzo  ( با استفاده از یک پایگاه داده بهزرگ از برنامهه عملکهرد بلنهد 2017)  شو همکاران

ههای مدت روسازی، یک شبکه عصبی مصنوعی را برای تخمین عملکهرد سهاختاری روسهازی

های زبری ایجاد کردند. چندین پارامتر ورودی قابل توجه، مربوط به ترافیهک، تی از دادهآسفال

های ساختاری، در تجزیه و تحلیل گنجانده شد. نتایج نشان داد کهه شهبکه آب و هوا و جنبه
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عصبی مدل مناسبی برای اثبات این رابطه است. شهبکه عصهبی همچنهین نتهایج بهتهری در 

 .[35]دهد ی ارائه میمقایسه با رگرسیون خط

های آزمایشگاهی ایالت کانزاس آمریکا، داده  بکارگیریبا  (  1391طاهرخانی و ابراهیمی مقدم ) •

عوامل   پیش بینی کردند.  عصبی  هایشبکه  استفاده ازهای آسفالتی را با  عمر خستگی مخلوط

مؤثر بر عمر خستگی شامل کرنش کششی، سختی، کندروانی قیر، درصد قیر، درصهد فضهای 

پیش بینی عمر نتایج نشان داد که شبکه عصبی مدل مناسبی برای  خالی و دانه بندی بودند.  

اسهت. شهبکه عصهبی همچنهین نتهایج بهتهری در مقایسهه بها   های آسفالتیخستگی مخلوط

 .[7]دهد رگرسیون خطی ارائه می

های نگهداری های مهندسی به سمت بهینه سازی فعالیتتمام این تحقیقات در راستای هدایت فعالیت

ها هدایت دسین را در راستای انتخاب بهترین استراتژی تخصیخ منابع و فعالیتو بهسازی بوده و مهن

 کند.می
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 : شبکه عصبی مصنوعی 

 



 

40 

 

 مقدمه  1-3
بر و پرهزینه هستند محققان را واداشته است تا امکان پیش های آزمایشگاهی از آن رو که زمانفعالیت

های مهندسی، کهاربرد در بیشتر رشتههای عصبی مصنوعی  بینی نتایج آزمایش را بررسی کنند. شبکه

 اند.بینی داشتهپیش ای برایقابل ملاحوه

بهرای  مقهالات معتبهر ههای آزمایشهگاهیاز دادهدر این تحقیق به علت عدم وجود پایگهاه داده جهامع 

 شود. استفاده می مدلسازی

 مدل بیولوژیکی شبکه های عصبی  2-3
های عصبی، عصب یا نورون نیهز های عصبی وجود دارد. سلولپیچیده از سلولای  در بدن انسان شبکه

ها این است که پیام ارسالی از سلول مجاور خود را به سهلول بعهدی شوند. وظیفه این سلولنامیده می

یابد تا به مغز انسان رسهیده و در های عصبی ادامه میانتقال دهند. این انتقال پیام آنقدر توسط سلول

گیرد. مغز انسان نیز با توجه به پیام )سهیگنال( دریهافتی ا توسط مغز انسان مورد پردازش قرار میآنج

هها و دهد. بعد از مدتی مغز انسان نسهبت بهه پیهامعکس العمل مناسب را نسبت به این پیام نشان می

ای از وعههشود. به عبارت دیگر مغهز پهس از دریافهت مجمتحریکات پیرامون خود دارای تجربیاتی می

ها پاسخ مناسب کند و با توجه به تجربه قبلی به آنبندی میها را در هر دسته طبقههای مشابه آنپیام

 .[36]دهد می

میلیارد نورون بهم پیوسته است. هر نورون یک سلول است که از   10ای از بیش از  مغز انسان مجموعه

 .[37]کند های بیوشیمیایی برای دریافت، پردازش و انتقال اطلاعات استفاده میواکنش

 ساختار نورون طبیعی 3-3
عملکردهای مجهزا از نقطه نور پردازش اطلاعات یک سلول عصبی یا نورون شامل چهار قسمت زیر با  

 (.3-1شکل ) ولی مکمل هم است
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 [ 37]سلول عصبی )نورون(   . 1-3شکل  

 (Synapses)ها سیناپس  1-3-3
ها عناصر ذخیره کننده هسهتند و حافوهه اپسمحل برخورد اکسون با دندریت، سیناپس نام دارد. سین

کنند و ایهن مخزنهی بهرای پایگهاه دانهش اسهت. بلند مدت برای تجربیات جمع شده گذشته ایجاد می

گیرد. یک تک سلول عصبی بطور های جدید، یاد میسیناپس از طریق تطبیق پیوسته وزنش با ورودی

 .[38]رابطه سیناپسی دارد 10000متوسط 

 (Soma) بدنه سلول 2-3-3
 .[7].کند ها دریافت میریتدند  این سلول مسئول پردازش اطلاعاتی است که از

 ( Dendrites)دندریت ها  3-3-3
هها هر نورون ممکن است یک یا چند دندریت داشته باشد. بیشتر علائم منتقهل شهده از سهایر نهورون

ها یک رشته پرپشت سهاختمانی هسهتند شوند. دندریتها وارد بدنه سلول میبوسیله راهی از دندریت

های سیناپتیک است که معمولا علائهم از ها اتصالسرچشمه می گیرند. روی دندریتکه از بدنه سلول  

 .[38]رسند ها به آن میدیگر آکسون
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 ( Axon)آکسون  4-3-3
-هها انتقهال مهیبرای هر نورون فقط یک آکسون وجود دارد و این اکسون اطلاعات را به دیگر سهلول

 .[38]دهد 

 شبکه های عصبی مصنوعی  4-3
مغز انسان، سعی در توسعه پهردازش اطلاعهات های  با الهام از شبکه نورون  های عصبی مصنوعیشبکه

ههای فرآیند یادگیری شبکه عصبی درست مثل مغز انسان است. ما از زمان تولد، بها دیهدن مثال  دارد.

 آمهوزش   تهدریجبه(  ...  مختل  از مسائلی که باید حل کنیم )حرکت، خوردن، ارتباط برقهرار کهردن و

ا ارائهه ر  مناسهبی  واکنش  شرایط   با  متناسب  موقعیت  هر  در  که  رسیممی  جاییبه  نهایت  در  و  بینیممی

گیری شهروع بهه یهادگیری دهیم. شبکه عصبی مصنوعی هم دقیقا به همین شکل از ابتدای شهکلمی

گیهر ایهن قابلیهت چشهم  د.کند تا در نهایت بتواند واکنش درخوری را به یک موقعیت خهاص بدههمی

-هها مواجهه نبهودهتر با آنها در ارائه جواب به اطلاعاتی است که پیشنها استفاده نامحدود از آشبکه

 .[7]اند 

یک مدل ریاضی است که سعی در شهبیه سهازی سهاختار و عملکهرد ( 1ANN)شبکه عصبی مصنوعی  

بلوک اصلی ساخت هر شهبکه عصهبی مصهنوعی، نهورون مصهنوعی  های عصبی بیولوژیکی دارد.شبکه

-فعالاست، یعنی یک مدل ریاضی )تابع( ساده. چنین مدلی سه قانون ساده دارد: ضرب، جمع و تابع  

 .[39](3-2شکل )سازی 

 
1 Artificial neural network 
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 [ 39]مدل شبکه عصبی مصنوعی  . 2-3شکل  

 رون مصنوعی ساختار نو 5-3
های آن نورون مصنوعی یک عنصر اساسی در ساخت هر شبکه عصبی مصنوعی است. طراحی و ویژگی

های عصبی بیولوژیکی  شود که عنصر اصلی ساختمان شبکهاز مشاهده یک نورون بیولوژیکی حاصل می

کرد. شکل ال ، یک مشاهده  3-3شکل توان در ها را میهای موجود در طراحی و ویژگیاست. شباهت

ههای و شهکل ب، یهک نهورون ها، تابع انتقهال، بایهاس و خروجهیها، وزننورون مصنوعی را با ورودی

 .[39]دهد ها و آکسون نشان میبیولوژیکی را با سوما، دندریت

 [ 39]شباهت های طراحی نورون طبیعی و مصنوعی  . 3-3شکل  



 

44 

 

شده، بدنه سلول اطلاعات را منتقل  (soma)اطلاعات نورون بیولوژیکی از طریق دندریت به بدنه سلول 

کنهد. در نهورون مصهنوعی، اطلاعهات از ها منتقل مهیپردازش کرده و از طریق آکسون به دیگر سلول

شود )هر ورودی بهه صهورت شوند به بدنه یک نورون مصنوعی وارد میهایی که وزن میطریق ورودی

ای وزن شهده و بایهاس را بها ههشود(. بدنه یک نورون مصهنوعی ورودیجداگانه در یک وزن ضرب می

کند. در پایان اطلاعات پردازش شده را از طریق خروجی)ها( یکدیگر جمع کرده و وارد تابع انتقال می

 : [39]شودکند. خروجی از طریق مدل زیر محاسبه میمنتقل می

(3-1 ) 
𝑦(𝑘) = 𝐹 (∑ 𝑤𝑖(𝑘) ∙ 𝑥𝑖(𝑘) + 𝑏

𝑚

𝑖=0

) 

 

 خروجی است. 𝑦(𝑘)تابع فعالساز و   Fبایاس،  bوزن،  𝑤𝑖(𝑘)ورودی،   𝑥𝑖(𝑘)که در آن،  

ترین متغیر ناشناخته مدل، تابع انتقال آن اسهت. شود، عمده( مشاهده می3-1همانطور که در معادله )

 .[39]تواند هر عملکرد ریاضی باشد کند و میتابع انتقال خصوصیات نورون مصنوعی را مشخخ می

 (Transfer Functions)توابع انتقال  6-3
شوند به منوهور پهردازش ( نیز نامیده میActivation Functionsتوابع انتقال که بعضاً توابع تحریک )

رود. توابع مختلفهی باشد بکار میدار و مقدار بایاس میهای عصبی وزناطلاعات که حاصل جمع سلول

، تابع Hard-Limitتابع  ها شامل تابع خطی ساده،  ترین آناند. معرو برای پردازش اطلاعات ارائه شده

 .[36]باشد می( logsig)و تابع لگاریتم سیگموید   (tansig)سیگموید 

 ( Linear Transfer Function)تابع انتقال خطی  1-6-3
ایهن تهابع از دو (.  3-4  )شهکل  کنهد غییهری روی ورودی ایجهاد نمییک تابع فعالسهاز خطهی، ههیچ ت

ها برقرار است و خاصیت غیرخطی در نورون ها و خروجیو یک رابطه خطی بین ورودی کرانبی طر 

 :[40]باشدرابطه این تابع به صورت زیر میکند. نمی مصنوعی ایجاد
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(3-2 ) a=n 

 

 
 

 

 
 

 

 
 [ 40]تابع انتقال خطی  . 4-3شکل  

 ( Hard-Limit) تابع پله ای  2-6-3
اگر ورودی به یک آستانه مشهخخ رسهیده  دهد،خروجی را به صورت دو سطحی نشان می  ایتابع پله

-5)شهکل  شود  می  0دهد و در غیر این صورت )اگر منفی باشد( خروجی  را نشان می  1باشه خروجی  

  :[40]باشدرابطه این تابع به صورت زیر می (.3

(3-3 ) {
a = 0       n < 0
a = 1       n ≥ 0

 

 

 

 

 
 

 

 

 
 [ 40]تابع پله ای  . 5-3شکل  
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 (logsig)لگاریتم سیگموید تابع  3-6-3
معمولا در مختصات لگهاریتمی (. 3-6)شکل  مشتق پذیر استغیرخطی، یکنواخت، پیوسته و این تابع 

و مقادیر ورودی بسیار کهم یها   این تابع برای استفاده در مسائل طبقه بندی کاربرد دارد  شود.رسم می

 :[40]باشدرابطه این تابع به صورت زیر می کند.ی صفر تا یک تبدیل میبسیار زیاد را به بازه

(3-4 ) a =
1

1 + e−n
 

 

 

 

 

 

 

 

 
 [ 40]تابع لگاریتم سیگموید  . 6-3شکل  

 (tansig)سیگموید تابع  4-6-3
رابطه (. 3-7)شکل (، اما نسبت به به مبدأ متقارن است S)به شکل    logsigشکل این تابع همانند تابع  

 :[40]باشد این تابع به صورت زیر می

(3-5 ) a =
en − e−n

en + e−n
= tanh (n) 

 

 

 

 

 

 

 

 
 [ 40]تابع سیگموید  . 7-3شکل  
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 مصنوعی  انواع شبکه های عصبی 7-3
-مورد استفاده قهرار مهی  کاربردهای متفاوتیبرای    کدام، که هر  دارند انواع مختلفی  های عصبی  شبکه

توسههط الگههوریتم وجههود دارد کههه  ، یههک سههاختار ریاضههیهههای عصههبیشههبکهدر همههه . گیرنههد 

 ارائه دهد.مناسبی  تا پاسخشود، آنقدر تنویم و بهینه می  (Training Algorithm)یادگیری

 های عصبی آمده است.در ادامه، مروری بر انواع مختل  شبکه

 شبکه عصبی پرسپترون 1-7-3
ها را داده،  های ورودی را دریافت کرده و با اعمال کردن تابع فعالسازیداده،  (Perceptron)پرسپترون  

 .[39]کند منتقل میبه لایه خروجی 

  Single Layer Neural Network)پرسپترون تک لایه عصبی شبکه  1-1-7-3

Perceptron ) 
کنهد. در شبکه عصبی پرسپترون تک لایه، تعداد مشخصی داده ورودی را به عنوان ورودی دریافت می

و مقهدار  ههاای از وزنشود. با داشتن مجموعههای ورودی وارد شبکه عصبی میهر مرحله یکی از داده

 Activation) سهازی ع فعالیا تهاب (Transfer Function) ، خروجی که وارد تابع انتقال(Bias)بایاس 

Function)  [39](3-8)شکل  شودشده تولید می. 
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 پرسپترون تک لایه عصبی شبکه    . 8-3شکل  

 ( Multi-Layer Perceptron)عصبی پرسپترون چندلایه شبکه  2-1-7-3
عملکهردی کهه ( 3-9)شهکل  مدل شبکه عصبی موجود است ترینساده، MLPیا  پرسپترون چند لایه

 .مانند نحوه انتقال اطلاعات در مغز انسان دارد

 وجود خواهند داشت: (Layer) لایهدر یک شبکه عصبی پرسپترون چند لایه، حداقل سه 

 (Input Layer)  لایه ورودی •

 (Hidden Layer)  لایه پنهان •

 (Output layer)  لایه خروجی •

ههای آخهرین های لایه پنهان هستند و خروجیهای لایه ورودی، ورودیخروجیدر این شبکه عصبی،  

هایی که بین لایه ورودی . به لایهد شوندر نور گرفته میهای لایه خروجی  به عنوان ورودیلایه پنهان  

چنهد لایهه،  هایشود. شبکهگفته می (Hidden Layers) های پنهانگیرند، لایهو لایه خروجی قرار می

 .[39]شوند میها و بایاس هستند که برای آموزش شبکه عصبی تنویم ای از وزنمجموعه دارای
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 شبکه عصبی پرسپترون چندلایه   . 9-3شکل  

 ( Radial Basis Networks)شبکه عصبی شعاعی پایه  2-7-3
فعالسهاز   ی پنههان بها تهابعی ورودی، لایههلایهدارای سه لایه )  (RBF)های عصبی شعاعی پایه  شبکه

، بهه (Radial Basis Function)ها از تابع شهعاعی پایهه شبکهاین . باشند ( میی خروجیو لایه گوسی

 .[39]دهد را نشان می RBF، یک شبکه عصبی 3-10شکل کنند. سازی استفاده میعنوان تابع فعال

 

 

 

 

 

 

 

 

 

 
 [ 39]شبکه عصبی شعاعی پایه  . 10-3شکل  

نهوع  تنهاندارند و از نور ساختاری تفاوت زیادی با یکدیگر  MLP هایشبکه و RBF های عصبیشبکه

 RBFشبکه عصبی تابع انتقال دهند، متفاوت است. هایشان انجام میها روی ورودیپردازشی که نورون

 :[39]نشان داده شده است 3-11شکل و در زیر است  طبق رابطه
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(3-6 ) 
radbas(n) = e−n2

 

 

 

 

 

 

 

 

 
 [ 39] شبکه عصبی شعاعی  تابع انتقال  . 11-3شکل  

گیری های تصهمیممحهدودهشوند و نیهز آموزش داده می MLP هایشبکهتر از سریع RBF هایشبکه

های تری نسبت به شهبکههای بیشرونوها نیازمند ناین شبکه با وجود اینکه،  .کنند بهتری را ایجاد می

MLP  ،های  تر نسبت به زمان مورد نیاز برای شبکهتوان در زمانی کوتاهولی می  هستندMLP  ،ها را آن

  است. بندیو دسته های زمانیبینی سریبع، پیشوات تقریب در RBFی هاشبکهکاربرد  .آموزش داد

 ( Recurrent Neural Networks)عصبی بازگشتی شبکه  3-7-3
پنهانی دارند که به خودشان نیز متصل هسهتند. اولهین های سلول (RNN) های عصبی بازگشتیشبکه

نام دارد که در ایهن نهوع شهبکه ههر یهک از  Jordan Network ی، شبکهRNNهای عصبی نوع شبکه

 .[39](3-12)شکل کند های پنهان خروجی خود را بیش از یک یا چندبار تکرار میلایه

 

 

 

 

 

 

 
 [ 39]شبکه عصبی جردن   . 12-3شکل  
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ها از تکرارهای قبلهی یها گیریتصمیمشوند که اساسا هنگامی استفاده می های عصبیاین نوع از شبکه

توان های کنونی را تحت تاثیر قرار دهد. به عنوان مثالی متداول از این نوع، میتواند نمونهها، مینمونه

توان تنها در زمینه کلمه یا جمله پیشهین تحلیهل اشاره کرد. در متن، یک کلمه را می (Text) متن به

 .کرد

دارای حافوهه داخلهی  های عصبی بازگشتیشبکه ایی است.های دنبالهها پردازش دادههد  این شبکه

از ایهی و از این حافوه برای پردازش دنباله به یاد داشته باشند را    شاند ورودی قبلینتوانمیهستند که  

شود و نتیجهه دوبهاره بهه های پردازشی ذخیره میها خروجی گرهها استفاده کند. در این شبکهورودی

ها اطلاعات را تنها در یک جهت )از لایه ورودی به خروجهی( شود. این نوع شبکهمدل بازگرداننده می

کند و محاسبه و اجهرای مانند یک سلول حافوه عمل می RNN هایهر گره در شبکهدهند. عبور نمی

 (self-learn) بینی نادرستی انجام دهد، سیستم خود یادگیریدهد. اگر شبکه پیشعملیات را ادامه می

دههد. ادامهه مهی(backpropagation) دهد و به اصلاح پیش بینی خود در طول پس انتشهار انجام می

بینی قیمت یک سهام در یهک پیشهای سری زمانی )به عنوان مثال  دهشبکه عصبی بازگشتی برای دا

ههای بازگشهتی تهر شهبکهرود. دو نوع متهداولهای صوتی به کار میهای متنی و داده(، دادهماه خاص

 Gated) ایهیو واحهدهای بازگشهتی دروازه LSTM یا (long short term) حافوه کوتاه مدت طولانی

Recurrent Units) یا GRU   [39]هستند . 

 (Long/Short Term Memory)  حافظه کوتاه/بلند مدت 1-3-7-3
کنهد. را معرفهی می (Memory Cell) نوع جدیدی از سلول حافوهه (LSTM) حافوه کوتاه/بلند مدت

ها را هنگامی کهه دارای شهکا  زمهانی )یها تهاخیر زمهانی( هسهتند، پهردازش تواند دادهاین سلول می

های بسیار پیشین اتفهاق های ویدئو را با به خاطر سپردن چیزی که در قابتواند قابمی  LSTMکند.

 Speech) بازشناسهی گفتهار ای بهرایبهه طهور گسهترده LSTM هایافتاده است پردازش کند. شبکه

Recognition)  بازشناسی نوشتار و (Writing Recognition) ای هگیرند. سلولمورد استفاده قرار می

https://blog.faradars.org/python-keras-text-classification/
https://blog.faradars.org/python-keras-text-classification/
https://blog.faradars.org/comprehensive-guide-to-neural-networks/#%D8%AD%D8%A7%D9%81%D8%B8%D9%87_%DA%A9%D9%88%D8%AA%D8%A7%D9%87_%D9%85%D8%AF%D8%AA_%D8%A8%D9%84%D9%86%D8%AF
https://blog.faradars.org/stock-market-prediction-using-python-keras/
https://blog.faradars.org/stock-market-prediction-using-python-keras/
https://blog.faradars.org/stock-market-prediction-using-python-keras/
https://blog.faradars.org/speech-recognition-from-zero-to-hero/
https://blog.faradars.org/speech-recognition-from-zero-to-hero/
https://blog.faradars.org/speech-recognition-from-zero-to-hero/
https://blog.faradars.org/speech-recognition-from-zero-to-hero/
https://blog.faradars.org/%D8%A2%D9%85%D9%88%D8%B2%D8%B4-%DB%8C%D8%A7%D8%AF%DA%AF%DB%8C%D8%B1%DB%8C-%D9%85%D8%A7%D8%B4%DB%8C%D9%86-%D8%A8%D8%AE%D8%B4-%D8%B3%D9%88%D9%85/
https://blog.faradars.org/%D8%A2%D9%85%D9%88%D8%B2%D8%B4-%DB%8C%D8%A7%D8%AF%DA%AF%DB%8C%D8%B1%DB%8C-%D9%85%D8%A7%D8%B4%DB%8C%D9%86-%D8%A8%D8%AE%D8%B4-%D8%B3%D9%88%D9%85/
https://blog.faradars.org/%D8%A2%D9%85%D9%88%D8%B2%D8%B4-%DB%8C%D8%A7%D8%AF%DA%AF%DB%8C%D8%B1%DB%8C-%D9%85%D8%A7%D8%B4%DB%8C%D9%86-%D8%A8%D8%AE%D8%B4-%D8%B3%D9%88%D9%85/
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شهود هسهتند. ایهن عنصهرها، هها گیهت گفتهه میحافوه اساسا ترکیبی از یک جفت عنصر که بهه آن

کننهد. سهاختار ایهن بازگشتی هستند و چگونگی به یاد آوردن و فراموش کردن اطلاعات را کنترل می

 هها وجهودسازی بهین بلوکمشخخ است. این نکته که هیچ تابع فعال  3-13شکل  در  ها،  نوع از شبکه

 .[39]ندارد نیز شایان توجه است

 

 

 

 

 

 

 

 
 [ 39]حافظه کوتاه/بلند مدت   . 13-3شکل  

 ( Gated Recurrent Unit)شبکه عصبی واحد بازگشتی گِیتی  2-3-7-3
هها و دوره زمهانی متفهاوت اسهت. ایهن نهوع از بها گیت LSTM نوعی از (GRU) بازگشتی گیتیواحد 

  (Speech Synthesis) های عصبی بازگشتی در حهال حاضهر بیشهتر در موتهور مهتن بهه گفتهارشبکه

 .[41]رودبه کار می (Music Synthesis) ترکیب صدا و

 ( Auto Encoder) خود رمزگذارشبکه عصبی  4-7-3
ترین حالت یک  در ساده  دارای لایه ورودی، لایه)ها(ی پنهان و لایه خروجی است. رمزگذار    خود  شبکه

-)رمزگشا( به همراه تنها یک لایه پنهان مهی decoder )رمزگذار( و encoder رمزگذار شامل یک خود

ر ایهن نهوع شهبکه بهه شود. داستخراج می decoder داده شده و خروجی از encoder باشد. ورودی به

بیند که رمزگذار آموزش می ، خود Xبینی مقدار تابع هد  در ازای ورودیجای آموزش شبکه و پیش

را خواهد داشت؛ یعنی  X ورودی خود را بازسازی کند؛ بنابراین بردار خروجی همان ابعاد بردار ورودی

https://blog.faradars.org/music-genre-classification/
https://blog.faradars.org/music-genre-classification/
https://blog.faradars.org/music-genre-classification/
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های موجود در لایه ورودی و خروجی با یکدیگر برابر است. همانطور که گفته شد در ایهن تعداد نورون

اسهتفاده شهده انتشار خطا  از الگوریتم پس  شبکه  برای آموزش  شبکه خروجی بازسازی ورودی بوده و  

-دهند. معمولا تعداد نورونرمزگذارها با حداقل کردن خطای بازسازی شبکه را آموزش می  دخو  است.

 باشد. لایه پنههان یها کهد در حقیقهتمی encoder/decoder ی موجود در لایه پنهان کمتر از لایهها

representation  ههای باشد و عملا متناظر با ویژگهییا نمایش داده در فضای بعد کاهش یافته آن می

لایه پنهان ترین حذ  شده و خروجی میانی decoder استخراج شده است. پس از آموزش شبکه بخش

بایسهت از شود. به منوور کاهش بیشتر ابعاد مهیهای استخراج شده در نور گرفته میبه عنوان ویژگی

-رمزگذار عمیق نامیده مهی  های پنهان بیشتری در شبکه استفاده کرد که در اصطلاح خودتعداد لایه

 .[39]شود

سهازی و فشرده (Clustering) بندیخوشهه بندی،بهرای دسهته (AE) های عصبی خود رمزگذارشبکه 

ها )کهه در آن شوند. با توجه بهه سهاختار ایهن شهبکهاستفاده می (Feature Compression) هاویژگی

های خروجهی برابهر بها ولهای ورودی است و تعداد سهلتر از تعداد سلولهای پنهان کوچکتعداد لایه

شود که خروجی تا حد امکان به ورودی به نوعی آموزش داده می AE های ورودی است( و اینکهسلول

ها را تعمهیم دههد و بهه دنبهال الگوههای شود دادهنزدیک باشد، شبکه عصبی خود رمزگذار مجبور می

 .[39]متداول بگردد

 (Hopfield Networks) هاپفیلدشبکه عصبی   5-7-3
اند و بنابراین، به یک نمونهه ها آموزش دیدهروی مجموعه محدودی از نمونه (HN) های هاپفیلد شبکه

ل ورودی، دهند. پیش از آموزش، هر سلول به عنوان یک سهلوشناخته شده با نمونه مشابهی پاسخ می

در طول آموزش به عنوان یک سلول پنهان و در هنگام استفاده، به عنهوان یهک سهلول خروجهی کهار 

گیرنهد. در صهورتی کهه بهه ایهن ها مورد استفاده قهرار میها برای بازگردانی ورودیکند. این شبکهمی

 .[39]گردانند باز میها نیمی از یک تصویر یا توالی یاد گرفته شده ارائه شود، نمونه کامل را شبکه

https://blog.faradars.org/clustering-introduction/
https://blog.faradars.org/clustering-introduction/
https://blog.faradars.org/optimization-using-neural-networks-qa-podcast/
https://blog.faradars.org/optimization-using-neural-networks-qa-podcast/
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های عصبی است که با سهاختار بازگشهتی خهود، انواع شبکه ترینقدیمی شبکه عصبی هاپفیلد، یکی از

هاپفیلد عملکردی شبیه به یک سیستم حرکتی با دو یا چنهد نقطهه .  کند های داخلی ایجاد میفیدبک

الگوریتم این شبکه به این صورت است که با شروع از هر وضعیت به یکی از نقهاط تعهادل  .تعادل دارد

تههوان بههه عنههوان یههک راه حههل بههرای مسههائل ی هاپفیلههد میشههود. از شههبکه عصههبخههود همگههرا می

 .[39].شده استفاده کردبندیطبقه

 (Boltzmann Machines) ماشین بولتزمن 6-7-3
شهوند گذاری میها به عنوان ورودی علامتاز این جهت که برخی از سلول (BM) های بولتزمنماشین

های ورودی به محه  اینکهه های هاپفیلد دارند. سلولمانند، شباهت زیادی به شبکهو پنهان باقی می

شهوند )در طهول های خروجی مبهدل میکنند، به سلولخود را بروزرسانی میهای پنهان حالت  سلول

کند و این کار به صهورت ها را یکی یکی بروزرسانی میشبکه هاپفیلد، سلول  آموزش، ماشین بولتزمن/

 .[42]شود(موازی انجام نمی

 ( Deep Belief Network)  شبکه باور عمیق 7-7-3
کنند که به صورت زنجیهر وار پشهت ههم های بولتزمن استفاده میاز ماشین (DBN) شبکه باور عمیق

پردازند. بیشترین کاربردها شامل: تشخیخ نوع ها میگیرند و با یک الگوی خاص به تولید دادهقرار می

 .[43]موسیقی، بازشناسی گفتار، نوارت ویدئویی هوشمند و بازشناسی تصویر

 ( Deep Convolutional Network) عمیق پیچشیشبکه  8-7-3

کار که هر یک،  دارند هایی های پولینگ( و کرنلهای پیچشی )لایهسلول (DCN) شبکه پیچشی عمیق

های پولینهگ و لایهه شهوند ههای پیچشهی پهردازش میکرنلها توسط  ورودی.  دهند متفاوتی انجام می

https://blog.faradars.org/convolutional-neural-networks/
https://blog.faradars.org/convolutional-neural-networks/
https://blog.faradars.org/convolutional-neural-networks/
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تر بهها اسههتفاده از توابههع غیرخطههی، سههادههههای غیههرلازم، )گههردآوری( ایههن کههار را بهها کههاهش ویژگی

 .[39]کنند می

مورد اسهتفاده  (Image Recognition) بازشناسی تصویر های عصبی پیچشی عمیق معمولا برایشبکه

کنند. ( عمل می20×20ها، روی یک زیرمجموعه از تصاویر )چیزی در حدود  گیرند؛ این شبکهقرار می

هها بهه کنهد. دادهای، پیکسهل بهه پیکسهل، عبهور میتصویر به صورت کرکره  پنجره ورودی، روی کل

سهازی شود که یک قی  شکل بگیرد )فشردهشوند و این امر موجب میهای پیچشی پاس داده میلایه

های ورودی(. در حوزه بازشناسی تصویر، اولین لایه گرادیان، دومین لایه خطوط و سومین لایه ویژگی

 .[39]کند می شکل را شناسایی

 ( Deconvolution Network)  شبکه دکانولوشنی 9-7-3
اسهت. شهبکه دکانولوشهنی تصهویر را دریافهت و بهرداری  DCN ، معکهوس (DN)شبکه دکانولوشهنی 

تواند این بهردار را دریافهت سازد. شبکه پیچشی عمیق میمی  {dog:0,lizard:0,horse:0,cat:1} مانند 

 .[39]کند و بر اساس آن، تصویر را بکشد 

 ( Kohonen Network) عصبی کوهننشبکه  10-7-3
کند. در واقع کارکرد اصلی ایهن نهوع فاصله تا سلول را معرفی می، ویژگی  (KN)شبکه عصبی کوهنن  

-ها است که به عنوان ورودی به شبکه معرفی شدهها در بین تعداد زیادی از داده، یافتن شباهتشبکه

ههای حسهی و حرکتهی را در دهد و تعهداد زیهادی از ورودیهمانند کاری که مغز انسان انجام می  اند.

های عصهبی ها معمولا همیشه به عنوان شبکهاین نوع از شبکهبندی کرده است.  هطبقهای مشابه  گروه

گیرد. صورت می  (unsupervised)یادگیری این شبکه به صورت بدون ناظر    .آیند واقعی به حساب نمی

شود. حاصل این شبکه معمولا یک ها به صورت خودکار استفاده میبندی ورودیاین شبکه برای دسته  

 .[39]تر از ابعاد ورودی دارد( است که معمولا ابعادی کوچکmapنمایش گسسته از اطلاعات )

https://blog.faradars.org/image-recognition-with-keras-convolutional-neural-networks/
https://blog.faradars.org/image-recognition-with-keras-convolutional-neural-networks/
https://blog.faradars.org/image-recognition-with-keras-convolutional-neural-networks/
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 ( Support Vector Machine) ماشین بردار پشتیبان 11-7-3
ههای دودویهی را دارد. در داده Classificationبنهدی یها ظیفه دسهتهو (SVM) ماشین بردار پشتیبان

مواقهع بهه عنهوان   بیشهترهای بهردار پشهتیبان، در  است. ماشین  خیریا    بلههمیشه    ورودی این شبکه

 .[39]شوند های عصبی در نور گرفته نمیشبکه

 کهاهش یابهد،شهبکه عصهبی  بینیپیشخطای  هد  این است که، RBFو MLP های عصبیشبکهدر 

. سهاختار شهبکه گیردرا در نور می  ، کاهش ریسک عملیاتی مربوط به عدم عملکرد صحیحSVM  ولی

SVM ،شبکه عصبی مشابه MLP [39]باشد می شبکه یادگیری نحوه، در تفاوت اصلیو  است. 

 Learning Vector) یادگیرنده رقمی ساز بردار 12-7-3

Quantization ) 
در  LVQشود. کهاربرد مههم استفاده میحل مسائل یادگیری نوارت شده  برای  این نوع شبکه عصبی،  

 .[39]بندی استحل مسائل طبقه های هوشمند برایسیستم

 الگوریتم های آموزش شبکه عصبی مصنوعی چندلایه  8-3
پهس   ههایالگهوریتم  های مختلفی وجود دارند که عبارتنهد از:الگوریتم  MLPهای  شبکهبرای آموزش  

ارائهه ژنتیهک، ازدحهام ذرات و ...  نیوتن، پس انتشار اصلاح شهده،-، کواسی1مارکواردت-انتشار لونبرگ

و ازدحام ذرات استفاده شد، که مارکواردت  -پس انتشار لونبرگد. در این مطالعه از دو الگوریتم  انکرده

 پردازیم.معرفی هر یک میبه 

 مارکواردت -پس انتشار لونبرگالگوریتم  1-8-3
 .[7]در مسائلی که تقریب توابع مد نور است، ثابت شده است که این الگوریتم بهترین عملکرد را دارد

 همگرایی بهالایی دارد.  هایی که دارای تعداد زیادی بردار وزن هستند، سرعتبرای شبکه  این الگوریتم

 
1 Levenberg-Marquardt 

https://blog.faradars.org/understaing-support-vector-machine-example-code/
https://blog.faradars.org/understaing-support-vector-machine-example-code/
https://blog.faradars.org/understaing-support-vector-machine-example-code/
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دههد و قهادر بهه مارکواردت آموزش دقیقی برای شهبکه ارائهه مهی-در بیشتر شرایط، الگوریتم لونبرگ

 .[7]ها است.کمتر نسبت به دیگر روش  MSEدستیابی 

 ( PSO)الگوریتم ازدحام ذرات  2-8-3
ی از یههاگهروهجمعهی  دسته  رفتاراست که از    مبتنی بر ازدحام  سازیبهینهیک الگوریتم  این الگوریتم،  

یهک تکنیهک   1995در سهال    Kennedyو    Eberhart  .[44]شده است  ساخته  حیوانات مانند پرندگان

سازی ازدحام ذرات( را توسهعه دادنهد کهه یهک روش بهینهه سهازی )بهینه  PSOبهینه سازی جهانی،  

روش به علت بازدهی بالا در حل مسهائل   این  .[45]تصادفی گروهی برای توابع غیرخطی پیوسته است

  .بر و بعضاً غیرممکن، از شهرت بسزایی برخوردار استسازی پیچیده، هزینهبهینه

شوند. تغییر مکان ذرات در فضای جستجو تحت ، ذرات در فضای جستجو جاری میPSOالگوریتم    در

است؛ بنابراین موقعیت دیگر ذرات روی چگونگی جستجوی   دیگر ذراتتأثیر تجربه و دانش خودشان و  

این رفتار اجتماعی فرایند جستجویی است که ذرات به سمت  سازیمدل  گذارد. نتیجهیک ذره اثر می

یت عموقآموزند و بر مبنای دانش بدست آمده به سمت کنند. ذرات از یکدیگر مینواحی موفق میل می

  .روند می ذرات برتر

صورت است که ابتدا تعدادی ذره بها موقعیهت و سهرعت تصهادفی ایجهاد   روش کار این الگوریتم بدین

حرکت بهه سهوی  ذرات دیگرشده، سپس در هر تکرار، ذرات بر حسب بهترین موقعیت گذشته خود و 

ح سرعت لاشود. اصکنند. پس از تکرارهای متوالی، مسئله به جواب بهینه همگرا میح میلاهد  را اص

 :[46]ودش انجام می 4-5و  4-4وسیله روابط بهترتیب  و موقعیت هر ذره به

(3-7 ) 𝑉𝑖(𝑡 + 1) = 𝑤𝑉𝑖(𝑡) + 𝐶1𝑟1(𝑝𝑏𝑒𝑠𝑡𝑖(𝑡) − 𝑋𝑖(𝑡)) + 𝐶2𝑟2(𝑔𝑏𝑒𝑠𝑡𝑖(𝑡) − 𝑋𝑖(𝑡)) 
 

(3-8 ) 𝑋𝑖(𝑡 + 1) = 𝑋𝑖(𝑡) + 𝑉𝑖(𝑡 + 1) 
بهترین موقعیت ذره که تا به حال آن را تجربهه کهرده  pbest ذارت،موقعیت  بهترین gbest، که در آن

تابع رنهدوم کهه اعهداد  r، شودتعری  می [0,1]در بازه  بوده که  ضریب اینرسی    w  تعداد تکرار،  tاست،  

https://fa.wikipedia.org/wiki/%D9%85%D8%AF%D9%84%E2%80%8C%D8%B3%D8%A7%D8%B2%DB%8C
https://fa.wikipedia.org/wiki/%D9%85%D8%AF%D9%84%E2%80%8C%D8%B3%D8%A7%D8%B2%DB%8C
https://fa.wikipedia.org/wiki/%D9%85%D8%AF%D9%84%E2%80%8C%D8%B3%D8%A7%D8%B2%DB%8C
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ضهریب شخصهی و ضهریب آمهوزش ترتیهب بهه C2 و C1 . ضرایبکند تولید می [0,1]در بازه  تصادفی

 .شودتعیین می [0,2]مقدار این دو ضریب در بازه و  بوده جمعی آموزش 

 مزایا و معایب شبکه های عصبی  9-3

 مزایا 1-9-3
هها از طریهق منطقهی و های عصبی قادر به حل مسائلی هسهتند کهه شهبیه سهازی آنشبکه •

 .[38]های استاندارد نرم افزاری مشکل استتکنولوژی

 نکههیانجام دهند بدون ا یکار را به طور مواز نیتوانند چند یم ی دارند وپردازش مواز  ییتوانا •

 .[47]بگذارد ریتأث ستمیبر عملکرد س 

را دارند، که واقعهاً   دهیچیو پ  یرخطیروابط غ  یو مدل ساز  یریادگی  ییتواناهای عصبی  شبکه •

و  یخطه ریهغ یو خروجه یورود نیاز روابهط به یاری، بسهیواقعه یدر زنهدگ رایهمهم است ز

 .[47]است دهیچیپ نیهمچن

ها به صورت ناقخ دریافت شده باشند های عصبی این توانایی را دارند، هنگامی که دادهشبکه •

 .[47]د نارائه ده مناسبی  پاسخ

ههایی کهه در مدلسهازی دارند و قادر هستند برای داده  یریپذ   قیو تطب  یریپذ   میتعم  ییتوانا •

 .[7]اند، خروجی قابل قبولی ارائه دهند بکار گرفته نشده

 معایب 2-9-3
 یشهتریب  اریبسه  یبه داده هها  یسنت  نیماش   یریادگی  تمیاز هر الگور  شیب  یعصب  یشبکه ها •

 .دارند  ازین

وجود ندارد. ساختار مناسب شهبکه   یشبکه عصبمناسب  ساختار    نییتع  یبرا  یقانون مشخص •

 شود.یو خطا حاصل م شیبا تجربه و آزما
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پهذیری توانهد تهوان تعمهیم، که مهیهای عصبی، آموزش بیش از حد استمشکل دیگر شبکه •

 .[7]شبکه را کاهش دهد 

 سنجش میزان یادگیری و عملکرد شبکه عصبی 10-3
توانهد پهس از آمهوزش شهبکه بهه تا چه مقدار می بکه عصبی این است کهش یادگیری  میزان  منوور از  

بهرای اینکهه میهزان   های جدید که در طی مدلسازی بکار گرفته نشهدند، پاسهخ مناسهبی بدههد.داده

ها در که چند مورد از این روش   شودیادگیری شبکه سنجیده شود، از فاکتورهای مختلفی استفاده می

 است:زیر توضیح داده شده 

 میانگین مربع خطاها و ریشه میانگین مربعات خطا 1-10-3
برآورد شهده و مقهدار   ریمقاد  نیب  مربع  نیانگ یاختلا  مدر یک شبکه،  (  1MSE)میانگین مربع خطاها  

به صفر هرچه  و    یمنف  ریغ  شهیهم  کهبرآوردگر است    کی  تیفیک  یریگاندازه  MSE.  [49]تی اس واقع

های پس انتشار خطا به عنوان تابع معیار و در الگوریتم  میانگین مربعات خطا  بهتر است.نزدیکتر باشد  

-کمتر باشد، باعث می MSEهرچه مقدار شوند.  های شبکه به عنوان متغیر تابع در نور گرفته میوزن

تهوان گفهت بهرای نمهی؛ اما  دهد تری ارائه  ها را بهتر آموزش ببیند و خروجی دقیقشود شبکه، ورودی

بیش  MSEمقدار  هایی که در طول مدلسازی بکار گرفته نشدند نیز خروجی دقیقی ارائه دهد. اگرداده

و قابلیهت باشهد اطلاعات موجود در دسته آموزش را حفظ کرده شبکه  ، ممکن است  پایین باشد از حد  

قاطعانهه توان نمی، MSE  پایین بودن مقدار  با  علتبه همین  .  نداشته باشد   جدید را  هایدادهتعمیم به  

 MSEبنابراین، در یک شهبکه عصهبی مقهدار  .  شبکه مناسب استمیزان یادگیری و عملکرد    گفت که

-مهی  با هم، از دسته آموزش و آزمایش،  بینی شده توسط شبکه عصبیهد  و پیشهای  بین خروجی

 
1 Mean Square Error 
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 .[7]مورد بررسهی قهرار گیرنهد توانند به عنوان معیاری برای سنجش میزان یادگیری و عملکرد شبکه  

 :[49]استرابطه زیر  مطابق MSEمقدار 

(3-9 ) 
𝑀𝑆𝐸 =

∑ (𝑌𝑖 − 𝑌̂𝑖)
2𝑛

𝑖=0

𝑛
 

ام از  iخروجهی شهبکه بهرای مثهال  𝑌̂𝑖ام از دسته آزمایش،   iخروجی مطلوب برای مثال    iYکه در آن  

 است.های موجود در دسته آموزشی یا آزمایش تعداد مثال nدسته آزمایش و 

معیاری است که اغلب از تفاوت بین مقهادیر مطلهوب و مقهادیر   (RMSE)ریشه میانگین مربعات خطا

 0. همیشه غیر منفی است و مقهدار  [49]آید بدست می  3-8و از رابطه    شودمشاهده شده استفاده می

ها است. باید به این نکته  نشان دهنده تناسب کامل با داده)تقریباً هرگز در عمل به دست نیامده است( 

گیری به مقیاس اعداد اسهتفاده توجه داشت که مقایسه بین انواع مختل  داده نامعتبر است زیرا اندازه

 شده بستگی دارد.

(3-10 ) 
𝑅𝑀𝑆𝐸 = √∑ (𝑌𝑖 − 𝑌̂𝑖)

2𝑛
𝑖=0

𝑛
 

 ضریب همبستگی خطی 2-10-3
سنجش این همبستگی با استفاده از ضهریبی   دهد.را نشان می  دو متغیرهمبستگی ارتباط بین  ضریب  

گیهری نزدیکهی انهدازه (R)ضریب همبستگی نمونه  شود.انجام می  (R)ضریب همبستگی خطی  به نام  

مقهدار   نقهاط اسهت.ارتباط نقاط در یک نمودار پراکندگی به یک خط رگرسیون خطی بهر اسهاس آن  

 :[50]ضریب همبستگی مطابق رابطه زیر است

(3-11 ) 
𝑅 =

∑(𝐷𝑖 − 𝐷̅)(𝑌𝑖 − 𝑌̅)

[∑(𝐷𝑖 − 𝐷̅)
2

∑(𝑌𝑖 − 𝑌̅)
2

]
0.5 
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 بینی شده توسط شهبکهپیشخروجی    iYام از دسته آزمایش،    i  دادهبرای    هد خروجی    iDکه در آن  

,𝐷̅ام از دسته آزمایش،    i  دادهبرای   𝑌̅   شهبکه و  بینی شده توسط پیش هایبه ترتیب میانگین خروجی

 ضریب همبستگی خطی است. Rو هد  های خروجی

به  0به معنای همبستگی مثبت کامل، باشد،  1 برابر بامقدار اگر . کند تغییر می+ 1 تا -1بین   Rمقدار  

شهبکه   دراستفاده از ایهن ضهریب    .به معنی همبستگی منفی کامل است  -1و    همبستگی  عدم  ایمعن

توانهد بهه از دسته آزمایش مهی  هد و خروجی    بینی شده توسط شبکهپیش  هایعصبی بین خروجی

 -1یها    1بهه    مقهدار. ههر چهه ایهن  باشد عنوان معیاری برای سنجش میزان یادگیری و عملکرد شبکه  

 .[7]ملکرد شبکه بهتر استنزدیکتر باشد، میزان یادگیری و ع
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حلی  نتایج  
ت
 : مدلسازی و 
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 مقدمه  1-4
-براساس دادههای عصبی مصنوعی  با استفاده از شبکهدر این مطالعه پیش بینی شاخخ خود ترمیمی  

مقالهه در زمینهه خهود   10از  در مجمهوع    شهد.  انجام  های برداشت شده از مقالات معتبر آزمایشگاهی

عهاد های برداشهت شهده شهامل ابها استفاده شد. دادههای آسفالتی برای برداشت دادهترمیمی مخلوط

متر(، روش تراکم نمونه )دو  میلی  25و    30،  60  هایمتر و ضخامتمیلی  100هایی به قطر  نمونه )نمونه

، 12.5ههای  بندی مخلوط آسفالتی )درصهد عبهوری از الهکنوع روش تراکم ژیراتوری و مارشال(، دانه

و سرباره فولاد(، نوع قیر   RAPها )الیا  فولادی، براده آهن،  متر(، درصد افزودنیمیلی  0.075و    4.75

(، چرخه ترمیم ترک، نوع گرمایش )گرمایش القایی و مایکروویو( 100/80و    70/60)قیر با درجه نفوذ  

ههایی علت انتخاب افزودنی  .برداشت شد داده برای هر ورودی    715در مجموع    و زمان گرمایش بودند.

های مختل  و سرباره فولاد این بود که این مواد ضایعات صنعت  RAPبراده آهن،  مانند الیا  فولادی،  

ههای ها در سهاخت مخلهوطتوان از آنتوسعه پایدار، قابل بازیافت هستند و می  ارتقاءباشند و برای  می

همچنین به علت استفاده زیاد از این مواد در تحقیقات محققین در زمینه   .[13]آسفالتی استفاده کرد

 ری در دسترس بود.های بیشتهای آسفالتی، دادهخود ترمیمی مخلوط

 داده ها 2-4
. شهودایجهاد مهی،  تأثیر دارنهد پارامترهایی که بر شاخخ خودترمیمی  مدل شبکه عصبی با استفاده از  

 دهد.ها را نشان میها و خروجی شبکه و دامنه تغییرات آن، ورودی4-1جدول 

مطالعهه شهده در زمینهه خهود ترمیمهی   معتبهر  های آزمایشگاهی در مقالاتبرای ساخت مدل از داده

 های آسفالتی استفاده شد. مخلوط
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 ورودی ها و خروجی شبکه عصبی و دامنه تغییرات آن ها   .1-4جدول  

 های شبکهورودی دامنه تغییرات  خروجی شبکه دامنه تغییرات 

 شاخخ ترمیم 4-98)%( 

 1ابعاد نمونه 1-3

 2روش تراکم نمونه 1-2

 (%) 76-98   
 12.5درصد عبوری از الک 

 میلیمتر 

(%)37-60   
 4.75درصد عبوری از الک 

 میلیمتر 

(%) 3-6.6 
درصد عبوری از الک  

 میلیمتر  0.075

 درصد براده آهن  0-8)%( 

 RAPدرصد  0-30)%( 

 3درصد سرباره فولاد  0-100)%( 

 درصد الیا   0-8)%( 

 4نوع قیر 1-2

 چرخه ترمیم ترک 1-10

 5نوع گرمایش  1-2

(s) 10-120  زمان گرمایش(s ) 

 تجزیه و تحلیل آماری داده ها  3-4
هاست که بر اساس سازی، کدبندی و تجزیه و تحلیل و تفسیر دادهآوری، اکتشا ، مرتبآمار علم جمع

کشه  الگوهها و  تجزیه و تحلیل آماری بهرایاز    .ارزیابی منطقی و استنباط نتایج رسید توان به  آن می

گردد که بتوان بصورت توان استفاده نمود. در واقع تحلیل آماری باعث میموجود در اطلاعات می روند 

باشهد،   زیهادهها  دادهاگهر تعهداد  گیری نمهود.  ها، رویدادها و یا تحقیقات تصهمیمعلمی در مورد پدیده

 
1 S-100d-60t =1 

S-100d-30t=2 

S-100d-25t=3 
2 Gyratory=1 

Marshall=2 
 میلیمتر( مخلوط شده است.  4.75-9.5دانه ) سرباره جایگزین بخش درشت  3

4 60/70=1 

80/100=2 
5 Induction=1 

Microwave=2 
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زارهای آماری است، به همین دلیل نرم افمشکل  بر و  زمانآماری    تجزیه و تحلیلهای  استفاده از روش 

ترین این نرم برخی از مهم  .دهند ها را به سرعت انجام میمختلفی وجود دارند که تجزیه و تحلیل داده

 افزارها عبارتند از:

• SAS 

• S-PLUSE 

• MINITAB 

• SPSS 

، تجزیههه و تحلیههل آمههاری بههرای SPSSاسههتفاده خواهههد شههد.  SPSSدر ایههن مطالعههه از نههرم افههزار 

ها اسهتفاده و پایان نامه آزمون فرضیات تحقیق  های تحقیقات میدانی،تحلیل نتایج پرسشنامه خصوصا

 .می شود

 SPSSدر گانه  رگرسیون چند 1-3-4
یک تکنیک آماری اسهت  (Regression Line Equation) رگرسیون یا به اصطلاح معادله خط برگشت

 کهاویو داده (Machine Learning) های علمی، بخصهوص یهادگیری ماشهینکه در بسیاری از حوزه

(Data Mining)   کاربرد دارد. همانطور که از نام این تکنیک مشخخ است، به دنبهال سهاخت مهدلی

ههای موجهود، ضهریب شود و قرار است به کمهک دادهنوشته می معادله یک خط  هستیم که به واسطه

تواند بیانگر رابطه خطی بین اویه و همچنین عرض از مبدا چنین خطی را محاسبه کنیم. این خط میز

از  باشهد.(Independent Variable) و متغیرهای مسهتقل  (Dependent Variable) متغیرهای وابسته

اغلهب بر و طولانی است و باید دقیهق باشهد، در  آنجا که محاسبات برای اجرای رگرسیون خطی، زمان

 کنند.برای انجام این کار استفاده می SPSS افزارهای محاسبات آماری مانند مموارد از نر

رگرسیونی، رگرسیون خطی است که شهامل دو نهوع خطهی سهاده و خطهی چندگانهه   ترین مدلساده

-بینهیفقط یک متغیر پیش  (Simple Linear Regression) رگرسیون خطی سادهد. در مدل باش می

بهیش از یهک متغیهر  (Multiple Linear Regression) رگرسهیون خطهی چندگانهه و در مدلکننده 

https://www.spss-iran.ir/
https://www.spss-iran.com/spss-analysis-order/
https://www.spss-iran.com/spss-analysis-order/
https://blog.faradars.org/%D9%85%D8%B9%D8%A7%D8%AF%D9%84%D9%87-%D8%AE%D8%B7/
https://blog.faradars.org/simple-linear-regression/
https://blog.faradars.org/simple-linear-regression/
https://blog.faradars.org/simple-linear-regression/
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بینهی تغییهرات بهیش از یهک دنبال پیشرگرسیون خطی چندگانه بههدر    وجود دارد.کننده  بینیپیش

متغیر مستقل بر روی یک متغیر وابسته هستیم. به طور کلی برای برآورد پارامترهای مدل رگرسهیون 

افهزار انجهام داده و ها را معمولا با نرمخطی چندگانه باید از روش ماتریسی استفاده نمود که این روش 

 .کنند رد میپارامترها را برآو

بینهی بهیش از یهک متغیهر پیش (Multiple Linear Regression) روش رگرسیون خطی چندگانهدر 

 Independent)گیرد. رابطه خطی بین متغیرهای مستقل مستقل بر روی یک متغیر وابسته انجام می

Variable)   متغیر وابسته و (Dependent Variable) به صورت زیر است: 

(4-1 ) e+nxnB+⋯+1x1B+0By= 

مقهدار   0Bضرایب مهدل رگرسهیونی،    nBتا    1B،  متغیر وابسته  y ،متغیرهای مستقل  nx تا  1x ،که در آن

 .استجمله خطای مدل رگرسیونی   eو ثابت

 و دسهتور Regression گزینهه Analysis از فهرسهت SPSS به منوور تحلیل رگرسیون چندگانهه در

Linear  کنیم. متغیررا اجرا می Healing Ratio را در کادر dependent در کهادر و بقیهه متغیرهها را 

Independents  کنیم. بهرای انجهام محاسهبات و نمهایش نتهایج مربهوط بهه بهرآورد ضهرایبوارد می 

(Estimates)  و مدل برازش شده (Model fit)  این مدل بها فشهردن دکمههدر statistics ها را گزینهه

کنیم. بررسی مربوط به وجود رابطه خطی بین متغیرهای مستقل کهه انتخاب می  4-1شکل    مطابق با

شهود. از میسهر می  Colinearity diagnostics به همخطی معهرو  اسهت بهه کمهک انتخهاب گزینهه

رگرسهیونی  یها OLS ای رگرسیون خطهی بهه روش های مهم در برآورد پارامترهیکی از شرط یکهآنجای

ها اسهت. در اینجها بهرای آزمهون مانده، نرمال بودن باقی (Ordinary Least Square) کمترین مربعات

 .ایماستفاده کرده Durbin-W atson ها از آزمونماندهتصادفی و استقلال باقی

https://blog.faradars.org/multiple-linear-regression/
https://blog.faradars.org/multiple-linear-regression/
https://blog.faradars.org/multiple-linear-regression/
https://blog.faradars.org/multiple-linear-regression/
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 SPSSرگرسیون چندگانه در   . 1-4شکل  

 تفسیر خروجی ها  1-1-3-4
-2)شهکل  مدل را معرفی کرده اسهت Variables Entered/Removed در ابتدا جدولی با نام •

  اند.وابسته مععرفی شدهمشخخ است، متغیرهای مستقل و  4-2همان طور که در شکل  .(4

 

 

 

 

 

 

 

 

 

 

 

 

 متغیرهای موجود در مدل  . 2-4شکل  
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متغیهر وابسهته  (Healing Ratio) شود، متغیر شاخخ ترمیمهمانطور که در پایین جدول مشاهده می

 است.

آنجهایی کهه همهه متغیرهها در مهدل لحها  ستون اول جدول، شماره مدل را مشخخ کرده است. از  

 اند، فقط یک مدل ایجاد کرده است.شده

 ستون دوم مربوط به متغیرهای مستقل مورد استفاده در مدل است.

ستون سوم، مربوط به متغیرهای خارج شده در مدل است. این مورد زمانی کهه از رگرسهیون سلسهله 

 خواهد داشت.مراتبی یا گام به گام استفاده شده باشد، معنی 

ستون چهارم به مشخخ کردن نحوه ورود متغیرها در مدل رگرسیون پرداختهه اسهت. از آنجهایی کهه 

شیوه ورود متغیرها به صورت استفاده از گزینه ورود همه متغیرها در تعری  مدل انتخاب شهده، همهه 

 شود.میدر این ستون دیده  Enter متغیرها در مدل نقش داشته، در نتیجه گزینه

معهرو  اسهت،   Model Summaryتوسط جهدولی کهه بهه SPSS تفسیر نتایج رگرسیون در •

 . (4-3)شکل دهد گیرد که ویژگی مربوط به برازش مدل رگرسیونی را نشان میصورت می

 

 

 
 

 

 

 خلاصه برازش مدل  . 3-4شکل  

 Pearson Coefficient of) ضهریب همبسهتگی پیرسهون مشخخ شده، مقهدار R ستونی که با حر 

Correlation)   دهد. این ضریب، نشانگر همبستگی خطی بین متغیرهای وابسهته و مقهدار را نشان می

نزدیکتر باشد، مهدل توانسهته سههم (  -1یا  )  1به    بینی شده توسط مدل است. هر چه این ضریبپیش

https://blog.faradars.org/correlation-coefficients/
https://blog.faradars.org/correlation-coefficients/
https://blog.faradars.org/correlation-coefficients/
https://blog.faradars.org/correlation-coefficients/
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برای ما مقدار مطلهوب تلقهی   1بیشتری از تغییرات متغیر وابسته را نشان دهد. البته مقدار نزدیک به  

متغیر وابسته و مقدار رابطه بین   به این معناست کهبرسد،    -1شود. اگر مقدار ضریب همبستگی به  می

آید. در جدول بالا ایهن که این امر بسیار به ندرت پیش می  است، معکوس  بینی شده توسط مدلپیش

 است که قابل قبول است. 0.721مقدار برابر 

دهد که همان را نشان می (Coefficient of Determination) یا ضریب تعیین R Squareستون دوم، 

بیشهتر در بیهان مربع ضریب همبستگی است. مقدارهای نزدیک به یک، برازش بهتر و همچنین سهم  

تغییرات  %52دهند. یعنی نشان می (OLS) کمترین مربعات خطا تغییرات متغیر وابسته را توسط مدل

ه )پراکندگی( که برای متغیر وابسته )شاخخ ترمیم( در نور داریم توسط مدل رگرسیونی پوشهش داد

 بینی نزدیک به واقعیت انجام شده است.مواقع پیش %52توان گفت در شود، به عبارتی میمی

بینهی یا ضریب تعیین اصلاح یا تعدیل شده است. این ضریب پیش  Adjusted R Squareستون سوم،

 خواهد بود. %51.1های دیگری نیز گرفته شود، ضریب تعیین اصلاح شده، کند اگر نمونهمی

که به آن میانگین ریشهه مربهع  (Std. Error of the Estimate) خطای استاندارد برآورد ستون چهارم،

دهد. در حقیقت این مقدار، انحرا  معیار اصطلاح خطها اسهت و ریشهه گویند را نشان میخطا نیز می

دهد. از این مقهدار بهرای بهرآورد واریهانس متغیهر وابسهته نیهز مربعات باقیمانده )یا خطا( را نشان می

شهود در مورد ارزیابی دو مدل، با ضرایب تعیین تقریبا یکسان، مدلی انتخاب می  توان استفاده کرد.می

 که خطای استاندارد مقادیر خطا )باقیمانده( کمتری داشته باشد.

یکهی از دههد. نشان می 1.222آماره مربوطه را با مقدار  Durbin-Watson در انتهای جدول نیز ستون

، استقلال خطاها )تفاوت بین مقادیر واقعهی و مقهادیر باشد مورد توجه میکه در رگرسیون    هاییفرض

خطاهها بها یکهدیگر همبسهتگی داشهته   اگرپیش بینی شده توسط معادله رگرسیون( از یکدیگر است.  

شود و امکان استفاده از رگرسیون وجود ندارد. به منوهور بررسهی میفرض استقلال خطاها رد    ،باشند 

آماره  .شودواتسون استفاده می  مانده( از یکدیگر از آزمون دوربین)استقلال مقادیر باقی خطاهاقلال  است

https://blog.faradars.org/multiple-linear-regression/
https://blog.faradars.org/multiple-linear-regression/
https://blog.faradars.org/multiple-linear-regression/
https://blog.faradars.org/%D8%A7%D9%86%D8%AD%D8%B1%D8%A7%D9%81-%D8%A7%D8%B3%D8%AA%D8%A7%D9%86%D8%AF%D8%A7%D8%B1%D8%AF-%D9%88-%D8%AE%D8%B7%D8%A7%DB%8C-%D8%A7%D8%B3%D8%AA%D8%A7%D9%86%D8%AF%D8%A7%D8%B1%D8%AF/
https://blog.faradars.org/%D8%A7%D9%86%D8%AD%D8%B1%D8%A7%D9%81-%D8%A7%D8%B3%D8%AA%D8%A7%D9%86%D8%AF%D8%A7%D8%B1%D8%AF-%D9%88-%D8%AE%D8%B7%D8%A7%DB%8C-%D8%A7%D8%B3%D8%AA%D8%A7%D9%86%D8%AF%D8%A7%D8%B1%D8%AF/
https://blog.faradars.org/%D8%A7%D9%86%D8%AD%D8%B1%D8%A7%D9%81-%D8%A7%D8%B3%D8%AA%D8%A7%D9%86%D8%AF%D8%A7%D8%B1%D8%AF-%D9%88-%D8%AE%D8%B7%D8%A7%DB%8C-%D8%A7%D8%B3%D8%AA%D8%A7%D9%86%D8%AF%D8%A7%D8%B1%D8%AF/
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ها همبستگی متوالی وجود نداشته باشد، مقهدار باشد. اگر بین باقیماندهمی  4تا    0دوربین واتسون بین  

 4ستگی مثبهت و اگهر بهه نزدیک باشد. اگر به صفر نزدیک باشد نشان دهنده همب  2این آماره باید به  

 باشد. نزدیک باشد نشان دهنده همبستگی منفی می

 نشان داده شده  4-4در شکل  ،  ANOVAدر جدول  تجزیه و تحلیل واریانس مدل رگرسیونی   •

 (.4-4)شکل  است

 آنالیز واریانس   . 4-4شکل  

 اند: واریانس، منابع تغییرات، در سه بخش تفکیک شده در جدول آنالیز 

 اند. در ایهن جهدول بها عبهارتتغییرات یا پراکندگی که توسط مهدل رگرسهیون بیهان شهده (1

Regression  .مشخخ شده است 

های )خطا( حاصل از مدل رگرسیونی مشخخ شده است که با تغییراتی که براساس باقیمانده (2

 قابل مشاهده است.در جدول  Residual عبارت

تغییرات یا پراکنهدگی کهل کهه براسهاس مجمهوع مربعهات فاصهله مقهادیر متغیهر وابسهته از  (3

است، تغییرات کهل را نشهان  Total شود. سطری که مربوط به عبارتشان ساخته میمیانگین

 دهد.می
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)میانگین تغییراتهی کهه توسهط مهدل  1MSR که در جدول بالا قابل مشاهده است، از تقسیم Fمقدار 

شود. این نسبت، نشهانگر ( حاصل میمربعات باقیمانده)میانگین  2RMS بینی شده( بهرگرسیونی پیش

ها در بیان پراکندگی کل دارد. هر چه ایهن مقهدار سهمی است که مدل رگرسیونی نسبت به باقیمانده

 Fباید براساس جدول توزیهع    Fتر خواهد بود. ملاک بزرگ بودن  بزرگتر باشد، مدل رگرسیونی مناسب

تهوانیم دسترسی نداریم می Fبه توزیع جدول  سنجیده شود، اما چون  Resو    Reg  (df)با درجه آزادی  

شود. مقدار کهوچکتر به صفر نزدیکتر می  Sigبزرگتر باشد، F هرچه مقداراستفاده کنیم.  Sigاز همان 

 یرههای، متغگرفهت  جههیتهوان نتیمهو    ، نشانگر ارائه مدل مناسب رگرسیون اسهتSig، برای  0.05از  

در  خطای نوع اول یها سهطح آزمهون ، همان0.05مقدار  .  کنند یم  ینیب  شیرا پ  هوابست  ریمتغ،  مستقل

بسیار کوچک است. بنابراین مدل ارائهه شهده بهه  Sig بزرگ و F شود. در مثال ما مقدارنور گرفته می

 .کند توصی  میخوبی شاخخ ترمیم را به عنوان متغیر وابسته، 

نشهان داده شهده اسهت ،  Coefficients در جدولهای مربوط به آزمون  ضرایب مدل و ویژگی •

 .(4-5شکل )

 

 

 

 

 

 

 

 

 

 

 

 

 
1 Mean Square Regression 
2 Mean Square Residual 

https://blog.faradars.org/statistical-inference/
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 برآورد ضرایب و خصوصیات مربوط به آزمون آن ها   . 5-4شکل  

، انحهرا  معیهار برآوردگرههای ههر یهک از ضهرایب Std. Errorو سهتون  ضرایب رگرسیون، B ستون

، فرض صفر بودن این ضرایب را  tآزمون توان به کمک یکرگرسیونی است. به کمک این دو معیار می

 .اجرا کرد

بزرگ باشهد، فهرض صهفر بهودن  t اند. هر چه مقداربه آزمون فرض ضرایب پرداخته Sig و t هایستون

 Sig سازی، بیشتر است. این بزرگی را به کمک مقدارنقش آن متغیر در مدلتر شده و ضریب، ضعی 

اثر بودن متغیر در باشد، فرض صفر که بیانگر بی 0.05کوچکتر از  Sig کنند. اگر مقدارنیز مشخخ می

 RAPدرصهد مقهدار ثابهت و مربوط به همه متغیرها به جهز   Sigدر این مثال. شودمدل است، رد می

ولی با   ،مانند شود، یعنی در مدل باقی میباشد و فرض صفر برای این متغیرها رد میمی 0.05 کمتر از

در مهدل وجهود    RAPمقدار ثابت و درصهد  درصد می توان گفت ضرورتی برای وجود   0.95 اطمینان

 ندارد.
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 مدل ارائه شده توسط این برازش رگرسیونی به صورت زیر خواهد بود:

(4-2 ) 
Healing ratio= -0.125 +0.159×D +0.683×CT -4.618×S12.5 

+5.248×S4.75 -24.015×S0.075 -1.491×M -0.021×R +0.202×S -
1.257×F +0.296×BT -0.03×C +0.453×HT +0.008×T 

 

 آورده شده است. 4-2جدول در  4-2توضیح متغیرهای رگرسیونی رابطه 

 توضیح متغیرهای رگرسیونی  .2-4جدول  

 متغیر علامت اختصاری

D Dimension  )ابعاد نمونه( 

CT Compact Type  )روش تراکم نمونه( 

S12.5 Sieve 12.5 mm  میلیمتر( 12.5)عبوری از الک 

S4.75 Sieve 4.75 mm  میلیمتر( 4.75)عبوری از الک 

S0.075 Sieve 0.075 mm  میلیمتر( 0.075)عبوری از الک 

M Metal Shaving )درصد براده آهن( 

R Rap  )درصد آسفالت بازیافتی( 

S Slag  )درصد سرباره فولاد( 

F Steel Fiber    فولادی()درصد الیا 

BT Bitumen Type )نوع قیر( 

C Cycle )چرخه ترمیم ترک( 

HT Heating Type  )نوع گرمایش( 

T Heating Time )زمان گرمایش( 

 

بها ها، توزیع نرمال نشان داده شده است. اگر باقیمانده 4-6ها در شکل بررسی توزیع باقیمانده •

 . درباشهد ، یکی دیگر از شرایط رگرسیونی برقهرار مهیباشند داشته  1میانگین صفر و واریانس 

 .شودچنین شرطی مشاهده می 4-6شکل 
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 توزیع باقی مانده ها   . 6-4شکل  

 باشهد.می  1برابر با صفر و انحرا  استاندارد برابر با  همان طور که از شکل بالا مشخخ است، میانگین  

 مناسب است.مدل ایجاد شده  بنابراین

 شبکه عصبی مصنوعی   توسطفرآیند مدلسازی   4-4
تقریهب بینهی و  پهیش،  های عصهبیترین کاربرد شبکهمهم.  کاربردهای وسیعی دارند های عصبی  شبکه

از (  RBFههای بها تهابع شهعاعی پایهه )شهبکه( و  MLPهای پرسپترون چنهد لایهه )است. شبکه  توابع

و  MLPهای شبکهبه دلیل قابلیت بالای مطالعه هستند. در این ها در تقریب توابع پرکاربردترین شبکه

RBF  توانند یک راه حل مناسب و سریع در پیش بینی شهاخخ خهود در پیش بینی، این دو مدل می

 ترمیمی باشند.

 ( MLP)شبکه عصبی چندلایه  1-4-4
های های آزمایشگاهی در مقالات مطالعه شده در زمینه خود ترمیمی مخلوطبرای ساخت مدل از داده

کهار بهه ایهن مراحهل  .  گیهردصورت مهینرم افزار متلب    توسط . مدلسازی  خواهد شد آسفالتی استفاده  

 های دادهو  (Inputبه عنوان ورودی )  در تعیین خود ترمیمی  پارامترهای تأثیرگذاراست که ابتدا   ترتیب

 مورد نوهر،  د. شبکهنشوافزار می  وارد نرم  (Targetبه عنوان هد  )خود ترمیمی  شاخخ  آزمایشگاهی  

تعداد عنصرهای موجهود در لایهه ورودی در . داردیک لایه ورودی، یک لایه پنهان و یک لایه خروجی 

نهورون  حاوی تعدادیشبکه هستند. لایه پنهان  معرفی شده به ورودیمتغیرهای تعداد  حقیقت همان  
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ی ها به عهدههای پنهان و نورونتعیین تعداد لایه گذارد.است که بر رفتار شبکه اثر می)سلول عصبی(  

لایه خروجی شبکه عصبی  .کند  مشخخها را نورونها و لایه بهینهسعی و خطا تعداد  که باکاربر است 

 بینی کند. بیانگر خروجی مسئله است که شبکه باید آن را پیشنیز 

برای حل یک مسئله با هم   تشکیل شده که نورون نامه  زیادی عناصر پردازشی ب  تعداداز    شبکه عصبی

 د.کننهالکترومغناطیسی( اطلاعات را منتقل می)ارتباطات   هاسیناپس کنند و توسط هماهنگ عمل می

باشد و یک واحد پردازشگر سهاده اسهت کهه سهیگنال را از نورون یک واحد اساسی سیستم عصبی می

شود و توسط الگهوریتم ها ایجاد میای بین نورون، شبکهکند ها دریافت کرده و پردازش میدیگر نورون

 4-7شهکل    در متلهب در(  nntraintoolش شبکه عصبی )پنجره آموز  بیند.آموزشی، شبکه آموزش می

بهرای   استفاده شدهالگوریتم    توضیحات،  معماری شبکه مورد نور در قسمت بالا.  نشان داده شده است

 و در قسهمت سهوم و...ی خطهای عملکهرد تعهداد تکرارههای شهبکه،  ،آموزش شهبکه در قسهمت بعهد 

  نشان داده شده است. سیون در قسمت آخررگرو  هیستوگرام خطانمودارهای تابع عملکرد خطا، 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

https://fa.wikipedia.org/wiki/%D9%86%D9%88%D8%B1%D9%88%D9%86
https://fa.wikipedia.org/wiki/%D8%B3%DB%8C%D9%86%D8%A7%D9%BE%D8%B3_(%D8%B2%DB%8C%D8%B3%D8%AA%E2%80%8C%D8%B4%D9%86%D8%A7%D8%B3%DB%8C)
https://fa.wikipedia.org/wiki/%D8%B3%DB%8C%D9%86%D8%A7%D9%BE%D8%B3_(%D8%B2%DB%8C%D8%B3%D8%AA%E2%80%8C%D8%B4%D9%86%D8%A7%D8%B3%DB%8C)
https://fa.wikipedia.org/wiki/%D8%B3%DB%8C%D9%86%D8%A7%D9%BE%D8%B3_(%D8%B2%DB%8C%D8%B3%D8%AA%E2%80%8C%D8%B4%D9%86%D8%A7%D8%B3%DB%8C)
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 پنجره آموزش شبکه عصبی در متلب   . 7-4شکل  

های مختله  در در این مطالعه تعداد مختلفی شبکه عصبی با یک، دو و سه لایه پنهان و تعداد نورون

-مهی (tansig) سیگموید تابع  )ها(ی پنهان، از نوعتابع فعالسازی لایهلایه)ها(ی پنهان طراحی گردید. 

. لایهه اسهت( purelinتهابع انتقهال خطهی ) ،از نهوعلایه خروجی شبکه عصبی نیهز تابع فعالساز  باشد.  

-خروجی، همان متغیر خروجهی مهیهای لایه تعداد نورونباشد.  خروجی دارای یک یا چند نورون می

های مورد مجموعه دادهها برای آموزش )داده  %70همچنین    بینی کند.باشد که شبکه باید آن را پیش

مجموعه ها برای صحت سنجی )داده %15، های شبکه(ها و بایاس استفاده برای یادگیری یا تعیین وزن

دیگهر بهرای   %15و  ینهه سهازی روش آمهوزش  های مورد استفاده برای تأیید عملکرد شهبکه و بهداده

( در نوهر های مورد استفاده برای تنویم ساختار شبکه و ارزیابی عملکرد شبکهمجموعه دادهآزمایش )
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آید و ضریب همبستگی بدست می  (MSE)گرفته شد. پس از ساخت هر مدل، میانگین مربعات خطاها  

 تا شبکه بهینه تعیین شود. 

های دارای یک، دو و سهه مقادیر ضریب همبستگی و میانگین مربعات خطا برای شبکه  4-3جدول  در  

های مختل  لایه پنهان آورده شده است، لازم به ذکر است فرآینهد آمهوزش لایه پنهان و تعداد نورون

 گیری بدست آمده است.ها از میانگین لجدوموجود در  MSEو  Rشبکه چندبار انجام شده و مقادیر 

 های مختلف و نورون  ها ضریب همبستگی و میانگین مربعات خطای لایه  .3-4جدول  

تعداد نورون لایه  

 )ها(ی پنهان 

 سه لایه پنهان  دو لایه پنهان  یک لایه پنهان 

ضریب  

 ( R)همبستگی 

میانگین مربعات  

 ( MSE)خطا 

 ضریب همبستگی  

(R) 

میانگین مربعات  

 (MSE) خطا 

 ضریب همبستگی  

(R) 

میانگین مربعات  

 (MSE) خطا 

4 9276/0 00482/0 9152/0 0046/0 9102/0 00552/0 

6 9374/0 00428/0 9372/0 00368/0 9304/0 00416/0 

8 9412/0 00338/0 9396/0 00366/0 9312/0 004/0 

10 9394/0 00362/0 9378/0 00368/0 9316/0 00392/0 

12 952/0 00318/0 942/0 00384/0 9326/0 00414/0 

14 9514/0 00312/0 9502/0 00322/0 9414/0 00358/0 

16 9498/0 003/0 946/0 00328/0 9368/0 00354/0 

18 947/0 00312/0 9436/0 00304/0 9414/0 00328/0 

20 9442/0 003/0 9466/0 0036/0 9348/0 00398/0 

22 936/0 00384/0 9308/0 00418/0 9338/0 00402/0 

24 9374/0 00392/0 9334/0 00418/0 9314/0 00394/0 
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روند تغییرات ضریب همبستگی و میانگین مربعهات خطها برحسهب تعهداد   4-9شکل  و    4-8شکل  در  

 شده است.  رسم مخفییک، دو و سه لایه عصبی با  برای شبکه ،نورون لایه)ها(ی پنهان

 روند تغییرات ضریب همبستگی برحسب تعداد نورون های لایه های پنهان   . 8-4شکل   

 میانگین مربعات خطا برحسب تعداد نورون های لایه های پنهان روند تغییرات   . 9-4شکل  
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با های  یک یا دو لایه پنهان نسبت به شبکه  باهای  که شبکه  رسید نتیجه  به این  توان  می  4-8شکل    از

 4-9شهکل اسهت. در   بیشترها  دارند، در نتیجه توانایی شبیه سازی آن  عملکرد بهتریسه لایه پنهان،  

میهزان در نتیجهه و های ورودی را بهتر یهاد گرفتهه ، دادههای عصبی با یک یا دو لایه پنهاننیز شبکه

های پنهان )سه لایه و بیشتر( فقط پیچیدگی شبکه زیاد شده . با زیاد شدن تعداد لایهاست  کمتر  خطا

 .شودتری نسبت به شبکه یک و دو لایه صر  آموزش دادن آن میو زمان بیش

 4-10شکل با توجه به نتایج بالا برای ادامه روند کار از یک شبکه عصبی یک لایه استفاده شد، که در 

یک لایه ورودی، یهک لایهه پنههان و یهک لایهه   معماری شبکه مورد نور داراینشان داده شده است.  

 .انتخاب شد نورون  12 ،4-8با توجه به شکل  های لایه پنهان نیز. تعداد نوروناستخروجی 

 

 

 
 MLP ساختار شبکه عصبی   . 10-4شکل  

 ( MLP) نتایج حاصل از آموزش شبکه عصبی چندلایه  1-1-4-4

 همبستگینمودار  •

، xمحهور    دههد.آزمایش را نشان میهای آموزش، صحت سنجی و  داده  همبستگینمودار    4-11شکل  

بینهی ، مقادیر خروجی که توسط شهبکه عصهبی پهیشy( و محور  شاخخ خود ترمیمیمقادیر هد  )

بینی شده توسط شبکه خط برازش شده با توجه به مقادیر هد  و مقادیر پیش  دهند.شده را نشان می

تهر نشان داده شده است، منطبقعصبی رسم شده است که هرچه بر خط مبنا که به صورت خط چین 

 باشد، دقت شبکه بیشتر است.

را نشان  بینی شده توسط شبکه عصبیهد  و مقادیر پیش  مقادیرارتباط بین شدت  همبستگیضریب  

-مهی  انجهام(  Rضریب همبستگی خطی )سنجش این همبستگی با استفاده از ضریبی به نام  دهد.  می
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 ایبه معن 0به معنای همبستگی مثبت کامل،  1کند که تغییر می  1تا    -1مقدار این ضریب بین    شود.

 .به معنی همبستگی منفی کامل است -1و  همبستگی عدم

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 MLPی شبکه عصبی و تمام داده ها آزمایش ،های آموزش، صحت سنجیداده  همبستگی  . 11-4شکل  

آمهوزش های  های هد  و شبکه عصبی برای دادهخروجیدر این شبکه عصبی ضریب همبستگی بین  

اسهت، کهه  975/0هها و برای همه داده 960/0، آزمایش برابر 959/0، صحت سنجی برابر 981/0برابر  

بهتهر اسهت کهه ضهریب میزان یادگیری و عملکرد شبکه عصهبی زمهانی  دهد.نتایج خوبی را نشان می

 همبستگی به یک نزدیکتر باشد.
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 مقایسه نتایج آزمایشگاهی با نتایج بدست آمده از شبکه عصبی  •

های هد  و شبیه سازی  توان دادهدر کدهای برنامه با استفاده از توابع موجود در نرم افزار متلب می

  سازی را مشاهده کرد. در شبیه  یکدیگر خطای  شده در برنامه را به صورت منحنی رسم و با انطباق بر 

محور  4-26شکل    ،x  داده محور   هاستتعداد  داده  yو  و  مقادیر  ترمیمی(  خود  )شاخخ  هد   های 

 . دهد خروجی شبکه )نتایج مدلسازی( را نشان می 
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 MLP مقایسه نتایج آزمایشگاهی با نتایج به دست آمده از شبکه عصبی  . 12-4شکل  
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 میانگین مربعات خطا و ریشه میانگین مربعات خطا •

روشی برای برآورد میزان خطاست که در واقع تفهاوت ،  عصبی  شبکه  ( درMSEمیانگین مربعات خطا )

شود شبکه، کمتر باشد، باعث می MSEهر چه مقدار  .و آنچه تخمین زده شده، است  هد بین مقادیر  

هرچقدر مقدار آن بهه صهفر نزدیکتهر و    تری ارائه دهد ها را بهتر آموزش ببیند و خروجی دقیقورودی

همیشهه غیهر منفهی   (RMSE)ریشه میانگین مربعات خطها .خطاستباشد، نشان دهنده میزان کمتر 

ها اسهت. دهنده تناسب کامل با داده)تقریباً هرگز در عمل به دست نیامده است( نشان 0است و مقدار  

 دهد.نمودار خطا را نشان می 4-13شکل 
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 MLPا شبکه عصبی میانگین مربع خطاها و ریشه میانگین مربعات خط  . 13-4شکل  
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های هد  )شاخخ خود ترمیمی( و خروجی شهبکه )نتهایج مدلسهازی( اختلا  بین داده  4-13شکل  

دهنده ایهن اسهت کهه در آن نقهاط دهد. نقاط اکسترمم و مینیمم نیز نشانرا نشان می(  4-12)شکل  

 و MSEدر ایهن تحقیهق مقهادیر های هد  و خروجی شبکه بیشتر از نقاط دیگهر اسهت. دادهاختلا   

RMSE  نتهایج عهددی در نزدیهک صهفر  ها  های آموزش، اعتبارسنجی، آزمایش و تمام دادهبرای داده(

 .و نتایج قابل قبول است( 4-4جدول 

 شده است.، خلاصه نتایج شبکه عصبی پرسپترون چندلایه آورده 4-4جدول در 

بین مقادیر واقعی و پیش بینی شده داده های آموزش، اعتبارسنجی و   Rو    MSE   ،RMSE  .4-4جدول  

 MLPشبکه عصبی    آزمایش 

R RMSE MSE  

 آموزش  00110/0 033/0 981/0

 اعتبارسنجی  00244/0 049/0 959/0

 آزمایش  00222/0 047/0 960/0

 ها تمام داده  00147/0 038/0 975/0

 

 توزیع خطای پیش بینی شبکه  •

ها )آموزش، اعتبار سنجی و آزمایش( توزیع خطای پیش بینی شبکه از کل مجموعه داده  4-14شکل  

)پراکندگی مرتبط اسهت   پراکندگی هرچه متمرکزتر باشد شبکه عملکرد بهتری دارددهد.  را نشان می

. هرچه مقدار سیگما کمتر باشد نمودار متمرکزتر و عملکهرد شهبکه با میزان خطای کل شبکه عصبی(

 بهتر خواهد شد.
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  MLP   شبکه عصبی توزیع خطای پیش بینی  . 14-4شکل  
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باشد. مقدار سیگما تقریبا باید برابر انحرا  معیار خطا می، σمیانگین خطا و  ، μمقدار    4-14در شکل  

RMSE   .منحنهی قرمهز باشد، هنگامی که میانگین نزدیک صفر باشد این دو مقدار تقریبا برابر هستند

منحنی رفتار کنند، به این معنها اسهت   ها شبیهباشند و هرچه میلهرنگ در نمودارها، توزیع نرمال می

تیزتر باشد، مقهدار سهیگما کمتهر، در که خطاها رفتار نرمال دارند، به معنای دیگر هرچه منحنی نوک 

همانطور که در شکل مشهخخ اسهت برابهری قابهل نیز کوچکتر خواهند شد.    MSEو    RMSEنتیجه  

زش، اعتبار سهنجی و آزمهایش( مشهاهده قبول در مقایسه چنین توزیع خطا در هر مجموعه داده )آمو

دهد تقسیم بندی پایگاه داده مناسب است و هر مجموعه داده نماینده کل مجموعهه شد که نشان می

 .داده است

 هیستوگرام خطا  •

دهد که هرچه تمرکز نزدیک به صفر باشهد، شهبکه عملکهرد هیستوگرام خطا را نشان می  4-15شکل  

 ی هم اندازهبه تعدادی فاصله  مدلبرای   خطا (Range) ی، بازهخطا  هیستوگرامبرای رسم    بهتری دارد.

(bin)   برای این مطالعه تقسیم( 20شده است bin  )و فراوانی )تعداد( مشهاهدات در در نور گرفته شد

 شود.داده میهر فاصله به صورت ارتفاع یک میله نمایش 

 
 

 

 

 

 
 

 
 

 MLPشبکه عصبی   هیستوگرام خطا  . 15-4شکل  
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 روند تغییرات تابع عملکرد خطا •

، y، تکرار و محور  xدهد. محور  نشان میتغییرات خطای عملکرد در طول آموزش شبکه را   4-16شکل 

 دههد.این نمودار میانگین مربع خطا در هر تکرار را نشهان مهیدهد.  میانگین مربعات خطا را نشان می

بهه خطهای یابد. هنگامی که هرچه شیب منحنی بیشتر باشد، یعنی خطاها با افزایش تکرار، کاهش می

، با افزایش تکرار رفت با توجه به شکل زیرشود.  میتعری  شده در شبکه برسد، آموزش شبکه متوق   

به بهترین مقدار برای اپوک    72این شبکه بعد از    یابد. درها( خطای شبکه کاهش میو برگشت )اپوک

 اپوک آموزش شبکه متوق  شده است. 102و بعد از خطای اعتبارسنجی رسیده 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 
 MLPشبکه عصبی  روند تغییرات تابع عملکرد خطا  . 16-4شکل  

های آموزش، صحت سنجی و آزمایش مشابه یکدیگر هستند، بنهابراین منحنی  4-16شکل    با توجه به

ثر بر عملکرد ؤتعداد پارامترهای م توان نتیجه گرفت خطای مهمی در آموزش شبکه رخ نداده است.می

بر اسهت. گیر و زمانهای عصبی اغلب وقتعصبی زیاد است. بهینه کردن و محاسبات شبکههای  شبکه
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شبکه باید به خوبی آموزش ببیند تا نتایج موفقیهت آمیهزی داشهته باشهد. مشهکل عمهده در آمهوزش 

آید که شبکه عصبی فقهط این مشکل زمانی به وجود می است. Overfitting های عصبی مشکلشبکه

-و سبب می کند ها نتایج خوبی ارائه نمیدارد و برای سایر داده  یآموزش عملکرد مناسب  یهاروی داده

شود منحنی صحت سنجی شیب افزایشی و منحنی آزمایش شیب کاهشی داشته باشد و دو منحنی از 

 یکدیگر دور شوند.

 MLPمدل ریاضی شبکه عصبی  2-1-4-4
مت تشکیل شده است، یکی مربوط به جمع های مخفی و خروجی از دو قسها در لایههر یک از نورون

برای شبکه سه لایه مورد اسهتفاده .  ها و دیگری تابع انتقال برای پردازش خروجی استها و بایاس وزن

 :شوددر این تحقیق، خروجی شبکه )خودترمیمی(، به شرح زیر محاسبه می

(4-3 ) 𝐻𝐼 = 𝐵0 + ∑ [𝑊𝑘 ⋅ 𝑓𝑇 (𝐵𝐻𝑘 + ∑ 𝑊𝑖𝑘𝑃𝑖

𝑚

𝑖=1

)]

𝑛

𝑘=1

 

 

بایهاس  HkB، لایه پنهان و نهورون لایهه خروجهی kوزن نورون    kWبایاس لایه خروجی،    0Bکه در آن،  

تهابع  Tfو پهارامتر ورودی  iP، لایهه پنههان kو نهورون  iوزن بهین ورودی   ikW،  در لایه پنهان  kنورون  

 باشد.می( (tansig) سیگموید )تابع فعالساز از نوع فعالساز 

بدست آمده از آموزش شبکه توسط نرم افزار متلب و   هایها و بایاس با توجه به مقادیر وزن. 1-4مثال 

تعدادی داده  (، مقدار شاخخ خود ترمیمی را با استفاده از کد نوشته شده در متلب برای  4-3رابطه )

 است.  4-5جدول کنیم و نتایج آن به صورت  محاسبه می جدید آزمایشگاهی
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شبکه عصبی برای   نتایج آزمایشگاهیشاخص خود ترمیمی بدست آمده از فرمول با مقایسه    .5-4جدول  
MLP 

درصد  

 خطا

 ها ورودی خروجی
HI  
بدست  

آمده از 

 فرمول 

HI  
 آزمایشگاهی 

زمان 

گرمایش 

 )ثانیه(
نوع 

 گرمایش 
چرخه  

ترمیم 

 ترک
نوع 

 قیر
درصد  
RAP 

درصد  

براده  

 آهن 

درصد  

الیا  

 فولادی

عبوری 

از الک 

0.075 

عبوری 

از الک 

4.75 

عبوری 

از الک 

12.5 

روش 

تراکم 

 نمونه
ابعاد 

 نمونه

5.3% 72.6% 69% 40 2 2 1 0% 2% 0% 5% 47% 84% 2 3 

1.77% 85.4% 87% 40 2 1 2 0% 0% 4% 3% 60% 98% 1 3 

11.3% 67.9% 61% 40 2 2 2 30% 0% 4% 3% 60% 98% 1 3 

2.54% 79.9% 82% 120 1 2 2 0% 3% 0% 5% 58% 83% 2 1 

1.77% 93.3% 95% 40 2 1 2 0% 0% 2% 5% 47% 84% 2 2 

 همانطور که از جدول بالا مشخخ است مقادیر محاسبه شده توسط فرمول عملکرد قابل قبولی دارند.

 MLPبررسی قدرت تعمیم شبکه عصبی  3-1-4-4
های اضافی طرفانه از خطای تعمیم، دادهبرای اعتبار بیشتر مدل توسعه یافته و بدست آوردن برآورد بی

در شهکل همانطور کههه  استفاده نشده بود، به شبکه ارائه شدند.    ANNکه هرگز در طول توسعه مدل  

شهود، در نمودار مقایسه، مقادیر هد  )مقادیر بدست آمده از نتایج آزمایشگاهی( و مشهاهده می  4-29

برابهر   MSEار  مقادیر خروجی )مقادیر بدست آمده از شبکه عصهبی( نزدیهک یکهدیگر هسهتند، مقهد 

شهبکه   باشد، که هر دو مقدار نزدیک صفر است، بنابراینمی  0.056برابر    RMSEو مقدار    0.00324

  اند، است.هایی که در مدلسازی بکار گرفته نشدهقادر به پیش بینی مناسب برای داده
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 با نتایج تجربی  MLPعصبی  مقایسه شبیه سازی شبکهنتایج حاصل از    . 17-4شکل  

 بررسی شبکه عصبی با تعداد متغیرهای متفاوت 4-1-4-4
ارزیابی   منوور  تعداد  به  با  شبکه عصبی  قسمت  این  در  شده،  گرفته  درنور  مختل   متغیرهای  تأثیر 

 . ارائه شده است 4-6جدول و نتایج آن در  متغیرهای مختل  آموزش داده شده 

 شبکه عصبی چندلایه با تعداد متغیرهای مختلف نتایج    .6-4جدول  
 آموزش  اعتبار سنجی آزمایش 

 ها ورودی
شماره 

 R RMSE MSE R RMSE MSE R RMSE MSE مدل 

960 /0 047 /0 00222 /0 959 /0 049 /0 00244 /0 981 /0 033 /0 00110 /0 

نمونه، روش  ابعاد  

-تراکم نمونه، دانه

بندی مخلوط  

آسفالتی، درصد  

براده آهن، درصد  

RAP درصد ،

سرباره فولاد،  

درصد الیا   

فولادی، نوع قیر،  

چرخه ترمیم  

ترک، نوع  

گرمایش و زمان  

 گرمایش 

1 
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943/0 057/0 00333/0 921/0 066/0 00437/0 967/0 044/0 00202/0 

درصد براده آهن،  

، RAPدرصد  

درصد سرباره  

فولاد، درصد  

الیا  فولادی، نوع  

قیر، چرخه ترمیم  

ترک، نوع  

گرمایش و زمان  

 گرمایش 

2 

88/0 082/0 00682/0 916/0 072/0 00532/0 909/0 073/0 00537/0 

درصد براده آهن،  

، RAPدرصد  

درصد سرباره  

فولاد، درصد  

الیا  فولادی،  

چرخه ترمیم  

ترک، نوع  

گرمایش و زمان  

 گرمایش 

3 

967/0 049/0 00244/0 973/0 048/0 0023/0 964/0 052/0 00275/0 

درصد براده آهن،  

درصد الیا   

فولادی، چرخه  

ترمیم ترک، نوع  

گرمایش و زمان  

 گرمایش 

4 

متغیرهای مؤثر  توان با تعداد کمتر  نتایج خوبی داشتند و می 4و   2، 1های مدل 4-6جدول  با توجه به

 شبکه را آموزش داد. 

بهینه سازی شده با الگوریتم  (MLP)شبکه عصبی چندلایه  2-4-4

 (PSO)ازدحام ذرات 
بهه ترتیهب تعهداد   1و    13، کهه  (4-18)شکل    استفاده شد   13-12-12-1از شبکه عصبی با معماری  

های پنهان یهانتقال لا  باشد. تابعپنهان می  هایهای لایهتعداد نورون  12متغیرهای ورودی و خروجی و  

هها و برای بهینهه کهردن وزنباشد.  از نوع سیگموید و تابع انتقال لایه خروجی از نوع انتقال خطی می

ی که برای ایهن سازی ازدحام ذرات استفاده شد و پارامترهایالگوریتم بهینههای شبکه عصبی از  بایاس 

 نشان داده شده است. 4-7در جدول  ،در نور گرفته شد  الگوریتم در کد برنامه نویسی
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  PSO بهینه سازی شده با MLP ساختار شبکه عصبی  . 18-4شکل  

 پارامترهای الگوریتم بهینه سازی ازدحام ذرات  .7-4جدول  

 پارامترها 
 تعداد ذارت 300

 تعداد تکرارها  100

 ( 1C) ضریب آموزش شخصی 2

 (2C) ضریب آموزش جمعی 2

 (wضریب اینرسی ) 1

بهینه سازی شده با الگوریتم  MLPنتایج حاصل از آموزش شبکه عصبی  1-2-4-4
PSO 
 همبستگی نمودار  •

شهبکه در ایهن  دههد.های آموزش، صحت سنجی و آزمایش را نشهان مهیداده  همبستگی  4-19شکل  

 ،813/0آمهوزش برابهر  هایهای هد  و شبکه عصبی برای دادهعصبی ضریب همبستگی بین خروجی

میهزان دههد. را نشهان مهی متوسهطیاست، که نتایج    804/0ها  و برای همه داده  786/0آزمایش برابر  

 یادگیری و عملکرد شبکه عصبی زمانی بهتر است که ضریب همبستگی به یک نزدیکتر باشد.

 



 

95 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 
 PSOبهینه سازی شده با  MLPشبکه عصبی   و تمام داده های های آموزش، آزمایشداده  همبستگی  . 19-4شکل  

 مقایسه نتایج آزمایشگاهی با نتایج بدست آمده از شبکه عصبی  •

های هد  و شبیه سازی  توان دادهموجود در نرم افزار متلب میدر کدهای برنامه با استفاده از توابع  

  سازی را مشاهده کرد. در یکدیگر خطای شبیه  شده در برنامه را به صورت منحنی رسم و با انطباق بر 

محور  4-20شکل    ،x  داده محور   هاستتعداد  داده  yو  و  مقادیر  ترمیمی(  )شاخخ خود  هد   های 
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 . دهد را نشان می خروجی شبکه )نتایج مدلسازی( 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 PSOبهینه سازی شده با  MLP  مقایسه نتایج آزمایشگاهی با نتایج به دست آمده از شبکه عصبی  . 20-4شکل  

 میانگین مربعات خطا و ریشه میانگین مربعات خطا  •

 MSEهر چه مقدار  .  دهد را نشان میمیانگین مربعات خطا و ریشه میانگین مربعات خطا    4-21شکل  

ریشهه  تری ارائه دهد.ها را بهتر آموزش ببیند و خروجی دقیقشود شبکه، ورودیکمتر باشد، باعث می
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دهنهده نشهان تر باشد هرچه به صفر نزدیکهمیشه غیر منفی است و   (RMSE)میانگین مربعات خطا

 ها است.تناسب کامل با داده

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 PSOبهینه سازی شده با  MLPمیانگین مربع خطاها و ریشه میانگین مربعات خطا شبکه عصبی   . 21-4شکل  

)نتایج مدلسازی( را های هد  )شاخخ خود ترمیمی( و خروجی شبکه  اختلا  بین داده  4-21شکل  

ههای دهنده این است که در آن نقهاط اخهتلا  دادهدهد. نقاط اکسترمم و مینیمم نیز نشاننشان می
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های  برای داده  RMSE  و MSEدر این تحقیق مقادیر  هد  و خروجی شبکه بیشتر از نقاط دیگر است. 

متوسهطی را ارائهه نتهایج    ،(4-8ها )نتایج عددی در جدول  آموزش، اعتبارسنجی، آزمایش و تمام داده

 .است کرده

 آورده شده است. PSOبهینه سازی شده با الگوریتم  MLP، خلاصه نتایج شبکه عصبی 4-8جدول  در

 بین مقادیر واقعی و پیش بینی شده داده های آموزش و آزمایش   Rو   MSE   ،RMSE  .8-4جدول  

 PSOبهینه سازی شده با    MLPشبکه عصبی  

R RMSE MSE  

 آموزش  0484/0 220/0 813/0

 آزمایش  0580/0 241/0 786/0

 ها تمام داده  0513/0 226/0 804/0

 

 توزیع خطای پیش بینی شبکه  •

 دهد.ها را نشان میتوزیع خطای پیش بینی شبکه از کل مجموعه داده 4-22شکل 
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   PSOبهینه سازی شده با  MLPتوزیع خطای پیش بینی شبکه عصبی   . 22-4شکل  

باشد. مقدار سیگما تقریبا باید برابر انحرا  معیار خطا می، σمیانگین خطا و  ، μمقدار    4-22در شکل  

RMSE   باشد، هنگامی که میانگین نزدیک صفر باشد این دو مقدار تقریبا برابر هستند. منحنهی قرمهز

ها شبیه منحنی رفتار کنند، به این معنها اسهت باشند و هرچه میلهرنگ در نمودارها، توزیع نرمال می

تیزتر باشد، مقهدار سهیگما کمتهر، در ر هرچه منحنی نوک که خطاها رفتار نرمال دارند، به معنای دیگ 
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میهزان خطها در همانطور که در شکل مشخخ است نیز کوچکتر خواهند شد.    MSEو    RMSEنتیجه  

 بازه بزرگی ایجاد شده است.

 PSOبهینه سازی شده با  MLPمدل ریاضی شبکه عصبی  2-2-4-4
تشکیل شده است، یکی مربوط به جمع های مخفی و خروجی از دو قسمت  ها در لایههر یک از نورون

برای شبکه سه لایه مورد اسهتفاده .  ها و دیگری تابع انتقال برای پردازش خروجی استها و بایاس وزن

 :شوددر این تحقیق، خروجی شبکه )خودترمیمی(، به شرح زیر محاسبه می

(4-4 ) 𝐻𝐼 = 𝐵0 + ∑ [𝑊𝑘 ⋅ 𝑓𝑇 (𝐵𝐻𝑘1 + ∑ 𝑊𝑖𝑘1 ∙ 𝑓𝑇 (𝐵𝐻𝑘2 + ∑ 𝑊𝑖𝑘2 ∙ 𝑃𝑖

𝑧

𝑖=1

)

𝑚

𝑖=1

)]

𝑛

𝑘=1

 

 

بایهاس  1HkB، لایه پنهان و نورون لایهه خروجهی  kوزن نورون    kWبایاس لایه خروجی،    0Bکه در آن،  

و نورون  iوزن بین ورودی  1ikW پنهان دوم،در لایه  kبایاس نورون  2HkB ،اول در لایه پنهان kنورون 

k 2 ،اول لایه پنهانikW  وزن بین نورونk ،لایه پنهان اول و دوم iP  و پهارامتر ورودیTf  تهابع فعالسهاز

 باشد.می( (tansig) سیگموید )تابع فعالساز از نوع 

بدست آمده از آموزش شبکه توسط نرم افزار متلب    هایها و بایاس مقادیر وزنبا توجه به  .  2-4مثال  

تعدادی داده  (، مقدار شاخخ خود ترمیمی را با استفاده از کد نوشته شده در متلب برای 4-4و رابطه )

 است.  4-9جدول کنیم و نتایج آن به صورت  محاسبه می جدید آزمایشگاهی
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شبکه عصبی برای   شاخص خود ترمیمی بدست آمده از فرمول با نتایج آزمایشگاهیمقایسه    .9-4جدول  

MLP    بهینه سازی شده باPSO 

درصد  

 خطا

 ها ورودی خروجی
HI  

بدست  

آمده از 

 فرمول 

HI  
 آزمایشگاهی 

زمان 

گرمایش 

 )ثانیه(
نوع 

 گرمایش 
چرخه  

ترمیم 

 ترک
نوع 

 قیر
درصد  
RAP 

درصد  

براده  

 آهن 

درصد  

الیا  

 فولادی

عبوری 

از الک 

0.075 

عبوری 

از الک 

4.75 

عبوری 

از الک 

12.5 

روش 

تراکم 

 نمونه
ابعاد 

 نمونه

12.2% 61.5% 69% 40 2 2 1 0% 2% 0% 5% 47% 84% 2 3 

14.5% 99.6% 87% 40 2 1 2 0% 0% 4% 3% 60% 98% 1 3 

33.1% 81.2% 61% 40 2 2 2 30% 0% 4% 3% 60% 98% 1 3 

19.1% 97.7% 82% 120 1 2 2 0% 3% 0% 5% 58% 83% 2 1 

15.47% 80.3% 95% 40 2 1 2 0% 0% 2% 5% 47% 84% 2 2 

بالا مشخخ است مقادیر محاسبه شده توسط فرمول عملکرد   از جدول  خوبی نداشته و  همانطور که 

 باشد.بالا می نسبتاً درصد خطا

 PSOبهینه سازی شده با  MLPبررسی قدرت تعمیم شبکه عصبی  3-2-4-4
های اضافی طرفانه از خطای تعمیم، دادهبرای اعتبار بیشتر مدل توسعه یافته و بدست آوردن برآورد بی

در شهکل همانطور کههه  استفاده نشده بود، به شبکه ارائه شدند.    ANNکه هرگز در طول توسعه مدل  

در نمودار مقایسه، مقادیر هد  )مقادیر بدست آمده از نتایج آزمایشگاهی( و   شهود،مشهاهده می  4-29

-ادی را نشان مهیها خطای زیدر بعضی قسمتمقادیر خروجی )مقادیر بدست آمده از شبکه عصبی(  

 انهد،هایی که در مدلسازی بکار گرفته نشدهقادر به پیش بینی مناسب برای دادهشهبکه  بنابراین    ،دهد 

 باشد.می 0.236و  0.0558نیز به ترتیت برابر  RMSEو  MSEمقادیر  .باشد نمی
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 با نتایج تجربی  PSOبهینه سازی شده با  MLPنتایج حاصل از مقایسه شبیه سازی شبکه عصبی   . 23-4شکل  

 ( RBF)شبکه عصبی شعاعی پایه  3-4-4
 یسهر ینیبشی، پتوابع بیهستند، از جمله تقر یادیز یکاربردها یدارا پایه یشعاع  عصبی  یهاشبکه

 هیشبکه است، لا یهایاول مربوط به ورود هیلاسه لایه است.  دارای RBF شبکه. یطبقه بند  و یزمان

 شبکه اسهت. یینها یآخر مربوط به خروج  هیاست و لا  RBF  شامل توابعاست که    پنهان  هیلا  کیدوم  

شهبکه عصهبی   معمهاری  شود.  یاستفاده م  یمحاسبات  یبه عنوان تابع انتقال در واحدها  یاز تابع گوس 

RBF   لایه که شامل سه لایه است ) نشان داده شده است 4-24شکل  در  ه در این پژوهش  استفاده شد

نورون   100  براساس سعی و خطا،  های لایه پنهان نیز. تعداد نورون(لایه پنهان و لایه خروجی  ورودی،

 .انتخاب شد 

 

 RBF ساختار شبکه عصبی  . 24-4شکل  
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ی اول، در مرحله. د نوش ای آموزش داده میی یک الگوریتم دو مرحلهمعمولا به وسیله RBF هایشبکه

هها ابتهدا پارامترهههای لایههه میهانی . اکثر ایهن روش شودپنهان تعیین میی در لایه تابع گوسی کزامر

ههای هها و بایهاس زنو ی دومدر مرحلهآورند و )مرکز و واریانس تابع گوسی هر نورون( را به دست می

 شوند. با روش کمترین مربعات تخمین زده می لایه خروجی

 ( RBF)شعاعی پایه نتایج حاصل از آموزش شبکه عصبی  1-3-4-4

 همبستگی نمودار  •

در ایهن شهبکه  دههد.های آموزش، صحت سنجی و آزمایش را نشهان مهیداده  همبستگی  4-25شکل  

، 947/0آمهوزش برابهر های برای داده شبکه عصبیهد  و  های  عصبی ضریب همبستگی بین خروجی

میهزان دههد.  اسهت، کهه نتهایج خهوبی را نشهان مهی  944/0ها  و برای همه داده  939/0آزمایش برابر  

 .یک نزدیکتر باشد یادگیری و عملکرد شبکه عصبی زمانی بهتر است که ضریب همبستگی به 
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 RBFشبکه عصبی   ی و تمام داده ها های آموزش، آزمایشداده رگرسیون   . 25-4شکل  

 مقایسه نتایج آزمایشگاهی با نتایج بدست آمده از شبکه عصبی  •

های هد  و شهبیه سهازی دادهتوان  میدر کدهای برنامه با استفاده از توابع موجود در نرم افزار متلب  

 را مشاهده کهرد. درسازی  خطای شبیه  یکدیگر  با انطباق برشده در برنامه را به صورت منحنی رسم و  

رمیمهی( و ههای ههد  )شهاخخ خهود تدادهمقادیر  yو محور  هاستتعداد داده x، محور 4-26شکل 
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 .دهد را نشان میخروجی شبکه )نتایج مدلسازی( 

 
 RBF  مقایسه نتایج آزمایشگاهی با نتایج به دست آمده از شبکه عصبی  . 26-4شکل  
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 میانگین مربعات خطا و ریشه میانگین مربعات خطا  •

 MSEمقدار  هر چه  .  دهد را نشان میمیانگین مربعات خطا و ریشه میانگین مربعات خطا    4-27شکل  

ریشهه . تری ارائه دهد ها را بهتر آموزش ببیند و خروجی دقیقشود شبکه، ورودیباعث می  باشد،کمتر  

دهنهده نشهان تر باشد هرچه به صفر نزدیکهمیشه غیر منفی است و   (RMSE)میانگین مربعات خطا

 .ها استتناسب کامل با داده

 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
  RBFمیانگین مربع خطاها و ریشه میانگین مربعات خطا شبکه عصبی   . 27-4شکل  
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های هد  )شاخخ خود ترمیمی( و خروجی شبکه )نتایج مدلسازی( را اختلا  بین داده  4-27شکل  

ههای دهنده این است که در آن نقهاط اخهتلا  دادهدهد. نقاط اکسترمم و مینیمم نیز نشاننشان می

های  برای داده  RMSE  و MSEدر این تحقیق مقادیر  هد  و خروجی شبکه بیشتر از نقاط دیگر است. 

و نتایج قابل (  4-10)نتایج عددی در جدول  نزدیک صفر  ها  آموزش، اعتبارسنجی، آزمایش و تمام داده

 .قبول است

 آورده شده است. شعاعی پایه، خلاصه نتایج شبکه عصبی 4-10جدول در 

 بین مقادیر واقعی و پیش بینی شده داده های آموزش و آزمایش  Rو   MSE   ،RMSE  .10-4جدول  

 RBFشبکه عصبی  

R RMSE MSE  

 آموزش  00263/0 051/0 947/0

 آزمایش  00496/0 070/0 939/0

 ها تمام داده  00333/0 057/0 944/0

 

 توزیع خطای پیش بینی شبکه  •

دهد. همهانطور کهه در را نشان میها  توزیع خطای پیش بینی شبکه از کل مجموعه داده  4-28شکل  

مشاهده شهد   شکل مشخخ است برابری قابل قبول در مقایسه چنین توزیع خطا در هر مجموعه داده

دهد تقسیم بندی پایگاه داده مناسب است و هر مجموعه داده نماینده کل مجموعهه داده که نشان می

 .است
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  RBF   شبکه عصبی توزیع خطای پیش بینی  . 28-4شکل  

باشد. مقدار سیگما تقریبا باید برابر انحرا  معیار خطا می، σمیانگین خطا و  ، μمقدار    4-28در شکل  

RMSE   باشد، هنگامی که میانگین نزدیک صفر باشد این دو مقدار تقریبا برابر هستند. منحنهی قرمهز

ها شبیه منحنی رفتار کنند، به این معنها اسهت باشند و هرچه میلهرنگ در نمودارها، توزیع نرمال می

ا کمتهر، در تیزتر باشد، مقهدار سهیگمکه خطاها رفتار نرمال دارند، به معنای دیگر هرچه منحنی نوک 
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همانطور که در شکل مشهخخ اسهت برابهری قابهل نیز کوچکتر خواهند شد.    MSEو    RMSEنتیجه  

قبول در مقایسه چنین توزیع خطا در هر مجموعه داده )آموزش، اعتبار سهنجی و آزمهایش( مشهاهده 

وعهه دهد تقسیم بندی پایگاه داده مناسب است و هر مجموعه داده نماینده کل مجمشد که نشان می

 .داده است

 RBFمدل ریاضی شبکه عصبی  2-3-4-4
های مخفی و خروجی از دو قسمت تشکیل شده است، یکی مربوط به جمع ها در لایههر یک از نورون

برای شبکه سه لایه مورد اسهتفاده .  ها و دیگری تابع انتقال برای پردازش خروجی استها و بایاس وزن

 :شودشرح زیر محاسبه می در این تحقیق، خروجی شبکه )خودترمیمی(، به

(4-5 ) 𝐻𝐼 = 𝐵0 + ∑ [𝑊𝑘 ⋅ 𝑓𝑇 (𝐵𝐻𝑘 + ∑ 𝑊𝑖𝑘𝑃𝑖

𝑚

𝑖=1

)]

𝑛

𝑘=1

 

 

بایهاس  HkB، لایه پنهان و نهورون لایهه خروجهی kوزن نورون    kWبایاس لایه خروجی،    0Bکه در آن،  

تهابع  Tfو پهارامتر ورودی  iP، لایهه پنههان kو نهورون  iوزن بهین ورودی   ikW،  در لایه پنهان  kنورون  

 باشد.می( (radbas)گوسی )تابع فعالساز از نوع فعالساز 

متلب  بدست آمده از آموزش شبکه توسط نرم افزار    هایها و بایاس با توجه به مقادیر وزن.  3-4مثال  

تعدادی داده  (، مقدار شاخخ خود ترمیمی را با استفاده از کد نوشته شده در متلب برای 4-5و رابطه )

 است.  4-11جدول کنیم و نتایج آن به صورت  محاسبه می جدید آزمایشگاهی
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برای شبکه عصبی   ترمیمی بدست آمده از فرمول با نتایج آزمایشگاهیشاخص خود  مقایسه    . 11-4جدول  
RBF 

درصد  

 خطا

 ها ورودی خروجی
HI  

بدست  

آمده از 

 فرمول 

HI  
 آزمایشگاهی 

زمان 

گرمایش 

 )ثانیه(
نوع 

 گرمایش 
چرخه  

ترمیم 

 ترک
نوع 

 قیر
درصد  
RAP 

درصد  

براده  

 آهن 

درصد  

الیا  

 فولادی

عبوری 

از الک 

0.075 

عبوری 

الک از 

4.75 

عبوری 

از الک 

12.5 

روش 

تراکم 

 نمونه
ابعاد 

 نمونه

3.7% 66.4% 69% 40 2 2 1 0% 2% 0% 5% 47% 84% 2 3 

5.05% 82.6% 87% 40 2 1 2 0% 0% 4% 3% 60% 98% 1 3 

18.8% 72.5% 61% 40 2 2 2 30% 0% 4% 3% 60% 98% 1 3 

2.8% 84.3% 82% 120 1 2 2 0% 3% 0% 5% 58% 83% 2 1 

4.3% 90.9% 95% 40 2 1 2 0% 0% 2% 5% 47% 84% 2 2 

 همانطور که از جدول بالا مشخخ است مقادیر محاسبه شده توسط فرمول عملکرد قابل قبولی دارند.

 RBFبررسی قدرت تعمیم شبکه عصبی  3-3-4-4
های اضافی طرفانه از خطای تعمیم، دادهبرای اعتبار بیشتر مدل توسعه یافته و بدست آوردن برآورد بی

در شهکل همانطور کههه    استفاده نشده بود، به شبکه ارائه شدند.  ANNکه هرگز در طول توسعه مدل  

در نمودار مقایسه، مقادیر هد  )مقادیر بدست آمده از نتایج آزمایشگاهی( و شهود،  مشهاهده می  4-29

برابهر   MSEمقادیر خروجی )مقادیر بدست آمده از شهبکه عصهبی( نزدیهک یکهدیگر هسهتند، مقهدار  

شههبکه باشد، که هر دو مقدار نزدیک صفر است، بنهابراین می  0.067برابر    RMSEو مقدار    0.00452

  .استاند، هایی که در مدلسازی بکار گرفته نشدهناسب برای دادهقادر به پیش بینی م

 

 

 

 

 

 



 

111 

 

 با نتایج تجربی  RBFعصبی  نتایج حاصل از مقایسه شبیه سازی شبکه  . 29-4شکل  

بهینه  MLP، شبکه عصبی MLPنتایج شبکه عصبی مقایسه  4-4-4

 RBFو شبکه عصبی  PSOسازی شده با الگوریتم 
و شهبکه   PSOبهینه سازی شده با الگوریتم    MLP، شبکه عصبی  MLPنتایج مدلسازی شبکه عصبی  

 ارائه شده است. 4-12( در جدول TESTهای آزمایش )برای داده RBFعصبی 

 نتایج مدلسازی شبکه های عصبی برای داده های آزمایش   .12-4جدول  
 های آزمایش داده

 های عصبی مورد استفاده در این مطالعه شبکه
σ R RMSE MSE 

 MLPشبکه عصبی  0.00222 0.047 0.960 0.047

0.239 0.786 0.241 0.0580 
بهینه سازی شده با   MLPشبکه عصبی 

 PSOالگوریتم 

 RBFشبکه عصبی  0.00496 0.070 0.939 0.070

، نسبت بهه شهبکه عصهبی MLPشود، عملکرد شبکه عصبی  مشاهده می  4-12همانطور که از جدول  

RBF    و شبکه عصبیMLP  سازی شده با الگوریتم  بهینهPSO   بهتر است و مقدار ضهریب همبسهتگی

(R=0.960 بیشتری نسبت به دو نوع شبکه عصبی دیگر )همچنین مقدار دارد ،σ  برای شهبکه عصهبی

MLP  و در نتیجه مقدار    کمتر از دو شبکه دیگر استMSE   وRMSE کهه  کمتری نیز خواهد داشهت
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ریشهه میهانگین  ،دههد تری ارائهه دقیق خروجیها را بهتر آموزش ببیند و شود شبکه، ورودیباعث می

دهنهده تناسهب تر باشهد نشهانهمیشه غیر منفی است و هرچه به صفر نزدیک  (RMSE)مربعات خطا

باشهد کهه نشهان می  RMSEبرای هر سه نوع شبکه عصبی مقدار سیگما برابر با    ها است.کامل با داده

 بینی شبکه عملکرد خوبی دارد.و توزیع خطای پیش فر استدهد میانگین نزدیک صمی

، شبکه عصبی MLPمقایسه نتایج قدرت تعمیم شبکه عصبی  5-4-4

MLP  بهینه سازی شده با الگوریتمPSO  و شبکه عصبیRBF 
 

ههای عصهبی بکهار گرفتهه های آزمایشگاهی که در مدلسازی شبکهبرای داده  RMSEو    MSEمقادیر  

 ارائه شده است. 4-13نشدند، در جدول 

برای بررسی قدرت تعمیم شبکه های داده های اضافی    RMSEو    MSEنتایج  مقایسه   .13-4جدول  

 عصبی

RMSE MSE های عصبی مورد استفاده در این مطالعه شبکه 
 MLPشبکه عصبی  0.00324 0.056

0.236 0.0558 
بهینه سازی شده با   MLPشبکه عصبی 

 PSOالگوریتم 
 RBFشبکه عصبی  0.00452 0.067

، 4-5ها طبق جداول و درصد خطای شبکه  4-13طبق جدول    RMSEو    MSEهمانطور که از مقادیر  

بهینهه   MLPنسبت بهه شهبکه عصهبی    RBFو    MLPهای عصبی  مشخخ است، شبکه  4-11و    9-4

 و درصهد خطهای پهایینی  های اضافی قدرت تعمهیم خهوبدر برابر داده،  PSOسازی شده با الگوریتم  

 هستند. اند،هایی که در مدلسازی بکار گرفته نشدهبرای داده داشته و قادر به پیش بینی مناسب

عوامل مؤثر بر خودترمیمی با توجه به وزن های شبکه عصبی  6-4-4

MLP شبکه عصبی ،MLP سازی شده با الگوریتم  بهینهPSO   و شبکه

 RBFعصبی 
بهینه سازی    MLP، شبکه عصبی  MLPشبکه عصبی    آموزش نتایج  های بدست آمده از  با توجه به وزن
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داشتند،    هایی که بیشترین تأثیر را بر خودترمیمیورودی  RBFو شبکه عصبی    PSOشده با الگوریتم  

  ارائه شدند. 4-14در جدول 
 شبکه های عصبی   متوسط وزن های بدست آمده از آموزش .14-4جدول   

 RBFشبکه عصبی 
بهینه سازی  MLPشبکه عصبی 

 PSOشده با الگوریتم 
 MLPشبکه عصبی 

 هاوزن
عوامل مؤثر بر  

 خودترمیمی 
 هاوزن

عوامل مؤثر بر  

 خودترمیمی 
 هاوزن

عوامل مؤثر بر  

 خودترمیمی 

 زمان گرمایش  12.5552 زمان گرمایش  6.3985 الیا  فولادی  9.5953

 الیا  فولادی  12.2589 سرباره فولاد  5.8760 زمان گرمایش  8.7489

 براده آهن 9.3036 دانه بندی   5.8132 سرباره فولاد  8.1824

 نوع قیر 8.1840 چرخه ترمیم ترک 5.5548 ترکچرخه ترمیم  7.9698

 سرباره فولاد  8.0046 نوع قیر 5.3079 براده آهن 7.9124

 چرخه ترمیم ترک 6.1722 نوع گرمایش  5.0683 دانه بندی 7.7768

 دانه بندی 5.9073 الیا  فولادی  4.7459 نوع قیر 7.6614

 گرمایش نوع  5.7396 براده آهن 4.5608 نوع گرمایش  6.6918

 درصد رپ 5.6337 درصد رپ 4.4135 درصد رپ 6.6610

 ابعاد نمونه   4.9295 روش تراکم نمونه 4.0306 روش تراکم نمونه 5.2446

 روش تراکم نمونه  3.7538 ابعاد نمونه 3.7602 ابعاد نمونه 4.1663

هرچه وزن هر ورودی بیشتر    .اند های هر نورون ورودی بدست آمدهها از مجموع وزندر جدول بالا وزن

بود.   خواهد  بیشتر  بر خودترمیمی  آن  اثرگذاری  میزان  میباشد،  مشاهده  که  ضایعات  همانطور  شود، 

 ترین عوامل مؤثر بر خودترمیمی هستند.، چرخه ترمیم ترک و نوع قیر از مهم فلزی، زمان گرمایش
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 نتیجه گیری  1-5

های عصهبی چندلایهه با استفاده از شبکههای خود ترمیمی بدست آمده از مقالات  هداددر این مطالعه  

(MLP) شبکه عصبی چندلایه با الگوریتم بهینه ساز ازدحام ذرات ،(PSO) شبکه عصبی شعاعی پایهه ،

(RBF)   و تجزیه و تحلیل آماری با نرم افزارSPSS ها با یکهدیگر مقایسهه شد و نتایج این روش  تحلیل

 نتایج زیر از این تحقیق بدست آمد: شد.

های آسفالتی توان شاخخ خود ترمیمی مخلوطهای عصبی مصنوعی میگیری از شبکهبا بهره •

 بینی کرد.را با داشتن عوامل مؤثر بر شاخخ خود ترمیمی با دقت بالا پیش

مهدل بینهی شهاخخ خهود ترمیمهی  دقت پیشهای ارزیابی شده در این مطالعه،  از بین مدل •

بددض یدد     RBF، مدد ش کددعصب   ددع  960/0 همبسههتگیبهها ضهریب  MLP شهبکه عصهبی

بها ضهریب   PSOبهینب سضزی کدد ب بددض ریگدد   ت     MLP، م ش کعصب   ع   939/0  همعستگ 

بود که   721/0  همبستگیبا ضریب    SPSSو در آخر رگرسیون چندگانه با    786/0  همبستگی

بینی و رگرسیون چندگانهه دارای کمتهرین دارای بیشترین دقت در پیش  MLPشبکه عصبی  

 بینی است.دقت در پیش

بهه بینی شاخخ خود ترمیمهی  معماری بهینه شبکه عصبی مصنوعی چندلایه به منوور پیش •

خروجهی  1نورون در لایهه پنههان و   12ورودی،    13دهنده  که نشان،  است  13-12-1صورت  

 .باشد )شاخخ خود ترمیمی( می

استفاده نشهده   ANNهای اضافی که هرگز در طول توسعه مدل  برای اعتبار بیشتر مدل، داده •

ههایی کهه سازی دادهشبیه  برای  RBFو    MLPهای عصبی  شهبکه  ، به شبکه ارائه شدند.ند بود

سهازی شهده بها بهینهه MLPمقایسه با شبکه عصبی  در طول مدلسازی بکار گرفته نشدند در  

  .داشتند  مناسبیعملکهرد  PSOالگوریتم 
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 پیشنهادات 2-5
  گردد، عباتند از:آینده توصیه می تحقیقاتادامه  اتی که برایپیشنهاد

، ماننهد الگهوریتم فاختهه)سهازی  ههای بهینههالگهوریتمآموزش شبکه با استفاده از دیگهر   (1

ههای ارائهه شهده در ایهن هها بها روش و مقایسه نتهایج آن الگوریتم رقابت استعماری و ...(

 مطالعه.

ساخت تعدادی نمونه در آزمایشگاه و مقایسه نتایج آزمایش با نتایج شهبکه عصهبی بهرای  (2

 شبکه عصبی مصنوعی.روش بررسی معتبر بودن 
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Abstract 
 
Roads are one of the most important assets of any country and a large part of the country's 

budget is spent annually on repair and maintenance operations. A large part of the cost of 

road repair and maintenance operations is spent on repairing cracks. The self-healing 

potential of asphalt is one of the factors that can increase the useful life of asphalt 

pavement. When the pavement is at a higher temperature, the repair increases, so the repair 

of the asphalt mixture itself is temperature dependent. Microwave heating and induction 

heating are used to increase self-healing capacity by increasing the temperature. Also, to 

increase heating efficiency and improve self-healing, different types of metal wastes (steel 

fiber, metal shaving, steel slag, etc.) are added to the asphalt mixture. 

Due to the fact that laboratory activities are time consuming and costly, the use of artificial 

neural networks in predicting laboratory results in recent decades has been considered by 

researchers. In pavement engineering, artificial neural networks have been used to predict 

the fatigue life of asphalt mixtures, to predict the nonlinear modulus of pavement layers, 

etc. 

The purpose of this study is to consider the factors affecting the self-healing index (such as 

type of additive, percentage of additive, gradation of aggregate, type of bitumen, crack 

repair cycle, etc.) as inputs of artificial neural network in MATLAB software and self-

healing  index  as  output,  to  achieve  a  suitable  neural  network  and  use  this  network  to 

predict  self-healing  index.  Multilayer  perceptron  neural  network  (MLP),  multilayer  

perceptron neural network with particle swarm optimized algorithm (PSO), radial basis 

function neural network (RBF) and statistical analysis with SPSS software have been used 

in this study and the results of these methods together were compared. The results showed 

that multilayer perceptron neural network (MLP) has better performance in predicting self-

healing index than other methods. 

 
Keywords: Self-healing, Steel fiber, Metal shaving, Steel slag, Microwave heating, 

Induction heating, Artificial neural network. 
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