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به: تقدیم
ͬ ام. زندگ در ͬ ناپذیری خستگ و صبر اسوه های فداکارم، مادر و پدر

خواستن، جسارت دانستن، غرور و لذت باوربودن، ناب لحظات که کسͬ به تقدیم و
اوست. سبز حضور مدیون زندگیم، زیبای و ی΄تا تجربه های تمام و رسیدن عظمت

و



سپاس گزاری

را تلاش و داد نوشتن و تفکر قدرت من به که شاکرم را علیم و بزرگ خداوند نخست
داد. قرار علم از ΁کوچ هرچند معماهایی یافتن برای وجودم در

غزنوی مهرداد دکتر آقای خویش، دانشمند و فرهیخته استاد از ͬ دانم م فرض برخود
قدردانͬ و تش΄ر کمال قرارداده اند، خود محبت و لطف مورد را نگارنده همواره که
بجا را تش΄ر کمال نمودند یاری این کار در مرا که خود خانواده از نیز و بجاآورم. را

ͬ آورم. م

استارمͬ رقیه
١۴٠٠ مهر

ز



نامه تعهد
ریاضͬ علوم کاربردی ریاضͬ رشته ارشد کارشناسͬ دانشجوی استارمͬ رقیه اینجانب
عددی روش های از تعدادی مقایسه عنوان با پایان نامه نویسنده شاهرود، دانش·اه
متعهد غزنوی مهرداد راهنمایی تحت ، چندهدفه بهینه سازی مسائل در

ͬ شوم: م
برخوردار اصالت و صحت از و است شده انجام اینجانب توسط پایان نامه این در تحقیقات •

است.
شده استناد استفاده مورد ͽمرج به پژوهش گران، دی·ر پژوهش های نتایج از استفاده در •

است.
مدرک نوع هیچ دریافت برای دی·ری فرد یا خود، توسط کنون تا پایان نامه، این مطالب •

است. نشده ارایه هیچ جا در امتیازی یا
نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتͬ دانش·اه به اثر، این معنوی حقوق •
خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتͬ دانش·اه “

رسید.
بوده اند، تاثیرگذار پایان نامه اصلͬ نتایج آوردن به دست در که افرادی تمام معنوی حقوق •

ͬ گردد. م رعایت پایان نامه از مستخرج مقالات در
آنها) بافت های (یا زنده موجود از که مواردی در پایان نامه، این انجام مراحل تمام در •

است. شده رعایت اخلاقͬ اصول و ضوابط است، شده استفاده
افراد شخصͬ اطلاعات حوزه به که مواردی در پایان نامه، این انجام مراحل تمام در •
شده رعایت انسانͬ اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته دسترسͬ

است.
استارمͬ رقیه
١۴٠٠ مهر

نشر حق و نتایج مال΄یت
برنامه های کتاب، مستخرج، ( مقالات آن محصولات و اثر این معنوی حقوق تمام •
شاهرود صنعتͬ دانش·اه به متعلق شده) ساخته تجهیزات و نرم افزارها رایانه ای،

شود. ذکر مربوطه علمͬ تولیدات در مقتضͬ، نحو به باید مطلب این ͬ باشد. م
ͬ باشد. نم مجاز منبع ذکر بدون پایان نامه این در موجود نتایج و اطلاعات از استفاده •



ط



چ΄یده
چندهدفه بهینه سازی در عددی روش شش مقایسه و توصیف تحلیل، و تجزیه پایان نامه این در
محدودیت، و تحدب ترتیبی، مخروط مانند روش ها این ͬ های ویژگ به توجه با ͬ شود. م انجام
انتخاب که ͽمرج نقاط گرفتن نظر در توانایی سره، کارای جواب های به وجودآوردن توانایی
این ͬ گیرند. م قرار بررسͬ مورد است، وزنͬ متغیرهای با جواب ΁ی به عنوان گیرنده تصمیم
ͬ دهد. م ارائه آنها بین روابط و روش ها این برای را جدیدی ͬ های ویژگ همچنین پایان نامه

ͬ شود. م داده نشان مثال ها در عددی روش های این اصلͬ ͬ های ویژگ

بنسون. روش محدودیت. ‐ ε روش وزنͬ. ͽجم روش مخروطͬ. عددی روش کلیدی: کلمات
سره. کارایی چندهدفه. بهینه سازی سرافینͬ. پاس΄ال‐ روش چپیشف. وزنͬ روش

ی







مطالب فهرست
س تصاویر فهرست
ف جداول فهرست
١ مقدمات و تعاریف ١
١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ١ . ١
٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمات ١ . ٢

۵ چندهدفه بهینه سازی مسائل در اس΄الرسازی روش های ٢
۵ . . . . . . . . . . . . . . . . اس΄الرسازی روش های اصلͬ ͬ های ویژگ ٢ . ١
۵ . . . . . . . . . . . (WSS ) وزن دار مجموع اس΄الرسازی روش ٢ . ١ . ١
٧ . . . . . . . . . . . . . . . . . . (EC ) محدودیت ‐ ε روش ٢ . ١ . ٢
١٠ . . . . . . . . . . . . . . . . (BS) بنسون اس΄الرسازی روش ٢ . ١ . ٣
١٢ . . . . . . . . . . . WCS وزن دار چپیشف اس΄الرسازی روش ۴ . ٢ . ١
١۴ . . . . . . . . . (PSS) پاس΄لاتͬ‐سرافینͬ اس΄الرسازی  روش ۵ . ٢ . ١
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١ فصل
مقدمات و تعاریف

مقدمه ١ . ١
قرار استفاده مورد چندهدفه بهینه سازی در که رایج عددی روش شش پایان نامه، این در
بنسون محدودیت، ‐ε وزنͬ، مجموع از: عبارتند روش ها این ͬ کنیم. م بررسͬ را ͬ گیرد م
با این روش ها مخروطͬ. عددی روش های و ٣ سرافینͬ پاس΄لاتͬ‐ وزنͬ، ٢ چپیشف ، ١
فرمول بندی جدید خواص آن ها از برخͬ برای و شده اند، مقایسه رایج ͬ های ویژگ از استفاده
ترتیبی، مخروط مانند اصلͬ ͬ های ویژگ به توجه با روش ها این ویژگͬ شده است. اثبات و
جواب ΁ی به عنوان تصمیم گیرنده توسط که ͽمرج نقاط جدولͬ توانایی کرانداری، و تحدب
متغیرهای و محدودیت ها تعداد تصمیم گیرنده، ترجیحات به وزن دهͬ و ͬ شوند م مشخص
ͬ های ویژگ همچنین پایان نامه این ͬ گیرند. م قرار بررسͬ مورد گرفته شده نظر در اضافͬ تصمیم

ͬ دهد. م ارائه آن ها بین روابط و روش ها این برای جدیدی
بالا در شده ذکر ͬ های ویژگ با ͬ توانند نم عددی روش شش این تنها که این است بر تأکید
برای پایان نامه این در دارد. وجود مقالات در دی·ری روش های از بسیاری بل΄ه شود، مقایسه
ͬ های ویژگ آن در که است مرجعͬ ΁ی تهیه ما هدف و ͬ کنیم م انتخاب را روش شش این شروع

1Benson
2Chebyshev
3Pascoletti–Serafini

١



مقدمات و تعاریف ٢
یافت. بتوان را عددی روش های اصلͬ

‐ε روش در از اصلاحͬ که ( ببینید [٣ ،٢] در ) پذیر انعطاف محدودیت روش مثال برای
داشت توجه باید ͬ دهد. م ارائه سره کارای جواب های و کارایی برای شرایطͬ است محدودیت
مرتبط مقدار ΁ی با ε آن که در شده است آورده [۴] در محدودیت ‐ε روش از دی·ری مورد که
اضافه کردن با افزوده وزنͬ چپیشف اس΄الرسازی مسئله ͬ شود. م جای·زین مسئله ساختار به
) شد پیشنهاد ۵ چو و ۴ استوئر توسط که وزن دار چپیشف مسئله هدف تابع به نرم ‐l١ ΁ی
پارامترهای و وزن ها از شده انتخاب  مناسب مقادیر برای سره کارای جواب های ،( ببینید [۵]
بیان را عددی روش های از بسیاری تحلیل و تجزیه ۶ مایتینن ͬ کند. م تولید را افزوده شده
استفاده با را اس΄الرسازی تابع چندین ٧ وایرزبیس΄ͬ .( ببینید را [٧] (همچنین [۶] ͬ کند م
٩ هرناندز و ٨ فلورس بازان .[٨] کرد پیشنهاد ترجیحͬ اطلاعات عنوان به ͽمرج نقطه ΁ی از
شناخته شده اس΄الرسازی تابع ΁ی از استفاده با را شده اصلاح برداری بهینه سازی مسئله ΁ی
،( ببینید [١٢]‐[١٠] مثال برای ) و کردند معرفͬ [٩] شده است استفاده مقالات در قبلا که
داشت توجه باید کردند. مطالعه را مسئله این برای کارا جواب های مفید ͬ های ویژگ از بسیاری
ویژگͬ ΁ی مم΄ن است روش ها تمام زیرا است مهم مسئله ΁ی مختلف روش های مقایسه که
مقالات در گسترده ای به طور روش ها این همه ی هرچند باشند. نداشته ی΄سان مقایسه قابل
مورد مختلفͬ به روش های چندهدفه بهینه سازی روش های مقایسه و گرفته اند قرار بحث مورد
این است ما هدف  ( ببینید را ،[١٧ ،١٣ ،٨ ،۶ ،٢ ،١] کارهای مثال (به عنوان گرفته ، قرار بررسͬ
دهیم. ارائه روش ها این مورد در دقیق تحلیل و تجزیه جدید، روابط و ͬ ها ویژگ از استفاده با که
تعمیم روش سرافینͬ پاس΄لاتͬ‐ اس΄الرسازی روش که ( ببینید [١۵] (در شده است ثابت قبلا
پایان نامه دراین است. وزنͬ چپیشف روش های و محدودیت ‐ε وزنͬ، مجموع اس΄الرسازی
پاس΄لاتͬ‐ و بنسون اس΄الرسازی روش و مخروطͬ اس΄الرسازی روش بین جدید روابط

ͬ کنیم. م ایجاد سرافینͬ
شش اصلͬ ͬ های ویژگ ͬ دهد. م ارائه را مقدماتͬ ١ . ٢ بخش است: شرح زیر به پایان نامه ادامه
ͬ های ویژگ بر علاوه ۵ . ٢ . ١ بخش در ͬ شود. م ارائه ٢ . ١ در بخش زیر شش در عددی روش
قضیه به ) شده است ارائه روش این برای جدیدی ویژگͬ سرافینͬ، پاس΄لاتͬ‐ روش از موجود
گرفته قرار تحلیل و تجزیه مورد مخروطͬ عددی روش ٣ . ٠ . ١ بخش در کنید). نگاه ٢ . ١ . ١٠
این بین جدید رابطه دو ͬ شود. داده م توضیح کامل و ͽجام روش این اصلͬ ͬ های ویژگ و
مرتبط قضیه های و شده است. ایجاد بنسون و سرافینͬ پاس΄للاتͬ‐ اس΄الرسازی، روش های
ارائه روش های تمام ͬ های ویژگ مثال ΁ی ذکر با ۴ بخش در آورده شده است. بعد بخش های در

4Steuer
5Choo
6Miettinen
7Wierzbicki
8FloresBazan
9Hernandez



٣ مقدمات
اس΄الرسازی روش هر برای شده  ذکر ͬ های ویژگ همه ی بخش دراین ͬ دهیم. م توضیح را شده 
به دست نتایج از برخͬ ۴ فصل در آخر، در ͬ شود. داده م نشان مثال همان در جداگانه به طور

است. شده پایان نامه آورده از آمده

مقدمات ١ . ٢
ͬ کنیم م فرض ͬ کنیم. م آغاز هدفه چند بهینه سازی از استاندارد تعاریف با را بخش این
باشد. ناتهͬ مجموعه ΁ی Y ⊂ Rn و ،Rn

+ := {y = (y١, · · · , yn) : yi ≥ ٠, i = ١, · · · , n}
΁ی ͬ دهد. م نشان را نامنفͬ حقیقͬ اعداد از مجموعه ای R+ پایان نامه این در به طورکلͬ
بودن نوک تیز ،∀y ∈ C, λ ≥ ٠ ⇒ λy ∈ C اگر گویند مخروط ΁ی را Rn از ناتهͬ زیرمجموعه

محدب  بسته نوک تیز مخروط ΁ی به وسیله Rn که ͬ کنیم م فرض .C ∩ (−C) = {٠} یعنͬ
به نسبت ) است کران دار پایین از Y ⊂ Rn مجموعه ΁ی است. مرتب جزئͬ به طور C ⊂ Rn

.Y ⊂ {y٠}+ C به طوری که باشد داشته وجود y٠ ∈ Rn نقطه ΁ی اگر ( C ترتیبی مخروط
تعدی بازتابی، خواص هرگاه گویند مرتب جزئͬ Rn روی را ≤ باینری رابطه ΁ی .١ . ٢ . ١ تعریف

باشد. داشته پادمتقارن و
جزئͬ ترتیب ΁ی که ͬ شود م نامیده ترتیبی مخروط ΁ی C ⊂ y محدب مخروط .١ . ٢ . ٢ تعریف

صورت: این در y١, y٢ ∈ Y ͬ کنیم م فرض ͬ کند. م تعریف زیر به صورت y روی
y١ ≤C y٢ ⇔ y٢ − y١ ∈ C − {٠} ⇔ y١ ≤C y٢, y١ ̸= y٢

.({y} − C) ∩ Y = {y} اگر است Y از مینیمال عنصر ΁ی y ∈ Y عنصر . ١ .١ . ٢ . ٣ تعریف
({y} − int(C)) ∩ Y = ∅ اگر ͬ شود نامیده م Y از ضعیف مینیمال عنصر y ∈ Y ΁ی . ٢

.int(C) ̸= ∅ آنکه به شرط
از مینیمال عنصر ΁ی Rn صفر عنصر و Y از مینیمال عنصر ΁ی y اگر . ٣

y ∈ Y به آن گاه ،cone(Y) := {λy : λ ≥ ٠, y ∈ Y} که درآن باشد (clcone(Y+ C− {y}))

.[١٨] گویند بنسون مفهوم به Y از سره مینیمال عضو
با K بسته محدب مخروط  ΁ی نسبت به Y از مینیمال عنصر ΁ی y ∈ Y اگر . ۴

١٠ ΃هنی مفهوم به Y از سره مینیمال عضو ΁ی y ∈ Y آن گاه باشد، C\{٠Rn} ⊂ int(K)

.[١٩] ͬ شود نامیده م
10Henig



مقدمات و تعاریف ۴
محدب تیز نوک  مخروط ΁ی به وسیله ی برداری فضای که مواردی در که کرد ثابت هنینگ
هستند. برابر ١ . ٢ . ٣ تعریف در ارائه شده سره کارایی مفهوم دو آن گاه مرتب شده باشد،  بسته 

کرد. خواهیم استفاده سره کارایی اصطلاح از سادگͬ برای ما ادامه در بنابراین
ͬ گیریم. م درنظر زیر به صورت را (MOP خلاصه (به طور هدفه چند بهینه سازی مسئله ΁ی

minx∈X[f١(x), · · · , fn(x)], (١ . ١)
توابع fi : X → R, i = ١, · · · , n و شدنͬ جواب های از غیرتهͬ مجموعه ΁ی X ⊂ Rm که درآن

.Y := f(X) و f(x) = (f١(x), · · · , fn(x)) ͬ کنیم م فرض x ∈ X هر برای هستند. حقیقͬ
مینیمال عضو یا ضعیف مینیمال مینیمال، عضو ΁ی به ترتیب y = f(x) اگر .۴ . ١ . ٢ تعریف
مسئله برای سره کارای یا ضعیف کارای کارا، x ∈ X شدنͬ جواب آن گاه باشد، Y از سره

ͬ شود. م نامیده (١ . ١) هدفه چند بهینه سازی
نمادهای .y = (y١, · · · , yn) ∈ Rn فرض کنیم .۵ . ١ . ٢ تعریف

نرم های به ترتیب و ∥y∥∞ = max{|y١|, · · · , |yn|} و ∥y∥١ =
∑n

i=١ |yi|, ∥y∥٢ = (y٢١ + · · ·+ y٢
n)

١٢

ͬ دهد. م نشان را y از l∞ و (اقلیدسͬ)، l٢ و l١
شبه و C از C∗ دوگان مخروط که ͬ شود م یادآوری باشد. Rn در مخروط ΁ی C ͬ کنیم م فرض

ͬ شوند. م تعریف زیر به صورت به ترتیب C# یعنͬ آن درون
C∗ = {w ∈ Rn : wT y ≥ ٠, ∀y ∈ C} (١ . ٢)

و
C# = {w ∈ Rn : wT y > ٠, ∀y ∈ C\{٠}} (١ . ٣)

اس΄الر ضرب wT y =
∑n

i=١ wiyi و w بردار ترانهاده wT آن که در

y = (y١, · · · , yn) ، w = (w١, · · · , wn)

که ͬ کنند م تعریف را ی΄نوا اکیدا و ی΄نوا خطͬ تابعک های مخروط ها این عناصر ͬ باشد. م
ͬ شوند. م استفاده محدب مجموعه های پشتیبانͬ نقاط توصیف برای آن ها ͹سط مجموعه های



٢ فصل
مسائل در اس΄الرسازی روش های

چندهدفه بهینه سازی

اس΄الرسازی روش های اصلͬ ͬ های ویژگ ٢ . ١
استفاده که با که چندهدفه مسائل برای اس΄الرسازی روش  شش به کوتاه مرور ΁ی بخش این در
مرتب به طورجزئͬ Rn هدف فضای که ͬ کنیم م فرض داشت. خواهیم شدند تعریف (١ . ١) از
اصلͬ ͬ های ویژگ گرفته شده، درنظر روش هر برای باشد. C بسته و محدب مخروط ΁ی روی

شد. خواهد داده مهم ͬ های ویژگ بر تأکید با هندسͬ تفسیر و

(WSS ) وزن دار مجموع اس΄الرسازی روش ٢ . ١ . ١
متداول ترین شاید و [٢٠] شد بیان ١٩٩۵ در ٢ ستͬ و ١ گاس توسط وزن دار مجموع روش

است. ها چندهدفه مسائل برای اس΄الرسازی روش
به وسیله که وزنͬ ضریب ΁ی هدف تابع هر به ٣WSS روش ͬ گیریم. م نظر در را (١ . ١) مسئله
را اهداف وزن دار مجموع مقدار حقیقͬ تابع و ͬ کند م مرتبط شده است مشخص تصمیم گیرنده

1Gass
2Saaty
3Weighted sum scalarization

۵



چندهدفه بهینه سازی مسائل در اس΄الرسازی روش های ۶
دوگان مخروط از wT = (w١, · · · , wn), wi ≥ ٠,∑n

i=١ wi = ١ وزن بردار معمولا، ͬ کند. م بهینه
تابع ΁ی به wi هر و ͬ دهد، م نشان را مرتب مخروط C آن که در ͬ شود، م انتخاب C∗\{٠}
w داده شده وزنͬ بردار برای اس΄الرسازی مسئله است. مرتبط i = ١, · · · , n برای fi(x) هدف

ͬ شود: م بیان زیر صورت به
minx∈X

n∑
i=١

wifi(x) (WSS(w))

sol(WSS(w)) اس΄الرسازیWSS(w)با مسئله w به دادن مقدار از آمده به دست جواب های مجموعه ی
ͬ های ویژگ آورده شده است. ٢ . ١ ش΄ل WSS(w)در جواب های، هندسͬ نمایش ͬ شود. داده م نشان

آورده شده است. ببینید [٢١ ،١۵ ،١۴] در ͬ توانید م که زیر قضیه دو در داده شده مهم
کنید فرض و باشد شده داده وزنͬ بردار ΁ی w ∈ C∗\{٠} کنید فرض .٢ . ١ . ١ قضیه

sol(WSS(w)) ̸= ∅

داریم: آن گاه
ͬ باشد. م MOP برای ضعیف کارای جواب ΁ی sol(WSS(w)) از عضو هر [١۴] (i)

جواب ΁ی عضو این آن گاه منحصربه فرد باشد، عضو ΁ی شامل sol(WSS(w)) اگر [١۴] (ii)
است. MOP برای کارا

برای سره کارای جواب ΁ی sol(WSS(w)) از عضو ΁ی حداقل آن گاه ،w ∈ C# اگر [١۴] (iii)
است. MOP

باشد. محدب مسئله ΁ی (١ . ١) که کنید فرض .٢ . ١ . ٢ قضیه
دارد وجود w ∈ C∗ آن گاه باشد، (١ . ١) مسئله برای ضعیف کارای جواب ΁ی x̄ اگر [٢١] (i)

است. بهینه (WSS(w)) برای x̄ به طوری که
به طوری که دارد وجود w ∈ C∗ آن گاه باشد، (١ . ١) از سره کارای جواب ΁ی x̄ اگر [٢١] (ii)

باشد. بهینه (WSS(w)) برای x̄
عبارتنداز: (WSS) روش اساسͬ ͬ های ویژگ

ترتیبی مخروط ΁ی به عنوان C نوک تیز محدب مخروط هر برای ͬ تواند م (WSS) روش •
شود. استفاده

نیست. لازم شرط WSS روش از استفاده هنگام در هدف فضای بودن کران دار پایین از •
بهینه جواب ΁ی WSS(w) مسئله است مم΄ن ،w وزن های از برخͬ برای این، وجود با

باشد. نداشته متناهͬ



٧ اس΄الرسازی روش های اصلͬ ͬ های ویژگ
WSS روش ،(١ . ١) مسئله محدب بودن درصورت است. اساسͬ شرط ΁ی تحدب شرط •

ͬ دهد. م ارائه سره کارای و ضعیف کارای جواب های از کاملͬ توصیف
در ͽمرج نقطه به مربوط اطلاعات ͬ که درحال ͬ شوند. م انتخاب اهداف برای وزن هایی •

.( ببینید. را ٢ . ١ ش΄ل مثال (برای ͬ شود نم گرفته درنظر روش این
ͬ شود. نم استفاده اضافͬ قید WSS روش در •

(EC ) محدودیت ‐ ε روش ٢ . ١ . ٢
شده است ارائه [٢٢] در هم΄اران و ۵ هایمس به وسیله ی که ۴EC روش مورد در ما، بخش این در

.( ببینید را [٢٣] همچنین ) ͬ کنیم م بحث

نامحدب. هدف فضای .b محدب، هدف فضای .a WSS روش از نمایشͬ :٢ . ١ ش΄ل

هدف ΁ی ε‐محدودیت، مسئله نوع متداول ترین در ͬ گیریم. م درنظر را (١ . ١) مسئله
تبدیل نامساوی محدودیت های به دی·ر هدف های و شده انتخاب بهینه شدن برای fk اولیه

4 ϵ− constraint
5Haimes



چندهدفه بهینه سازی مسائل در اس΄الرسازی روش های ٨
ͬ شوند. م

i = ١, · · · , n برای fi(x) هدف تابع ΁ی به εi هر که درآن ،ε = (ε١, · · · , εn) ∈ Rn ͬ کنیم م فرض
زیر به صورت k = ١, · · · , n ΁ی و ε داده شده بردار برای اس΄الرسازی مسأله ͬ شود. م مربوط

ͬ شود: م بیان
minx∈Xfk(x) (EC(ε, k))

fi(x) ≤ εi, i = ١, · · · , n, i ̸= k.

EC روش هندسͬ تصویر :٢ . ٢ ش΄ل

،f١(x) ≤ ε١ شرط تحت minf٢(x) به صورت و n = ٢ برای EC روش از هندسͬ ترسیم ΁ی
داده شده است. ٢ . ٢ ش΄ل در

جواب های برحسب را (١ . ١) کارای جواب های آورده شده است، [٢١ ،٢٣] از که زیر قضیه   دو
ͬ کند. م مشخص (EC(ε, k)) اس΄الرسازی مسئله

برای ضعیف کارای جواب ΁ی ،(EC(ε, k)) مسئله بهینه جواب هر [٢١] (الف) .٢ . ١ . ٣ قضیه
΁ی حداقل شامل (EC(ε, k)) بهینه جواب های همه مجموعه ی و است (١ . ١) مسئله

ͬ شود. م (١ . ١) مسئله برای کارا جواب



٩ اس΄الرسازی روش های اصلͬ ͬ های ویژگ
و k ∈ {١, · · · , n} اندیس ΁ی آن گاه باشد، (١ . ١) مسئله برای کارا جواب ΁ی x̄ اگر [٢١] (ب)

است. (EC(ε, k)) از بهینه جواب ΁ی x̄ به طوری که دارد وجود ε بردار ΁ی
مسئله برای جواب ΁ی x̄ اگر تنها و اگر است (١ . ١) مسئله برای کارا جواب ΁ی x̄ [٢٣] (ج)

باشد. ε = f(x̄) و k ∈ {١, · · · , n} هر برای (EC(ε, k))

΁ی برای و ε = f(x̄) با (EC(ε, k)) مسئله برای منحصربه فرد جواب  x̄ اگر [٢٣] (ه)
است. (١ . ١) برای کارا جواب ΁ی x̄ آن گاه باشد، k ∈ {١, · · · , n}

(EC(ε, k)) بهینه جواب های مجموعه همه ی و ...” قسمت که کنید توجه .٢ . ١ . ١ ملاحظه
اگر نیست. درست کلͬ حالت در ٢ . ١ . ٣ قضیه در است (١ . ١) از کارا جواب ΁ی حداقل شامل
بخش در شده داده (مثال است درست قضیه این باشد برقرار بسته بودن و کرانداری شرایط

ببینید). را ٠ . ١ . ۴
ͬ کند. م بیان را EC روش و WSS بین رابطه زیر قضیه

Rn باشد.
+ مساوی C ترتیبی مخروط که ͬ کنیم م فرض .۴ . ٢ . ١ قضیه

x̄ داده شده، k ΁ی برای اگر باشد. محدب مسأله ΁ی (١ . ١) که ͬ کنیم م فرض [٢٣] (i)
x̄ به طوری΄ه دارد وجود w ∈ Rn

+ آن گاه باشد، ε = f(x̄) با (EC(ε, k)) مسئله جواب
ͬ باشد. م نیز (WSS(w)) جواب

آن گاه باشد (WSS(w)) جواب x̄ و wk > ٠ به طوری΄ه داشته باشد وجود w ∈ Rn
+ اگر [٢٣] (ii)

ͬ باشد. م ε = f(x̄) با (WSS(w)) جواب x̄

(EC(ε, k)) جواب x̄ آن گاه باشد (WSS(w)) از فرد به منحصر جواب ΁ی x̄ اگر [٢٣] (iii)
ͬ باشد. م ε = f(x̄) با k ∈ {١, · · · , n} هر برای

از: عبارتند روش این اصلͬ ͬ های ویژگ
کرد. اعمال ͬ توان م باشد Rn

+ با برابر ترتیبی مخروط که حالتͬ در فقط را EC روش •
باید ε پارامتر وجود، این با ͬ باشد، نم EC روش برای اصلͬ شرط ΁ی پایین از کرانداری •
(EC(ε, k)) مسأله ε ΁ی برای نباشد کراندار پایین از مسأله اگر شود. انتخاب به درستͬ
اس΄الرسازی مسأله دی·ر، طرف از باشد. نداشته متناهͬ بهینه جواب ΁ی است مم΄ن

ͬ شود. م نشدنͬ (EC(ε, k))

.{x : fi(x) ≤ εi, i = ١, · · · , n, i ̸= k} ∩ X = ∅ باشیم داشته داده شده ε برای اگر
ندارد. نیازی ͬ شده  بررس مسئله روی بودن محدب شرط به EC روش •

کارای جواب های تولید برای شرایطͬ و ͬ کند م تولید ضعیف کارا جواب های EC روش •
ͬ کند. نم فراهم سره



چندهدفه بهینه سازی مسائل در اس΄الرسازی روش های ١٠
روش این در ͽمرج نقطه و هدف توابع وزن دهͬ جمله از تصمیم گیرنده اولویت های •

ͬ شود. نم استفاده
ͬ یابد. م افزایش fi(x) ≤ εi, i = ١, · · · , n, i ̸= k اضافه کردن به دلیل مسئله اندازه ی •

(BS) بنسون اس΄الرسازی روش ٢ . ١ . ٣
) ͬ کنیم م بحث [٢۴] بنسون توسط ارائه شده اس΄الرسازی روش مورد در ما بخش این در
x٠ ∈ X آغازین شدنͬ جواب ΁ی ͬ باشد: م زیر به شرح روش این ایده ببینید). را [٢] هم چنین
برای باشد. کارا که ͬ یابیم م آن برای غالب جواب ΁ی نباشد کارا آن اگر و ͬ کنیم م انتخاب
ماکزیمم آن ها مجموع و ͬ شوند، م معرفͬ li = fi(x

٠) − fi(x) نامنفͬ متغیرهای منظور این
آن که ͬ کند م تضمین هدف تابع و ͬ شود م x٠ بر غالب x ΁ی یافتن به منجر کار این ͬ شود. م
داده x٠ برای سازی اس΄الر مسئله ͬ کند. م دور f(x٠) از مم΄ن حد تا را f(x) چون است کارا

ͬ باشد: م زیر به صورت شده
max

n∑
i=١

li (BS(xi)) (٢ . ١)

fi(x
٠)− li − fi(x) = ٠, i = ١, · · · , n

l ≧ ٠, x ∈ X.

اولیه، نقطه شدنͬ ͬ دهد. م نشان هدف فضای در را ایده این هندسͬ، نمایش ΁ی ٢ . ٣ ش΄ل
دارد. f(x̄) کارا نقطه نسبت به بزرگتری مختصات f(x٠) و مغلوب اما



١١ اس΄الرسازی روش های اصلͬ ͬ های ویژگ

BS روش هندسͬ تصویر :٢ . ٣ ش΄ل

را باشد کارا که غالب جواب ΁ی که است این هدف ،l١ + l٢ مجموع کردن ماکزیمم با
به دست آوریم.

است. شده  بیان [٢] از ͬ کنند م توصیف را BS روش که زیر قضیه دو
جواب ΁ی x٠ ∈ X نقطه باشد. Rn

+ برابر C ترتیبی مخروط که ͬ کنیم م فرض [٢] .۵ . ٢ . ١ قضیه
باشد. صفر (BS(x٠)) مسئله بهینه هدف مقدار اگر فقط و اگر است، (١ . ١) مسئله از کارا

΁ی (BS(x٠)) مسأله زمان هر که گفت ͬ توان م ͽدرواق که است آن در روش این قوت نقطه
توضیح را ادعا این زیر قضیه است. کارا بهینه، جواب آنگاه باشد، داشته متناهͬ بهینه جواب

ͬ دهد. م
΁ی (BS(x٠)) مسأله اگر باشد. Rn

+ برابر C ترتیبی مخروط که کنید فرض [٢] .۶ . ٢ . ١ قضیه
است. MOP مسئله برای کارا جواب x̄ آن گاه باشد، داشته (x̄, l̄) بهینه جواب

از: عبارتند روش این اصلͬ ͬ های ویژگ
باشد. Rn

+ برابر C ترتیبی مخروط که باشد استفاده قابل مواردی در ͬ تواند م BS روش •
یافتن است مم΄ن عمل در اما نیست، BS روش برای اساسͬ شرط ΁ی کرانداری چه اگر •
΁ی دارای (BS(x٠)) مسأله که به طوری نباشد راحت x٠ ” خوب ” اولیه جواب ΁ی



چندهدفه بهینه سازی مسائل در اس΄الرسازی روش های ١٢
است مم΄ن (BS(x٠)) اس΄الرسازی مسئله که است این آن دلیل باشد. متناهͬ جواب
به باشد. بی کران (f(x٠)− Rn

+) ∩ f(X) مجموعه اگر باشد نداشته متناهͬ جواب هیچ
که کردند ثابت زمانͬ و دامنه سلیمانͬ کنید. نگاه ۴ بخش در شده داده عددی مثال
را [٢۵] ) است تهͬ سره کارای جواب های مجموعه ای نباشد، کران دار BS مسأله اگر

ببینید).
ندارد. تحدب فرضیات به نیازی BS روش •

جواب های برای اما ͬ دهد، م ارائه را کارا جواب های برای کافͬ و لازم شرایط روش این •
ͬ دهد. نم ارائه سره کارای

توجه مورد روش این در ͽمرج نقاط و اهداف به وزن دهͬ مانند تصمیم اولیه ترجیحات •
ͬ گیرند. نم قرار

محدودیت n و li جدید، تصمیم متغیر n کردن اضافه به دلیل مسأله اندازه •
fi(x

٠)− li − fi(x) = ٠, i = ١, · · · , n

ͬ یابد. م افزایش جدید تصمیم متغیرهای برای l ≧ ٠ نامنفͬ محدودیت  n و

WCS وزن دار چپیشف اس΄الرسازی روش ۴ . ٢ . ١
اطلاعات از ،( ببینید را [٢٧]‐[٢١] همچنین ) شد پیشنهاد [٢۶] در ابتدا که WCS روش
استفاده کارا از جواب های مجموعه ای یافتن برای گیرنده تصمیم از دریافت شده ترجیحͬ
و w = (w١, . . . , wn) ∈ Rn

+ وزن بردار ΁ی شامل (١ . ١) برای ترجیحͬ اطلاعات ͬ کند. م
ͬ باشد: م شده است، تعریف زیر شرح به که Z∗ = (Z∗١, . . . ,Z∗٢) ایده آل نقطه ΁ی

Z∗
i = minx∈Xfi(x).

نوشت: زیر صورت به را (١ . ١) به مربوط وزن دار چبیشف اس΄الرسازی مسئله ͬ توان م سپس،
minx∈X∥f(x)− Z∗∥w∞ (٢ . ٢)

نقطه بین وزن دار چبیشف فاصله ∥f(x) − z ∗ ∥w∞ = maxi=١,··· ,n{wi(fi(x) − Z∗
i )} که درآن

داریم، ایده آل نقطه تعریف به توجه با که باشید داشته توجه است. f(x) ∈ Y نقطه و ZI ایده آل
.i = ١, · · · , n وهر x ∈ X هر برای fi(x)− Z∗

i ≥ ٠
زیر معادل ش΄ل به را (٢ . ٢) مسئله ͬ توان م هدف، تابع در ” max ” عبارت ͬ سازی خط با



١٣ اس΄الرسازی روش های اصلͬ ͬ های ویژگ
کرد: بازنویسͬ

min t (WCS(w, zI)) (٢ . ٣)
wi(fi(x)− Z∗

i ) ≤ t, i = ١, · · · , n (۴ . ٢)
x ∈ X (۵ . ٢)

شده است. آورده ۴ . ٢ ش΄ل در روش این هندسͬ تصویر
ببینید). را [٢١] مثال (برای به دست آمده اند WCS روش مشخصات مورد در زیر نتایج

نقطه یا باشد کران دار پایین از و باشد Rn
+ برابر C ترتیبی مخروط ͬ کنیم م فرض .٢ . ١ . ٧ قضیه

باشد. داشته وجود ایده آل
تمام مجموعه و است ضعیف کارای (١ . ١) برای (WCS(w, z∗)) بهینه جواب هر [٢١] (الف)
است. (١ . ١) مسئله برای کارا جواب ΁ی حداقل شامل (WCS(w, z∗)) بهینه جواب های

است. کارا آن گاه باشد فرد به منحصر (WCS(w, z∗)) بهینه جواب اگر
طوری به دارد وجود w > ٠ آن گاه باشد، (١ . ١) مسئله برای کارا جواب ΁ی x̄ اگر [٢١] (ب)

است. بهینه (WCS(w, z∗)) برای x̄ که

WCS روش هندسͬ تصویر :۴ . ٢ ش΄ل



چندهدفه بهینه سازی مسائل در اس΄الرسازی روش های ١۴
خصوصیات، این دادن نشان برای شده است. ذکر زیر در روش این اصلͬ مشخصات

ببینید. را ۴ . ٠ . ۴ بخش
باشد. Rn

+ برابر C ترتیبی مخروط که ͬ شود م اعمال مواردی در فقط WCS روش •
این باشد. کران دار پایین از باید مسئله هدف فضای ،WCS روش از استفاده برای •
پایین از ،٢ . ١ . ٧ قضیه در ͬ کند. م تضمین را مسئله برای ایده آل نقطه ΁ی وجود شرایط
جواب های مجموعه این صورت غیر در است. ضروری ایده آل نقطه وجود یا بودن کران دار
۴ . ٠ . ۴ بخش به مثال (برای نباشد کارا جواب ΁ی شامل است مم΄ن (WCS(w, z∗))

نباشد. آسان ایده آل نقطه یافتن است مم΄ن عمل در کنید). مراجعه
ͬ باشد. نم نیاز تحدب فرض روش این در •

اما ͬ کند، م تولید را کارا) جواب های بر (علاوه ضعیف کارای جواب های WCS روش •
ͬ کند. نم فراهم سره کارای جواب های وجود تضمین برای را شرایطͬ
ͬ گیرد. م نظر در اهداف وزن در را تصمیم گیرنده ترجیحات روش این •

درنظر ترجیحͬ نقطه ΁ی به عنوان ͬ توان م را روش این در استفاده مورد ایده آل نقطه •
کارای (یا کارا جواب ΁ی به منجر هم با است مم΄ن وزن بردار و ایده آل نقطه گرفت.
کلͬ طور به این اما باشد، ایده آل” ”نقطه به تعبیری) (به ΁نزدی که شوند ضعیف)
) مستطیل های به توجه با را تصمیم فضای پشتیبانͬ نقاط روش این ͬ شود. نم تضمین
نقطه است. وزن بردار اجزای با متناسب آنها ͽضل طول که ͬ کند م محاسبه بعدی) ‐n

مستطیل اضلاع از مستقل بنابراین، ͬ کند. م بازی را مستطیل این مرکز نقش ایده آل
پشتیبانͬ نقاط به منجر است مم΄ن (WCS(w, z∗)) اس΄الرسازی مسئله دست آمده، به

نیستند. ΁نزدی مستطیل این مرکز به خیلͬ که شود
استفاده wi(fi(x) − z∗i ) ≤ t, i = ١, · · · , n اضافͬ عمل΄ردی محدودیت n از روش این •

کند. پیچیده را حل روند است مم΄ن که ͬ  کند م

(PSS) پاس΄لاتͬ‐سرافینͬ اس΄الرسازی  روش ۵ . ٢ . ١
اس΄الرسازی مسئله به مربوط پاس΄لاتͬ‐سرافینͬ روش اس΄الرسازی عنوان به شده شناخته روش
،٧ تامر توسط [١٠ ،١١ ،٢٩] در همچنین که است، [٢٨] در ۶ گرشتویتس توسط شده معرفͬ

گرفت. قرار مطالعه مورد سرافینͬ و پاس΄لاتͬ ،٩ وینکلر ،٨ ویدنر
6Gerstewitz
7Tammer
8Weidner
9Winkler



١۵ اس΄الرسازی روش های اصلͬ ͬ های ویژگ
ͬ شود: م تعریف زیر شرح به PSS روش اس΄الرسازی مسئله

min t (PSS(a, r))

s.t. a+ tr − f(x) ∈C

x ∈ X,∈R

مسئله همچنین ͬ باشند. م (PSS(a, r)) مسئله پارامترهای r ∈ C و a ∈ Rn آن در که
([١۵] کنید نگاه ) شود نوشته زیر فرم به ͬ تواند م (PSS(a, r))

min t (۶ . ٢)
s.t. a+ tr − C ∩ f(X) ̸= ∅, t ∈ R.

خط امتداد در -r جهت در C ترتیبی مخروط کرد. تفسیر زیر ش΄ل به ͬ توان م را مسئله این
یابد. کاهش تهͬ مجموعه به (a+ tr − C) ∩ f(X) مجموعه ͬ که زمان تا ͬ کند م حرکت a+ tr

زوج اگر است. (۶ . ٢) مسئله جواب (a + t̄r − C) ∩ f(X) ̸= ∅ آن که در t̄ مقدار کوچ΄ترین
به ȳ ∈ (a + t̄r − C) ∩ f(X) با ȳ = f(x̄) عنصر باشد، (PSS(a, r)) از جواب ΁ی (t̄, x̄) مرتب

ببینید). را (۵ . ٢ . ١) (ش΄ل ͬ شود م مشخص (١ . ١) مسئله ضعیف کارای جواب ΁ی عنوان
ͬ دهند. م توضیح را PSS روش اصلͬ خصوصیات [١۵] و [١٠] از نقل به زیر قضیه دو

.int(C) ̸= ∅ کنید فرض .٢ . ١ . ٨ قضیه
بهینه جواب ΁ی (٠, x̄) آن گاه باشد، (١ . ١) مسئله برای ضعیف کارای جواب ΁ی x̄ اگر (i)

است. دلخواه r ∈ int(C) و a = f(x̄) پارامترهای برای (PSS(a, r))

(PSS(a, r)) از بهینه جواب ΁ی (٠, x̄) آن گاه باشد، (١ . ١) مسئله برای کارا جواب ΁ی x̄ اگر (ii)
ͬ باشد. م دلخواه r ∈ C\{٠n} و a = f(x̄) پارامترهای برای

کارای جواب ΁ی x̄ آن  گاه باشد، (PSS(a, r)) مسئله برای بهینه جواب ΁ی (t̄, x̄) اگر (iii)
است. C مرز ∂C که درآن a+ t̄r − f(x̄) ∈ ∂C و است (١ . ١) مسئله برای ضعیف

ضعیف کارای جواب ΁ی x̄ که باشد (PSS(a, r)) مسئله برای بهینه جواب ΁ی (t̄, x̄) اگر
داریم. f(x̄) نقطه بر غالب نقاط برای را زیر ویژگͬ آن گاه نباشد، کارا اما باشد (١ . ١) برای

با (PSS(a, r)) از بهینه جواب ΁ی (t̄, x̄) نقطه اگر [١۵]،[١١] .٢ . ١ . ٩ قضیه
K̄ = a+ t̄r − f(x̄)

باشد داشته وجود C مخروط نسبت به f(x̄) بر غالب y = f(x) ∈ f(x̄) نقطه ΁ی اگر باشد.
با k ̸= ٠Rn که k ∈ ∂C نقطه ΁ی و است (PSS(a, r)) برای بهینه جواب ΁ی نیز (t̄, x) آن گاه

دارد. وجود a+ t̄r − f(x) = k̄ + k



چندهدفه بهینه سازی مسائل در اس΄الرسازی روش های ١۶

PSS روش هندسͬ تصویر :۵ . ٢ ش΄ل

یافت. دست زیر نتیجه دو به ͬ توان م قضیه این از

اس΄الرسازی مسئله از فرد به منحصر تصویر با بهینه جواب ΁ی (t̄, x̄) نقطه اگر [١۵] .٢ . ١ . ١ نتیجه
وجود f(x) = f(x̄) با دی·ری (t, x) بهینه جواب هیچ یعنͬ، باشد f نسبت به (PSS(a, r))

است. (١ . ١) از کارا جواب ΁ی x̄ آن گاه ، باشد نداشته
اگر است (١ . ١) از کارا جواب ΁ی x̄ نقطه ΁ی [١۵]،[١١] .٢ . ١ . ٢ نتیجه

برای ،(PSS(a, r)) برای جواب ΁ی (t̄, x̄) که طوری به باشد داشته وجود t ∈ R ΁ی (الف)
و باشد. r ∈ int(C) و a ∈ R پارامتر ΁ی

.((a+ t̄r)− ∂C) ∩ (f(x̄)− ∂C) ∩ f(X) = {f(x̄)} (ب)
تشخیص که ͬ آید برم چنین ٢ . ١ . ٢ و ٢ . ١ . ١ نتایج و ٢ . ١ . ٩ و ٢ . ١ . ٨ قضایای از .٢ . ١ . ٢ ملاحظه
مثال، عنوان به است. دشوار بسیار PSS روش توسط تولیدشده کارای و ضعیف جواب های
(t̄, x̄) اگر است. برابر مینیمم سازی تعریف بررسͬ با ٢ . ١ . ٢ نتیجه در داده شده رابطه بررسͬ
(١ . ١) برای ضعیف کارای جواب ΁ی x̄ نقطه آن گاه باشد، (PSS(a, r)) مسئله بهینه جواب ΁ی



١٧ اس΄الرسازی روش های اصلͬ ͬ های ویژگ
جواب های (PSS(a, r)) حل با ͬ توان م (a, r) ∈ Rn × int(C) پارامترهای دادن تغییر با و است
ضعیف کارای جواب های مجموعه  حال، این با آورد. بدست (١ . ١) برای ضعیف کارای مختلف
وضعیت این ٢ . ١ . ١٠ قضیه دارد. بستگͬ a پارامتر به شدت به (PSS(a, r)) حل از دست آمده به

ͬ کند. م بیان واض͹ تر را
خاصیت در ،r ∈ int(C) هر برای ،a ∈ Rn کنید فرض .int(C) ̸= ∅ کنید فرض .٢ . ١ . ١٠ قضیه

کند: صدق زیر
{a+ tr : t ∈ R} ∩ f(X) = ∅ (٢ . ٧)

هر برای (PSS(a, r)) مسئله حل از به دست آمده ضعیف کارای جواب های مجموعه  آن گاه،
است. ی΄سان r ∈ int(C)

بهینه جواب  های از مجموعه ای {t١}×X١ اگر و باشد، دلخواه r١ ∈ int(C) کنید فرض برهان.
x ∈ X١ هر برای f(X) ضعیف کارای نقطه ΁ی f(x) که است ͹واض باشد. (PSS(a, r١)) برای
a+r١t١ /∈ f(X) داریم فرض بنابه آن گاه .F (a, r١) = {f(x) : x ∈ X١} ͬ کنیم م فرض ͬ باشد. م

برقرارند: زیر روابط و
(a+ r١t̃− C) ∩ f(X) = ∅ هر برای t̃ < t١,
(a+ r١t١ − C) ∩ f(X) = F (a, r),

(a+ r١t١ − intC) ∩ f(X) = ∅.

.f(x) ∈ F (a, r١) هر برای ،(f(x)+C)∩{a+ r١t : t ∈ R} = {a+ r١t : t ≥ t١} داریم همچنین
و int(C) ̸= ∅ که آنجا از بنابراین، باشد. r٢ ̸= r١ با دی·ر بردار ΁ی r٢ ∈ int(C) فرض کنیم
دارد وجود بنابراین ، Rn = C− C بنابراین و است تولیدشدن باز قابل C است، محدب هم C

که گونه ای به t٢ ∈ R

(F (a, r١) + C) ∩ {a+ r٢t : t ∈ R} = {a+ r٢t : t ≥ t٢} /∈ f(X).

است، ͹واض
({a+ r٢t٢} − C) ∩ f(X) = F (a, r١).

با است. (PSS(a, r٢)) مسئله بهینه جواب های مجموعه {t٢} × X١ ͬ دهیم م نشان اکنون
داشته وجود x̃٢ /∈ X١ و t̃٢ < t٢ به طوری که (t̃٢, x̃٢) مرتب زوج ΁ی که فرض کنیم خلف برهان
ͬ آوریم. م بدست را f(x̃٢) ∈ {a+r٢t٢}− intC رو این از و a+ t̃٢r٢ < a+r٢t٢ داریم، لذا باشد.
یعنͬ این .f(x̃٢)+ int(C∩F (a, r١) ̸= ∅ ͬ کند م ایجاب که f(x̃٢) ∈ F (a, r١)− int(C) بنابراین،
ضعیف مینیمال نقطه ΁ی f(x١) که آن جا از دارد وجود f(x̃٢) < f(x١) با f(x١) ∈ F (a, r١)

ͬ شود. م اثبات قضیه و است، تناقض ΁ی این است، f(X) برای



چندهدفه بهینه سازی مسائل در اس΄الرسازی روش های ١٨
کنید فرض .٢ . ١ . ٣ ملاحظه

{a+ tr : t ∈ R} ∩ f(X) = ∅ (٢ . ٨)
بهینه ای جواب است مم΄ن (PSS(a, r)) مسئله آن گاه، C مرز از r ΁ی برای و a ∈ R⋉ ΁ی برای
از مجموعه همان a بردار چنین برای علاوه براین، کنید). مراجعه ۶ . ٢ ش΄ل باشد.(به نداشته
داده شده نشان ۶ . ٢ ش΄ل در این آید. بدست r ∈ C هر برای است مم΄ن بهینه جواب های
متصل کننده پاره خط روی شده گرفته قرار جواب های مجموعه  ،a بردار برای آن در که  است،
نشان همچنین وضعیت این ͬ آید. م بدست r ∈ int(Rn

+) هر برای (−٢,٣) و (−٢,٢) نقاط
گرفت. نظر در PSS روش در ͽمرج نقطه ΁ی عنوان به ͬ توان نم را r بردار که ͬ دهد م

ͬ دهد. م نشان را WSS روش و PSS روش بین رابطه زیر قضیه
پارامتر برای (WSS(w)) مسئله برای بهینه جواب ΁ی x̄ نقطه ΁ی [١۵] .٢ . ١ . ١١ قضیه

بهینه جواب ΁ی (t̄, x̄) به طوری΄ه باشد داشته وجود t̄ ΁ی اگر فقط و اگر است w ∈ C∗\{٠Rn}

r ∈ int(Cw) و Cw := {y ∈ Rn|w′y ≥ ٠} مخروط و a ∈ Rn دلخواه پارامتر با (PSS(a, r)) از
باشد.

٢ . ١ . ٣ ملاحظه هندسͬ تصویر :۶ . ٢ ش΄ل



١٩ اس΄الرسازی روش های اصلͬ ͬ های ویژگ
حل از بدست آمده جواب های که است داده شده  نشان خاص شرایط تحت .۴ . ٢ . ١ ملاحظه
پاس΄لاتͬ‐ اس΄الرسازی مسئله حل با ͬ توان م را (E(ε, k)) محدودیت ‐ε اس΄الرسازی مسئله

هر برای ،ai = εi با بالعکس، و به دست آورد (PSS(a, r)) سرافینͬ
i ∈ {i = ١, · · · , n}\{k},

ترتیبی مخروط C = Rn
+ و است Rn

i در واحد بردار امین k ،ek که درآن r = ek ،ak = ٠
حالت محدودیت ‐ε روش که ͬ شود م نتیجه قضیه از ببینید. را [١۵] مثال، عنوان به است.
شده است انتخاب H = {y ∈ Rn|yk = ٠} صفحه از تنها a پارامتر که است PSS روش از خاصͬ

ͬ شود. م انتخاب r = eK ثابت پارامتر و
ͬ کند. م بیان را WCS و PSS روش های بین رابطه زیر قضیه

C = Rn
+ با (PSS(a, r)) برای بهینه جواب ΁ی (t̄, x̄) ∈ R× X نقطه ΁ی [١۵] .٢ . ١ . ١٢ قضیه

x̄ اگر فقط و اگر است r ∈ int(Rn
+) و i = ١, · · · , n ،ai < minx∈Xfi(x) ،a ∈ Rm پارامترهای و

باشد. wi =
١
ri

> ٠, i = ١, · · · , n وزن های با (WCS(w, a)) مسئله برای جواب ΁ی
ͽمرج نقطه در تغییر ΁ی و r جهت تغییر ΁ی با است متناظر نرم در وزن تغییر ΁ی بنابراین،

است. PSS روش در a پارامتر تغییر مانند
کرد بیان زیر صورت به ͬ توان م را روش این اصلͬ ͬ های ویژگ

کرد. اعمال C دلخواه ترتیبی مخروط هر برای ͬ توان م را PSS روش •
نیست. PSS روش برای اساسͬ شرط پایین از کران داربودن •

ندارد. نیاز مسئله در بودن محدب شرط به PSS روش •
علاوه براین، است. ضعیف کارای سرافینͬ پاس΄لاتͬ‐ اس΄الرسازی مسئله ΁ی از جوابی هر •
پاس΄لاتͬ‐ اس΄الرسازی مسئله از جواب ΁ی عنوان به ͬ توان م را ضعیف کارای جواب هر
مثال برای ،f(X) ⊂ {a} + C یعنͬ یافت، بودن کران دار پایین از شرط تحت سرافینͬ
کارا نقاط (منحصرا) به دست آوردن برای را شرایطͬ به درستͬ روش این ببینید. را [٣٠]

ͬ آورد. نم به وجود سره کارای و
ͬ گیرد. نم نظر در را وزن ها به مربوط اطلاعات روش این •

ͬ کند م استفاده a+ tr− f(x) ∈ C فرم به اضافͬ عمل΄ردی محدودیت های از روش این •
تعداد آن گاه ،C = Rn

+ اگر خاص، حالت در کند. پیچیده را حل روند است مم΄ن که
ͬ شود. م n اضافͬ محدودیت های



چندهدفه بهینه سازی مسائل در اس΄الرسازی روش های ٢٠
را f(X) هدف فضای {a+ tr : t ∈ R} مستقیم خط ، a ∈ Rn شده داده پارامتر برای اگر •
r ∈ int(C) هر برای ضعیف کارای نقاط مجموعه همان آن گاه نکند، ͽقط r ∈ C ΁ی برای

ͬ آید. م بدست
پاس΄لاتͬ‐ اس΄الرسازی مسئله حل با به دست آمده جواب های خاص، شرایط تحت •

. بالعکس و آورد دست به WCS و EC ،WSS مسائل حل با ͬ توان م را سرافینͬ
داد. قرار PSS روش تحت ͬ توان نم را BS روش •

از را r پارامتر که است مهم ،(PSS(a, r)) برای بهینه جواب ΁ی وجود تضمین برای •
ͬ کنیم. م انتخاب ترتیبی مخروط درون



٣ فصل
عددی روش های از تعدادی بین روابط

چندهدفه بهینه سازی مسائل در

(CS) مخروطͬ اس΄الرسازی روش ٣ . ٠ . ١
توابع از كلاسͬ ٢ گاسیموف که درآن ͬ گردد، برم [٣١] مقاله به CS 1 روش توسعه تاریخچه
بدون و کرد تعریف مرتب به طورجزئͬ حقیقͬ نرم دار فضاهای روی را صعودی خطͬ زیر
توابع آن  از كه پشتیبان نقاط از مجموعه ای كه داد نشان کران داری و تحدب پیش فرض های
ͬ توان م ”آیا که سؤال این .[١٨] هستند بنسون مفهوم به سره کارای به جای ͬ آیند، م به دست
که داده شد ͺپاس مواردی در فقط کرد” محاسبه مشابه روشͬ به را سره کارای نقطه هر
زمان، آن از شده باشد. مرتب به طورجزئͬ ۴ فلپس ‐٣ اسقف مخروط ΁ی توسط هدف فضای
یافته تحقق زیرخطͬ توابع پیشنهادی کلاس از استفاده با عملͬ و نظری مختلف کاربردهای
مخروطͬ اس΄الرسازی روش نظری اصول .( [٣۴ ،٣٢ ،١٢] به کنید مراجعه مثال، (برای  است

آورده شده است. [٣۵] در روش کامل شرح داده شد. توضیح کلͬ ش΄ل به
1cone scalarization
2Gasimov
3Bishop
4Phelps

٢١



چندهدفه بهینه سازی مسائل در عددی روش های از تعدادی بین روابط ٢٢
ͬ شود. م یادآوری [٣٣] در ͬ شده معرف افزوده دوگان مخروطهای از زیر تعاریف
Ca∗ = {(y∗, α) ∈ C# × R+ : y∗

T
y − α∥y∥ ≥ ٠, ∀ y ∈ C}, (٣ . ١)

Ca٠ = {(y∗, α) ∈ C# × R+ : y∗
T
y − α∥y∥ > ٠, ∀ y ∈ int(C)}, (٣ . ٢)

و
Ca# = {(y∗, α) ∈ C# × R+ : y∗

T
y − α∥y∥ > ٠, ∀ y ∈ (C)\{٠}}, (٣ . ٣)

دارد. ناتهͬ درون ΁ی Ca٠ تعریف در C ͬ شود م فرض که درآن
وزن بردار ΁ی شامل که ͬ کنیم م انتخاب را اولیه پارامترهای است: ساده بسیار CS روش ایده
ͬ کنیم م تعیین را α ∈ R+ افزوده پارامتر ΁ی ͬ باشد، م a ∈ Rn ͽمرج نقطه ΁ی و w ∈ C#

l١ نرم از راحتͬ برای آن در که ((w,α) ∈ Ca# یا (w,α) ∈ Ca٠ (یا (w,α) ∈ Ca∗ که به گونه ای
ͬ کنیم: م حل را زیر اس΄الرسازی مسئله و ͬ شود، م استفاده

minx∈X

n∑
i=١

wi|fi(x)− ai|+ α

n∑
i=١

|fi(x)− ai| (CS(w,α, a))

ͽمرج نقطه ͬ شود. م مشخص Sol(CS(w,α, a)) با مسئله این بهینه جواب های مجموعه
نقاط محاسبه به مایل که مواردی در تصمیم گیرنده توسط است مم΄ن a = (a١, · · · , an)
نقاط تعیین در را محدودیتͬ هیچ CS روش شود. مشخص است، نقطه ای به ΁نزدی مینیمال

کرد. انتخاب دلخواه ͬ توان م را ͽمرج نقطه ͬ کند. نم اعمال ͽمرج
مخروطͬ اس΄الرسازی روش با آمده به دست جواب های اصلͬ خصوصیات [٣۵] نقل به زیر قضیه
کننده مشخص مخروط برای خاص مورد در ͬ کند. م بیان را است C = Rn

+ که زمانͬ برای
انتخاب برای که را افزوده دوگان مخروطهای صریحاً تا ͬ دهد م اجازه شما به جزئͬ ترتیب
را [٣٣] قضیه، این کلͬ حالت برای کنید. تعیین ͬ شود، م استفاده (w,α) عددی پارامترهای

ببینید.
a ∈ Rn داده شده باشد، ناتهͬ مجموعه ΁ی Y ⊂ Rn ͬ کنیم م فرض [٣۵] .٣ . ٠ . ١ قضیه
زوج ΁ی برای که ͬ کنیم م فرض .C = Rn

+ ͬ کنیم م فرض و باشد مشخص ͽمرج نقطه ΁ی
نتیجه را زیر نتایج آن گاه، Sol(CS(w,α, a)) ̸= ∅ باشیم داشته (w,α) ∈ Ca∗ داده شده مرتب

ͬ گیریم: م
اگر (i)

(w,α) ∈ Ca٠ = {((w١, · · · , wn), α) : ٠ ≤ α ≤ wi, wi > ٠, i = ١, · · · , n
∀∃ k ∈ {١, · · · , n} s.t wk > α},

است. (١ . ١) برای ضعیف کارای جواب ΁ی Sol(CS(w,α, a)) عنصر هر آن گاه



٢٣
کارا جواب ΁ی عنصر آن آن گاه شده باشد، تش΄یل عنصر ΁ی از Sol(CS(w,α, a)) اگر (ii)

است. (١ . ١) برای
اگر (iii)

(w,α) ∈ Ca# = {((w١, · · · , wn), α) : ٠ ≤ α ≤ wi, wi > ٠, i = ١, · · · , n}
برعکس، و است، (١ . ١) برای سره کارای جواب ΁ی Sol(CS(w,α, a)) جواب هر آن گاه
ͽمرج نقطه ΁ی و (w,α) ∈ Ca# آن گاه باشد، (١ . ١) برای سره کارای جواب ΁ی x̄ اگر

است. Sol(CS(w,α, a)) از جواب ΁ی x̄ طوری که به دارد وجود a ∈ Rn

ͬ دهد. م ما به را مینیمال عناصر ساده ͬ های ویژگ زیر قضیه
΁ی ȳ اگر داده شده باشد. C = Rn

+ و ناتهͬ مجموعه ΁ی Y ⊂ Rn اگر [٣۵] .٣ . ٠ . ٢ قضیه
است: زیر اس΄الر بهینه سازی مسئله برای بهینه جواب ΁ی ȳ آن گاه باشد، Y از مینیال عنصر

miny∈Y

{ n∑
i=١

(yi − ȳi) +

n∑
i=١

|yi − ȳi|
}
. (۴ . ٣)

ͬ رسیم. م زیر نتیجه به ، ٣ . ٠ . ٢ و ٣ . ٠ . ١ قضایای از استفاده با
min{w١, · · · , wn} تا ٠ بین α افزایش پارامتر مم΄ن مقادیر همه برای (CS(w,α, a)) مسئله حل با
w = (w١, · · · , wn) وزنͬ (بردار گیرنده تصمیم ترجیحات با مطابق را کارا جواب های تمام ͬ توان م

کرد. محاسبه (a ͽمرج نقطه و
ͬ دهد. م نشان را CS روش هندسه زیر نکته دو

بهینه سازی مقیاس مسئله هدف تابع α = ٠ اگر آن گاه ،(f(X ⊆ {a}±C) (یا .٣ . ٠ . ١ ملاحظه
چنین رساندن حداقل به ͬ شود. م وزنͬ مجموع عددی روش هدف تابع همان (CS(w,α, a))

ͬ کند م فراهم را x کارا جواب های تنها به دستیابی ام΄ان شدنͬ مجموعه روی در هدفͬ تابع
پشتیبان نقطه ΁ی f(x) مینیمال بردار باشد)، جواب دارای مربوطه سازی اس΄الر مسئله (اگر

باشد. زیر صفحه ابر نسبت به هدف فضای
H(w) =

{
y : wT y = β

}
,

نیستند، هدف فضای پشتیبان نقاط که مینیمال نقاط که ͬ است بدیه .β = wT f(x) آن که در
نرم عبارت با (CS(w,α, a)) در خطͬ قسمت افزودن با نیستند. تشخیص قابل طریق این از
شده تعریف مخروطͬ ͹سط ΁ی به H(w) ابرصفحه ها ،( α مثبت افزوده پارامتر از استفاده (با

ͬ شود: م تبدیل زیر مخروط توسط
S(w, a) = {y ∈ Rn : wT y + α∥y∥ ≤ ٠}, (۵ . ٣)



چندهدفه بهینه سازی مسائل در عددی روش های از تعدادی بین روابط ٢۴
کند مͬ محاسبه را ای ،x جواب (CS(w,α, a)) مربوطه سازی اس΄الر مسئله بنابراین و
است. مخروط این به نسبت هدف فضای از پشتیبان نقطه ΁ی آن به مربوط f(x) بردار که
از برخͬ به مربوط پشتیبان مخروط ͬ شود. م دی·ری پشتیبان مخروط به منجر α در تغییر
مخروط حاوی همیشه (که مخروط کوچ΄ترین و ͬ شود، م ΁باری α افزایش با وزن بردارهای
مثال، عنوان (به باشد آن قبول قابل مقدار حداکثر با برابر α وقتͬ ͬ آید م به دست است) ترتیبی
،α پارامتر تغییر با که ͬ دهد م نشان تحلیل و تجزیه این ((w,α) ∈ Ca# اگر ،min{w١, · · · , wn}

روش این چون و کرد. محاسبه را ی΄سان وزن بردار به مربوط مختلف مینیمم نقاط ͬ توان م
مشخص ،( α ̸= ٠ (اگر ͬ کند م محاسبه مخروط ها رانسبت به تصمیم فضای پشتیبان نقاط
بهینه نقاط ͬ تواند م چرا و ندارد احتیاج کران داری و تحدب شرایط به روش این چرا که ͬ شود م
یا f(X ⊆ {a} ± C موارد که آن جا .از نیست تشخیص قابل ابرصفحه ها توسط که کند پیدا را
تعمیم CS روش که گفت ͬ توان م ͬ شود، م وزنͬ مجموع عددی روش هدف تابع به منجر α = ٠
شده است، ارائه ٣ . ١ ش΄ل در CS روش هندسͬ تصویر است. وزنͬ مجموع سازی اس΄الر روش
مختلف مقادیر با a ی΄سان ͽمرج نقطه و w ی΄سان وزن بردار به مربوط جواب دو که درآن
نقاط جواب ها ͬ شود ،این م دیده ش΄ل این از که همانطور کشیده شده است. تصویر به پارامتر،
سازی اس΄الر مسائل هدف توابع به مربوط مخروط های نسبت به تصمیم گیری فضای پشتیبان
باری΁ تر α٢ به مربوط مخروط α٢ > α١ ͬ باشد. چون م α٢ > α١ که (CS(w,αi, a)), i = ١,٢,
با ͬ توان نم را f(x٢) نقطه حداقل که است مشخص گرافی΄ͬ تصویر از و است α١ مخروط از

کرد. محاسبه وزن دار مجموع عددی روش از استفاده



٢۵

CS روش هندسͬ تصویر :٣ . ١ ش΄ل

هر برای wT y−α∥y∥ ≥ ٠ که ͬ  شود م نتیجه افزوده دوتایی مخروط تعریف از .٣ . ٠ . ٢ ملاحظه
ازاین رو، C هر و (w,α) ∈ Ca∗

C ⊂ C(w,α) = {y ∈ Rn : wy − α∥y∥ ≥ ٠}, (۶ . ٣)
ͬ باشد. م (w,α) ∈ Ca∗ جفت ΁ی با متناظر فلپس – اسقف مخروط عنوان به C(w,α) آن که در
فشرده پایه ΁ی دارای که باشد بسته محدب تیز نوک مخروط ΁ی C اگر که است شده ثابت

آن گاه است، ضعیف
C = ∩(w,α) ∈ Ca∗C(w,α)

کنید. مراجعه [٣٣] به
به آن گاه ،y ∈ C هر و (w,α) ∈ Ca∗ هر برای wT y − α∥y∥ ≥ ٠ چون دی·ر، طرف از
مخروط های همه که ͬ گیریم م نتیجه بنابراین، y ∈ −C هر برای wT y + α∥y∥ ≤ ٠ وضوح
مرتب مخروط حاوی (w,α) ∈ Ca∗ با (۵ . ٣ (ببینید S(w,α) = {y ∈ Rn : wT y + α∥y∥ ≤ ٠}

:[٣٣] داریم آن گاه (w,α) ∈ Ca# اگر علاوه براین، هستند. −C

−C\{٠} ⊆ int(S(w,α)) = {y ∈ Rn : wT y + α∥y∥ < ٠}



چندهدفه بهینه سازی مسائل در عددی روش های از تعدادی بین روابط ٢۶
متناظر سره کارای جواب های ”همه” که ͬ کند م تضمین CS روش ویژگͬ، این به توجه با
اس΄الر مسئله از جواب هر یعنͬ شوند. محاسبه داده شده ͽمرج نقطه و داده شده وزن های با
است، (١ . ١) هدفه  چند بهینه سازی مسئله برای سره کارای جواب ΁ی (CS(w,α, a)) سازی

کنید. مراجعه ٣ . ٠ . ١ قضیه به (w,α) ∈ Ca# اگر
پیدا (w,α) ∈ Ca∗ زوج ΁ی ͬ توان م معین، نرم ΁ی و C داده شده مخروط برای موارد بعضͬ در

C = C(w,α) که طوری به کرد
آن گاه باشد، C = Rn

+ اگر مثال، عنوان به .
Rn
+ = C(w١, α١) = {y ∈ Rn : w١y + α١∥y∥١ ≥ ٠}, (٣ . ٧)

مراجعه [٣۵] به استفاده شده است تعریف در l١ نرم و ،w١ = (١, · · · , ١) ∈ Rn, α١ = ١ آن که در
تابع از S(w١, α١) ͹سط مجموعه ΁ی به عنوان ͬ تواند م Rn

− ترتیب، همین به کنید.
g(w١,α١)(y) = y١ + · · ·+ yn + |y١|+ · · ·+ |yn| (٣ . ٨)

شود: داده نمایش زیر فرم به
Rn
− = S(w١, α١) = {(y١, · · · , yn) ∈ Rn : y١ + · · ·+ yn + |y١|+ · · ·+ |yn| ≤ ٠}. (٣ . ٩)

عناصر تا ͬ دهد م ΁کم شما به ارائه شده سازی اس΄الر روش که ͬ شود م مشخص ازاین رو،
S(w,α) مانند مخروطͬ سطوح به توجه با را هستند f(X) پشتیبان عناصر از که مینیمال
را min{w١, · · · , wn} و ٠ بین فاصله ͬ توان م عمل در .( (۵ . ٣) به (نگاه کنید کنید محاسبه
مسئله ͬ توان م α افزوده پارامتر مقادیر ازاین ΁ی هر برای و کرد، تقسیم قسمت چندین به
کرد. حل انتخاب شده ͽمرج نقطه همان و وزن ها همان برای را (CS(w,α, a)) سازی اس΄الر
توجه با را وجود) صورت (در مختلف کارای جواب های تا ͬ سازد م قادر را تصمیم گیرنده این

کند. محاسبه ی΄سان وزنͬ مجموعه به

سازی اس΄الر روش  و CS مخروطͬ سازی اس΄الر بین روابط ٣ . ٠ . ٢
سرافینͬ پاس΄لاتͬ‐

. [٣۵] ͬ کنیم م بیان را PSS و CS روش های بین رابطه ایجاد برای قضیه ΁ی ما بخش این در
آن ها بهترین یا PSS روش با دست آمده به کارای جواب های همان که ͬ دهد م نشان قضیه این

شود. محاسبه CS روش با ͬ توانند م
و است غیرتهͬ درون با و بسته محدب مخروط ΁ی C که کنید فرض .٣ . ٠ . ٣ قضیه

وزن بردار ΁ی آن گاه، است. (PSS(a, r)) از بهینه جواب ΁ی (t̄, x̄) و a ∈ Rn, r ∈ int(C)

که گونه ای به دارد وجود (w̄, ᾱ) ∈ Ca٠ با ᾱ ≥ ٠ افزوده پارامتر ΁ی و w̄ = (w̄١, · · · , w̄n) ∈ C#



٢٧

minx∈Xw̄
T (f(x)− a) + ᾱ∥f(x)− a∥ ≤ t̄.

،( ۶ . ٣ ببینید (همچنین Ca٠ تعریف به توجه با باشد. (w,α) ∈ Ca٠ ͬ کنیم م فرض برهان.
مجموعه ΁ی با احتمالا و زیر ش΄ل به ͬ توان م را (PSS(a, r)) مسئله لذا، C ⊂ C(w,α) داریم

نوشت: شدنͬ ازجواب های گسترده تری
minimize t (PSSc(w,α)(a, r))

s.t a+ tr − f(x) ∈ C(w,α)

x ∈ X,

ͬ کند م ایجاب a+ tr − f(x) ∈ C(w,α) رابطه ،C(w,α) تعریف به توجه با
wT (a+ tr − f(x))− α∥a+ tr − f(x)∥ ≥ ٠,

یا
wT (f(x)− a− tr) + α∥f(x)− a− tr∥ ≤ ٠.

͹واض به طور
α(∥f(x)− a∥ − ∥tr∥) ≤ α∥f(x)− a− tr∥.

کنیم جای·زین فوق مساوی نا چپ سمت با قبلͬ، نامساوی در را نرم دار عبارت اگر بنابراین،
یابد: گسترش دوباره است مم΄ن (PSSc(w,α)(a, r)) به دست آمده شدنͬ جواب های مجموعه

wT (f(x)− a) + α∥f(x)− a∥ ≤ twT r + |t|α∥r∥. (٣ . ١٠)
رابطه در t برای را منفͬ فقط یا مثبت محدوده فقط ͬ توانیم م t̄ علامت گرفتن نظر در با
آن گاه گرفته شود، نظر در t مثبت) فقط (یا منفͬ مقادیر فقط اگر ب·یریم. نظر در (٣ . ١٠)
r ∈ int(C) که آنجا از ͬ شود. م تبدیل (wT r+α∥r∥یا)(t(wT r−α∥r∥)) به (٣ . ١٠) راست سمت

wTیا). r + α∥r∥ > ٠)wT r − α∥r∥ > ٠ داریم ما (w,α) ∈ Ca٠ و
تعریف و wTیا) r + α∥r∥ > ٠)wT r − α∥r∥ > ٠ با (٣ . ١٠) طرف دو هر تقسیم با بنابراین،

و ᾱ = α/(wT r − α∥r∥)(یاw̄/(wT r + α∥r∥)) و ،w̄ = w/(wT r − α∥r∥)

فرم به ͬ توان م را (PSSc(w,α)(a, r)) مسئله که ͬ رسیم م نتیجه این به ،ᾱ = α/(wT r + α∥r∥)

گسترده تر): شدنͬ مجموعه ΁ی (با نوشت زیر
minimize t (٣ . ١١)
s.t. w̄T (f(x)− a) + ᾱ∥f(x)− a∥ ≤ t (٣ . ١٢)
x ∈ X (٣ . ١٣)



چندهدفه بهینه سازی مسائل در عددی روش های از تعدادی بین روابط ٢٨
:(CS(w̄, ᾱ, a)) است زیر مسئله معادل مسئله این

minx∈X[w̄
T (f(x)− a) + ᾱ∥f(x)− a∥].

(PSS(a, r)) مجموعه از بزرگتر (٣ . ١٣) ‐ (٣ . ١١) مسئله شدنͬ جواب های مجموعه که آن جا از
داریم: است،

minx∈X[w̄
T (f(x)− a) + ᾱ∥f(x)− a∥] ≤ t̄,

ͬ کند. م کامل را قضیه اثبات که
است. بنسون روش تعمیم مخروطͬ سازی اس΄الر روش که ͬ کنیم م ثابت بعدی بخش در

بنسون روش و مخروطͬ سازی اس΄الر بین رابطه ٣ . ٠ . ٣
جواب های که داده شده است نشان ͬ دهیم. م توضیح را CS و BS روش بین رابطه بخش این در
ͬ توان م را CS روش و آورد، بدست CS روش با ͬ توان م را BS روش توسط محاسبه شده کارای

گرفت. نظر در BS روش تعمیم ΁ی به عنوان
برای (BS(x٠)) بنسون سازی اس΄الر مسئله از بهینه جواب ΁ی x̄ کنید فرض .۴ . ٣ . ٠ قضیه
جواب ΁ی x̄ آن گاه، باشد. (١ . ١) برای کارا جواب ΁ی x̄ و باشد x٠ ∈ X شدنͬ جواب ΁ی
w١ = (١, · · · , ١) ∈ آن که در است، CS(w١, α١, f(x٠)) مخروطͬ سازی اس΄الر مسئله از بهینه

ͬ شود: م استفاده l١ نرم و ،Rn, α١ = ١

minx∈X

n∑
i=١

(fi(x)− fi(x
٠)) +

n∑
i=١

|fi(x)− fi(x
٠)|.

.( ببینید را ۴ . ٣ . ٠ رابطه ) و f(x̄) ∈ f(x٠)−Rn
+ ،f(x٠) ∈ f(X) که جایی آن از برهان.

−Rn
+ = {y : (w١)T y + α١∥y∥١ ≤ ٠},

ͬ گیریم: م نتیجه
n∑

i=١
(fi(x)− fi(x

٠)) +
n∑

i=١
|fi(x)− fi(x

٠)| = ٠
.x = x̄ برای به ویژه و ،x ∈ X٠ = {x ∈ X : f(x) ∈ f(x٠)−Rn

+} هر برای
͹واض به طور

n∑
i=١

(fi(x)− fi(x
٠)) +

n∑
i=١

|fi(x)− fi(x
٠)| > ٠

ͬ کند. م کامل را اثبات که x ∈ X\X٠ هر برای



٢٩
برای (BS(x٠)) بنسون سازی اس΄الر مسئله از بهینه جواب ΁ی x̄ کنید فرض .۵ . ٣ . ٠ قضیه
وجود ᾱ ∈ [٠, ١) آن گاه، باشد. (١ . ١) برای کارا جواب ΁ی x̄ و باشد x٠ ∈ X شدنͬ جواب ΁ی
که باشد CS(w١, ᾱ, f(x̄)) مخروطͬ سازی اس΄الر مسئله از بهینه جواب ΁ی x̄ به طوری که دارد

است: l١ نرم با w١ = (١, · · · , ١) ∈ Rn آن  در
minx∈X

n∑
i=١

(fi(x)− fi(x̄)) + ᾱ

n∑
i=١

|fi(x)− fi(x̄)|.

داریم: برهان.
−Rn

+ = {y : (w١)T y + α١∥y∥١ ≤ ٠},
͹واض به طور و

−Rn
+\{٠} ⊆ int({y ∈ Rn : (w١)T y + α∥y∥ ≤ ٠}),

که واض͹ است  علاوه براین، .α ∈ [٠, ١) هر برای
int

({
y ∈ Rn : (w١)T y + α∥y∥ ≤ ٠}) = {y ∈ Rn : (w١)T y + α∥y∥ < ٠})

به طوری که ᾱ ∈ [٠, ١) دارد وجود است، (١ . ١) برای کارا جواب ΁ی x̄ که جا آن از لذا،
{f(x̄)}+ {y ∈ Rn : (w١)T y + ᾱ∥y∥ ≤ ٠} ∩ f(X) = {f(x̄)}.

که: ͬ شود م این به منجر این کار
{y ∈ Rn : (w١)T (y − f(x̄)) + ᾱ∥y − f(x̄)∥ ≤ ٠} ∩ f(X) = {f(x̄)}.

که: ͬ است معن به این رابطه آخرین
(w١)T (f(x)− f(x̄)) + ᾱ∥f(x)− f(x̄)∥ ≥ ٠ ≥ ٠.

ͬ کند. م اثبات را قضیه که ،x ∈ X هر برای
است: صادق مخروطͬ اس΄الر روش مورد در زیر اصلͬ ͬ های ویژگ

کرد. اعمال C دلخواه ترتیبی مخروط هر برای ͬ توان م را CS روش •
برخͬ برای حال، این با نیست. CS روش اساسͬ شرط بودن کران دار پایین از محدودیت •

باشد. بی کران مربوطه سازی اس΄الر مسئله مم΄ن است پارامترها، از
ندارد. مسئله روی تحدب شرایط به نیازی CS روش •

همیشه CS روش باشد، متناهͬ جواب ΁ی دارای مربوطه سازی اس΄الر مسئله اگر •
اس΄الر پارامتر مجموعه ΁ی انتخاب با دارد. به همراه ضعیف کارای یا کارا، جواب های
تصمیم گیرنده ،ͽمرج نقطه ΁ی و افزایش پارامتر ΁ی وزن، بردار ΁ی از متش΄ل مناسب سازی 



چندهدفه بهینه سازی مسائل در عددی روش های از تعدادی بین روابط ٣٠
شرایطͬ روش این کند. تضمین را سره کارای جواب یا کارا جواب بهترین است مم΄ن
کارای جواب های همه و ͬ کند م فراهم سره کارای (فقط) جواب های به دستیابی برای را

هستند. شناسایی قابل روش این با سره
ͬ شود. م گرفته نظر در CS روش از استفاده با تصمیم گیرنده ͽمرج نقطه  و اولویت •

ͬ کند. م استفاده اضافͬ تصمیم  متغیرهای از نه و محدودیت ها از نه CS روش •
بنسون سازی اس΄الر روش وزن دار، مجموع روش تعمیم مخروطͬ اس΄الر سازی روش •

است. سرافینͬ پاس΄لاتͬ‐ و



۴ فصل
مختلف روش های عددی مقایسه

سازی اس΄الر
روی بر شد، بحث قبلͬ بخش های در که را سازی اس΄الر روش های ͬ های ویژگ ما ادامه، در
توانایی های نشان دادن منظور به مثال این ͬ کنیم. م بررسͬ نقل شده، [٣۵] از که مثال ΁ی

است. شده انتخاب بحث مورد ͬ های ویژگ و ذکر شده روش های
نظرب·یرید، در f٢(x١, x٢) = x٢ و f١(x١, x٢) = x١ با را دوهدفه مسئله ΁ی .٠ . ١ . ۴ مثال

کنید فرض شده است. تعریف زیر ش΄ل به شدنͬ جواب های مجموعه که درآن

X١ = X١١ ∪ X١٢ ∪ X١٣ ∪ X١۴,

که درآن
X١١ = {(x١, x٢) : x١ ≥ −٢, x٢ ≥ ٢},
X١٢ = {(x١, x٢) : x١ ≥ ١, x٢ ≥ ١},

X١٣ = {(x١, x٢) : x١ ≥ ٢, x٢ ≥ −١},
.X١۴ = {(x١, x٢) : x١ ≥ ٣}

را ١ . ۴ (ش΄ل کرد تعریف مشابه روشͬ به را هدف فضای Y١ = X١ قراردادن با ͬ توان م سپس،
(−٢,٢), (١, ١), (١−,٢) نقاط نیست. محدود پایین از Y١ هدف فضای که توجه داشته باشید ببینید).

٣١



سازی اس΄الر مختلف روش های عددی مقایسه ٣٢
ضعیف مینیمال نقاط Y١ مرزی نقاط تمام و نیستند سره مینیمال که هستند Y١ مینیمم نقاط

هستند.

٠ . ١ . ۴ مثال در Y١ مجموعه تصویر :١ . ۴ ش΄ل

WSS روش بررسͬ ٠ . ١ . ۴
شده است. ارائه ١ . ۴ جدول در وزنͬ مقادیر برخͬ برای WSS روش با به دست آمده جواب های
صفر غیر وزن جفت هر برای (WSS(w)) هدف تابع ͬ شود، م مشاهده جدول از این همانطورکه
تنها است. بی کران پایین از هدف فضای که آن این است دلیل ͬ رسد. م −∞ به w١ > ٠, w٢ > ٠
جواب مجموعه که ͬ آید م به دست w١ = ١, w٢ = ٠ وزن های برای (WSS(w)) متناهͬ مقدار

است. ضعیف کارای عناصر از نامتناهͬ تعداد حاوی آن



٣٣

٠ . ١ . ۴ مثال برای WSS روش با به دست آمده نتایج :١ . ۴ جدول
بهینه جواب های w = (w١, w٢) No.
min → −∞ (١،٢٠) ١
min → −∞ (٢،١٩) ٢
min → −∞ (١٠،١١) ٣
min → −∞ (١٩،٢) ۴
min → −∞ (٢٠،١) ۵

{(x١, x٢) : x١ = −٢,٢ ≤ x٢ < +∞} (١،٠) ۶

برای ( minf٢(x) مورد (در EC(ε,٢) مسئله حل از به دست آمده نتایج :٢ . ۴ جدول
٠ . ١ . ۴ مثال

بهینه جواب های ε No.
{(x١, x٢) : x٢ = ٢−,٢ ≤ x١ ≤ ٠} ٠ ١

{(١, ١)} ١ ٢
min → −∞ ٣ ٣

است. نشدنͬ اس΄الر مسئله −٣ ۴

برای ( minf١(x) مورد (در EC(ε, ١) مسئله حل از به دست آمده نتایج :٣ . ۴ جدول
٠ . ١ . ۴ مثال

بهینه جواب های ε No.
{(x١, x٢) : x١ = ٣,−∞ < x٢ ≤ −٢} −٢ ١

{(١−,٢)} −١ ٢
{(x١, x٢) : x١ = ١−,٢ ≤ x٢ ≤ ٠} ٠ ٣



سازی اس΄الر مختلف روش های عددی مقایسه ٣۴

EC روش بررسͬ ٠ . ٢ . ۴
ارائه شده است. ٣ . ۴ و ٢ . ۴ جداول در ε مختلف مقادیر برای EC روش با به دست آمده جواب های
با باید سازی اس΄الر مسئله ساخت برای ε اعداد ͬ شود، م مشاهده جداول این از که همانطور
است مم΄ن مربوطه سازی اس΄الر مسئله اعداد، این مقادیر به وابسته شوند. انتخاب دقت
نامتناهͬ مجموعه ΁ی به منجر است مم΄ن یا باشد، بی کران پایین از است مم΄ن باشد، نشدنͬ
١ خط به مثال عنوان (به است کارا جواب هرگونه فاقد که شود ضعیف کارای جواب های از

کنید) نگاه ٣ . ۴ جدول

BS روش بررسͬ ٠ . ٣ . ۴
ارائه شده ٣ . ۴ جداول در ε متفاوت آغازین جواب های برای BS روش با به دست آمده جواب های
نقطه تعبیری) (به ”دورترین” که را کارایی جواب BS روش که ͬ دهد م نشان نتایج این  است.
روش شود، انتخاب مناسب طور به اولیه جواب اگر و ͬ آورد. م به دست را است اولیه جواب از
گیرد قرار تأکید مورد باید که دی·ر نکته  ΁ی ͬ کند. م محاسبه را کارا جواب های به درستͬ BS
جواب های از برخͬ برای زیرا شود، انتخاب دقت با باید BS روش برای اولیه جواب که این است
جواب مورد در که همانطور نداشته باشد، متناهͬ جواب هیچ اس΄الر مسئله است مم΄ن اولیه
همان x٠١ ≥ ٣ با x٠ = (x٠١, x٠٢) اولیه جواب های همه برای که واض͹ است بود. x٠ = (٣, ١) اولیه

شد. خواهد  حاصل نتایج

٠ . ١ . ۴ مثال برای BS روش با به دست آمده نتایج :۴ . ۴ جدول
بهینه جواب های x٠ = (x٠١, x٠٢) No.
max → +∞ (٣،١) ١
{(−٢,٢)} (١،٢) ٢
{(−٢,٢)} (٢،٢) ٣
{(−٢,٢)} (٢،٣) ۴
{(١−,٢)} (٢،١) ۵
{(١, ١)} (١،١) ۶



٣۵

٠ . ١ . ۴ مثال برای WCS روش با به دست آمده نتایج :۵ . ۴ جدول

بهینه جواب های (Z∗١,Z∗٢) (w١, w٢)
{(x١, x٢) : x١ = ١−,٢ ≤ x٢ ≤ ١/١٠} (٠, ٠) (١,٢٠)

{(x١, x٢) : x٢ = ١, ١ ≤ x١ ≤ ٢} ∪ {(x١, x٢) : x١ = ١−,٢ ≤ x٢ ≤ ١} (٠, ٠) (١,٢)
{(١, ١)} (٠, ٠) (١, ١)

{(x١, x٢) : x٢ = ٢−,٢ ≤ x١ ≤ ١/١٠} (٠, ٠) (٢٠, ١)
{(x١, x٢) : x٢ = ٢−,٢ ≤ x١ ≤ ٢} ∪ {(x١, x٢) : x١ = ١, ١ ≤ x٢ ≤ ٢} (٠, ٠) (٢, ١)

{(x١, x٢) : x١ = ٣,−∞ < x٢ ≤ −١٨/١٠} (٢−,١) (١,٢٠)
{(x١, x٢) : x٢ = −١,٢ ≤ x١ ≤ ٣} ∪ {(x١, x٢) : x١ = ٣,−∞ < x٢ ≤ −١} (٢−,١) (١,٢)

{(١−,٢)} (٢−,١) (١, ١)
{(x١, x٢) : x١ = ١−,٢ ≤ x٢ ≤ ٠} (٢−,١) (٢, ١)

{(x١, x٢) : x٢ = ١, ١ ≤ x١ ≤ ٢٣/٢٠} (٢−,١) (٢٠, ١)

WCS روش بررسͬ ۴ . ٠ . ۴
ارائه شده است. ۵ . ۴ جدول در Z∗ و w مختلف مقادیر برای WCS روش با به دست آمده نتایج
نقاط ما بااین حال، ندارد. وجود ایده آلͬ نقطه هیچ ازاین رو، نیست؛ کران دار پایین از مسئله
محاسبه را سازی اس΄الر مسئله با متناظر جواب های و کردیم انتخاب مختلف وزن های و ͽمرج
ضعیف کارای جواب های به عمدتا روش که ͬ دهد م نشان به دست آمده جواب های کرده ایم.
همچنین روش این به دست آورد. را جواب ها از نامحدودی تعداد ͬ توان م و ͬ شود م منجر

نباشد کارا جواب ΁ی حاوی که منجرشود جواب مجموعه ΁ی به است مم΄ن
دو Z∗ = (٠, ٠) ͽمرج نقطه همان برای دی·ر، ازطرف .( w = (١,٢٠),Z∗ = (٢−,١) (مورد
به طور که به دست آمده است w = (٢٠, ١) و w = (١,٢٠) وزن های از بااستفاده مختلف جواب
روش در آیا که ͬ شود م منجر سؤال این به وضعیت این هستند. ی΄دی·ر از دور توجهͬ قابل

خیر. یا گرفت نظر در ͽمرج نقطه ΁ی به عنوان را ایده آل نقطه ͬ توان م WCS

pps روش بررسͬ ۵ . ٠ . ۴
که درآن ارائه شده است، ۶ . ۴ جدول در r و a مختلف مقادیر برای PSS روش با به دست آمده نتایج
جواب های به عمدتا روش این که ͬ دهد م نشان به دست آمده جواب های .r٢ > ٠ و r١ > ٠

آید. به دست است مم΄ن جواب ها از نامتناهͬ تعداد و ͬ شود م منجر ضعیف کارای
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٠ . ١ . ۴ مثال برای WCS روش با به دست آمده نتایج :۶ . ۴ جدول

بهینه جواب های (a١, a٢) (r١, r٢)
{(x١, x٢) : x١ = ١−,٢ ≤ x٢ ≤ ١/١٠} (٠،٠) (٢, ٠٫١)

{(x١, x٢) : x٢ = ١, ١ ≤ x١ ≤ ٢} ∪ {(x١, x٢) : x١ = ١−,٢ ≤ x٢ ≤ ١} (٠،٠) (٢r٢, r٢)
{(x١, x٢) : x٢ = ٢−,٢ ≤ x١ ≤ ١} ∪ {(x١, x٢) : x١ = ١, ١ ≤ x٢ ≤ ٢} (٠،٠) (r١,٢r١)

{(x١, x٢) : x٢ = ٢−,٢ ≤ x١ ≤ ٢/٣} (٠،٠) (r١,٣r١)
{(١, ١)} (٠،٠) (r١, r١)

{(x١, x٢) : x٢ = −١,٢ ≤ x١ ≤ ٣} ∪ {(x١, x٢) : x١ = ٣,−∞ ≤ x٢ ≤ −١} (٢−,١) (٢r١, r١)
{(١−,٢)} (٢−,١) (r١, r١)

{(x١, x٢) : x٢ = ١, ١ ≤ x١ ≤ ٢} ∪ {(x١, x٢) : x١ = ٢, ١ ≤ x٢ ≤ ١} (٢−,١) (r١,٢r١)
{(x١, x٢) : x١ = ٣,−∞ ≤ x٢ ≤ −١٫۵} (٢−,١) (۴r١, r١)

کارا جواب دارای که منجرشود جواب ها از مجموعه ای به است مم΄ن همچنین روش این
در ͽمرج نقطه ΁ی عنوان به ͬ توان نم را a پارامتر .( r = (۴r١, r١), a = (٢−,١) (مورد نباشد

دارد. بستگͬ r به عمدتا بل΄ه ،a به نه تنها محاسبه شده جواب زیرا گرفت، نظر

CS روش بررسͬ ۶ . ٠ . ۴
پارامترهای مختلف مقادیر برای CS(w,α, a) اس΄الر مسئله حل با به دست آمده نتایج بررسͬ
(٣, ١), (١,٢), (٠, ٠) ͽمرج چهارنقطه است. شده ارائه ٧ . ۴ جدول در α افزایشͬ پارامتر و (w, a) اولیه
شدند، بررسͬ BS روش با قبلا́ (١,٢) و (٣, ١) نقاط انتخاب شده اند. برای بررسͬ (٢−,١) و
(به شد (−٢,٢) کارای جواب به منجر (١,٢) نقطه و نشد، پیدا (٣, ١) برای جوابی هیچ که درآن
نظرگرفته شد. در PSS و WCS روش های از استفاده با دی·ر نقطه دو کنید). مراجعه ۴ . ۴ جدول
سازی اس΄الر مسئله ͬ کند م بیان که ͬ دهد، م نشان را CS روش اصلͬ ویژگͬ محاسباتͬ نتایج
نقاط با متناظر که ͬ کند م محاسبه را (١ . ١) چندهدفه مسئله کارای جواب های CS(w,α, a)

هستند زیر مخروط نسبت به هدف فضای پشتیبانͬ
S(w,α) =

{
y ∈ Rn : wT y + α∥y∥ ≤ ٠}

که دریافت ͬ توان م به راحتͬ ٧ . ۴ جدول در به دست آمده نتایج از .( نمایید ملاحظه را (۵ . ٣) )
ͽمرج نقطه ΁ی برای ͬ توان م CS(w,α, a) سازی اس΄الر مسئله در (w,α) پارامترهای تغییر با
جواب های چهارم و سوم ردیف های مثال، به عنوان آورد. به دست  مختلفͬ کارای جواب های



٣٧
ارائه را (w,α) مختلف افزوده و وزنͬ پارامترهای و (٣, ١) ͽمرج نقطه برای محاسبه شده کارا
از بزرگتر α = ١ و w = (٢, ١) پارامترهای با متناظر S(w,α) پشتیبان مخروط ͬ دهند. م
، ویژگͬ به این باتوجه است. α = ٢ و w = (٣,٢) پارامترهای به مربوط که ͬ است مخروط
و w = (٣,٢) پارامترهای برای یعنͬ ) دوم پارامترهای مجموعه برای (١, ١) کارای جواب
فضای از ͬ تر” ”درون نقطه ΁ی (١, ١) نقطه که، بدان دلیل است این ͬ شود. م یافت (α = ٢
مخروط به ما دلیل به همین .( ١ . ۴ ش΄ل به کنید (نگاه است (−٢,٢) نقطه به نسبت هدف

داریم نیاز آن پشتیبانͬ برای باری΁ تری

٠ . ١ . ۴ مثال برای CS روش با به دست آمده نتایج :٧ . ۴ جدول

بهینه جواب های (a١, a٢) α (w١, w٢) No.
{(x١,٢) : −٢ ≤ x١ ≤ ٠} ∪ {(١, ١)} ∪ {(٢, x٢) : −١ ≤ x٢ ≤ ٠} (٠،٠) ١ (١،١) ١

{(−٢,٢)} (٠،٠) ١ (٢،١) ٢
{(−٢,٢)} (٣, ١) ١ (٢،١) ٣
{(١, ١)} (٣, ١) ٢ (٣،٢) ۴

{(−٢,٢)} (١,٢) ١ (٢،١) ۵
{(−٢,٢), (١, ١)} (١,٢) ٣ (۴،٣) ۶

{(١, ١)} (١,٢) ٩ (١٠،٩) ٧
{(−٢,٢), (١−,٢)} (٢−,١) ١ (٢،١) ٨

{(١−,٢)} (٢−,١) ٢ (٣،٢) ٩

کرد. محاسبه WSS روش با ͬ توان نم را این نقطه چرا که است ͹واض و
بیان ٧ . ۴ جدول ٩ و ٨ سطرهای برای و ٧ ،۶ ،۵ سطرهای برای ͬ توان م را مشابه توضیحات

کرد.
برای ٧ . ۴ جدول در داده شده نشان محاسباتͬ نتایج تمام که داشت توجه باید .٠ . ١ . ۴ ملاحظه
برای که است خاطر این به این است. به دست آمده  Ca∗\Ca# به متعلق (w,α) مرتب زوج
شرح ΁ی این شد. خواهد بی کران پایین از CS(w,α, a) هدف مسئله تابع ،(w,α) ∈ Ca# هر
هیچ درنظرگرفته شده ٠ . ١ . ۴ مثال در که هدفه ای چند مسئله که حقیقت است این از خوب
هر برای کنید) مراجعه ٣ . ٠ . ٢ ملاحظه به (همچنین ٣ . ٠ . ١ قضیه با و ندارد، سره کارای جواب
باشد. سره کارای باید CS(w,α, a) سازی اس΄الر مسئله جواب هر (w,α) ∈ Ca# مرتب زوج
به مثال، (برای داد نشان جدید مثال های مجموعه در به راحتͬ ͬ توان م را ͬ ها ویژگ این همه
در را اضافͬ تصاویر پایان نامه، غیرضروری ͬ شدن طولان برای ما کنید). مراجعه [٣۶ ،٣۵ ،٣٣]
مجموعه (کمͬ) تغییر با که، توجه داشته باشید فقط کرد. نخواهیم ارائه جدید نمونه های مورد
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مجموعه به ،٠ . ١ . ۴ مثال در X١۴

X١۴ = {(x١, x٢) : x١ ≥ ٣, x٢ ≥ −۵},
و ،( (٣,−۵) جدید جواب جمله (از شد خواهند سره کارای ،٠ . ١ . ۴ مثال کارا جواب های تمام
استفاده پارامترهای درنظرگرفتن با ͬ توان م را سره کارای جواب های به مربوط ویژگیهای تمام

کرد. بررسͬ ٠ . ١ . ۴ مثال در شده سازی ذکر اس΄الر روش های همه برای شده
مجموع روش فقط که ͬ گیریم م نتیجه اینطور سازی اس΄الر روش های مقایسه از ما ͽواق در
انتخاب با را سره کارای جواب های یا جواب مخروطͬ، اس΄الرسازی روش های و وزن دار
اس΄الرسازی روش وجود این با ͬ آورند. م به دست درست روش ΁ی در ترجیحͬ وزن های
ͬ که درحال آورد، به دست تحدب فرض با را سره کارای جواب های تمام مم΄ن است وزنͬ مجموع
جواب های همه ی و ندارد نیازی بودن کران دار و تحدب شرایط به مخروطͬ اس΄الرسازی روش
است مم΄ن مفیدی ویژگͬ هر از استفاده چون دی·ر، طرف  از ͬ دهد. م نتیجه را سره کارای
اس΄الرسازی تابع ΁ی از مخروطͬ روش که داشت توجه باید داشته باشد، محدودیت هایی

ͬ کند. م استفاده ناهموار



۵ فصل
نتیجه گیری

زیر شرایط به توجه و با گرفتند قرار بررسͬ مورد معروف اس΄الر روش شش پایان نامه، این در
شدند: مقایسه

کرد. اعمال Rn
+ برای فقط یا ،C مرتب سازی شده مخروط برای ͬ توان م را روش ها ‐این

است. روش اساسͬ شرط پایین از کران داری ‐
دارد. مسئله در تحدب شرایط به نیاز روش این ‐

ͬ کند. م فراهم سره کارای (فقط) جواب های به دستیابی برای را شرایطͬ روش این ‐
ͬ شود. گرفته م درنظر تصمیم گیرنده توسط شده ارائه ͽمرج نقطه به مربوط اطلاعات و اولویت ‐

ͬ کند. م استفاده تصمیم گیری اضافͬ متغیرهای یا محدودیت ها از روش این ‐
آورده شده است. ١ . ۵ جدول در ͬ ها ویژگ این تمام

٣٩
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مقیاس زدایی روش شش اصلͬ ͬ های ویژگ :١ . ۵ جدول

Add.Constr. Ref.P. Weights Pr.Eff. Conv. Bound Cone Method
‐ ‐ + + + ‐ cone any WSS
+ ‐ ‐ ‐ ‐ ‐ Rn

+ EC
+ ‐ ‐ ‐ ‐ ‐ Rn

+ BS
+ ‐ + ‐ ‐ + Rn

+ WCS
+ + ‐ ‐ ‐ ‐ Any cone PSS
‐ + + + ‐ ‐ Any cone CS

قرار بحث مورد سازی  اس΄الر مختلف روش های بین روابط همچنین پایان نامه این در
تعمیم سرافینͬ پاس΄لاتͬ‐ سازی اس΄الر روش که شده بود اثبات مقالات در پیش ازاین گرفت.
است. وزن دار چبیشف سازی اس΄الر روش های و محدودیت ε وزنͬ، مجموع سازی اس΄الر
شده ارائه سرافینͬ پاس΄لاتͬ‐ سازی اس΄الر روش برای جدید ͬ های ویژگ پایان نامه، این در
از حاصل تعمیم مخروطͬ سازی اس΄الر روش که داده شده است نشان علاوه براین، است.
همراه نتیجه این است. سرافینͬ – پاس΄ولتͬ و بنسون سازی اس΄الر روش های ، ͬ وزن مجموع
که ͬ است معن به این سرافینͬ پاس΄لاتͬ‐ سازی اس΄الر روش شده داده تعمیم ͬ های ویژگ با
در گرفته شده نظر در روش های تمام و است روش ͬ ترین عموم مخروطͬ اس΄الر سازی روش
با پایان نامه این در بحث مورد ͬ های ویژگ تمام ͬ گیرند. م قرار روش این تحت پایان نامه این

داده شده است. نشان مثال ΁ی
مقایسه اضافه کردن با را ͽجام مقاله ای ͬ توان م آینده مطالعات در که داشته باشید توجه درآخر

گرفت. نظر در را جدید تحولات و کرد تهیه مشابه به طور مقالات از دی·ر روش های
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Aabstract

The paper presents the analysis, characterizations and comparison on six commonly used scalar-

ization methods in multiobjective optimization. The properties of these methods are investigated

with respect to the basic characteristics such as ordering cone, convexity and boundedness, the

ability of generating proper efficient solutions, the ability to consider reference points which is a

choice of decision maker as a solution and weighting preferences of decision maker, the number of

additional constraints and decision variables.The paper also presents newcharacteristics for these

methods and relations between them. The main characteristics of these scalarization methods are

illustrated a test example.

KEYWORDS :Conic scalarization method · Weighted sum method · ε-Constraint method · Ben-

son’s method · Weighted Chebyshev method · Pascoletti–Serafini method · Multiobjective opti-

mization · Proper efficiency
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