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ریاضی علوم دانشکده

آمار ریاضی ارشد کارشناسی پایان نامه

خطی مدل های در M استوار منفیآزمون های زبر جمعی  خطاهای با
بهلولی درویشی سمانه نگارنده:

راهنما استاد
اقبال نگار دکتر

مشاور استاد
باغیشنی حسین دکتر

١٣٩٩ بهمن







را راه که پدرم دستان بر بوسه با تقدیم
از عزیز تر مادر به تقدیم و داد نشان من به

آموخت. من به را رفتن چگونه که جانم

و



سپاس گزاری...

که مادرم، و پدر نثار بی کران سپاس الخالق یشکر لم یشکر المخلوق، لم مصداق به
عاشقانه و شوم رو سفید من تا شد سپید مویشان شوم، توانا من تا شدند ناتوان
گرامی استاد از هم چنین و باشند. هم را روشنگر و وجودم گرمابخش تا سوختند
زحمت ها خاطر به باغیشنی دکتر آقای جناب محترم استاد و و اقبال دکتر خانم سرکار
می کنم. تشکر و تقدیر کشیده اند من برای پایان نامه این طول در که راهنمایی هایی و

بهلولی درویشی سمانه
١٣٩٩ بهمن

ز



نامه تعهد
علوم دانشکده آمار ریاضی رشته ارشد کارشناسی دانشجوی بهلولی درویشی سمانه اینجانب
مدل های در M استوار آزمون های عنوان با پایان نامه نویسنده شاهرود، صنعتی دانشگاه ریاضی

می شوم: متعهد اقبال نگار راهنمایی تحت ، منفی زبر جمعی  خطاهای با خطی
برخوردار اصالت و صحت از و است شده انجام اینجانب توسط پایان نامه این در تحقیقات •

است.
شده استناد استفاده مورد مرجع به پژوهش گران، دیگر پژوهش های نتایج از استفاده در •

است.
مدرک نوع هیچ دریافت برای دیگری فرد یا خود، توسط کنون تا پایان نامه، این مطالب •

است. نشده ارایه هیچ جا در امتیازی یا
نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتی دانشگاه به اثر، این معنوی حقوق •
خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتی دانشگاه “

رسید.
بوده اند، تاثیرگذار پایان نامه اصلی نتایج آوردن به دست در که افرادی تمام معنوی حقوق •

می گردد. رعایت پایان نامه از مستخرج مقالات در
آنها) بافت های (یا زنده موجود از که مواردی در پایان نامه، این انجام مراحل تمام در •

است. شده رعایت اخلاقی اصول و ضوابط است، شده استفاده
افراد شخصی اطلاعات حوزه به که مواردی در پایان نامه، این انجام مراحل تمام در •
شده رعایت انسانی اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته دسترسی

است.
بهلولی درویشی سمانه
١٣٩٩ بهمن

نشر حق و نتایج مالکیت
برنامه های کتاب، مستخرج، ( مقالات آن محصولات و اثر این معنوی حقوق تمام •
شاهرود صنعتی دانشگاه به متعلق شده) ساخته تجهیزات و نرم افزارها رایانه ای،

شود. ذکر مربوطه علمی تولیدات در مقتضی، نحو به باید مطلب این می باشد.
نمی باشد. مجاز منبع ذکر بدون پایان نامه این در موجود نتایج و اطلاعات از استفاده •

ح





چکیده:
کم انحراف به آن نبودن حساس عنوان به می توان را آماری روش یک استواری کلی حالت در
تاثیر تحت آماری روش یک ویژگی های هر گاه دیگر عبارت به کرد. تعریف پایه ای پذیره های از
اینکه به توجه با گوییم. استوار را آماری روش آن نگیرد، قرار اساسی پذیره های از کم انحراف
پرت داده های تاثیر تحت شدت به خطی مدل های در رگرسیونی ضرایب کلاسیک برآوردگر های
سطح همچنین می شوند. پیشنهاد ‐برآوردگرها M مانند استوار برآوردگر های می گیرند، قرار
این حل برای می یابند، کاهش شدت به پرت داده های حضور با کلاسیک آزمون های توان و
رگرسیونی، پارامتر های استوار آزمون انجام برای می شوند. معرفی استوار آزمون های مشکل،
توان و مدل برآوردگرهای پایایی اساس بر و می شود مشخص آزمون آماره مجانبی توزیع
ویژگی های برخی بررسی بر علاوه نامه پایان این در می گیرند. قرار ارزیابی مورد روش ها آزمون،
با خطی مدل های در M استوار آزمون های منفی، زبر جمعی وابسته تصادفی متغیر های اساسی
استفاده با و می دهیم قرار مطالعه مورد شرایط برخی تحت را منفی زبر جمعی وابسته خطای
پایایی اساس بر استوار و کلاسیک روش های مقایسه به کارلو مونت شبیه سازی روش های از

می پردازیم. آزمون توان و برآوردگرها

شبیه سازی های رگرسیون، خطی مدل زبر جمعی منفی، وابسته استوار، آزمون کلیدی: کلمات
مونت کارلو

ی







مطالب فهرست
س تصاویر فهرست

ف جداول فهرست

ق پیشگفتار

١ اولیه مفاهیم ١
١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نابرابری ها ١. ١
٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . وابستگی انواع ١. ٢
٣ . . . . . . . . . . . . . . . . . . . . . . منفی ربعی وابسته ١. ٢. ١
٣ . . . . . . . . . . . . . . . . . . . . منفی پیوندی وابستگی ١. ٢. ٢
۴ . . . . . . . . . . منفی پیوندی تصادفی متغیر های ویژگی چند ١. ٢. ٣
۴ . . . . . . . . . منفی پیوندی تصادفی متغیر های از مثال هایی ۴ .١. ٢
۵ . . . . . . . . . . . . . . . . . . . منفی زبر جمعی وابستگی ۵ .١. ٢
٨ . . . . . . . . . منفی زبر جمعی وابسته از کاربرد هایی و مثال ها ۶ .١. ٢
٩ . . . . . . . . . . . . . . . . . . . . . . . . غیر تصادفی ترتیب های ١. ٣

١١ استوار آماری های روش ٢
١١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . استواری ٢. ١
١٣ . . . . . . . . . . . . . . . . . . . . . . . مکان پارامتر استوار برآورد ٢. ٢
١۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . استوار رگرسیون ٢. ٣
١٨ . . . . . . . . . . . . . . . . . . . . . . . . . M‐برآوردگر ٢. ٣. ١
٢٢ . . . . . . . . . . . . . . . . . . . . . . . . . L‐برآوردگر ٢. ٣. ٢

٢٣ منفی زبر جمعی وابسته خطاهای با خطی استوارمدل آزمون های ٣
٢٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ٣. ١

م



مطالب فهرست ن
۴١ شبیه سازی مطالعه با M آزمون های و برآوردها ارزیابی ۴
۴١ . . . . . . . . . . . . . . . . . . . . . . . . . . . شبیه سازی مثال ١ .۴

۴٧ مراجع
۵٣ چهار فصل نمودار های و جداول شبیه سازی آ کدهای
۵٣ . . . . . . . . . . . . چهار شکل نمودار و دو جدول به مربوط کد های آ. ١
۶٢ . . . . . . . . . . سه الی یک نمودار های یک جدول به مربوط کدهای آ. ٢



تصاویر فهرست
مدل باقی مانده های برازش شده چگالی منحنی های و هیستوگرام نمودارهای ١ .۴
یکی ازای به n = ١٠٠٠ نمونه حجم برای مستقل و NSD خطای با رگرسیونی

۴٣ . . . . . . . . . . . . . . . . . . . . . . . . M‐برآورد روش های از
‐M باقی مانده های برازش شده چگالی منحنی و هیستوگرام نمودارهای ٢ .۴
مختلف روش های و سناریو دو در محتلف توضیحی متغیرهای با برآورد

۴۴ . . . . . . . . . . . . . . . n = ١٠٠٠ نمونه حجم ازای به M‐برآورد

توزیع با رگرسیونی باقی مانده های برای فرض شده NSD توزیع توابع مقایسه ٣ .۴
سناریو دو و n = ١٠٠٠ نمونه حجم برای باقی مانده ها برآوردشده تجربی

۴۵ . . . . . . . . . . . . . . . . . . . . . توضیحی متغیر تولید مختلف
مختلف M‐برآورد روش های برای ٢λ̂nσ̂٢

nMn برازش شده توزیع توابع مقایسه ۴ .۴
و n = ١٠٠٠ نمونه اندازه ازای به آزادی درجه دو با مرکزی کی دو توزیع و

۴۶ . . . . . . . . . . . . . . . . . . . توضیحی متغیر تولید سناریوهای

س





جداول فهرست
٢١ . . . . . . . شده اند پیشنهاد مانده ها وزن توزیع برای که توابعی از بعضی ٢. ١
۴۴ . . . . . . . . . . . . . . . زیاد پارامتر های و رگرسیون ضرایب ارزیابی ١ .۴

خطاهای با خطی رگرسیون مدل در مختلف M آزمون های تجربی اندازه های ٢ .۴
اسمی معنی داری اندازه های بیانگر شده اند، مشخص ∗ با که NSD‐مقادیری

۴۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . هستند.

ف





پیشگفتار
عبارت به است. آن بودن مناسب و معتبر معنی به روش، یک بودن استوار آماری، متون در
قرار اساسی پذیره های از کم انحراف تاثیر تحت آماری، روش یک ویژگی های هرگاه دیگر،
بسیار رده یک منفی زبر جمعی تصادفی متغیر های گوییم. استوار آماری روش را آن نگیرد،
دنباله به می توان رده، این از خاص مواردی عنوان به که هستند وابسته متغیرهای از وسیع
وابسته تصادفی متغیر های مفهوم نمود. اشاره منفی پیوندی متغیر های و مستقل متغیر های
آماری روش های از برخی پایان نامه این در است. زبر جمعی توابع رده بر مبتنی منفی زبر جمعی
اساسی ویژگی های برخی و منفی وابسته خطای جملات با خطی مدل در استوار آزمون و استوار
انتها در هم چنین می دهیم. قرار مطالعه رمورد را زبر جمعی منفی وابسته تصادفی متغیر های
زیر صورت به پایان نامه این محتوای می پردازیم. نظری نتایج ارزیابی به شبیه سازی مطالعه با

است: شده تدوین
نیاز آن ها به اصلی نتایج اثبات در که اولیه مفاهیم و تعاریف برخی بیان به اول فصل •در

پردازیم. می داریم،
پارامتر های برآورد مانند استوار آماری روش های برخی و استواری مفهوم دوم فصل •در

می کنیم. معرفی استوار رگرسیونی مدل
بررسی را منفی زبر جمعی وابسته خطاهای با استوار آزمون خطی مدل سوم فصل •در

می کنیم.
را سوم فصل استواری نظری نتایج شبیه سازی ابزار های از استفاده با چهارم فصل •در

می کنیم. ارزیابی
می باشد. شبیه سازی نتایج تولید برای R نرم افزار کد های شامل پایان نامه •پیوست

ق



١ فصل
اولیه مفاهیم

بیان داریم احتیاج آن به بعدی فصل های در که قضیه هایی و تعاریف برخی فصل این در
کارشناسی نامه های پایان ،(١٩٩۴) گات از فصل این مطالب عمده گردآوری برای می کنیم.

کرده ایم. استفاده (١٣٩۵) رحمانی و (١٣٩۵) کمنی حبیبی ،(١٣٩٧) نژاد حیدری ارشد

نابرابری ها ١. ١
و احتمال ها دقیق مقدار نتوانیم اگر زیرا دارند. احتمال نظریه در کلیدی نقش نابرابری ها
نظر مورد مقادیر برای کران هایی می توان نابرابری ها از استفاده با کنیم، محاسبه را گشتاورها
دیگر عبارت به می  شود. محسوب مشکلات رفع جهت کلیدی مناسب نابرابری یک کرد. پیدا
از برخی زیر در است. اعتماد تر قابل نهایی جواب باشد ، نزدیک تر واقعی مقدار به کران هرچه

می کنیم. معرفی (١٩٩۴) گات از را آماری مهم نابرابری های
که r مثبت حقیقی عدد برای که تصادفی متغیر X کنید فرض مارکف١: ١‐نابرابری

x > ٠ اگر آن گاه E|X|r <∞

P (|X|> x) ≤ E|X|r

xr
.

1Markov’s Inequalitiy

١



اولیه مفاهیم ٢
طوری باشند مستقل تصادفی متغیرهای X١, X٢, ..., Xn کنید فرض هافدینگ١: نابرابری ‐٢
، n ≥ ١ برای کنید فرض چنین هم . P (ak ≤ Xk ≤ bk) = ١ و k = ١,٢, ..., n برای که
ثابت حقیقی اعداد که an, bn و x > ٠ برای آن گاه باشد. جزيی مجموع های Sn =

∑n
k=١Xk

an ≤ bn و هستند

P (Sn − ESn > x) ≤ exp
{ −٢x٢∑n

k=١(bk − ak)٢
}

P (|Sn − ESn| > x) ≤ ٢exp{ −٢x٢∑n
k=١(bk − ak)٢

}
باشند. مستقل تصادفی متغیرهای از ای دنباله {Xn;n ≥ ١} کنید فرض : ٢Cr نابرابری ‐٣
باشد، E|Xi|r <∞ ، i = ١,٢, ..., n ازای به که باشد داشته وجود r > ٠ مثبت حقیقی عدد اگر

آن گاه
E|

n∑
i=١

Xi|r ≤ Cr

n∑
i=١

E|Xi|r

می کند اختیار را زیر مقادیر Cr که

Cr =

 ١ r ≤ ١ اگر
٢r−١ r ≥ ١ اگر

که p > ١ و q > ١ حقیقی عدد هر برای کنید فرض هولدر٣: ۴‐نابرابری
p−١ + q−١ = ١

آن گاه E|Y |q <∞ و E|X|p <∞ اگر
E|XY |≤ (E|Xp|)

١
p (E|Y q|)

١
q .

نابرابری آن گاه دهیم قرار p = q = ٢ اگر هولدر نابرابری در کوشی ‐شوارتز۴: ۵‐نابرابری
آید: می دست به زیر صورت به کوشی شوارتز

E|XY |≤ (E|X٢|) ١٢ (E|Y ٢|) ١٢ .

حقیقی عدد هر برای و باشد تصادفی متغیرهای Y و X کنید فرض مینکوفسکی۵: ۶‐نابرابری
آن گاه باشد. E|Y |p<∞ و E|X|p<∞ ، p ≥ ١

(E|X + Y |p)
١
p ≤ (E|X|p)

١
p + (E|Y |p)

١
p .

1Hoeffding’s Inequality
2CrInequality
3Holder’s Inequality
4Cauchy-Schwarz Inequality
5Mincowski Inequality



٣ وابستگی انواع

وابستگی انواع ١. ٢
را تصادفی متغیرهای دنباله از بزرگی رده ی که وابستگی ها از نوع چند معرفی به بخش این در

می پردازیم. می گیرند بر در

منفی ربعی وابسته ١. ٢. ١
(NQD) منفی١ ربعی وابستگی دارای Y و X تصادفی متغیرهای (١٩۶۶ (لهمن .١. ٢. ١ تعریف

باشیم: داشته حقیقی y و x هر برای اگر هستند
P (X ≤ x, Y ≤ y) ≤ P (X ≤ x) P (Y ≤ y)

معادل طور به یا
F (x, y) ≤ F١(x) F٢(y).

بالا روابط نابرابری علامت اگر هستند، حاشیه ای توزیع توابع F١, F٢ و توام توزیع تابع F که
برای شده تعریف شرایط می شود. تبدیل (PQD) مثبت٢ ربعی وابستگی به کنیم برعکس را

است. Cov(X,Y ) ≤ ٠ که می دهد نتیجه NQD

منفی پیوندی وابستگی ١. ٢. ٢
پیوندی وابستگی دارای تصادفی متغیرهای از برخی فرض تحت احتمال و آمار در مختلفی نتایج
آنها (١٩٨٣) پروشان و جاج و شده اند معرفی (١٩٨١) سکنا و آلام توسط هستند (NA) منفی٣

داده اند. قرار مطالعه مورد دقت به را
پیوندی وابسته ، {Xi, : ١ ≤ i ≤ n} تصادفی متغیرهای از متناهی دنباله یک .١. ٢. ٢ تعریف
{١,٢, ..., n} از A٢ و A١ هم از جدا زیر مجموعه جفت هر برای اگر می شود نامیده (NA)  منفی

نوشت بتوان
Cov

(
f١(Xi, i ∈ A١) , f٢(Xj , j ∈ A٢)

)
≤ ٠

بالا رابطه در شده تعریف کواریانس و باشند صعودی مولفه هر به نسبت f٢ و f١ تابع دو هر گاه
باشد. داشته وجود

رابطه نابرابری باشند نزولی دو هر f٢ و f١ توابع اگر .(١٩٨٣ پروشان و (جاج .١. ٢. ١ نکته
NA وابستگی مزیت های از یکی است. برقرار نیز Cov(f١(Xi, i ∈ A١), f٢(Xj , j ∈ A٢)

)
≤ ٠

1Negative Quadrant Dependence
2Positive Quadrant Dependence
3 Negatively Associated



اولیه مفاهیم ۴
نتیجه این و باشند داشته مختلفی صورتهای می توانند بالا رابطه در f٢ و f١ توابع که است این

می شود. منجر مفید متغیره چند نابرابری های از بسیاری به
دنباله یک هم چنین .A١

⋃
A٢ = {١,٢, ..., n} کرد فرض می توان کلیت دادن دست از بدون

باشد. منفی پیوندی آن متناهی دنباله زیر هر اگر است منفی پیوندی نامتناهی

منفی پیوندی تصادفی متغیر های ویژگی چند ١. ٢. ٣
در که شده اند بیان (١٩٨٣) پروشان و جاج توسط NA تصادفی متغیرهای برای ویژگی چند

می کنیم: اشاره آنها به زیر
می باشد. NA ،NQD تصادفی متغیر های از ١‐هرجفت

f١, f٢, ..., fm توابع هم چنین و {١,٢, .., n} از مجزا ,A١زیر مجموعه های A٢, ..., Am کنید ٢‐فرض
دارد این بر دلالت X١, X٢, ..., Xn بودن NA حالت این در باشند، صعودی مولفه هر به نسبت

که
E

m∏
i=١

fi(Xj , j ∈ Ai) ≤
m∏
i=١

Efi(Xj , j ∈ Ai).

از A٢ و A١ هم از جدا زیر مجموعه های برای که است این ٢ ویژگی  از بدیهی نتیجه ٣‐یک
نوشت می توان x١, x٢, ..., xn حقیقی مقادیر هم چنین و {١,٢, ..., n}

P (X١ > x١, X٢ > x٢, ..., Xn > xn) ≤
n∏

i=١
P (Xi > xi)

P (X١ ≤ x١, X٢ ≤ x٢, ..., Xn ≤ xn) ≤
n∏

i=١
P (Xi ≤ xi)

است. NA ،NA تصادفی متغیر های از بیشتر یا دوتایی زیرمجموعه ۴‐یک
است. NA مستقل، تصادفی متغیر های از مجموعه ۵‐یک

متغیرهای از مجموعه یک هم از جدا زیر مجموعه های روی شده تعریف صعودی ۶‐توابع
هستند. NA ،NA تصادفی

منفی پیوندی تصادفی متغیر های از مثال هایی ۴ .١. ٢
باشد: برقرار می تواند NA ویژگی زیر مثال دو برای دادند نشان (١٩٨٣) پروشان و جاج

تنها که است جمله ای چند توزیع دارای تصادفی بردار Z = (Z١, Z٢, ..., Zk) کنید فرض (١
به هستند. صفر اعضا بقیه و می باشد ١ با برابر Zi یک فقط بنابراین است. مشاهده یک دارای
می کنند. پیدا کاهش یا می مانند ثابت یا بقیه Zi یک افزایش با پس است. ∑k

i=١ Zi = ١ عبارتی



۵ وابستگی انواع
ویژگی که می شود نتیجه پیوندی منفی تعریف از بنابراین است. منفی آنها بین کوواریانس پس

می بریم. پی Z بودن NA به (۶) ویژگی به توجه با است. بدیهی Z برای NA

توپ n شامل نمونه ای بگیرید. نظر در را متمایز رنگ های با توپ N شامل جعبه ای (٢
را i = ١,٢, ...N ،Xi تصادفی متغیرهای و کرده انتخاب مجموعه این از جای گذاری) (بدون
است Xi = ١ دیگر عبارت به کنید. تعریف نمونه در ام i رنگ از توپ یک وجود نشان گر تابع
توجه با است. Xi = ٠ صورت این غیر در و باشد موجود نمونه در i ام رنگ با توپی اگر
برای (X١, X٢, ..., Xn) تصادفی بردار پس است موجود توپ یک فقط رنگ هر از که این به
با بنابراین است. جایگشتی توزیع دارای که بوده (X١, X٢, ..., XN ) زیرمجموعه ،n < N هر
ام i رنگ از توپ Ni کنید فرض کلی طور به می باشد. NA پس (۶) و (۵) ویژگی های به توجه
رنگ از توپ هایی تعداد Yi اگر است. ∑k

i=١ Zi = N پس باشد. موجود جعبه در ١ ≤ i ≤ k

نشان گری تصادفی متغیر Ni مجموع عنوان به می توان را Yi آن گاه باشد تایی n نمونه در ام i
هستند. NA هم ها Yi (۶) ویژگی به توجه با گرفت. نظر در کردیم، تعریف قبل قسمت در که

منفی زبر جمعی وابستگی ۵ .١. ٢
در که شد مطرح (٢٠٠٠) هو توسط که است وابستگی نوعی (NSD) منفی١ زبر جمعی وابسته

است. شده استفاده زبر جمعی٢ توابع از آن پایه

هر برای اگر شود می نامیده زبر جمعی ϕ : Rn → R تابع (١٩٧٧ (کمپرمن، .١. ٢. ٣ تعریف
x،y ∈ Rn

ϕ(x ∨ y) + ϕ(x ∧ y) ≥ ϕ(x) + ϕ(y).

مولفه ای۴ مینیمم دهنده ی نشان ∧ و مولفه ای٣ ماکسیمم دهنده ی نشان  ∨ بالا رابطه در
می شود. تعریف زیر صورت به که است،

x ∨ x = (x١ ∨ y١, x٢ ∨ y٢, ..., xn ∨ yn)

و
x ∧ y = (x١ ∧ y١, x٢ ∧ y٢, ..., xn ∧ yn)

یک نبودن یا بودن زبر جمعی آن از استفاده با توان می که کرد بیان را روشی کمپرمن(١٩٧٧)
کرد. مشخص را تابع

1Negatively Superadditive Dependent
2 Superadditive Function
3Maximum Componentwise
4Minimum Componentwise



اولیه مفاهیم ۶
زبر جمعی ϕ آن گاه باشد، پیوسته دوم مرتبه جزیی مشتق دارای ϕ تابع کنید فرض .١. ٢. ١ لم

داریم: ١ ≤ i ̸= j ≤ n برای هرگاه است
∂٢ϕ(x)
∂xi∂xj

≥ ٠ (١. ١)
تابع هر برای گاه هر گویند، NSD را X = (X١, X٢, ..., Xn) تصادفی بردار .۴ .١. ٢ تعریف

ϕ زبر جمعی
Eϕ(X١, X٢, ..., Xn) ≤ Eϕ(Y١, Y٢, ..., Yn)

Yi و Xi ، i = ١,٢, ..., n هر ازای به چنین هم هستند، مستقل تصادفی متغیر های ها Yi که
هستند. هم توزیع

هر برای هرگاه گویند NSD تصادفی متغیرهای از دنباله ای را {Xn, n ≥ ١} .۵ .١. ٢ تعریف
باشد. NSD ،(X١, X٢, ..., Xn) ، n ≥ ١

آن گاه باشد. NSD ،(X١, X٢, ..., Xn) بردار کنید فرض (٢٠٠٠ (هو، .١. ٢. ٢ لم
هستند. NSD نیز (−X١,−X٢, ...,−Xn) ‐١

هستند. NSD نیز (f١(X١), f٢(X٢), ..., fn(Xn)) ،f١, f٢, ..., fn دلخواه صعودی توابع برای ‐٢
گرفت نتیجه می توان ،x١, x٢, ..., xn ∈ R هر برای ‐٣

P (X١ ≤ x١, X٢ ≤ x٢, ..., Xn ≤ xn) ≤ P (X١ ≤ x١)P (X٢ ≤ x٢)...P (Xn ≤ xn)

داریم لم، فرض به توجه با برهان.
دهیم نشان است کافی ١. ٢. ١ لم به توجه با و است NSD ،(X١, X٢, ..., Xn) بردار که آنجا از ‐١
زبرجمعی نیز ϕ(−X١,−X٢, ...,−Xn) تابع ،i ̸= j هر ازای به و ϕ زبر جمعی تابع هر برای که

زیرا است. روشن آن بودن NSD نتیجه در است.

∂٢ϕ(−x١,−x٢, ...,−xn)
∂xi∂xj

=
∂٢ϕ(−x١,−x٢, ...,−xn)

∂(−xi)∂(−xj)
× ∂(−xi)∂(−xj)

∂xi∂xj

=
∂٢ϕ(x١, x٢, ..., xn)

∂xi∂xj
≥ ٠

تابع هر برای دهیم نشان است کافی ١. ٢. ١ لم به توجه با است، صعودی تابعی f چون ‐٢
برهان نتیجه در است. زبر جمعی نیز ϕ(f١(x١), f٢(x٢), ..., fn(xn)) تابع ،i ̸= j هر و ϕ زبر جمعی

زیرا می شود، کامل



٧ وابستگی انواع

∂٢ϕ(f١(x١), f٢(x٢), ..., fn(xn))
∂xi∂xj

=
∂٢ϕ(f١(x١), f٢(x٢), ..., fn(xn))

∂fi(xi)∂fj(xj)
.
∂fi(xi)

∂xi
.
∂fj(xj)

∂xj
≥ ٠.

با لم این دوم قسمت اساس بر همچنین منفی، زبرجمعی وابستگی تعریف به توجه ٣‐با
داد نشان می توان ،f صعودی تابع جای به نشانگر صعودی تابع دادن قرار

P (X١ ≤ x١, X٢ ≤ x٢, ..., Xn ≤ xn) = E(I{X١ ≤ x١, X٢ ≤ x٢, ..., Xn ≤ xn})

= E
( n∏

i=١
I{Xi ≤ xi}

)
≤ E

( n∏
i=١

I{Yi ≤ xi}
)

=
n∏

i=١
E(I{Yi ≤ xi})

=

n∏
i=١

P (Yi ≤ xi)

=
n∏

i=١
P (Xi ≤ xi).

است. برقرار نیز باشند ناصعودی f١, f٢, ..., fn توابع اگر ١. ٢. ٢ لم ٢ قسمت .١. ٢. ١ ملاحظه
باشند، منفی پیوندی X١, X٢, ..., Xn اگر (٢٠٠۴ واگلاتو، و (کریستوفیدز .١. ٢. ٢ ملاحظه

نیست. برقرار همیشه آن عکس ولی هستند زبر جمعی منفی وابسته آن گاه
بدون ،(٢٠٠٠) هو از را زبر جمعی منفی وابسته تصادفی متغیر های ویژگی های برخی زیر در

می کنیم. بیان برهان
آن زبر جمعی منفی وابستگی با تصادفی متغیر زوج یک منفی پیوندی وابستگی .١. ٢. ٣ ملاحظه

است. معادل
میان که روابطی لذا است، معادل NA با NQD تصادفی متغیر زوج یک برای .۴ .١. ٢ ملاحظه

بود. خواهند برقرار نیز NQD و NSD میان هستند، برقرار NSD و NA



اولیه مفاهیم ٨

منفی زبر جمعی وابسته از کاربرد هایی و مثال ها ۶ .١. ٢
NSD ویژگی با چند متغیره توزیع های از خانواده ای

توزیع های خانواده از تعریفی به ابتدا در منظور، این برای بیضی گون: توزیع های •خانواده
می پردازیم. بیضی گون

بیضی گون١ توزیع های از خانواده ای F (x,
∑

) خانواده (١٩٨٨ سامپسون، و (بولک .۶ .١. ٢ تعریف
شود: تعریف زیر صورت به آن چگالی تابع هر گاه است، g تابع اساس بر شده پایه گذاری

f(x,
∑

) =
∣∣∣∑∣∣∣− ١٢

g(xT
∑

x) : x ∈ ℜm

.∫∞٠ g(t)t
m٢ −١dt <∞ آن در که

بود خواهد NSD نوع از وابستگی دارای F (x,∑) که دادند نشان (١٩٨٨) سامپسون و بولک
این در هستند. ∑ ماتریس مولفه های ها δij که طوری به باشد δij ≤ ٠ ،i ̸= j هر برای اگر
محسوب بیضی گون توزیع های از خاصی حالت عنوان به نیز چند متغیره نرمال توزیع میان،
اصلی قطر از خارج عناصر اگر بود خواهد NSD چند متغیره نرمال توزیع بنابراین می شود.

باشند. نامثبت آن کواریانس ماتریس
از تعریفی توزیع ها از دست این با آشنایی جهت :به نوع٢٢ پولیای فراوانی توابع •خانواده

می کنیم. ارائه را آن

فراوانی تابع را r(x) حقیقی خط روی احتمال چگالی تابع (١٩۶۵ (افرون، .١. ٢. ٧ تعریف
باشیم داشته z٢ ≥ z١ و x٢ ≥ x١ ازای به هر گاه نامند، (PF٢) ٢ نوع r(x١پولیای − z١) r(x١ − z٢)

r(x٢ − z١) r(x٢ − z٢)

 ≥ ٠

اشاره آن ها به مختصر طور به زیر در که است ویژگی هایی دارای توزیع ها از خانواده این
می نماییم.

خاص حالت عنوان به که هستند PF٢ احتمال، نظریه در رایج توزیع های از زیادی تعداد آ.
با نرمال توزیع همچنین و منفی دو جمله ای گاما دو جمله ای، پواسن، توزیع های به می توان

چگالی تابع
r(x) = (٢πσ٢)− ١

٢exp
{ ١

٢
[x−m

σ

]٢}
کرد. اشاره ،σ > ٠ با

1Elliptically Contoured D0istribution
2Polya FrequencyFunction of order 2



اول مشتق دارای جا همه تقریبا بنابراین مقعرند١. لگاریتمی طور به PF٢ چگالی توابع ب.
هستند. دوم و

آن، از خارج در و غیر صفر فاصله، یک روی بر همچنین و کران دارند PF٢ چگالی توابع پ.
هستند. صفر

شکل به آن ها پیچش آن گاه باشند PF٢ ،q(x) و r(x) کنید فرض ت.
P (x) =

∫ ∞

−∞
r(t)q(x− t)dt

است. PF٢ نیز
PF٢ ویژگی دارای منفی دوجمله ای  و گاما دوجمله ای، پواسن، مانند توزیع هایی بنابراین

هستند.
مستقل تصادفی متغیر های X١, X٢, ..., Xn اگر است، کرده ارائه (٢٠٠٠) هو آن چه اساس بر

است. NSD حتمی تقریبا طور به Sn =
∑n

i=١Xi باشند، PF٢ احتمال چگالی تابع با

غیر تصادفی ترتیب های ١. ٣
مجانبی مرتبه ی توصیف برای نماد هایی که می دهند نشان را O و o با را غیر تصادفی ترتیب های
با غیر تصادفی ترتیب های از تعاریفی (١٩٩٨) وارت و ون می باشند. غیر تصادفی کمیت های
می باشد. زیر شرح به که داد ارائه مناسب نماد های همراه به احتمال در همگرایی ترتیب به توجه
گوییم بگیرید. نظر در را {bn;n ≥ ١} و {an;n ≥ ١} ثابت اعداد از دنباله دو .١. ٣. ١ تعریف
به باشند داشته وجود N(ε) صحیح عدد و K(ε) > ٠ ،ε > ٠ هر برای هرگاه ،bn = O(an)

آن گاه ،n ≥ N هر برای طوری که

|bn| < K(ε)|an|

گوییم بگیرید. نظر در را {bn;n ≥ ١} و {an;n ≥ ١} ثابت اعداد از دنباله دو .١. ٣. ٢ تعریف
هرگاه ،bn = o(an)

lim
n→∞

∣∣∣ bn
an

∣∣∣ = ٠
ترتیب های ،C مثل حقیقی ثابت هر برای شد، اشاره آن به بالا در که تعاریفی از استفاده با
آن گاه ،Xn = O(nC) اگر هم چنین Cano(١) ،CanO(١) با معادل ترتیب به که ،o(an) و O(an)

نیست. برقرار رابطه عکس اما می گیرد قرار Xn = O(nC+١)

1Log-Concave





٢ فصل
استوار آماری های روش

رگرسیون استوار، مکانی پارامتر های برآورد جمله از استوار آماری روش های شرح به فصل این در
می پردازیم. پرت نقاط درمورد دوم توان های کمترین با آن مقایسه و آن تاریخچه ی و استوار
نژاد حیدری و (١٣٨۴) اقبال ارشد کارشناسی نامه پایان ،(١٧٩٩) هوگ از فصل این مطالب

می پردازیم. (١٣٩٧)

استواری ٢. ١
عبارت به است. آن بودن مناسب و بودن معتبر معنی به روش یک بودن استوار آماری متون در
آن نگیرند ، قرار اساسی پذیره های از کم انحراف تاٰثیر تحت آماری روش یک ویژگی هرگاه دیگر
جامعه میانگین برای برآوردگری نمونه، میانگین ،x̄ مثال برای گوییم. استوار را آماری روش
باشد داشته بزرگی خیلی مقدار نمونه اعضای از یکی حداقل اگر یعنی نیست. استوار ولی است
جامعه واقعی میانگین از متفاوت بسیار باشد، پرت داده باشد، نیامده نظر مورد جامعه ی از و
توزیع تقارن صورت در مکان، پارامتر برای استوار برآوردگری نمونه میانه ی مقابل در است.
تغییر میانه مقدار باشد، نمونه در پرت نقاط اگر حتی زیرا است. جامعه میانگین برای جامعه،

نمی کند.
چقدر اطمینان بازه کارایی و دقت بر مشاهدات نبودن نرمال که می شود مطرح سوال این
ضریب بر اندازه چه به کم میزان به جامعه بودن نرمال پذیره ی از انحراف یعنی می گذارد؟ تأثیر

١١



استوار آماری های روش ١٢
می گذارد؟ تأثیر بازه طول متوسط بر میزان چه به و بازه واقعی اطمینان

متقارن جامعه که حالی در نبودن، نرمال تاثیر که است این داد سوال این به می توان که جوابی
ضریب نباشد، متقارن جامعه اگر ولی است اندک بسیار واقعی اطمینان ضریب بر بماند باقی
مادامی ‐استیودنت tفاصله ای برآورد گفت می توان بنابراین می یابد. کاهش شدت به اطمینان
اساس این بر است. نااستوار بگیرد فاصله تقارن از توزیع اگر و استوار باشد، متقارن جامعه که
دور نقاط که هستند گونه ای به دوم توان های کمترین روش اصلاح برای استواری روش های
استوار رگرسیون رگرسیون، اقسام از یکی دارد. نهایی برآوردگر روی بر کمتری تاثیر افتاده
اولین برای (١٩۵٣) باکس جورج توسط که پرت) داده های تحلیل و تجزیه مورد (در می باشد
آنها از می توان که است رسیده چاپ به زمینه این در کتاب هایی و مقالات گردید. معرفی بار
می دهد توضیح داده ها موقعیت و مکان مورد در که (١٩۶٢) توکی جان جمله از کرد. استفاده
١٩٧٢ ،١٩۶۴ سال های در او اساسی مقاله های که باشد داشته هوبر را سهم بیشترین شاید
برآورد در منحنی تاثیر از همپل فرانک همچنین هستند. زمینه این در عطف نقطه ١٩٧٣ و
منحنی تاثیر به علاقه کسی اگر رو این از می کند صحبت است مرکزی مفهوم یک که استواری
‐ M (١٩٧٣) هوبر آنکه از پس کند. مراجعه (١٩٧۴) همپل مقاله به می تواند باشد داشته
هستند. موضوع این مطالعه به علاقه مند آمارشناسان از بسیاری کرد، مطالعه را برآورد گر ها
پایداری یافت. (١٩٩۵) ژائو و چن در می توان را ‐برآورد گرها M اخیر کار های به مراجعه
علم نظر از اما است مهم عملا وابسته خطاهای با خطی مدل های ‐برآورد گرهای M مجانبی
استقلال فرض در مورد محدودیت که داشت اظهار (١٩٧٣) هوبر است. چالش برانگیز نظری
کاهش کلاسیک ‐برآوردگر های M نظریه در را استقلال فرض که کرد بیان و است مهم
استواری خصوصیات آوردن بدست کلی طور به شود. مناسب تر وابسته خطاهای تا داد خواهیم

نیست. آسانی کار وابسته خطا های برای قوی (سازگاری)
ها Yi مشاهدات وقتی بگیرید. نظر در را Yi = X⊤

i β+ei i = ١,٢, ..., n رگرسیون خطی مدل
توزیع دارای مشاهدات اگر اما می شود. حاصل β از خوبی برآورد هستند نرمال توزیع دارای
مشاهداتی دارای منحنی انتهای در زیرا آورد. به دست را خوبی برآورد نمی تواند نباشند نرمال
های توان کمترین روش که می باشد نرمال از تر ضخیم عبارتی به یا دم پهن تر منحنی که هستیم
نقاط این می کنند. ایجاد پرت نقاط معمولا را توزیع ضخیم شاخه های این که نیست کارا دوم
کمترین برازش در پرت داده های می گذارند. تاثیر دوم های توان کمترین برآوردگرهای بر پرت
دور این تشخیص و تعیین نتیجه در که می کشد خود سمت به زیادی حد در را دوم توان های
کوچک مصنوعی و ساختگی طور به به آن ها مربوط باقی مانده  ی زیرا می شود مشکل را افتاده ها
آماری کاربران که کند بر طرف را مشکل این که باشیم راه حلی دنبال باید بنابراین می باشند.
روش اگر می رود. کار به مشاهداتی اثر کاهش برای که می دهند پیشنهاد را استوار١ رگرسیون
می خواهد استواری روش اینکه یعنی داشت خواهند بالایی تاثیر گذاری دوم توان های کمترین

1Robust Regression



١٣ مکان پارامتر استوار برآورد
نقاط تشخیص وسیله این به که بگذارد کنار را بزرگ افتاده های دور با مرتبط باقیمانده های
پرت داده های به نسبت نبودن حساس بر علاوه استوار رگرسیون می شود. ساده تر خیلی پرت
کمترین به نسبت درصد ٩۵ تا ٩٠ کارایی دارای هستند نرمال توزیع دارای مشاهدات که زمانی

می باشد. دوم توان های
این در ما که می کنند، استفاده آن ها تعمیم و استواری روش  های از بیشتر آماردانان امروزه
هدف ‐برآوردگر٢. L ‐برآوردگر١، M جمله از می پردازیم آن ها از مورد چند معرفی به بخش
روش هایی است، شده اشاره استواری روش های از برخی بررسی پایان نامه این در ما اصلی
کمترین زمان هر می توان سازگاری ها این از برخی وسیله به که است این می کنند، تاکید که

گیرد. قرار استفاده مورد شود استفاده آن ها تعمیم یا دوم توان های

مکان پارامتر استوار برآورد ٢. ٢
برای −∞ < θ < +∞ نامعلوم θ مکان پارامتر و f(x) احتمال چگالی تابع با توزیع یک در
این از تصادفی نمونه ی یک x١, x٢, · · · , xn که کنید فرض f(x− θ) چگالی تابع آوردن به دست
روش از استفاده مکان پارامتر برآورد برای مشهور روش های از یکی می دهد نشان را توزیع

دهیم. نشان L(θ) با را نمایی درست تابع اگر است. ماکسیمم نمایی درست

lnL(θ) =

n∑
i=١

lnf(xi − θ) = −
n∑

i=١
ρ(xi − θ)

شود می حاصل زیر صورت به نتیجه گرفتن مشتق با که ρ(x) = −lnf(x) که
∂lnL(θ)

∂θ
= −

n∑
i=١

f (́xi − θ)

f(xi − θ)
=

n∑
i=١

ψ(xi − θ)

آنگاه ρ′ = ψ(x) اگر
n∑

i=١
ψ(xi − θ) = ٠

نمایی درست برآوردگر کند می صدق بالا رابطه در که ای θ به کند. می ماکسیمم را L(θ)
کنید: توجه زیر های مثال به دهیم می نمایش θ̂ با را آن و گوییم ماکسیمم

و ψ(x) = x صورت این در ρ(x) = x٢
٢ + c ١‐نرمال؛

n∑
i=١

(xi − θ) = ٠ =⇒ θ̂ = x̄

دوگانه ٢‐نمایی
1M- estimator
2L- estimator



استوار آماری های روش ١۴

ρ(x) = |x|+ c

اینکه به توجه با
ψ(x) =

 −١ x < ٠
١ x > ٠

باشد. می نمونه میانه θ̂ صورت این در است
کوشی ‐٣

ρ(x) = ln(١ + x٢) + c

اینکه به توجه با و

ψ(x) =
٢x

١ + x٢
شود. می حل تکرار روش با θ̂ بنابراین

هم است کراندار کوشی و دوگانه نمایی مربوط مثال های در ψ تابع که باشید داشته توجه
که شود می نزدیک صفر به مجانبی طور به x افزایش با کوشی توزیع به مربوط مثال در چنین
کمترین برآوردگر دیگر سوی از ولی گیرند نمی قرار پرت نقاط تاٰثیر تحت خیلی ها جواب این
دوم توان کمترین برآوردگر دارد قرار پرت نقاط تاثیر تحت شدت به نرمال مثال در x̄ دوم توان
بنابراین نیست. خوب شود گرفته نظر در کوشی مانند دم پهن توزیع که حالتی اندازه به x̄
٩۵ تا ٩٠) کارایی یعنی باشد کارا تقریبا که هستیم برآوردگری دنبال به ما استوار برآورد در
از کمی مقدار اوقات گاهی نرمال فرضیه تحت است نرمال توزیع که حالتی برای ( درصدی

شود. می کاسته درصد) ۵ به نزدیک (تقریبا کارایی
واریانس که است کاراتر برآوردگری باشند θ برای نااریب برآوردگر دو U٢ و U١ اگر .٢. ٢. ١ تعریف

می کنیم تعریف زیر صورت به U٢ به نسبت U١ برآوردگر کارایی باشد. داشته کمتری
e(U١, U٢) =

V ar(U٢)
V ar(U١)

است. کاراتر U١ باشد، e > ١ اگر و است U١ از کاراتر U٢ باشد، e < ١ اگر
مربوط بر آوردگر های از مجانبی واریانس ماکسیمم کردن (مینیمم خاص نظری دلیل یک برای
برآورد کننده استوار، برآوردگر های برای که داد پیشنهاد (١٩۶۴) هوبر توزیع ها)، از کلاس یک به
نمایی و مرکز در نرمال یک مانند چگالی به مربوط مکان پارامتر از درست نمایی ماکسیمم

اگر است هوبر تابع ρ تابع خاص طور به می شود. استفاده دم ها در دو گانه

ρ(x) =

 ١٢x٢ |x| ≤ k

k|x| − k٢
٢ k < |x|

(٢. ١)



١۵ مکان پارامتر استوار برآورد
می باشد زیر صورت به آن به مربوط ψ تابع هم چنین

ψ(x) =


−k x < −k

x −k ≤ x ≤ k

k k < x

(٢. ٢)

نیست)، ψ تابع این (لزوما نوع این از برآوردگر یک می شود. حل تکراری روش با که
از یکی دیگر می نامیم، ‐برآوردگر M را این که می دهیم نمایش θ̂ با را حالت این برای برآورد گر

است. زیر صورت به ‐برآورد گر ها M ویژگی های
بعضی توسط موارد این سپس باشد، x١, x٢, ..., xn خاص نمونه برای برآوردگر یک θ̂ کنید فرض
جدید برآورد گر این باشد. شده برابر سه θ̂ از انحراف مثال عنوان به باشد شده جایگزین آنها از
این از ثابت مقیاس آوردن به دست برای نیست. یکسان لزوما تعدیل یافته نمونه از استفاده با θ̂

کنیم حل را زیر معادله می توانیم ما برآورد گر

n∑
i=١

ψ
(xi − θ

d

)
= ٠ (٢. ٣)

استفاده خوب آماره یک d خاص طور به است. مقیاس پارامتر برابر استوار برآورد  یک d که
است حل راه این در شده

d =
median|xi −median(xi)|

(٠٫۶٧۴۵) (۴ .٢)
d ≈ σ تقریبا باشد بزرگ n اگر است. ٠٫۶٧۴۵ بر تقسیم میانه از انحراف میانه ،d کسر صورت
به s نمونه استاندارد معیار انحراف معمولا می شود. حاصل نرمال توزیع یک از نمونه واقع در
در و می گیرد قرار افتاده دور نقاط تاثیر تحت خیلی زیرا نمی شود استفاده d مقدار یک عنوان

نیست. استوار نتیجه
باشد، نرمال پایه ای توزیع اگر می دهد. پیشنهاد را مناسب مقدار d انتخاب از ویژه طرح این
محدودیت ها بیشترین ما نرمال، حالت در می شود. θ̂ کارایی بردن بالا باعث k هموار ساز ثابت

داشت خواهیم نابرابری برآورد برای را

∣∣∣xi − θ

d

∣∣∣ ≤ k (۵ .٢)
زیرا

ψ
(xi − θ

d

)
=
xi − θ

d
(۶ .٢)



استوار آماری های روش ١۶
از برآورد گری عنوان به θ̂ = x̄ سپس باشند نابرابری این از محدودیت ها همه ی اگر واقع در

است. نرمال توزیع
استفاده هوبر روش از است k = ١٫۵ وقتی است. ١٫۵ به نزدیک معمولا k آن گاه ،d ≈ σ اگر
درصدی ٠٫٩۵ از بیش کارایی دارای نرمال فرض تحت باشد، معلوم) d ) معلوم σ اگر می شود.
توزیع شرایط در که رسیدند نتیجه این به (١٩٧٢) همکاران و اندروز .(١٩۶۴) هوبر می باشد
σ و هستند غیر نرمال توزیع ها که موارد از بسیاری در اما می شود، بهتر کارایی سنگین دم
کاهش کارایی از کمی بسیار مقدار می شود باعث این که شود برآورد باید σ پارامتر نامعلوم،

است. n ≥ ١٠ که زمانی یابد

استوار رگرسیون ٢. ٣
رگرسیون رو این از گیرند می قرار افتاده دور نقاط تاثیر تحت کلاسیک رگرسیون که حالتی در
رگرسیون مدل می کند. کم را افتاده دور نقاط این تاثیر استوار روش های از استفاده با استوار

بگیرید نظر در را زیر
Y = X⊤β + ε (٢. ١)

رتبه ماتریس یک X′X که طوری n× p بعد با است طرح ماتریس X ،n× ١ تصادفی برداری Y
عناصر که است n× ١ تصادفی بردار ε و است مجهول ضرایب از n× ١ بردار یک β است، کامل
مکان پارامتر رهیافت مشابه هستند. نرمال) صفر(مثلا حول متقارن توزیع یک از ای نمونه آن

کنیم مینیمم را زیر مجموعه می خواهیم ما

n∑
i=١

ρ
(Yi −X⊤

i βd
) (٢. ٢)

پارامتر برآورد d و است X ماتریس از سطر مین i ،Xi و Y از عنصر امین i ،Yi آن در که
با که را β عناصر به مربوط اول مرتبه جزیی مشتقات معادله است. ε به مربوط توزیع مقیاس
با ارز هم کار این می کنیم مشاهده که همانطور می دهیم. قرار صفر برابر می دهیم نمایش βj

می باشد زیر رابطه از جواب ماکسیمم یافتن
n∑

i=١
xiψ(

Yi −X⊤
i β

d
) = ٠ i = ٠, ١, ..., p (٢. ٣)

داریم نیاز چیز دو به کار این برای بیاوریم دست به را β برآورد ابتدا بخواهیم کنید فرض
مقیاس پارامتر از حاصل d استوار برآورد •

β̂ آوردن بدست برای شروع نقطه •
خوبی به را رگرسیونی ضرایب بتواند خطاها) مطلق قدر مجموع (مینیمم L برآوردگر اگر
واحد نمونه یک در میانه به شبیه عبارتی به می کند آسان تر را ما کار صورت این در کند پیدا



١٧ استوار رگرسیون
های باقیمانده مطلق قدر مقادیر میانه مقیاس، پارامتر از حاصل d استوار برآورد برای است.
زیادی تلاش آماردانان چه اگر می باشد. مکان پارامتر مانند ٠٫۶٧۴۵ بر تقسیم را صفر غیر
β پارامتر برآورد برای بنابراین بودند ناراضی حال این با اما کردند ‐برآوردگرها L زمینه در
این که می رویم (١٩٧٧) داتر توسط شده معرفی الگوریتم سراغ همزمان صورت به مقیاس و
مشاهده که طور همان است. شده داده توضیح (٢٠٠٠) هوبر در ψ تابع برای فقط الگوریتم
توجه هم نکته این به باید البته باشد. می دوم های توان کمترین شبیه روش این کنیم می
با ابتدا است. شده ذکر (١٩٧٧) داتر در که است هایی روش از یکی فقط روش این که کنیم
پارامتر برای معمولی برآوردهای را دو این و می کنیم، شروع d٠ و β٠ اولیه برآوردهای از برخی

کنیم می عمل زیر صورت به که می گیریم نظر در مقیاس و β

کنیم می محاسبه زیر صورت به را باقیمانده ها .١

zi = Yi −X⊤
i β٠ i = ١,٢, ..., n

آوریم می دست به زیر صورت به مقیاس پارامتر از برآوردگر یک .٢

d٢١ =
١

(n− ١)E(ψ٢)
n∑

i=١
(ψ(

zi
d٠ ))

٢d٢٠

توزیع از که است تصادفی متغیر یک w و است هوبر ψ٢(w) مقادیر ریاضی امید E(ψ٢) آن در که
می کند. پیروی استاندارد نرمال

شوند می تعیین زیر صورت به شده وینزوریده١ های باقیمانده .٣

△i = ψ(
zi
d١

)d١
است برابر | zi

d١ |≤ k اگر هستند zi معادل ψ( zid١ ) شده وینزوریده باقیمانده های که کنید توجه
کردن وینزوریده مورد در بیشتر اطلاعات کسب برای (zi < −kd١)kd١ < zi اگر (−kd١)kd١ با

شود. مراجعه (١٩۶٨) توکی و دیکسون به
وینزوریده های باقیمانده که شرطی به رگرسیونی ضرایب دوم٢ توان های کمترین برآورد .۴

باشد می زیر صورت به باشند شده مشاهده شده

ξ̂٠ = (X ′X)−١X ′∆٠ (۴ .٢)
است. ∆٢∆,١, ...,∆n از حاصل p× ١ ستونی بردار یک ∆٠ که

یعنی کنید محاسبه β از جدید برآورد یک .۵
β = β٠ + qξ̂٠

1Winsorize
2Least Squares Estimates



استوار آماری های روش ١٨
باشد می زیر شکل به q فاکتور از مناسب انتخاب یک دریافت (١٩٧٧) داتر

q = min[
١

Φ(k)− Φ(−k), ١٫٩ ]

باشد. می استاندارد نرمال توزیع تابع Φ که
می شوند. تکرار پنج تا یک مراحل برای اولیه مقادیر عنوان به d١ و β١ جدید برآوردهای با

صورت این در می دهیم ادامه i = ١,٢, ..., p را تکراری روند این
|qξ̂im| < εdm+١ |dm+١ − dm|< εdm+١

xii و ξ̂ از مولفه ‐امین i ،ξ̂im مناسب تحمل سطح یک ε > ٠ آن در که
پارامتر و β و کنید متوقف را تکرار زمان این در است (X ′X)−١ از قطری عنصر امین i
این که کند مشخص دقیقا باید خواننده کنید. برآورد dm+١ و βm+١ بردن بکار به با را مقیاس

خیر. یا است دوم های توان کمترین برای روش
و است شده وینزوریده های باقیمانده برای دوم های توان کمترین چهارم مرحله البته
های باقیمانده از حاصل برابر هایی ∆٠ و q = ١ شامل β با را دوم توان کمترین پنج مرحله
که است جالب چنین هم دهد. می ارایه β٠ اولیه برآورد هر برای شده) وینزوریده (غیر واقعی
صرفه باعث خود این که است تکراری روند بار یک محاسبه ی به نیاز (X ′X) ی محاسبه برای
از استفاده با مقیاس پارامتر β٠ از خوب استوار برآورد یک سپس شود می محاسبات در جویی
(برخی ها روش دیگر یا مطلق مقدار کمترین های روش با داتر توسط شده معرفی الگوریتم
توانیم می ما آوریم. دست به باشد) تر مناسب بسیار است ممکن که ناپارامتری های روش
کنیم طرف بر ψ صعودی تابع یک β٠ و d٠ استوار برآوردهای بردن کار به با را پرت نقاط مشکل
مناسبی جایگزین تواند می موزون دوم های توان کمترین موارد این در وزنی یا موجی مانند

باشد. استفاده برای

M‐برآوردگر ٢. ٣. ١
معادله از مشتق گیری با کنیم مینیمم j = ١,٢, .., k ،βj پارامتر های به نسبت را (٢. ٢) معادله

می شود حاصل زیر صورت به معادله p = k + ١ تعداد پارامتر ها تک تک به نسبت (٢. ٢)
n∑

i=١
xijψ

(Yi −X⊤
i β)

d
= ٠ (۵ .٢)

جواب و ندارند واضحی جواب کل در معادله ها این می باشد. X’i = (Xi١, Xi٢, ..., Xik) که
می کنیم تعریف زیر صورت به را وزن ها (١٩٧۴) توکی و بیتون همانند است. نیاز مکرر عددی

Wiβ =
ψ
{

(Yi−X⊤
i β)

d

}
(Yi−X⊤

i β)
d

(۶ .٢)



١٩ استوار رگرسیون
بازنویسی زیر صورت به می توان را (۵ .٢) معادله بیافتد اتفاق Yi − X⊤

i β دقیقا که صورتی در
کرد

n∑
i=١

xijWiβ(Yi − X⊤
i β) = ٠ j = ٠, ١,٢, ..., n (٢. ٧)

آن گاه
n∑

i=١
xijWiβX’⊤i β =

n∑
i=١

xijWjβYi j = ٠, ١,٢, ..., n (٢. ٨)

کرد زیربازنویسی ماتریسی صورت به می توان که

X’WβXβ = X’WβY (٢. ٩)
کمترین نرمال معادلات صورت به وضوح به معادلات این Wβ=(W١β ,W٢β ,...,Wnβ) بالا روابط در که
وزنی دوم توان های کمترین معادلات دقیق تر، طور (به هستند. یافته تعمیم دوم توان های
که است این آن کردن حل مشکل می باشد). وزن ها از قطری ماتریس یک Wβ زیرا هستند
این به می نماییم حل را مشکل این قدیمی ساده روش یک از استفاده با دارد. بستگی β به Wβ

دوم) توان های کمترین از استفاده با ) می گیریم نظر در را β از β̂٠ اولیه برآورد یک که صورت
به رسیدن برای را (٢. ٩) معادله و β̂٠ همان برای Wβ یعنی می کنیم، محاسبه را W٠ مقدار
می رسیم β̂١ W١به از استفاده با سپس W١می رسیم. به β̂١ از استفاده با می کنیم. حل β̂١ جواب
می تواند روند می دهد.(این رخ سرعت به همگرایی معمولا می دهیم. ادامه ترتیب همین به و
دوم توان های کمترین برای برنامه یک تنها شود). متوقف گام ها از منتخبی تعداد یک از بعد

شود نوشته زیر صورت به مکرر می تواند MINITAB در مثلا است، احتیاج

β̂q+١ = (x’WqX)−١X ′WqY (٢. ١٠)
شده تعیین پیش از مقدار یک از کمتر برآورد ها همه ی که زمانی است ممکن روند این و
می شود. متوقف شده، تعیین گام تعداد یک از بعد یا کنند تغییر درصد، ٠. ١ یا درصد .١ مثلا
x = (Yi−X⊤

i β)
d آن در که وابسته اند (ρ́(x))

x́
x مقدار به وزن ها که می شود مشاهده (۶ .٢) معادله از

تابع به آمده زیر جدول در که ρ(x) انتخاب های همه ی برای می توانیم بنابراین می باشد.
وزنی تابع یک انتخاب مبنای مشخص ρ(x) یک انتخاب وضوح به کنیم. نگاه W (x) =

(ρ́(x))
x́
x x

نیاز مختلف مقادیر انواع در شده مقیاس باقیمانده های به دادن اختصاص برای کاربر که است
به نیاز و شده اند تعریف x = (Yi−X⊤

i β)
d حسب بر (۶ .٢) در وزن ها که می کنیم یادآوری دارد

است زیر صورت به کرده پیدا محبوبیت حدی تا که استوار انتخاب یک دارد. d مقیاس برآورد



استوار آماری های روش ٢٠

d =
median|ei −median(ei)|

٠٫۶٧۴۵ (٢. ١١)
که نااریب تقریبا برآوردگری باشند شده توزیع نرمال صورت به خطاها و بزرگ کافی قدر به n اگر
شده اند، بررسی و پیشنهاد نیز جایگزین مقیاسی عامل چندین آورد. خواهد به دست Yi = σ از
باقیمانده ها روی اثری چه d واقعی انتخاب کردند بررسی (١٩٧٧) هولاند و هیل مثال برای
ثابت d انتخاب اساس بر استوار رگرسیونی پارامتر برآوردهای که معنا این به گذاشت، خواهد

نیستند.
جمله از که آمده به دست ψ تابع ٨ از حاصل استوار برآورد های مقایسه از (١٩٧٧) والش و هلند
یافته توسعه اقتصادی تحقیقات ملی دفتر کامپیوتری مرکز در که استوار آماری بسته های آن ها
دوتایی وزن تابع یا اندروز موج تابع که است این ψ تابع مطلوب ویژگی های از یکی است.
می شوند بهتر می کنیم استفاده هوبر روش از ما که زمانی دور افتاده نقاط شناسایی برای توکی
هر البته می شود. داده صفر وزن بد داده های نقطه یا پرت نقاط به موارد از بسیاری در و
استفاده امکان ظاهر به می روند به کار آن ها) دوم(تعمیم توان های کمترین روش های که زمان
اسپلاین، سری زمانی، رگرسیون، ،ANOV A شامل که دارد. وجود نیز استواری روش های از
به وزن توابع و ρ توابع درمورد بیشتر اطلاعات برای تشخیص، و چند متغیره تحلیل و تجزیه

کنید. رجوع بعد صفحه ی جدول



٢١ استوار رگرسیون
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L‐برآوردگر ٢. ٣. ٢
ترتیبی آماره های بگیرید نظر در θ مکان پارامتر با پیوسته توزیع یک از تصادفی نمونه یک
که می باشد. ترتیبی آماره های از خطی ترکیب ‐برآوردگر L یک X(١), X(٢), ..., X(n) نمونه،

می باشند ‐برآوردگرها L از نمونه هایی زیر موارد
نمونه میانه ‐١

X̄α =

∑n−[nα]

i=[nα]+١X(i)

n− ٢[nα] i = [nα] + ١, ..., n− [nα] (٢. ١٢)

وزن های با ۶۶٢٣ ،۵٠ ،٣٣ ١٣ صدکهای با وزنی میانگین یک که گست ویرث١ ٢‐برآوردگر
می باشد. ٠٫٣ و ٠٫۴ ،٠٫٣

به مربوط چارک های سومین، و دومین اولین، موزون میانگین که میانگین، سه ٣‐توکی
می باشند. ١۴ و ١٢ ، ١۴ وزن دارای آن ها

است شده داده توضیح ،(١٩٧٢) همکاران و اندروز توسط ‐برآورد گرها L سایر و سه این
نیست ‐برآوردگر ها M درمورد روشنی رگرسیون وضعیت دارای ‐برآوردگر ها L کلی طور به که

می باشد زیر صورت به ρ از استفاده با زیرا

ρ(x) = |x| (٢. ١٣)
می گیرد. نظر در رگرسیون) وضعیت سطح و میانه برآورد گر(سطح یک عنوان به را میانه که
زیر صورت به ،ρ تابع صدک ها سایر آوردن به دست برای بیابد تعدیل آسانی به می تواند این و

می باشد

ψ(x) =

 −(١ − p)x x < ٠
p(x) x ≥ ٠ (١۴ .٢)

اینکه یا است، ام (١٠٠p) صدک تراز سطح از برآوردی و نمونه تک یک در ام (١٠٠p) صدک
کنید. مراجعه (١٩٧٨) باست و کوکنر به بیشتر اطلاعات برای که رگرسیون وضعیت سطح

1Gastwirth’s Estimator



٣ فصل
با خطی استوارمدل آزمون های

منفی زبر جمعی وابسته خطاهای

مقدمه ٣. ١
وابسته خطاهای با خطی مدل های در رگرسیون پارامتر های فرضیه های آزمون به فصل، این در
از برآورد هایی و آمده بدست آزمون آماره مجانبی توزیع می پردازیم. NSD منفی زبر جمعی
همکاران و یو از فصل این اطلاعات می شود. ایجاد علامت بدون توزیع در زیادی پارامترهای

بگیرید نظر در را زیر رگرسیون خطی مدل است. شده گرفته (١٩٨١) هوبر و (٢٠١٧)

Yi = X ′
iβ + ei i = ١,٢, ..., n (٣. ١)

جمله ei رگرسیونی، مجهول پارامتر β ∈ Rp می باشد، معلوم p × ١ بردار Xi (٣. ١) در که
می شود تعریف زیر صورت به β برای برآورد ‐ M یک β̂n هستند. تصادفی خطاهای

min
n∑

i=١
ρ(e)i =

n∑
i=١

ρ(Yt −X ′
iβ) (٣. ٢)

استفاده هوبر ρ از می توان نمونه برای می باشد، غیریکنواخت و محدب تابعی ρ (٣. ٢) رابطه در
کرد.

٢٣



منفی زبر جمعی وابسته خطاهای با خطی استوارمدل آزمون های ٢۴

ρ(x) =
(
x٢I(|x| ≤ k)

)
/٢ +

(
k|x| − k٢/٢)I|x| > k, k > ٠

الش ،(١٩٩٢) همکاران و بای توسط ρ تابع مختلف انتخاب های برای β̂n مجانبی رفتار
متکی نتایج غالب است. شده بررسی (١٩٧٩) مارونا و یوهای و (١٩٧۴) یوهای ،(١٩٨۶)
برای ضروری شرط داد نشان (١٩٨١) هوبر مثال برای باقیمانده هاست. استقلال فرض به
باقیمانده های فرض با (٢٠٠٠) همکاران و برلینت باقیمانده هاست. استقلال نتایج، درستی
ارائه را قوی آمیخته خطاهای با خطی مدل های در را ‐برآوردها M سازگاری شرایط وابسته
خطا های با خطی مدل های در را M‐برآورد ها مجانبی توزیع (٢٠٠۴) همکاران و کوی کردند.
برای ضعیف و قوی بهادر نمایش های مورد در (٢٠٠٧) وو کردند. مشخص فضایی همبسته
شرایط (٢٠١١) وو کرد. تحقیق وابسته خطای جملات با خطی مدل های در ‐برآورد ها M

کرد. بررسی منفی پیوندی خطا های با خطی مدل های در را ‐برآورد ها M قوی سازگاری
از برخی هم چنین نیست، منفی پیوند معنای به NSD که داد نشان مثالی ارائه با هو(٢٠٠٠)
چند توزیع های از تعدادی که داد نشان و داد ارائه NSD برای اساسی قضیه دو و پایه ای خواص
مطرح (١٩٩٨) ساکسنا و آلام توسط NSD هستند. NSD خاصیت دارای شده شناخته متغیره
کاربرد برای می توان را وابستگی خاصیت (٢٠٠۶) نلسن دارد، NSD به اشاره NSD که این و
تصادفی متغیر های به اقتصادی دید با (٢٠١٣) همکاران و جاورکی کرد، اعمال مفصل نظریه
واگلاتو و کریسدوندز دادن، قرار اقتصادی کاربرد روی تمرکزشون بیشتر و کردند نگاه NSD

قرار بررسی مورد هستند نیز NSD خاصیت دارای باشند NSD که وابسته ای متغیر های (٢٠٠۴)
متغیر های در دوم درجه فرم های برای اعدادبزرگ قوی قانون (٢٠١٠) همکاران و اقبال دادند،

{Xn, n ≥ ١} دنباله یک و هستند، نامنفی متغیر ها این که فرض این تحت NSD تصادفی
نامساوی (٢٠١١) همکاران و اقبال هم چنین کردند، مطرح r ≥ ١ و n ≥ ١ هر EXrبرای

n ≤ ∞ با
یکنواخت کراندار تصادفی متغیر های از نامنفی دنباله در دوم درجه فرم های برای را کلموگروف
هم چنین و یقین به قریب همگرایی ثابت قضیه (٢٠١٣) همکاران و شن دادند. ارائه NSD

دادند. قرار مطالعه مورد را NSD تصادفی متغیر های از وزنی مقادیر برای قوی پایداری
Yi = مدل در رگرسیون پارامتر های برای M استوار آزمون مساله بررسی بخش این اصلی هدف

بگیرید: نظر در را زیر فرضیه های است. NSD تصادفی خطاهای با X ′
iβ + ei

H٠ : H⊤(β − b) = 0 H١ : H⊤(β − b) ̸= 0 (٣. ٣)
است. معلوم تایی p بردار یک b ،(٠ < q ≤ p) درجه، q رتبه با p× q معلوم ماتریس یک H که

کرد: جایگزین زیر فرضیه با می توان را مقابل فرضیه
H٢,n : H⊤(β − b) = H⊤ωn (۴ .٣)



٢۵ مقدمه
طوریکه به است. معلوم p بردار ωn که

∥S
1
2
nωn∥ = O(١) (۵ .٣)

بگیرید: نظر در را زیر روابط است. اقلیدسی نرم یک ∥.∥ و Sn =
∑n

t=1 xtxt
⊤ که

min
H⊤(β−b)=0

n∑
t=1

ρ(yt − xt
⊤β) =

n∑
t=1

ρ(yt − xt
⊤β̃)

min
β∈Rp

n∑
t=1

ρ(yt − xt
⊤β) =

n∑
t=1

ρ(yt − xt
⊤β̂)

Mn =

n∑
t=1

ρ(yt − xt
⊤β̃)−

n∑
t=1

ρ(yt − xt
⊤β̂)

بدون و محدود مدل در Yi = X ′
iβ + ei مدل پارامتر های ‐برآوردگر های M β̃ و β̂ که .

معیار را Mn که می گیریم نظر در را M معیار ما (٣. ٣) فرضیه آزمون برای است. محدودیت
که زمانی کلاسیک گیری نتیجه چندین می داند. صفر فرضیه از انحراف سطح اندازه گیری
این شده اند، ارائه (۵۵) و (۵۴) ،(٨) مقاله های در هستند، مستقل می رسد نظر به خطاها
مثبت ثابت مقدار یک C بخش این در می دهد. تعمیم NSD تصادفی خطا های به را مورد
هم چنین و است. تایی p بردار یک τ طوریکه به |τ | = max١≤t≤p{|τ١|, |τ٢|, ..., |τp|} می باشد.
نرم روی می شود گفته Xn تصادفی دنباله یک .x− = −xI(x ≤ ٠) و x+ = xI(x ≥ ٠) داریم

.E|Xn|q <∞ اگر است q > ٠ و ،Lq

و ψ− با را ψ تابع راست و چپ مشتقات می کنیم، فرض غیر یکنوا و محدب تابع یک را ρ
.ψ−(u) ≤ ψ(u) ≤ ψ+(u) می دهیم، نمایش ψ+

می گیریم: نظر در زیر شرح به فرضیه چندین
مشتق دارای λ تابع و G(٠) = Eψ(et) = ٠ طوریکه به G(u) = Eψ(et + u) تابع : A١•

است. u = ٠ مثبت
. lim
u→٠E|ψ(e١ + u)− ψ(e١)|٢ = ٠ و ، ٠ < Eψ٢(e١) = σ٢ <∞ : A٢•

تابع و h ∈ (٠,∆) هر برای که طوری دارد وجود ∆ مثبت ثابت مقدار : A٣•
ψ(u+ h)− ψ(u)

است. یکنوا u به نسبت
: A۴•

∞∑
t=٢

|Cov(ψ(e١), ψ(et))| <∞

بزرگ کافی قدر به n برای ،Sn > ٠ می کنیم فرض Sn =
∑n

t=١ xtx⊤t که آن جایی از : A۵•

dn = max١≤t≤n
x⊤t S

−١
n xt = O(n−١).



منفی زبر جمعی وابسته خطاهای با خطی استوارمدل آزمون های ٢۶
در ‐برآوردها M مجانبی نظریه در اغلب و استاندارد A۴ تا A١ شرایط .٣. ١. ١ ملاحظه

کنید. مراجعه (٢٠٠٢) ژائو به مثال برای دارند. کاربرد خطی رگرسیون مدل های
این جا در است، ،max١≤t≤n|xtx⊤t | کران با معادل زیرا است منطقی A۵ شرط .٣. ١. ٢ ملاحظه
مورد (٢٠١۵) همکاران و اوانگ بوسط که ،٠ < δ ≤ ١ برای dn = O(n−δ) شرط حالت یک
توابع و است برقرار آن ها برای A۵ شرایط شده آورده زیر در که مثال هایی گرفت. قرار استفاده

است. برقرار A۵ و A١ شرایط شده آورده زیر مثال های در که ψ(x)

باشد می زیر صورت به دوم١ توان های کمترین برآوردگر .٣. ١. ١ مثال
ρ(x) = x٢

می باشد: زیر بصورت آن ψ(x) تابع که
ψ(x) = ٢x.

می باشد زیر صورت به مطلق٢ انحراف کمترین برآورد .٣. ١. ٢ مثال
ρ(x) = |x|

می باشد: زیر صورت به آن ψ(x) تابع که

ψ(x) = sign(x) =


١ x > ٠
٠ x = ٠
−١ x < ٠

EXn = ٠ که باشد NSD تصادفی متغیرهای از ای دنباله {Xn, n ≥ ٠} کنید فرض .٣. ١. ١ لم
برای که طوری به دارد وجود p به وابسته Cp مثبت ثابت آنگاه E|Xn|p < ∞ و p ≥ ٢ برای و

n ≥ ١ هر
کنید. مراجعه (۴٠) به می توانید قضیه این اثبات برای

هر برای D روی محدب تابع {fn} و Rn از محدب زیر مجموعه D یک دارد وجود .٣. ١. ٢ لم
،x ∈ D

fn(x)
P−→ f(x)

فشرده زیر مجموعه های همه برای و باشد. محدب f سپس و ،D روی واقعی تابع یک f اگر
،D٠ ⊂ D

1Least Squares Estimator
2Absolute Deviation Estimator



٢٧ مقدمه

sup
x∈D٠

|fn(x)− f(x)| P−→ ٠ (۶ .٣)
گرادیان و گرادیان(شیب) ترتیب به gn(x) و g(x) ،D روی متمایز تابع یک f اگر این بر علاوه

داریم D٠ همه برای که دارد این بر دلالت (۶ .٣) رابطه سپس می دهند. نشان را f از فرعی
sup
x∈D٠

|gn(x)− g(x)| P−→ ٠
کنید. مراجعه (٧) به می توانید قضیه این اثبات برای

و محدود واریانس با NSD توزیع از تصادفی دنباله یک {Xn, n ≥ ١} کنید فرض .٣. ١. ٣ لم
،∑n

j=١ a٢
nj = O(١) است. متقاعد {anj , ١ ≤ j ≤ n} حقیقی مقدار از آرایه ای

rj , j = ١,٢, ..., n هر برای .max١≤j≤n|anj | → ٠

∣∣∣Eexp(i n∑
j=١

rjZnj

)
−

n∏
j=١

Eexp(irjZnj)
∣∣∣ ≤ ١

٢
n∑

j ̸=ℓ,ℓ=١
|rjrℓCov(Znj , Znℓ)|

{١,٢, ..., n} از ناپیوسته زیر مجموعه های {γj} ،Znj =
∑

ℓ∈γj anℓXℓ دارد وجود
١. ٢. ٢ لم در ٣ ویژگی از استفاده با X,Y ،NSD تصادفی متغیر های دوتایی برای برهان:

داریم

H(x, y) = P (X ≤ x, Y ≤ y)− P (X ≤ x)P (Y ≤ y) ≤ ٠. (٣. ٧)
داریم: X,Y از حاشیه ای توزیع تابع FX(x), FY (y) و (X,Y ) از توام توزیع تابع F (x, y) اگر

Cov(X,Y ) = E(XY )− E(X)E(Y ) =

∫ ∫
[F (x, y)− FX(x)FY (y)]dxdy

=

∫ ∫
H(x, y)dxdy (٣. ٨)

می  آوریم: بدست فوق رابطه از

Cov(f(X), g(Y )) =

∫ ∫
f ′(X)g′(Y )H(x, y)dxdy

(٣. ٨) و (٣. ٧) رابطه ترکیب از f ′, g′ <∞ طوریکه به R روی شده برآورد توابع f, g دارد وجود
می اوریم: بدست

|Cov(f(X), g(Y ))| ≤
∫ ∫

|f ′(X)||g′(Y )||H(x, y)|dxdy ≤ ∥f ′∥∞∥g′∥∞|Cov(X,Y )|.

(٣. ٩)



منفی زبر جمعی وابسته خطاهای با خطی استوارمدل آزمون های ٢٨
می شود دیده راحتی به f(X) = exp(irX), g(Y ) = exp(iuY ) طوریکه به

∥f ′(X)∥∞ ≤ r <∞, ∥g′(Y )∥∞ ≤ u <∞

داریم r, u مقادیر هر برای نتیجه در
|Eexp(irX + iuY )− Eexp(irX)Eexp(iuY )| ≤ |ruCov(X,Y )| (٣. ١٠)

کنید فرض می کند. صدق (٣. ١٠) رابطه برای n = ٢ و است بدیهی n = ١ برای لم این
k ∈ ١,٢, ...,M ،δ٢ = ١ ،ϵ٢ = ١ دارد وجود n =M+١ برای .n ≤M (n ≥ ٣) همه برای نتیجه

طوریکه به
 ϵrj ≥ ٠, ١ ≤ j ≤ k

δrj ≥ ٠, ١ + k ≤ j ≤M + ١
آن گاه X =

∑k
j=١ ϵrjZnj , Y =

∑M+١
j=k+١ δrjZnj , اگر

n∑
j=١

rjZnj = ϵX + δY.

داریم: فرضیات به توجه با هستند. ناصعودی توابع X,Y باشید داشته توجه

∣∣∣Eexp(i n∑
j=١

rjZnj

)
−

n∏
j=١

Eexp(irjZnj)
∣∣∣

≤ |E(T١T٢)− E(T١)E(T٢)|+
∣∣∣E(T١)E(T٢)− E(T١)

M+١∏
j=١+k

E(R)
∣∣∣

+
∣∣∣E(T١)

M+١∏
j=١+k

E(R)−
k∏

j=١
E(R)

∣∣∣
≤ |ϵδ||Cov(X,Y )|+

∣∣∣E(T٢)−
M+١∏
j=١+k

E(R)
∣∣∣+ ∣∣∣E(T١)−

M+١∏
j=١+k

E(R)
∣∣∣

≤
∣∣∣Cov( k∑

j=١
ϵrjZnj ,

M+١∑
j=k+١

δrℓZnℓ

)∣∣∣+ ١
٢

M+١∑
j ̸=ℓ,j,ℓ=k+١

|rjrℓCov(Znj , Znℓ)|

+
١
٢

M+١∑
j ̸=ℓ,j,ℓ=١

|rjrℓCov(Znj , Znℓ)|

≤ ١
٢

n∑
j ̸=ℓ,j,ℓ=١

|rjrℓCov(Znj , Znℓ)|

کامل لم اثبات نتیجه در T١ = exp(iϵX), T٢ = exp(iδY ), R = exp(irjZnj). طوریکه به
می شود.



،ε > ٠ هر برای و ϱ یکنواخت اندازه و j هر برای Xj
L−→ X ،Xnj

L−→ Xj اگر .۴ .٣. ١ لم
lim
j→∞

lim
n→∞

sup{ϱ(Xnj , Yn) ≥ ε} = ٠
سپس

Yn
L−→ X.

کنید. مراجعه (١٠) به می توانید قضیه این اثبات برای

باشند داشته را ٣. ١. ٣ از لم شرایط همان {Xn, n ≥ ١}, {anj١ ≤ j ≤ n} کنید فرض .۵ .٣. ١ لم
سپس L٢ − norm از انتگرال خانواده از {Xn, n ≥ ١} کنید فرض

σ−١
n

n∑
j=١

anjXj
D−→ N(٠, ١)

.σ٢
n = var(

∑n
j=١ anjXj) که

از استفاده با .j > n همه برای anj = ٠ می کنیم فرض کلیت، دادن دست از بدون برهان:
داریم: ١ ≤ m ≤ n− ١ برای سپس Cov(X,Y ) ≤ ٠ ،(٣. ٨) رابطه

n∑
l,j=١,|l−j|≥m

|anlanjcov(Xl, Xj)|= ٢
n∑

l,j=١,l−j≥m

|anlanjcov(Xl, Xj)|

≤
n∑

l,j=١,l−j≥m

(a٢
nl + a٢

nj)|cov(Xj , Xl)|

≤
n∑

l,j=١,|l−j|≥m

٢a٢
nj |cov(Xj , Xl)|

=

n∑
l,j=١

n∑
|l−j|≥m

a٢
nj |cov(Xj , Xl)|

=

n∑
j=١

a٢
nj

n∑
|l−j|≥m

|cov(Xj , Xl)|

≤
n∑

j=١
a٢
nj(sup

j

n∑
|l−j|≥m,l=١

|cov(Xj , Xl)|)

=
n∑

j=١
a٢
nj(sup

j
|

n∑
|l−j|≥m

cov(Xj , Xl)|)

= sup
j
|

n∑
l=١,|l−j|≥m

cov(Xl, Xj)|(
n∑

j=١
a٢
nj)



منفی زبر جمعی وابسته خطاهای با خطی استوارمدل آزمون های ٣٠
داریم بزرگ کافی قدر به های j و ℓ ≥ ١ همه برای بگیریم نظر در ψ(x) = x و A۴ شرط در اگر

∞∑
j:|l−j|≥m

∣∣∣Cov(Xℓ, Xj)
∣∣∣ → ٠.

داریم که چنان  m = mε مثبت صحیح عدد دارد وجود ثابت، کوچک ε برای بنابراین،
∑

j,ℓ=١,|ℓ−j|≥m

∣∣∣anℓanjCov(Xℓ, Xj)
∣∣∣ ≤ ε (٣. ١١)

Ynj =
∑m(j+١)

k=mj+١ ankXk, j = است، x صحیح قسمت [x] که می گیریم نظر در ،N٠ = [١/ε]
٠, ١,٢, ..., n,

γj =
{
j : ٢N٠ℓ ≤ j ≤ ٢N٠ℓ+N٠, |Cov(Ynj , Ynj+١)| ≤

٢
N٠

٢N٠ℓ+N٠∑
j=٢N٠ℓ

V ar(Ynℓ)
}

می کنیم تعریف

s٠ = ٠, sj+١ = min{s : s > sj , s ∈ γj}

داریم زیر روابط بردن بکار با

Znj =

sj+١∑
ℓ=sj+١

Ynℓ, j = ٠, ١,٢, ..., n

Λj = {m(sj + ١) + ١, ...,m(sj+١ + ١)}

که کنید توجه
Znj =

∑
ℓ∈Λj

anℓXℓ, j = ٠, ١,٢, ..., n

مجموعه یک عناصر تعداد برابر # آن در که دارد وجود #Λj ≤ ٣N٠m, دید می توان راحتی به
B٢

n = که آنجا از دارد. را لیندبرگ شرایط ،{Znj , ١ ≤ j ≤ n} که کرد خواهیم اثبات n∑است.
j=١EZ٢

nj

داریم پس ٣. ١. ١ لم از استفاده با است



٣١ مقدمه

B٢
n =

n∑
j=١

E
( ∑

ℓ∈Λj

anℓXℓ

)٢

≤
n∑

j=١
a٢
nℓE

( ∑
ℓ∈Λj

Xℓ

)٢

≤
n∑

j=١
∑
ℓ∈Λj

a٢
nℓE(Xℓ)

٢

≤
n∑

j=١
E(anℓXj )

٢ = σ٢
n <∞

E(Xj)
٢ ٣. ١. ٣ لم طبق پس ∑n

j=١ = O(١). و E(Xn)
٢ < ∞ واریانس ٣. ١. ٣ لم طبق

{Z٢
nj} گوییم است. متناهی هم E باشد متناهی واریانس وقتی و است متناهی واریانس

. است پذیر انتگرال یکنواخت

مثبت، ε هر برای رو این از است. پذیر انتگرال یکنواخت طور به {X٢
j , j ≥ ١} که آنجایی از

بنابراین {Znj , ١ ≤ j ≤ n} داریم

١
B٢

n

n∑
j=١

EZ٢
njI{|znj ≥ εBn} ≤

n∑
j=١

( ∑
ℓ∈Λj

a٢
nℓ

)
max
ℓ∈Λj

EX٢
ℓ I

{ ∑
ℓ∈Λj

|Xℓ| ≥ ε/max
ℓ∈Λj

|anℓ|
}

≤
( n∑

j=١
a٢
nℓ

)
max١≤j≤n

EX٢
ℓ I

{ ∑
ℓ∈Λj

X٢
ℓ ≥ ε٢/

(
max
ℓ∈Λℓ

|anl|
)٢}

≤
( n∑

j=١
a٢
nℓ

)
max١≤j≤n

E
∑
ℓ∈Λj

X٢
ℓ I

{ ∑
ℓ∈Λj

X٢
ℓ ≥ ε٢/

(
max
ℓ∈Λℓ

|anl|
)٢}

با یکسانی حاشیه ای توزیع دارای که تصادفی مستقل دنباله {Z∗
nj , j = ١,٢, ..., n} حال

برای ترتیب به ویژه توابع G(Z∗
nℓ١, Z∗

nℓ٢, ..., Z∗
nn) و F (Znℓ١, Znℓ٢, ..., Znn) و .j هر برای Znj

(٣. ١١) رابطه و ٣. ١. ٣ لم از استفاده با ،r = max(rℓ, rj) انتخاب با .∑n
j=١ Z∗

nj و ∑n
j=١ Znj

داریم



منفی زبر جمعی وابسته خطاهای با خطی استوارمدل آزمون های ٣٢

|F −G| =
∣∣∣Eexp(i n∑

j=١
rjZnj

)
− Eexp

(
i

n∑
j=١

rjZ
∗
nj

)∣∣∣
=

∣∣∣Eexp(i n∑
j=١

rjZnj

)
−

n∏
j=١

Eexp(irjZnj)
)

≤ ١
٢

n∑
j ̸=ℓ,j,ℓ=١

|rjrℓCov(Znj , Znℓ)|

≤ r٢( n∑
١≤ℓ<j≤n,|ℓ−j=١

|Cov(Znj , Znℓ)|
n∑

١≤ℓ<j≤n,|ℓ−j>١
|+Cov(Znj , Znℓ)|

)

≤ r٢( n∑
j=١

|Cov(Ynℓs, Ynsℓ+١) +
n∑

١≤ℓ<j≤n,|ℓ−j>m

|anℓanj |Cov(Xnj , Xnℓ)|
)

≤ r٢( C
N٠

n∑
j=١

V ar(Ynj) + ε
)
≤ ε(r٢ + Cσ٢

n)

،۴ .٣. ١ لم از استفاده با می کند. کسب را مجانبی نرمال حالت Z∗
nj قضیه ها، ج مع بندی با

می گیریم نتیجه {Xj} از یکسان طور به مشخصه توزیع
B−١

n

n∑
j=١

Znj = σ−n ١
n∑

j=١
anjXj

D−→ N(٠, ١)

می شود. کامل لم اثبات بنابراین
متغیر {ei, ١ ≤ i ≤ n} دنباله می کنیم فرض Yi = X ′

iβ+ei i = ١,٢, ..., n مدل در .۶ .٣. ١ لم
ایجاد بزرگ n مثبت، δ هر برای کردند. ایجاد A١−A۴ شرایط یکسان طور به NSD تصادفی

سپس کردند،
sup
|ζ|≤δ

∣∣∣ n∑
t=١

ρ(et − xnt
⊤ζ)− ρ(et) + ψ(et)xnt

⊤ζ⊤ − ١
٢λζ⊤

∣∣∣ p−→٠,

sup
|ζ|≤δ

∣∣∣ n∑
t=١

ψ(et − xnt
⊤ζ)− ψ(et)xnt

⊤ + λζ
∣∣∣ p−→٠.
است. تایی p بردار یک ζ و

برهان:
fn(ζ) =

n∑
t=١

ρ(et − xnt
⊤ζ)− ρ(et) + ψ(et)xnt

⊤ζ

=
n∑

t=١

∫ −

٠ xnt
⊤ζ{ψ(et + u)− ψ(et)}du



٣٣ مقدمه
چنانچه می کند پیروی A۵ شرط از ثابت، ζ برای

max١≤t≤n
|xnt⊤ζ| → O(n−١/٢) (٣. ١٢)

دارد، وجود θnt ∈ (−١, ١) و εn → ٠ مثبت مقادیر از دنباله ای فوق رابطه ی و A١ شرط از
داریم بزرگ کافی قدر به های n برای چنانچه،

Efn(ζ) =
n∑

t=١

∫ −xnt⊤ζ

٠ E(ψ(et + u)− ψ(et))du

=

n∑
t=١

∫ −xnt⊤ζ

٠ {λu+ o(|u|)}du

=
١
٢λ

n∑
t=١

(xnt
⊤ζ)١)٢ + εnθnt) →

١
٢λζ⊤ζ.

et با رابطه در همگرایی همچنین fn(ζ) از مجموعه ای ،ψ(et + u)− ψ(et) همگرایی دیدگاه از
استفاده با مثبت، و منفی قسمت دو در fn(ζ) از مجموعه کردن جدا با ١. ٢. ٢ لم در ٢ ویژگی از
(٣. ١٢) رابطه و شوارتز نامساوی از استفاده با پس هستند. NSD که ١. ٢. ٢ لم در ١ ویژگی از

می آوریم بدست
var[fn(ζ)] = E

{ n∑
t=١

[ ∫ −xnt⊤ζ

٠ (ψ(et + u)− ψ(et))du]
+

−
n∑

t=١

[ ∫ −xnt⊤ζ

٠ (ψ(et) + u)− ψ(et)]
−du

}٢

≤ E
{ n∑

t=١

[ ∫ −xnt⊤ζ

٠ (ψ(et + u)− ψ(et))du]
+
}٢

+ E
{ n∑

t=١

[ ∫ −xnt⊤ζ

٠ (ψ(et + u)− ψ(et))du]
−
}٢

≤
n∑

t=١
E[

∫ −xnt⊤ζ

٠ (ψ(et + u)− ψ(et))du]
٢

≤
n∑

t=١
|x⊤nt|

∣∣∣ ∫ −xnt⊤ζ

٠ E[ψ(et + u)− ψ(et)]
٢du

∣∣∣
= o(١)

n∑
t=١

(x⊤nt)
٢ → ٠.

داریم بزرگ کافی قدر به های n برای بنابراین
fn(ζ)

p−→ ١
٢λζ⊤ζ. (٣. ١٣)



منفی زبر جمعی وابسته خطاهای با خطی استوارمدل آزمون های ٣۴
شد. اثبات ٣. ١. ٢ لم و ٣. ١٣ رابطه از استفاده با

و H٢,n : H⊤(β − b) = H⊤ωn رابطه کردن جایگزین با و ۶ .٣. ١ لم از شرایط تحت .٣. ١. ٧ لم
بزرگ. کافی قدر به های n و مثبت ثابت δ هر برای ∥S١/٢

n ωn∥ = O(١)
sup
|ξ١|≤δ

∣∣∣ n∑
t=١

{ρ(ynt − x⊤ntη)− ρ(et) + ψ(et)x
⊤
ntξ١} −

١
٢λ∥ξ٢∥١∣∣∣ p−→ ٠ (١۴ .٣)

sup
|ξ١|≤δ

∣∣∣ n∑
t=١

[ψ(ynt − x⊤ntη)− ψ(et)]x
⊤
nt + λξ١

∣∣∣ p−→ ٠ (١۵ .٣)

(١۶ .٣)
sup
|ξ٢|≤δ

∣∣∣ n∑
t=١

{ρ(ynt−x⊤ntKnζ)−ρ(et)}+
n∑

t=١
ψ(et)x

⊤
nt(Knζ−β(n))−

١
٢λ∥ξ٢∥٢+∥ω(n)∥٢∣∣∣ p−→ ٠

sup
|ξ٢|≤δ

∣∣∣ n∑
t=١

[ψ(ynt − x⊤ntKnζ)− ψ(et)]xnt + λ(Knζ − β(n))
∣∣∣ p−→ ٠ (٣. ١٧)

ξ١ = η − β(n), ξ٢ = ζ − τ(n) که آنجایی از
:(٣. ١) رابطه اثبات

sup
|ξ١|≤δ

∣∣∣ n∑
t=١

{ρ(ynt −X⊤
nt(ξ١ + β(n)))− ρ(et) + ψ(et)X

⊤
ntξ١} −

١
٢λ∥ξ٢∥١∣∣∣

= sup
|ξ١|≤δ

∣∣∣ n∑
t=١

{ρ(ynt −X⊤
ntβ(n)−X⊤

ntξ١)− ρ(et) + ψ(et)X
⊤
ntξ١} −

١
٢λ∥ξ٢∥١∣∣∣

= sup
|ξ١|≤δ

∣∣∣ n∑
t=١

{(et −X⊤
ntξ١)− ρ(et) + ψ(et)X

⊤
ntξ١} −

١
٢λ∥ξ٢∥١∣∣∣ p−→ ٠

:(٣. ٢) رابطه اثبات
sup
|ξ١|≤δ

∣∣∣ n∑
t=١

[ψ(ynt − x⊤nt(ξ١ + β(n))− ψ(et)]X
⊤
nt + λξ١

∣∣∣
= sup

|ξ١|≤δ

∣∣∣ n∑
t=١

[ψ(ynt −X⊤
ntβ(n)−X⊤

ntξ١)− ψ(et)]X
⊤
nt + λξ١

= sup
|ξ١|≤δ

∣∣∣ n∑
t=١

[ψ(et −X⊤
ntξ١)− ψ(et)]X

⊤
nt + λξ١

∣∣∣ p−→ ٠



٣۵ مقدمه
هستند. (٣. ١٧) و (١۶ .٣) رابطه ی اثبات مشابه (١۵ .٣) و (١۴ .٣) رابطه ی اثبات

قضیه ها از •اثباتی
مجدد مدل گرفتن نظر در با

ynt = x⊤
ntβ(n) + et t = 1,2, ...,n (٣. ١٨)

آن می توان راحتی به .ynt = yt − x⊤
t b ،β(n) = S1

n/2(β − b) ،xnt = S−
n1/2xt که آنجایی از

کرد بررسی را
n∑

t=١

∥∥∥xntx
⊤
nt∥ = p (٣. ١٩)

و H⊤K = 0 که چنانچه آزادی درجه (p− q) با Kp × (p− q) ماتریس باشد. q < p کنید فرض
نوشت زیر صورت به می توان را H٢,n و H٠ که ،γ ∈ Rp−q از برخی برای سپس K⊤ωn = 0

H٠ : β − b = Kγ H2,n : β − b = Kγ + ωn (٣. ٢٠)
سپس Hn = S

−1/2
n H(H⊤S−1

n H)−1/2,Kn = S
1/2
n K(K⊤SnK)−1/2 اینکه بر دلالت

H⊤
nHn = Iq, K⊤

nKn = Ip−q, H⊤
nKn = 0, HnH

⊤
n +KnK

⊤
n = Ip (٣. ٢١)

به می توان (٣. ١٨) مدل صفر فرضیه تحت .γ٠(n) = (K⊤SnK)1/2γ اینکه به توجه با
کرد بازنویسی زیر صورت

ynt = x⊤
ntKnγ0(n) + et t = 1,2, ...,n

مکانی جایگزین های تحت ،ω(n) = H⊤
nS

1/2
n ωn, γ(n) = γ0(n) + K⊤

nS
1/2
n ωn مجموعه

.(٣. ٢٠)

β(n) = Knγ(n) +Hnω(n) (٣. ٢٢)
می شود حاصل γ̂(n) و β̂(n) = S١/٢

n (β̂ − b) می کنیم تعریف

min
ς∈Rp−q

n∑
t=١

ρ(ynt − x⊤
ntKnζ) =

n∑
t=1

ρ(y
nt−x⊤

ntKnγ̂(n))

بنابراین هستند. γ(n) و β(n) از ‐برآوردهایی M ترتیب به β̂(n), γ̂(n)
β̃ = b+ S−١/٢

n Knγ̂(n)



منفی زبر جمعی وابسته خطاهای با خطی استوارمدل آزمون های ٣۶
دنباله یک که {et, ١ ≤ t ≤ n} کنید فرض Yit = X ′

iβ+ ei, i = ١,٢, ..., n مدل در .٣. ١. ١ قضیه
را A١ − A۵ شرایط و L٢ − norm از است. کامل خانواده یک تصادفی متغیر NSD توزیع از
به است آزادی درجه p با χ٢ توزیع نیست مرکزی مجانب ٢λσ−٢Mn سپس می شوند. شامل

داریم نیست مرکزی v(n) پارامتر دیگر عبارت
٢λσ−٢Mn

D−→ χ٢
p,v(n)

.Hn = S
−١/٢
n H(H⊤S

−١/٢
n H)−١/٢ ، w(n) = H⊤

n S
١/٢
n w(n) ، v(n) = λ٢σ−٢∥w(n)∥ دارد وجود

صفر از واقعی پارامتر های که است معنی این به ∥S١/٢
n w(n)∥ → ٠ که زمانی خاص طور به

آزادی درجه p با χ٢ مربع توزیع ٢λσ−٢Mn پس شده اند. منحرف
٢λσ−٢Mn

D−→ χ٢
p

کنیم: تعیین زیر صورت به را رد ناحیه می توانیم ما مشخص، معنی دار سطح یک برای

W = (٠, χ٢
p(١ − α/٢)) ∪ (χ٢

p(α/٢),+∞) (٣. ٢٣)
درجه p با توزیعی مرکزی χ٢ از α/٢ چندک ترتیب به χ٢

p(α/٢) ، χ٢
p(١ − α/٢) طوریکه به

آزادی.
داریم ٣. ١. ٧ لم در زیر رابطه و |β̂n| = Op(١) رابطه طبق اثبات:

sup
|ξ٢|≤δ

∣∣∣ n∑
t=١

{ρ(ynt−x⊤ntKnζ)−ρ(et)}+
n∑

t=١
ψ(et)x

⊤
nt(Knζ−β(n))−

١
٢λ∥ξ٢∥٢+∥ω(n)∥٢∣∣∣ p−→ ٠

n∑
t=١

[ρ(ynt − xTntβ̂(n)− ρ(et)] +
n∑

t=١
ψ(et)xnt(β̂ − β(n))− λ

٢∥β̂ − β(n)∥٢ p−→ ٠

,
n∑

t=١
[ρ(ynt − x⊤ntβ̂(n)− ρ(et)] +

١
٢λ

∥∥∥ n∑
t=١

ψ(et)xnt

∥∥∥٢ p−→ ٠.
(٢۴ .٣)

داریم بالا رابطه از استفاده با
n∑

t=١
[ρ(ynt − x⊤ntKnγ̂(n)− ρ(et)]−

n∑
t=١

ψ(et)x
⊤
nt

(
Knγ̂(n)−Knγ(n)−Hnw(n)

)
+

١
٢λ∥

n∑
t=١

ψ(et)K
⊤
n xnt∥٢ − λ

٢∥w(n)∥٢ p−→ ٠

=

n∑
t=١

[(ynt − x⊤ntKnγ̂(n)− ρ(et)]−
n∑

t=١
ψ(et)x⊤ntHnw(n)

+
١

٢λ∥
n∑

t=١
ψ(et)K⊤

n Xnt∥٢ −
n∑

t=١
ψ(et)x⊤ntHnω(n)−

λ

٢∥ω(n)∥٢ p−→ ٠

(٢۵ .٣)



٣٧ مقدمه
زیر رابطه های از استفاده با

(٢۴ .٣) و (٢۵ .٣) روابط ⊤Hو
n Hn = Iq,K

⊤
nKn = Ip−q,H

⊤
n Kn = ٠,HnH

⊤
n +KnK

⊤
n = Ip

داریم

٢λσ٢
nMn = ∥

n∑
t=١

H⊤
n xntψ(et)∥٢ + λ٢∥ω(n)∥٢ + ٢λω⊤(n)

n∑
t=١

H⊤
n xntψ(et) + o(p)(١)

= ∥
n∑

t=١
H⊤

n xntψ(et) + λω(n)∥٢ + op(١)
(٢۶ .٣)

Eψ(et) = ٠ Eψ٢(et) = σ٢ <∞ max١≤t≤n∥ xntζ∥ = O(n−١/٢) که آنجایی از
داریم σ٢

n بودن کراندار و A۴ رابطه ی از استفاده با همچنین

∥V ar
( n∑

t=١
xntψ(et)

)
∥ = ∥

n∑
t=١

(xnt)
٢Eψ٢(et)∥+ ٢∥

n−١∑
t=١

n∑
j=t+١

xntx
⊤
njE(ψ(et)ψ(ej))∥

= ρσ٢ + ٢∥S−١
n ∥xtx⊤j ∥

n−١∑
t=١

n∑
j=t+١

|E(ψ(et)ψ(ej))|

= ρσ٢ + ٢C∥xtx⊤j ∥
= ρσ٢ + ٢ρC = O(١)

داریم: ۵ .٣. ١ لم و H⊤
n Hn = Iq دید از

σ−١ n∑
t=١

H⊤
n xntψ(et)

D−→ N(٠, ١) (٣. ٢٧)

می کند. پیروی (٣. ٢٧) و (٢۶ .٣) رابطه های از فوق قضیه بنابراین
داریم n→ ∞ که زمانی ، ٣. ١. ١ قضیه از شرایطی تحت .٣. ١. ٨ لم
β̂(n)− β(n) = λ−١ n∑

t=١
xntψ(et) + op(١) (٣. ٢٨)

γ̂(n)− γ(n) = λ−١ n∑
t=١

K⊤
n xntψ(et) + op(١) (٣. ٢٩)

کنیم تعریف ∑n
t=١ ρ(yt − x⊤t β) رابطه از برآورد از ١/٢−S∥∥∥برهان:

n

n∑
t=١

ψ(yt − x⊤t β̂)xt

∥∥∥ = op(١). (٣. ٣٠)



منفی زبر جمعی وابسته خطاهای با خطی استوارمدل آزمون های ٣٨
می کنیم بازنویسی زیر صورت به (٣. ٣٠) رابطه β̂(n) = S

١/٢
n β̂n طوریکه ∥∥∥به n∑

t=١
ψ(et − x⊤ntβ̂(n))xnt

∥∥∥ = op(١) (٣. ٣١)
کنیم ثابت باید معمولی، استدلال یک با

β̂(n) = Op(١) (٣. ٣٢)
می نویسیم: است. Rp حدود در متراکم شمارای واحد یک u

D(ζ, L) =

n∑
t=١

ψ(et − Lx⊤ntζ)x
⊤
ntζ

ψ که زمانی L روی صعودی شده داده ζ, D(., L) که، است بدیهی L ≥ ٠, ζ ∈ Rp. طوریکه به
،ε > ٠ هر برای باشد. صعودی

L٠ =
√
pσ/(λ

√
ε).

،n ≥ n١ که n١ دارد وجود (٣. ٣١) رابطه از استفاده با پس
Pr

{∣∣∣D( β̂(n)

∥β̂(n)
, ∥β̂(n)

)
| ≥ L٠λ

}
< ε.

داریم: سپس L برای ζ روی صعودی تابع یک D(ζ, .) که کنید توجه
Pr{∥β̂(n)∥L٠} < Pr{sup

ζ∈u
D(ζ, L٠) ≤ −L٠λ}+ ε.

داریم max١≤t≤n|x⊤ntζ| = O(n−١/٢) و ٣. ١. ٧ لم در توجه با
sup
ζ

∈ u
∣∣∣ n∑
t=١

[ψ((et)− L٠x⊤ntζ)− ψ(et)]x
⊤
ntζ + L٠λ

∣∣∣ → ٠ (٣. ٣٣)
داریم: شوارتز نامساوی از استفاده با دیگر طرف از

sup
ζ∈u

∣∣∣ n∑
t=١

ψ(et)x
⊤
ntζ

∣∣∣ ≤ ∥∥∥ n∑
t=١

ψ(et)xnt

∥∥∥ (٣۴ .٣)
چنان چه n٢ (n١ ≤ n٢ ≤ n) دارد وجود (٣۴ .٣) و (٣. ٣٣) رابطه ترکیب از

Pr
{
sup
ζ∈u

D(ζ, L٠) < −L٠λ+
∥∥∥ n∑

t=١
ψ(et)xnt

∥∥∥} > ١ − ε (٣۵ .٣)
داریم: ٣. ١. ٧ لم و Cr نابرابری و چبیشف نامساوی از استفاده با

Pr
{∥∥∥ n∑

t=١
ψ(et)xnt

∥∥∥ ≥ L٠λ
}
≤

( ١
L٠λ

)٢
E
∥∥∥ n∑

t=١
ψ(et)xnt

∥∥∥٢

≤
( ١
L٠λ

)٢
E

n∑
t=١

∥ψ(et)xnt∥٢

≤
( ١
L٠λ

)٢
E

n∑
t=١

σ٢∥xnt∥٢ ≤ ε (٣۶ .٣)



٣٩ مقدمه
نوشت می توان (٣۶ .٣) و (٣۵ .٣) رابطه از

Pr{sup
ζ∈u

D(ζ, L٠) < −L٠λ} > ١ − ٢ε

می آوریم بدست n ≥ n٢ که زمانی همچنین،
Pr{∥β̂(n)∥ ≥ L٠} < ε− ١ − (١ − ٢ε) = ٣ε (٣. ٣٧)

می گیرد. شکل ε از استبدادی و می کند پیروی (٣. ٣٧) رابطه از (٣. ٣٢) رابطه نتیجه بنابراین
که است قرار این از max١≤t≤n|x⊤ntζ| = O(n−١/٢) و ٣. ١. ٧ لم از استفاده با

I(∥β̂(n)∥ ≥ L٠)
∣∣∣ n∑
t=١

[ψ(et − x− nt⊤β̂(n))− ψ(et)]xnt + λβ̂(n)
∣∣∣ p−→ ٠

دارد این بر دلالت
β̂(n) = λ−١ n∑

t=١
xntψ(et) + op(١)

β(n) = Knγ(n) + رابطه شد، تعریف که همان طور است. شده ثابت (٣. ٢٨) رابطه نتیجه، در
پس شود. نوشته β̂(n) = Knγ̂(n) +Hnω(n) صورت به مشابه طور به می توان β̂(n) و Hnω(n)

.K⊤
nKn = Ip−q با است شده ثابت (٣. ٢٩) رابطه ،γ̂(n) ،γ(n) و β̂(n) ،β(n) تعویض با ترتیب به

که آنجایی از .٣. ١. ٢ قضیه
σ̂٢
n = n−١ n∑

t=١
ψ٢(yt − x⊤t β̂(n))

λ̂n = (٢nh)−١ n∑
t=١

ψ(yt − x⊤t β̂n + h)− ψ(yt − x⊤t β̂n − h)

کردن پیروی برای است ترتیبی hn و h = hn > ٠ دارد وجود
hn/d

١/٢
n → ∞ hn → ٠ lim

n→∞
nh٢

n > ٠
داریم یک قضیه به توجه با

σ̂٢
n

P−→ σ٢

λ̂٢
n → λ

سپس λ̂n و σ̂n آن ها ثابت برآورد λ, σ٢ تعویض با ترتیب به ∥S١/٢
n ωn∥ → ٠ فرض این تحت

داریم:
٢λ̂nσ̂−٢

n Mn
D−→ χ٢

p



منفی زبر جمعی وابسته خطاهای با خطی استوارمدل آزمون های ۴٠
دادن دست از بدون ،ynt = x⊤ntβ(n)+et t = ١,٢, ..., n بگیرید نظر در را زیر مدل اثبات:

می نویسیم: δ > ٠ هر برای باشد. صفر برابر و صحیح، β(n) پارامتر کنید فرض کلیت،
Vn = E|ψ(e١ + δd١/٢

n )− ψ(e١ − δd١/٢
n )|

بزرگ کافی اندازه به های n برای A٢ شرط و شوارتز نامساوی ،ψ همگرایی از استفاده با
داریم:

EI(∥β̂(n)∥ ≤ δ)
∣∣∣σ̂٢

n − n−١ n∑
t=١

ψ٢(et)
∣∣∣

≤ Vn + ٢E|ψ(e١)[ψ(e١ + δd١/٢
n )− ψ(e١ − δd١/٢

n )]|

≤ Vn + ٢δV ١/٢
n → ٠

.

داریم: ٣. ١. ٨ لم از استفاده با
δ̂٢
n = n−١ n∑

t=١
ψ(et + h)− ψ(et − h)

p−→ Eψ٢(e١) = σ٢.

λ̂٢ p−→ λ رابطه اثبات منظور به همکاران و چن است. شده ثابت δ̂٢
n

p−→ δ٢ رابطه نتیجه در
که کرد اثبات می توان

(٢nh)−١ n∑
t=١

ψ(et + h)− ψ(et − h)
p−→ λ.

رابطه فرض و ψ(et + h)− ψ(et − h) از همگرایی واقع در
hn/d

١/٢
n → ∞, hn → ٠, lim

n→∞
nh٢

n > ٠
داریم: ٣. ١. ١ لم و ۶ .٣. ١ لم از استفاده با

V ar
{
(٢nh)−١ n∑

t=١
[ψ(et + h)− ψ(et − h)]

}
≤ (۴n٢h٢)−١E

[ n∑
t=١

ψ(et + h)− ψ(et − h))
]٢

≤ (۴nh٢)−١E[ψ(et + h)− ψ(et − h))]٢ → ٠.
،limn→∞[G(h)−G(−h)]/(٢h) = λ که ازآنجایی دیگر طرف از

(٢nh)−١ n∑
t=١

[ψ(et + h)− ψ(et − h)] = [G(h)−G(−h)]/(٢h) + op(١) → λ.

شد. کامل قضیه اثبات



۴ فصل
با M آزمون های و برآوردها ارزیابی

شبیه سازی مطالعه
این در مطرح شده M آزمون های توان و استوار برآوردیابی روش ارزیابی برای فصل، این در
همکاران و یو مقاله در گزارش شده نتایج و کارلویی مونت شبیه سازی مطالعه از پایان نامه،
مربوط کد های و شده استفاده R نرم افزار از شبیه سازی اجرای برای کرده ایم. استفاده (٢٠١٧)

است. آمده پیوست در هدف این برای

شبیه سازی مثال ١ .۴
توسط مازاد پارامترهای و رگرسیونی ضرایب برآوردگرهای صفر، فرضیه تحت مطالعه، این در
تحت همچنین، شدند. محاسبه هوبر و LAD ،LS روش های شامل مطرح شده M روش های
داده شده رد ناحیه محاسبه با پیشنهادی M آزمون های توان توابع موضعی، جانشین فرضیه

آمدند. دست به ٣. ١. ١ قضیه در
شد: استفاده زیر رابطه از ،NSD متغیرهای از دنباله یک تولید برای

Xt = anYt + bnZt t = ١,٢, ..., n (١ .۴)
وابسته تصادفی متغیرهای Zt و Yt و هستند مثبت حقیقی اعداد از دنباله هایی bn و an آن در که

۴١



شبیه سازی مطالعه با M آزمون های و برآوردها ارزیابی ۴٢
توام توزیع از که هستند (ρ٠ < ٠ با (متناظر منفی

(Y, Z) ∼ N(µ١, µ٢, σ٢١ , σ٢٢, ρ٠)

نشان ابتدا ،NSD دنباله یک از مشاهدات تولید فرآیند درستی از اطمینان برای می کنند. پیروی
NSD متناهی دنباله یک می شوند، ساخته (١ .۴) رابطه کمک به که (e١, e٢, . . . , en) داد خواهیم

است.
داد نشان می توان ،(Yt, Zt) توزیع به توجه با

Cov(Xtt, Xj) < ٠ ١ ≤ t < j ≤ n.

پیوسته دوم مرتبه جزیی مشتق های دارای ϕ تابع اگر است داده نشان (٢٠٠٠) هو طرفی، از
با است معادل ϕ بودن زبرجمعی آن گاه باشد،

∂٢ϕ
∂xt∂xj

≥ ٠ ١ ≤ t ̸= j ≤ n.

این که به توجه با اکنون است. زبرجمعی تابع یک ϕ(x١, x٢, . . . , xn) = exp(
∑n

t=١ t)
٢ تابع پس

با دارند، {Xt, ١ ≤ t ≤ n} مولفه های با مشابهی کناری توزیع های {X∗
t , ١ ≤ t ≤ n} مولفه های

نوشت می توان ینسن، نامساوی از استفاده
Eϕ(X∗١ , X∗٢, . . . , X∗

n)

Eϕ(X١, X٢, . . . , Xn)
= E exp

{( n∑
t=١

X∗
t

)٢
−
( n∑

t=١
Xt

)٢}
≥ expE

{( n∑
t=١

X∗
t

)٢
−
( n∑

t=١
Xt

)٢}
≥ ١.

است. NSD دنباله یک (X١, . . . , Xn) بنابراین
صورت به هوبر تابع شبیه سازی، مثال در پارامترها برآورد برای

ρ(x) = (x٢I(|x| ≤ k))/٢ + (k|x| − k٢/٢)I(|x| > k)

دو xt رگرسیونی توضیحی متغیرهای تولید برای .k = ١٫٣۴۵σ٠ آن در که شد، گرفته نظر در
شدند: گرفته نظر در مختلف سناریو

صورت به توضیحی متغیر استاندارد، یکنواخت توزیع از ،t = ١, . . . , n برای ،ut تولید با (I)
شد. تعریف xt = ۵ut

در sin(٢t) + ١٫۵ut صورت به توضیحی متغیر استاندارد، یکنواخت تحقق های همان با (II)
شد. گرفته نظر

شدند: تولید زیر صورت به NSD خطای جمله با خطی مدل از مشاهدات سپس
yt = β٠ + β١xt + et, t = ١,٢, . . . , n



۴٣ شبیه سازی مثال
توزیع از چندمتغیره آمیخته یک از {et = Yt + Zt, t = ١,٢, . . . , n} NSD خطاهای آن در که
نرمال توزیع دقیق به طور می کنند. پیروی ρ٠ < ٠ با (Y, Z) ∼ N(µ١, µ٢, σ٢١ , σ٢٢, ρ٠) نرمال
ضرایب واقعی مقادیر شد. گرفته نظر در (Y, Z) ∼ N(٠, ٠, ١, ١۶,−٠٫۵) صورت به دومتغیره
فرضیه وضعیت همان مقادیر این شدند. گرفته نظر در (β٠, β١)⊤ = (١,٢)⊤ برابر نیز رگرسیونی
نمونه، اندازه بررسی برای این بر افزون .H٠ : (β٠, β١)⊤ = (١,٢)⊤ یعنی می کنند؛ تعیین را صفر
مشاهدات تصادفی تولید تاثیر کاهش برای شدند. انتخاب n = ١٠٠,۵٠٠, ١٠٠٠ نمونه حجم سه
پارامترها برآوردهای میانگین و شد تکرار بار ١٠٠٠ خطی مدل شبیه سازی پارامترها، برآورد در

شدند. محاسبه
هیستوگرام روی را نرمال و NSD برازش شده توزیع های چگالی تابع منحنی ١ .۴ شکل
،١٠٠٠ نمونه حجم برای ،M برآورد روش با برازش شده رگرسیونی مدل از حاصل باقی مانده های
باقی مانده ها روی برازش شده توزیع دو نزدیکی می توان شکل این نتیجه روی از می دهد. نشان
به نزدیک رفتاری برازش شده NSD توزیع گفت می توان نسبی، به طور البته، گرفت. نتیجه را

دارد. بریده شده توزیع یک

با رگرسیونی مدل باقی مانده های برازش شده چگالی منحنی های و هیستوگرام نمودارهای :١ .۴ شکل
M‐برآورد روش های از یکی ازای به n = ١٠٠٠ نمونه حجم برای مستقل و NSD خطای

تحت مازاد پارامترهای و رگرسیونی ضرایب برآوردگرهای ارزیابی نتایج حاوی ١ .۴ جدول
زیرا هستند؛ معتبر M‐برآورد روش های که می دهند نشان جدول نتایج است. صفر فرضیه
از هستند. نزدیک β١ = ٢ و β٠ = ١ واقعی مقادیر به رگرسیونی پارامترهای متناظر برآوردهای
برای مثلا هستند. موثر و مناسب مختلف روش های در مازاد پارامترهای برآوردگرهای طرفی
روش دو برای هستند. λ = ١ و σ٢ = ١٣ مازاد پارامترهای واقعی مقادیر ،LS روش محدب تابع
این در مازاد پارامترهای واقعی مقادیر البته است. برقرار مشابهی وضعیت نیز هوبر و LAD دیگر
می توان آن ها، بودن معنی دار و برآوردها یکسان علامت روی از ولی هستند متفاوت روش ها
می توان همچنین هستند. موثر و قبول قابل روش ها عملکرد که داد تشخیص ضمنی به طور



شبیه سازی مطالعه با M آزمون های و برآوردها ارزیابی ۴۴
دارد، خوبی رفتار و دقت n = ١٠٠ مثل بزرگ چندان نه نمونه حجم با حتی برآوردها که گفت
می یابند. افزایش برآوردها دقت نمونه، اندازه افزایش با که است واضح جدول نتایج روی از اما

زیاد پارامتر های و رگرسیون ضرایب ارزیابی :١ .۴ جدول
پارامتر n ls.I ls.II lad.I lad.II I.هوبر II.هوبر
β̂٠ ١٠٠ ١٫١۶٣ ١٫۵٠۴ ٠٫٩٩٠ ١٫۴٩٣ ١٫٠٨٩ ١٫۵۶٨

۵٠٠ ١٫١٧٧ ١٫٠١٣ ١٫۴٨۶ ١٫١۶٠ ١٫٢١٧ ١٫٠٢۵
١٠٠٠ ١٫۴٣٣ ١٫١٩٣ ١٫٢۴٧ ٠٫٨٩٢ ١٫٣۶۶ ١٫١۶٩

β̂١ ١٠٠ ١٫٩٢٧ ١٫٨١۴ ١٫٨٩٢ ١٫۶٩٠ ١٫٩٧٧ ١٫٧۵٣
۵٠٠ ١٫٩٢٧ ٢٫١٠٣ ١٫٨۴٨ ١٫٨٧٩ ١٫٩٢۶ ٢٫٠۶٨
١٠٠٠ ١٫٨۶۵ ١٫٨٧۴ ١٫٨٩١ ٢٫٠٠٢ ١٫٨٧۶ ١٫٩١٠

σ̂٢
n ١٠٠ ١٣٫٩۵٠ ١٠٫٩۵٣ ١٫٠٠٠ ١٫٠٠٠ ١٠٫۴۵١ ٨٫۴٩٩

۵٠٠ ١٣٫٢۵٨ ١٢٫١١١ ١٫٠٠٠ ١٫٠٠٠ ٩٫۶٨٧ ٩٫٢٠٧
١٠٠٠ ١٢٫۵۶۵ ١٢٫٧١۴ ١٫٠٠٠ ١٫٠٠٠ ٩٫٣۵۴ ٩٫٣٩٩

λ̂n ١٠٠ ١٫٠٠٠ ١٫٠٠٠ ٠٫٢٠١ ٠٫٢٣٣ ٠٫۴٩٩ ٠٫٣٧١
۵٠٠ ١٫٠٠٠ ١٫٠٠٠ ٠٫٢٠٠ ٠٫٢٠۴ ٠٫۶٧٨ ٠٫۵٨۵
١٠٠٠ ١٫٠٠٠ ١٫٠٠٠ ٠٫٢۴۶ ٠٫٢۴۵ ٠٫٧٩٠ ٠٫٧۵٧

برازش شده چگالی توابع منحنی های ،٢ .۴ شکل اساس بر داشتیم، انتظار که همان طور
توزیع یک ویژگی هم باز آن ها همه و هستند نزدیک فرض شده NSD خطاهای به باقی مانده ها

می دهند. نشان را بریده شده

متغیرهای با M‐برآورد باقی مانده های برازش شده چگالی منحنی و هیستوگرام نمودارهای :٢ .۴ شکل
n = ١٠٠٠ نمونه حجم ازای به M‐برآورد مختلف روش های و سناریو دو در محتلف توضیحی

توزیع کار این برای می کند. ارزیابی رو باقی مانده ها بودن NSD که است نموداری ٣ .۴ شکل
برای ،NSD برازش شده توزیع توابع با آن ها واقعی توزیع از برآوردی به عنوان باقی مانده ها تجربی
خوبی به باقی مانده ها بودن NSD از نتیجه شده اند. مقایسه توضیحی، متغیر تولید سناریو دو

می کند. پشتیبانی
پیشنهادی M آزمون های تجربی معنی داری سطح شبیه سازی، مطالعه بخش آخرین به عنوان



۴۵ شبیه سازی مثال

تجربی توزیع با رگرسیونی باقی مانده های برای فرض شده NSD توزیع توابع مقایسه :٣ .۴ شکل
توضیحی متغیر تولید مختلف سناریو دو و n = ١٠٠٠ نمونه حجم برای باقی مانده ها برآوردشده

٢λ̂nσ̂−n ٢Mn موضعی، جانشین فرضیه تحت ،٣. ١. ٢ قضیه و ٣. ١. ١ قضیه به بنا شدند. ارزیابی
می شود رد جانشین فرضیه بنابراین است. آزادی درجه ٢ با مرکزی کی دو مجانبی توزیع دارای

که به طوری گیرد، قرار W در ٢λ̂nσ̂−n ٢Mn شبیه سازی شده مقدار اگر

W = (٠, χ٢
p(١ − α/٢)) ∪ (χ٢

p(α/٢),+∞).

به α = ٠٫٠١ و α = ٠٫٠۵ معنی داری سطوح برای را آزمون ها تجربی اندازه های نتایج ٢ .۴ جدول
اندازه های و توضیحی متغیر تولید سناریوهای M‐برآورد، روش های مختلف انتخاب های ازای

می دهد. نشان مختلف نمونه

‐NSD خطاهای با خطی رگرسیون مدل در مختلف M آزمون های تجربی اندازه های :٢ .۴ جدول
هستند. اسمی معنی داری اندازه های بیانگر شده اند، مشخص ∗ با که مقادیری

II.هوبر I.هوبر LAD.II LAD.I LS.II LS.I معنی داری سطح
٠٣۵ .٠ ٠۴٠. ١ ٠. ٠٣٨ ٠۴٠. ٢ ٠۴٠. ٧ ٠۵٠. ٧ ٠٫٠۵∗

٠. ٠٠٧ ٠. ٠٠٩ ٠. ٠٠٧ ٠١۵ .٠ ٠. ٠١٣ ٠١۶ .٠ ٠٫١٠∗

٠۴۵ .٠ ٠۴٠. ٩ ٠۴٠. ٨ ٠۴٠. ٣ ٠۵۴ .٠ ٠۵٠. ١ ٠٫٠۵∗

٠. ٠١٠ ٠. ٠٠٨ ٠. ٠١٢ ٠. ٠١٣ ٠. ٠٠٩ ٠. ٠٠٩ ٠٫١٠∗

٠. ٠٣٧ ٠۴٠. ٢ ٠۵٠. ٠ ٠۵۵ .٠ ٠۴٠. ١ ٠۴٠. ٩ ٠٫٠۵∗

٠. ٠١١ ٠. ٠٠٩ ٠١۴ .٠ ٠. ٠١٨ ٠٠۵ .٠ ٠. ٠١٠ ٠٫١٠∗

خود اسمی اندازه های به تجربی معنی داری اندازه های که است آن بیانگر جدول نتایج
هستند. دفاع قابل و معتبر پیشنهادی M آزمون های بنابراین هستند. نزدیک

مختلف M‐برآورد روش های برای ٢λ̂nσ̂٢
nMn تجربی توزیع تابع مقایسه با نیز، ۴ .۴ شکل

به را کی دو توزیع می تواند ٢λ̂nσ̂٢
nMn که می دهد نشان آزادی، درجه دو با کی دو توزیع تابع و

تحت پیشنهادی M آزمون های بودن معتبر بر دیگری تایید نتیجه، این بزند. تقریب خوبی
است. موضعی جانشین فرضیه های



شبیه سازی مطالعه با M آزمون های و برآوردها ارزیابی ۴۶

کی دو توزیع و مختلف M‐برآورد روش های برای ٢λ̂nσ̂٢
nMn برازش شده توزیع توابع مقایسه :۴ .۴ شکل

توضیحی متغیر تولید سناریوهای و n = ١٠٠٠ نمونه اندازه ازای به آزادی درجه دو با مرکزی

شبیه سازی مطالعه نتیجه گیری
NSD خطاهای با خطی مدل برای M آزمون های که می دهد نشان شبیه سازی از حاصل نتایج
بنابراین و نیستند حساس توضیحی متغیرهای همین طور و M‐برآورد روش های انتخاب به
نوع وابستگی چارچوب در را M آزمون بودن موثر نتیجه این می دهند. نشان را تنومندی یک

می کند. تشریح را خطی مدل های در NSD
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آ پیوست
و جداول شبیه سازی  کدهای

چهار فصل نمودار های

چهار شکل نمودار و دو جدول به مربوط کد های آ. ١
################################ Model I

rm(list=ls())

library(mvtnorm)

library(MASS)

set.seed(8888)

Beta_0 = 1 ; Beta_1 = 2

n =1000

ro = -.5

cov.0 = ro * sqrt(1*16)
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R <- matrix(c(1, cov.0, cov.0, 16),

nrow = 2, ncol = 2)

mu <- c(X = 0, Y = 0)

X2_ls= X2_lad= X2_huber=c()

# Make loop to find the Statistics

rep=1000

for(rr in 1:rep){

YZ <- rmvnorm(n, mean = mu, sigma = R)

u = runif(n)

##################### First model (I)

x = 5 * u

###################### Second model (II)

#x = c(); for (t in 1:n) { x[t] = sin(2*t) + 1.5 * u[t]}

######################### Generate Linear model with NSD errors

e = YZ[,1]+YZ[,2]

y = Beta_0 + Beta_1 * x + e

#plot(x,y)

#fit <- fitdistr(y, densfun="normal")

#fit

#hist(y, pch=20, breaks=13, prob=TRUE, main="" , xlab = "Normal Distribution")

#curve(dnorm(x, fit$estimate[1], fit$estimate[2]), col="red", lwd=2, add=T)

#par(mfrow=c(1,1))

#################### LS

fit.ls = lm(y~x)

var.ls = var(predict(fit.ls)-y)
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res1<-predict(fit.ls)-y

#fit <- fitdistr(res1, densfun="normal")

#fit

#hist(res1, pch=20, breaks=13, prob=TRUE, main="(a) Histogram of LS Residuals",

xlab = "Model I")

#curve(dnorm(x, fit$estimate[1], fit$estimate[2]), col="red", lwd=2, add=T)

################## LAD

library(L1pack)

fit.lad = lad(y~x, method = "EM")

var.lad = var(predict(fit.lad)-y)

res2<-predict(fit.lad)-y

#fit <- fitdistr(res2, densfun="normal")

#fit

#hist(res2, pch=20, breaks=13, prob=TRUE, main="(a) Histogram of LAD Residuals",

xlab = "Model I")

#curve(dnorm(x, fit$estimate[1], fit$estimate[2]), col="red", lwd=2, add=T)

##################### Huber

fit.huber <- rlm(y~x, scale.est = "Huber", method = "M")

var.huber = var(predict(fit.huber)-y)

res3<-predict(fit.huber)-y

#fit <- fitdistr(res3, densfun="normal")

#fit

#hist(res3, pch=20, breaks=13, prob=TRUE, main="(a) Histogram of Huber Residuals",

xlab = "Model I")

#curve(dnorm(x, fit$estimate[1], fit$estimate[2]), col="red", lwd=2, add=T)
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######################### another way of lad

#library("quantreg")

#fit.lad2 <- rq(y ~ x)

################################ ecdf plots Figure 3

#par(mfrow=c(1,1))

#plot(ecdf(e), xlab="Random Model I", ylab = "Distribution function", main = "")

#lines(ecdf(res1), col = 2)

#lines(ecdf(res2), col = 3)

#lines(ecdf(res3), col = 4)

#legend("bottomright", c("NSD errors", "LS Residuals","LAD Residuals",

"Huber Residuals"), col=c(1,2,3,4),

# lty= 1:4, cex = 0.55)

######################### Mn Functions

Mn.ls <- sum((y-Beta_0-Beta_1*x)^2)/2-sum((y-fit.ls$coefficients[1]-fit.

ls$coefficients[2]*x)^2)/2

Mn.lad <- sum(abs(y-Beta_0-Beta_1*x))-sum(abs(y-fit.lad$coefficients[1]-fit.

lad$coefficients[2]*x))

w0=y-Beta_0-Beta_1*x

w1=y-fit.huber$coefficients[1]-fit.huber$coefficients[2]*x

#.................... Find the Best k in Huber

MAR = median(abs(predict(fit.huber)-y)) #median absolute residual

k = 1.345 * (MAR/ 0.6745)

k

#......................................

Mn.huber <- sum(0.5*((w0^2)*ifelse(abs(w0)<=k,1,0))+

(k*abs(w0)-0.5*(k^2))*ifelse(abs(w0)>k,1,0))-
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sum(0.5*((w1^2)*ifelse(abs(w1)<=k,1,0))+

(k*abs(w1)-0.5*(k^2))*ifelse(abs(w1)>k,1,0))

Mn.ls; Mn.lad; Mn.huber

############################ Sigma

sigma.ls = n^(-1)*sum((y-fit.ls$coefficients[1]-fit.ls$coefficients[2]*x)^2)

sigma.lad = n^(-1)*sum((sign(y-fit.lad$coefficients[1]-fit.lad$coefficients[2]*x))^2)

sigma.huber = n^(-1)*sum(((-k*ifelse((y-fit.huber$coefficients[1]-fit.

huber$coefficients[2]*x)< -k,1,0))+

(y-fit.huber$coefficients[1]-fit.huber$coefficients[2]*x)*

ifelse(abs(y-fit.huber$coefficients[1]-fit.huber$coefficients[2]*x)<=k,1,0)

+k*ifelse((y-fit.huber$coefficients[1]-fit.huber$coefficients[2]*x)>k,1,0))^2)

########################### Lambda

h=1

lamb.ls = (2*n*h)^(-1)*sum((y-fit.ls$coefficients[1]

-fit.ls$coefficients[2]*x+h)-(y-fit.ls$coefficients[1]-fit.ls$coefficients[2]*x-h))

lamb.lad = (2*n*h)^(-1)*sum(sign(y-fit.

lad$coefficients[1]-fit.lad$coefficients[2]*x+h)

-sign(y-fit.ls$coefficients[1]-fit.ls$coefficients[2]*x-h))

lamb.huber = (2*n*h)^(-1)*sum((-k*ifelse((y-fit.huber$coefficients[1]

-fit.huber$coefficients[2]*x+h)< -k,1,0))+

(y-fit.huber$coefficients[1]-fit.huber$coefficients[2]*x+h)

*ifelse(abs(y-fit.huber$coefficients[1]-fit.huber$coefficients[2]*x+h)<=k,1,0)

+k*ifelse((y-fit.huber$coefficients[1]

-fit.huber$coefficients[2]*x+h)>k,1,0)-(-k*ifelse((y-fit.huber$coefficients[1]

-fit.huber$coefficients[2]*x-h)< -k,1,0))+

(y-fit.huber$coefficients[1]-fit.huber$coefficients[2]*x-h)
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*ifelse(abs(y-fit.huber$coefficients[1]-fit.huber$coefficients[2]*x-h)<=k,1,0)

+k*ifelse((y-fit.huber$coefficients[1]-fit.huber$coefficients[2]*x-h)>k,1,0))

##################################################

# Model I

################################################### Figure 4

X2_ls[rr] = 2*lamb.ls*(1/sigma.ls)*Mn.ls

X2_lad[rr] = 2*lamb.lad*(1/sigma.lad)*Mn.lad

X2_huber[rr] = 2*lamb.huber*(1/sigma.huber)*Mn.huber

}

par(mfrow=c(1,2))

plot(ecdf(rchisq(rep,2)), xlab="Random Model I", ylab = "Distribution function", main = "")

lines(ecdf(X2_ls), col = 2)

lines(ecdf(X2_lad), col = 3)

lines(ecdf(X2_huber), col = 4)

legend("bottomright", c(expression(chi^2*(2)), "LS","LAD", "Huber"), col=c(1,2,3,4),

lty= c(1,2,2,1), cex = 0.85)

############################################## density plot

plot(density(X2_huber), col=4, main= "densities plot Model I")

lines(density(rchisq(rep, 2)), col=1)

lines(density(X2_lad), col=3)

lines(density(X2_ls), col=2)

legend("topright", c(expression(chi^2*(2)),"LS","LAD","Huber"), col=1:4, lwd = 1)

################################### Table 2

alpha=0.01

X2.L <- qchisq(alpha/2, df = 2, lower.tail = T)

X2.R <- qchisq(alpha/2, df = 2, lower.tail = F)
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pvalue.ls = length(which(X2_ls<=X2.L))/rep+length(which(X2_ls>=X2.R))/rep

pvalue.lad = length(which(X2_lad<=X2.L))/rep+length(which(X2_lad>=X2.R))/rep

pvalue.huber = length(which(X2_huber<=X2.L))/rep+length(which(X2_huber>=X2.R))/rep

p100.05.II = c(pvalue.ls , pvalue.lad, pvalue.huber)

p100.01.II = c(pvalue.ls , pvalue.lad, pvalue.huber)

p500.05.II = c(pvalue.ls , pvalue.lad, pvalue.huber)

p500.01.II = c(pvalue.ls , pvalue.lad, pvalue.huber)

p1000.05.II = c(pvalue.ls , pvalue.lad, pvalue.huber)

p1000.01.II = c(pvalue.ls , pvalue.lad, pvalue.huber)

###################

p100.05.I = c(pvalue.ls , pvalue.lad, pvalue.huber)

p100.01.I = c(pvalue.ls , pvalue.lad, pvalue.huber)

p500.05.I = c(pvalue.ls , pvalue.lad, pvalue.huber)

p500.01.I = c(pvalue.ls , pvalue.lad, pvalue.huber)

p1000.05.I = c(pvalue.ls , pvalue.lad, pvalue.huber)

p1000.01.I = c(pvalue.ls , pvalue.lad, pvalue.huber)

LS.I=c(p100.05.I[1],p100.01.I[1],p500.05.I[1],p500.01.I[1],p1000.05.I[1]

,p1000.01.I[1])

LS.II=c(p100.05.II[1],p100.01.II[1],p500.05.II[1],p500.01.II[1]

,p1000.05.II[1],p1000.01.II[1])

LAD.I=c(p100.05.I[2],p100.01.I[2],p500.05.I[2],p500.01.I[2]

,p1000.05.I[2],p1000.01.I[2])

LAD.II=c(p100.05.II[2],p100.01.II[2],p500.05.II[2],p500.01.II[2]

,p1000.05.II[2],p1000.01.II[2])

Huber.I=c(p100.05.I[3],p100.01.I[3],p500.05.I[3],p500.01.I[3]
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,p1000.05.I[3],p1000.01.I[3])

Huber.II=c(p100.05.II[3],p100.01.II[3],p500.05.II[3],p500.01.II[3]

,p1000.05.II[3],p1000.01.II[3])

table_2 = cbind(rep(c(0.05,0.1), times=3),LS.I,LS.II,LAD.I,LAD.II,Huber.I,Huber.II)

save(table_2, file = "table2.RData")

library(xtable)

table_2=data.frame(table_2)

xtable(table_2, digits = 3)

############################################### Table 1

##...................... n= 100

out100_1 <- rbind(c(fit.ls$coefficients[1],

fit.lad$coefficients[1],fit.huber$coefficients[1]),

c(fit.ls$coefficients[2],fit.lad$coefficients[2],fit.huber$coefficients[2]),

c(sigma.ls, sigma.lad, sigma.huber),

c(lamb.ls, lamb.lad, lamb.huber))

colnames(out100_1)=c("LS","LAD","Huber")

rownames(out100_1)=c("B0","B1","Sigma2","Lambda")

#save(out100_1, file = "out100_1.Rdata")

##....................... n=500

out500_1 <- rbind(c(fit.ls$coefficients[1],

fit.lad$coefficients[1],fit.huber$coefficients[1]),

c(fit.ls$coefficients[2],fit.lad$coefficients[2],fit.huber$coefficients[2]),

c(sigma.ls, sigma.lad, sigma.huber),

c(lamb.ls, lamb.lad, lamb.huber))

colnames(out500_1)=c("LS","LAD","Huber")

rownames(out500_1)=c("B0","B1","Sigma2","Lambda")
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save(out500_1, file = "out500_1.Rdata")

##....................... n=1000

out1000_1 <- rbind(c(fit.ls$coefficients[1],

fit.lad$coefficients[1],fit.huber$coefficients[1]),

c(fit.ls$coefficients[2],fit.lad$coefficients[2],

fit.huber$coefficients[2]),

c(sigma.ls, sigma.lad, sigma.huber),

c(lamb.ls, lamb.lad, lamb.huber))

colnames(out1000_1)=c("LS","LAD","Huber")

rownames(out1000_1)=c("B0","B1","Sigma2","Lambda")

save(out1000_1, file = "out1000_1.Rdata")

############################### table of results

ls.I=c(out100_1[1,1],out500_1[1,1],out1000_1[1,1],

out100_1[2,1],out500_1[2,1],out1000_1[2,1],

out100_1[3,1],out500_1[3,1],out1000_1[3,1],

out100_1[4,1],out500_1[4,1],out1000_1[4,1])

ls.II=c(out100_2[1,1],out500_2[1,1],out1000_2[1,1],

out100_2[2,1],out500_2[2,1],out1000_2[2,1],

out100_2[3,1],out500_2[3,1],out1000_2[3,1],

out100_2[4,1],out500_2[4,1],out1000_2[4,1])

lad.I=c(out100_1[1,2],out500_1[1,2],out1000_1[1,2],

out100_1[2,2],out500_1[2,2],out1000_1[2,2],

out100_1[3,2],out500_1[3,2],out1000_1[3,2],

out100_1[4,2],out500_1[4,2],out1000_1[4,2])

lad.II=c(out100_2[1,2],out500_2[1,2],out1000_2[1,2],

out100_2[2,2],out500_2[2,2],out1000_2[2,2],

out100_2[3,2],out500_2[3,2],out1000_2[3,2],

out100_2[4,2],out500_2[4,2],out1000_2[4,2])
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huber.I=c(out100_1[1,3],out500_1[1,3],out1000_1[1,3],

out100_1[2,3],out500_1[2,3],out1000_1[2,3],

out100_1[3,3],out500_1[3,3],out1000_1[3,3],

out100_1[4,3],out500_1[4,3],out1000_1[4,3])

huber.II=c(out100_2[1,3],out500_2[1,3],out1000_2[1,3],

out100_2[2,3],out500_2[2,3],out1000_2[2,3],

out100_2[3,3],out500_2[3,3],out1000_2[3,3],

out100_2[4,3],out500_2[4,3],out1000_2[4,3])

table=cbind(ls.I,ls.II,lad.I,lad.II,huber.I,huber.II)

colnames(table)=c("ls.I","ls.II","lad.I","lad.II","huber.I","huber.II")

nn = rep(c(100,500,1000),times=4)

model=rep(c("I","II"), times=3)

parameters=c("B0","B1","Sigma2","Lambda")

table=data.frame(table)

#save(table, file = "table.RData")

xtable(cbind(parameters,nn,table))

سه الی یک نمودار های یک جدول به مربوط کدهای آ. ٢
############################## Model II

rm(list=ls())

library(mvtnorm)

library(MASS)

set.seed(8888)

Beta_0 = 1 ; Beta_1 = 2

n =1000
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ro = -.5

cov.0 = ro * sqrt(1*16)

R <- matrix(c(1, -2, -2, 16),

nrow = 2, ncol = 2)

mu <- c(X = 0, Y = 0)

YZ <- rmvnorm(n, mean = mu, sigma = R)

u = runif(n)

##################### First model (I)

#x = 5 * u

###################### Second model (II)

x = c(); for (t in 1:n) { x[t] = sin(2*t) + 1.5 * u[t]}

######################### Generate Linear model with NSD errors

e = YZ[,1]+YZ[,2]

y = Beta_0 + Beta_1 * x + e

#plot(x,y)

fit <- fitdistr(y, densfun="normal")

fit

hist(y, pch=20, breaks=13, prob=TRUE, main="" , xlab = "Normal Distribution")

curve(dnorm(x, fit$estimate[1], fit$estimate[2]), col="red", lwd=2, add=T)

par(mfrow=c(1,2))

#################### LS

fit.ls = lm(y~x)

var.ls = var(predict(fit.ls)-y)

res1<-predict(fit.ls)-y

fit <- fitdistr(res1, densfun="normal")

fit
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hist(res1, pch=20, breaks=13, prob=TRUE, main="(a) Histogram of LS Residuals",

xlab = "Model II")

curve(dnorm(x, fit$estimate[1], fit$estimate[2]), col="red", lwd=2, add=T)

################## LAD

library(L1pack)

fit.lad = lad(y~x, method = "EM")

var.lad = var(predict(fit.lad)-y)

res2<-predict(fit.lad)-y

fit <- fitdistr(res2, densfun="normal")

fit

hist(res2, pch=20, breaks=13, prob=TRUE, main="(a) Histogram of LAD Residuals",

xlab = "Model II")

curve(dnorm(x, fit$estimate[1], fit$estimate[2]), col="red", lwd=2, add=T)

##################### Huber

library(MASS)

fit.huber <- rlm(y~x, scale.est = "Huber", method = "M")

var.huber = var(predict(fit.huber)-y)

res3<-predict(fit.huber)-y

fit <- fitdistr(res3, densfun="normal")

fit

hist(res3, pch=20, breaks=13, prob=TRUE, main="(a) Histogram of Huber Residuals",

xlab = "Model II")

curve(dnorm(x, fit$estimate[1], fit$estimate[2]), col="red", lwd=2, add=T)

######################### another way of lad

#library("quantreg")

#fit.lad2 <- rq(y ~ x)

################################### ecdf plots
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par(mfrow=c(1,2))

plot(ecdf(e), xlab="Random Model II", ylab = "Distribution function", main = "")

lines(ecdf(res1), col = 2)

lines(ecdf(res2), col = 3)

lines(ecdf(res3), col = 4)

legend("bottomright", c("NSD errors", "LS Residuals","LAD Residuals",

"Huber Residuals"), col=c(1,2,3,4),

lty= 1:4, cex = 0.55)

######################### Mn Functions

Mn.ls <- sum((y-Beta_0-Beta_1*x)^2)/2-sum((y-fit.ls$coefficients[1]

-fit.ls$coefficients[2]*x)^2)/2

Mn.lad <- sum(abs(y-Beta_0-Beta_1*x))-sum(abs(y-fit.lad$coefficients[1]

-fit.lad$coefficients[2]*x))

w0=y-Beta_0-Beta_1*x

w1=y-fit.huber$coefficients[1]-fit.huber$coefficients[2]*x

#.................... Find the Best k in Huber

MAR = median(abs(predict(fit.huber)-y)) #median absolute residual

k = 1.345 * (MAR/ 0.6745)

k

#......................................

Mn.huber <- sum(0.5*((w0^2)*ifelse(abs(w0)<=k,1,0))+

(k*abs(w0)-0.5*(k^2))*ifelse(abs(w0)>k,1,0))-

sum(0.5*((w1^2)*ifelse(abs(w1)<=k,1,0))+

(k*abs(w1)-0.5*(k^2))*ifelse(abs(w1)>k,1,0))

Mn.ls; Mn.lad; Mn.huber
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############################ Sigma

sigma.ls = n^(-1)*sum((y-fit.ls$coefficients[1]-fit.ls$coefficients[2]*x)^2)

sigma.lad = n^(-1)*sum((sign(y-fit.lad$coefficients[1]-fit.lad$coefficients[2]*x))^2)

sigma.huber = n^(-1)*sum(((-k*ifelse((y-fit.huber$coefficients[1]

-fit.huber$coefficients[2]*x)< -k,1,0))+

(y-fit.huber$coefficients[1]

-fit.huber$coefficients[2]*x)

*ifelse(abs(y-fit.huber$coefficients[1]-fit.huber$coefficients[2]*x)<=k,1,0)

+k*ifelse((y-fit.huber$coefficients[1]-fit.huber$coefficients[2]*x)>k,1,0))^2)

############################ Lambda

h=1

lamb.ls = (2*n*h)^(-1)*sum((y-fit.ls$coefficients[1]-fit.

ls$coefficients[2]*x+h)-(y-fit.ls$coefficients[1]-fit.ls$coefficients[2]*x-h))

lamb.lad = (2*n*h)^(-1)*sum(sign(y-fit.lad$coefficients[1]-fit.

lad$coefficients[2]*x+h)-sign(y-fit.ls$coefficients[1]-fit.ls$coefficients[2]*x-h))

lamb.huber = (2*n*h)^(-1)*sum((-k*ifelse((y-fit.huber$coefficients[1]

-fit.huber$coefficients[2]*x+h)< -k,1,0))+

(y-fit.huber$coefficients[1]

-fit.huber$coefficients[2]*x+h)*ifelse(abs(y-fit.huber$coefficients[1]

-fit.huber$coefficients[2]*x+h)<=k,1,0)

+k*ifelse((y-fit.huber$coefficients[1]-fit.huber$coefficients[2]*x+h)>k,1,0)

-(-k*ifelse((y-fit.huber$coefficients[1]

-fit.huber$coefficients[2]*x-h)< -k,1,0))+

(y-fit.huber$coefficients[1]-fit.huber$coefficients[2]*x-h)

*ifelse(abs(y-fit.huber$coefficients[1]-fit.huber$coefficients[2]*x-h)<=k,1,0)

+k*ifelse((y-fit.huber$coefficients[1]-fit.huber$coefficients[2]*x-h)>k,1,0))

##################################################



۶٧ سه الی یک نمودار های یک جدول به مربوط کدهای
# Model II

################################################### Table 2

X2_ls = 2*lamb.ls*(1/sigma.ls)*Mn.ls

X2_lad = 2*lamb.lad*(1/sigma.lad)*Mn.lad

X2_huber = 2*lamb.huber*(1/sigma.huber)*Mn.huber

alpha = 0.05

pchisq(X2_ls, df=2, lower.tail = F)

pchisq(X2_lad, df=2, lower.tail = F)

pchisq(X2_huber, df=2, lower.tail = F)

################################################ Table 1

##....................... n=100

out100_2 <- rbind(c(fit.ls$coefficients[1],fit.

lad$coefficients[1],fit.huber$coefficients[1]),

c(fit.ls$coefficients[2],fit.lad$coefficients[2],fit.huber$coefficients[2]),

c(sigma.ls, sigma.lad, sigma.huber),

c(lamb.ls, lamb.lad, lamb.huber))

colnames(out100_2)=c("LS","LAD","Huber")

rownames(out100_2)=c("B0","B1","Sigma2","Lambda")

save(out100_2, file = "out100_2.Rdata")

##....................... n=500

out500_2 <- rbind(c(fit.ls$coefficients[1],

fit.lad$coefficients[1],fit.huber$coefficients[1]),

c(fit.ls$coefficients[2],fit.lad$coefficients[2],fit.huber$coefficients[2]),

c(sigma.ls, sigma.lad, sigma.huber),

c(lamb.ls, lamb.lad, lamb.huber))
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colnames(out500_2)=c("LS","LAD","Huber")

rownames(out500_2)=c("B0","B1","Sigma2","Lambda")

save(out500_2, file = "out500_2.Rdata")

##....................... n=1000

out1000_2 <- rbind(c(fit.ls$coefficients[1],fit.lad$coefficients[1],

fit.huber$coefficients[1]),

c(fit.ls$coefficients[2],fit.lad$coefficients[2],fit.huber$coefficients[2]),

c(sigma.ls, sigma.lad, sigma.huber),

c(lamb.ls, lamb.lad, lamb.huber))

colnames(out1000_2)=c("LS","LAD","Huber")

rownames(out1000_2)=c("B0","B1","Sigma2","Lambda")

save(out1000_2, file = "out1000_2.Rdata")



Aabstract

In general, the robustness of a statistical method can be defined as its insensitivity to mild

departures from the basic assumptions. In other words, if the characteristics of a statistical

method are not affected by a small deviation from the basic assumptions, the method is

described as robust. Because outliers strongly influence classical estimates of regression

coefficients in linear models, robust estimators such as M-estimators are suggested. The

level and power of classical tests are also significantly reduced in the presence of suspicious

data. For solving the problem, robust tests are introduced. To perform a robust test

about regression parameters, the asymptotic distribution of test statistic is determined.

The methods are evaluated based on the reliability of the model estimators and power of

tests. In addition to examining some basic features of negatively super-additive dependent

random variables in this thesis, we study robust M-tests in linear models with negatively

super-additive dependent errors under certain conditions. Using Monte Carlo simulation

studies, we compare classic and robust methods based on estimators’ reliability and power

of tests as well.

Keywords: Robust tests, negatively super-additive dependent random variables, linear

model, Monte Carlo simulation.
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