




ریاضͬ علوم دانش΄ده

دکتری رساله

رسته ا ی با داده های بیزی فضایی‐زمانͬتحلیل و فضایی ساختارهای
برموده لیلا نگارنده:

راهنما استاد

باغیشنͬ حسین دکتر

١۴٠٠ اسفند







حرم ͽمداف شهید به ناقابل پیش΄شͬ
نژاد زال مصطفͬ مهندس

پیش΄ش شدن عهده از رساله این که امیدوارم
برآید. حضورش به

و



مخلوق نعت خالق، حمد

مقدارش و شمار بی حسابش و نهایت بی حدش که حمدی خداست. مخصوص حمد
ͬ ام کودک آغاز همان از که کنم مͬ ش΄ر را تو خدایا باشد. ͽنامنقط زمانش و نامتناهͬ
در را وجودم ͬ های ناخالص و ببرم پی درد کیمیایی ارزش به تا کردی آشنا درد با مرا
وجود موجودیت و باشد آرام خاطرم زمین روی بر رفتن راه هنگام و بسوزم درد آتش
که دانم مͬ مادری و پدر وجود مخصوص را سپاس آغاز، در کنم. احساس را خود
ساختند. بهره مند خویش محبت سرچشمه از مرا و نموده یاری راه این در مرا صبورانه
داشتند برعهده را رساله این راهنمایی که باغیشنͬ حسین دکتر زحمات از همچنین

ͬ نمایم. م دانͬ قدر و تش΄ر
پیمودن برای من مشوق پیوسته که عزیزم برادر از ͬ بینم م خود وظیفه نیز پایان در

نمایم. تش΄ر است، بوده مسیر
دارم. را تش΄ر کمال نیز اند، فرموده تقبل را رساله این داوری که محترم داوران از

برموده لیلا
١۴٠٠ اسفند

ز



نامه تعهد
صنعتͬ دانش·اه ریاضͬ علوم دانش΄ده در آمار رشته دکتری دانشجوی برموده لیلا این جانب
و فضایی ساختارهای رسته ا ی با داده های بیزی تحلیل عنوان با رساله نویسنده شاهرود،

ͬ شوم: م متعهد باغیشنͬ حسین دکتر آقای راهنمایی تحت ، فضایی‐زمانͬ
برخوردار اصالت و صحت از و است شده انجام این جانب توسط رساله این در تحقیقات •

است.
شده استناد استفاده مورد ͽمرج به پژوهش گران، دی·ر پژوهش های نتایج از استفاده در •

است.
یا مدرک نوع هیچ دریافت برای دی·ری فرد یا خود، توسط کنون تا رساله، این مطالب •

است. نشده ارایه هیچ جا در امتیازی
نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتͬ دانش·اه به اثر، این معنوی حقوق •
خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتͬ دانش·اه “

رسید.
در بوده اند، تاثیرگذار رساله اصلͬ نتایج آوردن به دست در که افرادی تمام معنوی حقوق •

ͬ شود. م رعایت رساله از مستخرج مقالات
آن ها) بافت های (یا زنده موجود از که مواردی در رساله، این انجام مراحل تمام در •

است. شده رعایت اخلاقͬ اصول و ضوابط است، شده استفاده
دسترسͬ افراد شخصͬ اطلاعات حوزه به که مواردی در رساله، این انجام مراحل تمام در •

است. شده رعایت انسانͬ اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته
برموده لیلا
١۴٠٠ اسفند

نشر حق و نتایج مال΄یت
برنامه های کتاب، مستخرج، (مقالات آن محصولات و اثر این معنوی حقوق تمام •
شاهرود صنعتͬ دانش·اه به متعلق ساخته شده) تجهیزات و نرم افزارها رایانه ای،

شود. ذکر مربوطه علمͬ تولیدات در مقتضͬ، نحو به باید مطلب این ͬ باشد. م

نیست. مجاز منبع ذکر بدون رساله این در موجود نتایج و اطلاعات از استفاده •

ح





چ΄یده
گروه بندی ͬ توان م مثال، برای ͬ کند. م گروه بندی را مشاهدات که است متغیری رسته ای، متغیر
علوم گسترش امروزه برد. نام را خونͬ گروه اساس بر مشترک و متفاوت ͬ های ویژگ با افراد
مختلفͬ شاخه های که به طوری است، کرده ضروری را رسته ای داده های کارای تحلیل مختلف،
در هستند. داده ها نوع این دقیق تر تحلیل برای راهͬ دنبال به آن ها کاربردهای و علوم از
رهیافت در شده اند. ارائه رسته ای داده های تحلیل برای متعددی روش های ΁کلاسی آمار
نمونه گیری بر مبتنͬ روش های از استفاده نیازمند رسته ای داده های استنباط و تحلیل بیزی
ساختارهای با رسته ای داده های برای روش ها این اما است. MCMC ال·وریتم های مانند
از استفاده رساله، این در جانشین رهیافت نیستند. برخوردار لازم کارایی از پیچیده وابستگͬ
ال·وریتم های عمده مش΄لات از که است (INLA) جمͽ بسته آشیانͬ لاپلاس بیزی تقریبی روش 
با مناسب بیزی مدل توسعه برای است. برحذر فضایی مدل های بیزی استنباط در MCMC

نوع دو از آن، ͽرف برای که هستیم روبرو چندجمله ای مدل های در ذاتͬ ناشناسایی مش΄ل
از همچنین ͬ کنیم. م مقایسه هم با را آن ها کارایی و استفاده مدل پارامترهای برای قید
مدل های چارچوب  در مدل برازش ام΄ان تا کرد خواهیم استفاده چندجمله ای‐پوآسن تبدیل
مدل از ،ͺپاس نوع به توجه با دی·ر، چاره ای راه و مدل ΁ی به عنوان شود. فراهم پنهان گاوسͬ
مثال های ΁کم به را پیشنهادی مدل های کارایی سرانجام ͬ کنیم. م استفاده ͬ شده تک لوجیت
ͬ دهیم. م قرار ارزیابی و بررسͬ مورد جداگانه به طور روش ها از کدام هر در واقعͬ و شبیه سازی

چندجمله ای مدل فضایی، چندجمله ای مدل شناسایی پذیری، بیزی، استنباط کلیدی: واژه های
روش فضایی‐زمانͬ، وابستگͬ ساختار چندجمله ای‐پواسن، تبدیل ͬ شده، تک لوجیت کسری،

.INLA

ی



ک
پیش گفتار

را داده ها تحلیل و گردآوری کاربردی، مختلف حوزه های در متعدد پیشرفت های و توسعه
گردش·ری همچون صنایعͬ که دید ͬ توان م خوبی به است. کرده حیاتͬ و مهم پیش از بیش
تحلیل نیازمند شدت به پژش΄ͬ و ΁زمین فیزی اجتماعͬ، علوم مانند علومͬ و نقل و حمل و
کافͬ فضاهای ایجاد همچنین و داده ها ثبت ابزارهای پیشرفت با خوشبختانه هستند. داده ها
کاسته داده ها ثبت و گرد آوری زمینه در رو پیش چالش های از حدی تا آن ها، ذخیره  برای
بالا حجم با داده های ثانیه ای و دقیقه ای رسانͬ به روز از ͬ توان م حتͬ امروزه است. شده
خاصͬ نتيجه و تصميم گيری به که زمانͬ تا آن ها سازماندهͬ و داده ها گردآوری کرد. استفاده
با تا ͬ آورند م فراهم را زمينه ای داده ها ،ͽواق در بود. نخواهد مفيدی چندان کار نشود، منجر
کنيم. برنامه ريزی و تصميم گيری قضاوت، و بررسͬ تحت پديده درباره آن ها تحلیل و پردازش
بر علاوه زیرا شد غافل داده ها تحلیل در رسته ای داده های اهمیت از ͬ توان نم میان، این در
و تعیین در که هستیم روبرو داده های با همواره داده ها، از بسیاری بودن رده ای طبیعͬ ذات
برای ͬ شود. م داده ها شدن رده ای موجب خود که داریم نیاز خطا و آزمون به آن ها گردآوری
ابتدا در باید کار این برای بیابیم، را دارو ΁ی مؤثر دوز میزان بخواهیم کنید فرض مثال،

دهیم. قرار بررسͬ مورد را آن از رده هایی
به مربوط داده های هم زمان تا است شده  موجب داده ها علم در پیشرفت دی·ر، طرف از
و بهتر بررسͬ برای باشند. دسترس در مختلف و متوالͬ زمان های در مختلف نواحͬ و م΄ان
به مربوط اثرات باید آن ها حرکت و تغییرات روند کشف و داده ها منطقه ای تفاوت های جامͽ تر
سالیان طول در محققان تجربه زیرا ب·یریم، نظر در نیز را آن ها زمان و مطالعه مورد نواحͬ
تفاوت های از مختلف زمانͬ بازه های در و مختلف نواحͬ در داده ها که است داده نشان دراز
خواهد مدل ها پیچیدگͬ بر زیادی میزان به آن ها گرفتن نظر در اگرچه برخوردارند. چشم·یری

افزود.
بتواند که هستیم مدل هایی به کارگیری و یافتن نیازمند داده ها دقیق بررسͬ و تحلیل برای
بر علاوه باید خوب مدل ΁ی زیرا کند؛ بیان روشنͬ به را داده ها در موجود اطلاعات همه
مدل پیچیدگͬ هم زمان افزودن باشد. داشته بالایی پیش·ویی قدرت داده ها، توصیف توانایی
قابل مسئله از را ما نباید آن ها، گردآوری زمان و داده ها م΄ان به مربوط اثرات گرفتن نظر در با
مدل پارامترهای تشخیص توانایی باید مدل ها دی·ر، به عبارت کند. غافل مدل بودن شناسایی

باشند. داشته به خوبی را
رسته ای داده های بیزی مدل بندی اصلͬ هدف رساله این در شد، ذکر که نکاتͬ به توجه با
مختلف، علوم در آن ها فراوانͬ و اهمیت دلیل به چندجمله ای، (اسمͬ) داده های بر تمرکز با
راستا، این در ما نظر مورد مهم مسایل از ی΄ͬ است. زمان و م΄ان به مربوط اثرات حضور با
مدل برازش آماری و محاسباتͬ کارایی کنار در مدل شناسایی پذیری شرایط اعمال و بررسͬ
مدل های تحلیل برای MCMC نمونه گیری ال·وریتم های از معمولا بیزی استنباط در است.



ل
چندجمله ای رسته ای داده های برای به ویژه ال·وریتم ها این اما ͬ کنند، م استفاده پیچیده آماری
افزودن دی·ر، طرف از ͬ برند. م ͷرن مارکوف زنجیر ضعیف هم·رایی مانند جدی چالش های از
مش΄لات از دوری برای ͬ افزاید. م دشواری این بر وضوح به داده ها زمان و م΄ان به مربوط اثرات
رهیافت فضایی‐زمانͬ، و فضایی مدل های بیزی استنباط در MCMC ال·وریتم های عمده
(INLA) جمͽ بسته آشیانͬ لاپلاس بیزی تقریبی روش  از استفاده رساله این در پیشنهادی

کرد: خلاصه زیر به صورت ͬ توان م را رساله این اهداف است.
یابد. افزایش برآوردها دقت که به طوری مدل شناسایی پذیری قدرت افزایش •

مدل. برازش در سرعت و کارایی افزایش •
در فضایی‐زمانͬ و فضایی ذاتͬ اثرات گرفتن نظر در با رسته ای مدل های توسعه •

بیزی. چارچوب
بیزی. چارچوب در رسته ای داده های برای جمعͬ‐ساختاری رگرسیون مدل توسعه •

رسته ای. داده های تحلیل برای متداول مدل های سایر با پیشنهادی مدل مقایسه •
خلاصه زیر به صورت ͬ توان م را رساله فصل های محتوای شد، ذکر بالا در که نکاتͬ به توجه با

کرد:
تحلیل در رفته به کار متداول مدل های و رسته ای داده های از خلاصه ای معرفͬ به اول فصل
این در نیز فضایی‐زمانͬ و فضایی ساختار مانند خاص وابستگͬ ساختارهای ͬ پردازد. م آن ها

ͬ شوند. م معرفͬ فصل
ͬ دهد. م شرح خلاصه به طور را INLA رهیافت دوم فصل

روی΄رد در خاص به طور و کلͬ حالت در شناسایی پذیری مفهوم کامل تشریح به سوم فصل
همراه به را آن راه حل های و معرفͬ را شناسایی پذیری مش΄لات همچنین ͬ پردازد. م بیزی

ͬ کند. م ارائه نظری ͷنتائ
شناسایی قید گرفتن نظر در با جمعͬ‐رگرسیونͬ ساختار با چندجمله ای مدل چهارم فصل
را حاصل نتایج واقعͬ داده  و شبیه سازی مثال های ΁کم به و کرده ارزیابی را فضایی حالت در

ͬ کند. م تحلیل و مقایسه کسری چندجمله ای متداول مدل با
در را چندجمله ای مدل شناسایی پذیری مش΄ل ͽرف برای ͬ شده تک لجیت  مدل پنجم فصل

است. زمین آماری نوع از فضایی اثر و ندارند فراوانͬ داده ها که ͬ کند م بررسͬ حالتͬ
فضایی‐ جمعͬ‐ساختاری چندجمله ای مدل برای را شناسایی پذیری مسئله ششم فصل

ͬ کند. م بررسͬ زمانͬ
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٣٩ . . . . . . . . . . . . . بیزی استنباط در آن اهمیت و شناسایی پذیری ٣ . ٣
۴٠ . . . . . . . . . . . . . . . . . . . . . . شناسایی پذیری مسئله حل ۴ . ٣
۴٠ . . . . . . . . . . . . . . . آمار در قیدها از استفاده تاریخچه ١ . ۴ . ٣
۴١ . . . . چندجمله ای لوجیت مدل با مشابه ناشناسایی ویژگͬ با نرمال مدل ۵ . ٣

۴٧ شناسایی قید گرفتن نظر در با جمعͬ‐ساختاری چندجمله ای مدل ۴
۴٨ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مدل تعریف ١ . ۴
۴٨ . . . . اسمͬ رسته ای داده های برای جمعͬ‐ساختاری رگرسیون ١ . ١ . ۴
۴٩ . . . . . . . . . . . . . . . فضایی وابستگͬ ساختار مدل بندی ١ . ٢ . ۴
۵۴ . . . . . . . . . . . چندجمله ای مدل های در شناسایی پذیری ١ . ٣ . ۴
۵۶ . . . . . . . . . . . . . . . . . . چندجمله ای‐پواسن تبدیل ۴ . ١ . ۴
۵٨ . . . . . . . . . . . . . . . بیزی چندجمله ای‐پواسن تبدیل ۵ . ١ . ۴
۵٩ . . . . . . . . . . . . . . . . . . . کسری چندجمله ای مدل ۶ . ١ . ۴
۶٠ . . . . . . . . . . . . . . . . . . . . . . . . . . شبیه سازی مطالعه ٢ . ۴
۶٣ . . . . . . . . . . . . . . . . جاده ای تصادفات شدت کاربردی: مثال ٣ . ۴
۶٩ . . . . . . . . . . . . . پیش·ویی قدرت نظر از مدل ها بررسͬ ٣ . ١ . ۴
٧١ . . . . . . . . . . . . . . . . . . . . . . . . . مدل انتخاب ٣ . ٢ . ۴
٧٣ . . . . . . . . . . . . . . . . . . . . . . نتیجه گیری و فصل خلاصه ۴ . ۴

٧٩ زمین آماری فضایی چندجمله ای داده های برای ͬ شده تک لوجیت مدل ۵
٧٩ . . . . . . . . . . . . . . . . . . . . . . . . . ͬ شده تک لوجیت مدل ١ . ۵
٨٠ . . . . . . . . . . . ماکسیمم درستنمایی برآورد مجانبی توزیع ١ . ١ . ۵
٨٢ . . . . . . . . . . . . . ͬ شده تک مدل بیزی برآوردگر هم·رایی ١ . ٢ . ۵
٨٣ . . . . . . . . . . . . . . . . . زمین آماری فضایی وابستگͬ مدل بندی ٢ . ۵
٨٧ . . . . . . . . . . . . . . . . . . . . پیشین ها و پارامتربندی ٢ . ١ . ۵



ق مطالب فهرست
و شبیه سازی ΁کم به چندجمله ای و ͬ شده تک لوجیت روش های مقایسه ٣ . ۵

٨٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . واقعͬ مثال
٨٧ . . . . . . . . . . . . . . . . . . . . . . شبیه سازی مطالعه ٣ . ١ . ۵
٨٩ . . . . . . . . . . . . . . . . زیرزمینͬ آب های کیفیت کاربردی: مثال ۴ . ۵
٩٢ . . . . . . . . . . . . . . . . . . . پارامتر برآورد و مدل بندی ١ . ۴ . ۵
٩٢ . . . . . . . . . . . . . . . . . . . . . . . . . نتیجه گیری و خلاصه ۵ . ۵

٩٧ فضایی‐زمانͬ چندجمله ای داده های مدل بندی ۶
٩٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . فضایی‐زمانͬ اثر ١ . ۶
٩٨ . . . . . . . . . . . . . . . فضایی‐زمانͬ ذاتͬ متقابل اثرات ١ . ١ . ۶
٩٩ . . . . . . . . . . . . . . . . . . . . . . . . . . اصلͬ اثرات ١ . ٢ . ۶
٩٩ . . . . . . . . . . . . . . . . . . فضایی‐زمانͬ متقابل اثرات ١ . ٣ . ۶
١٠٠ . . . . . . . . . . . . . . . . . . . . . . صفر فضای و قیدها ۴ . ١ . ۶
١٠٢ . . . . . . متقابل اثرات در صفر با مساوی مجموع قید از دوری راه های ٢ . ۶
١٠٢ . . . . . . . . . . . . . . . . . . . . . متفاوت پارامتربندی ٢ . ١ . ۶
١٠۴ . . . . . . . . پسین توزیع نمونه های روی بر قیدها کردن پیاده ٢ . ٢ . ۶
١٠۵ . . . . . . . . . . . . . . . . . . . . . . . . . . شبیه سازی مطالعه ٣ . ۶
١٠٧ . . . . . . . . . . . . گوشه رده قید با فضایی‐زمانͬ اثر با مدل برازش ۴ . ۶
١٠٨ . . . . . . . . . . . . . . . . . . . . . . شبیه سازی مطالعه ١ . ۴ . ۶
١١٠ . . . . . . . . . . . . . . . . . . . . . . نتیجه گیری و فصل خلاصه ۵ . ۶
١١٠ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پژوهش آینده ۶ . ۶

١١۵ ͽمراج
١٣٣ انگلیسͬ به فارسͬ واژه نامه
١٣٧ فارسͬ به انگلیسͬ واژه نامه





تصاویر فهرست
مثبت رگرسیونͬ ضریب که حالتͬ در تبیینͬ، متغییر ΁ی ازای به پیروزی احتمال رگرسیون منحنͬ ١ . ١

١٠ . . . . . . . . . . . . . . . . . . . . است. راست) (سمت منفͬ یا چپ) (سمت

۴۴ . . . . . عاملͬ. نرمال مدل در شناسایی پذیری قیدهای گرفتن نظر در با پسین میانگین نسبت ٣ . ١
.τy = ١ و n = ٣٠ برای عاملͬ نرمال مدل در شناسایی پذیری قیدهای گرفتن نظر در با دقت مقایسه ٣ . ٢

۴۴ هستند. ΁نزدی ی΄دی·ر به تقریبا ͬ کند، م تغییر ١ تا ٠٫٠٠١ از τβ وقتͬ رده هر در برآوردشده دقت های
مشاهدات تعداد وقتͬ عاملͬ نرمال مدل در شناسایی پذیری قیدهای گرفتن نظر در با واریانس مقایسه ٣ . ٣

۴۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . است. افزایش به رو

ش΄ل است. آلمان کشور نواحͬ از مثال ΁ی داده های به مربوط چپ سمت ش΄ل .΃بی سی مدل ١ . ۴
۵٠ . . . . . . . . . . ͬ دهد. م نشان را نواحͬ این با متناظر Q تنک دقت ماتریس راست سمت
۵١ . . . . . . . . . . . . . . . . . . . . . . . متصل شده. گراف ΁ی از نمونه ای ٢ . ۴

ͬ دهد. م نشان را %٩۵ بیزی اعتبار کران سایه زده شده نواحͬ رده: هر در فضایی اثر پسین میانگین ٣ . ۴
۶٢ . . . . . . . . . . . . . . است. سوم تا اول رده های به متعلق ترتیب به پایین به بالا از
۶٣ . . . . . . است. سوم تا اول رده های به متعلق ترتیب به پایین به بالا از رده: هر احتمال برآورد ۴ . ۴

گوشه رده قید و (چپ)، صفر با مساوی مجموع قید :τu دقت پارامتر پسین کناری ͬ های چ·ال ۵ . ۴
۶۴ . . . . . . . . . . . . . . . . . ͬ دهد. م نشان را واقعͬ مقادیر عمودی خط (راست).

(قاب مطالعه مورد نواحͬ و چپ)، سمت (قاب ایران نقشه در مازندران استان جغرافیایی موقعیت ۶ . ۴
۶۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . راست) سمت
۶٧ . . . . . . . . مازندران. استان ناحیه ٢٢ همه برای جراحت رده های به مربوط فراوانͬ توزیع ٧ . ۴
٧۵ . . مازندران تصادفات داده های در ٩۵% بیزی اعتبار کران با سن اثر پسینͬ میانگین برآوردهای ٨ . ۴

با رده های به مربوط پایین به بالا از مدل: هر برای و رده هر در فضایی اثر پسینͬ میانگین برآوردهای ٩ . ۴
٧۶ . . . . . . . . . . . . . . . . . . . . . . . . . . بالا. تا کم جراحت شدت

رده های به مربوط پایین به بالا از مدل: هر برای رده هر در فضایی اثر پسینͬ استاندارد انحراف برآورد ١٠ . ۴
٧۶ . . . . . . . . . . . . . . . . . . . . . . . . . بالا. تا کم جراحت شدت با

جراحت شدت با رده های به مربوط پایین به بالا از مدل: هر برای رده هر در برآورد شده احتمال توزیع ١١ . ۴
٧٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بالا. تا کم

ش



تصاویر فهرست ت
بالا ردیف (راست). متعادل و (چپ) نامتعادل سناریوهای در سوم و دوم رده های احتمال برآورد ١ . ۵

٨٩ . . . . . . . . . . . . . . . است. سوم رده به مربوط پایین ردیف و دوم رده به مربوط
٩٠ . . . . . . . . . . . . . . . . . ایران. نقشه در هاشورخورده ناحیه گلستان: استان ٢ . ۵

لوجیت های مدل دو در دوم) (ردیف دوم رده و اول) (ردیف اول رده برای فضایی اثر پسینͬ میانگین ٣ . ۵
٩٣ . . . . . . . . . . . . . . . . راست). (سمت چندجمله ای و چپ) (سمت ͬ شده تک

مدل دو در دوم) (ردیف دوم رده و اول) (ردیف اول رده برای فضایی اثر پسینͬ استاندارد انحراف ۴ . ۵
٩۴ . . . . . . . . . . . . راست). (سمت چندجمله ای و چپ) (سمت ͬ شده تک لوجیت های

ͬ شده تک لوجیت های مدل دو در دوم) (ردیف دوم رده و اول) (ردیف اول رده برای احتمال برآوردهای ۵ . ۵
٩۵ . . . . . . . . . . . . . . . . . . . راست). (سمت چندجمله ای و چپ) (سمت

مش΄ͬ) (خط واقعͬ شبیه سازی شده زمانͬ اثر همراه به سبزرنگ) (دایره های زمانͬ اثر پسین میانگین ١ . ۶
١٠٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . رده. سه هر برای

(خط واقعͬ شبیه سازی شده فضایی اثر همراه به قرمزرنگ) (دایره های فضایی اثر پسین میانگین ٢ . ۶
١٠٨ . . . . . . . . . . . . . . . . . . . . . . . . . . رده. سه هر برای مش΄ͬ)

شبیه سازی شده متقابل اثر همراه به سبزرنگ) (دایره های فضایی‐زمانͬ متقابل اثر پسین میانگین ٣ . ۶
١٠٨ . . . . . . . . . . . . . . . . . . . . . . رده. سه هر برای مش΄ͬ) (خط واقعͬ

پسین میانگین برآوردهای (چپ)، %٩۵ اطمینان فاصله با مبدأ از عرض اثر پسین میانگین برآوردهای ۴ . ۶
و شده اند داده نمایش قرمز رنگ به برآوردها (راست). %٩۵ اطمینان فاصله با رگرسیونͬ ضریب اثر

١٠٩ . . . . . . . . . . . . . . . . . . . . . . . . . مش΄ͬ. رنگ به واقعͬ مقادیر
چپ سمت از ش΄ل در رده ها .%٩۵ اطمینان فاصله با رده هر در فضایی اثر پسین میانگین برآوردهای ۵ . ۶

١١٠ . . . . هستند. قرمز رنگ به برآوردها و مش΄ͬ رنگ به واقعͬ مقادیر هستند. سوم تا اول به ترتیب
چپ سمت از ش΄ل در رده ها .%٩۵ اطمینان فاصله با رده هر در زمانͬ اثر پسین میانگین برآوردهای ۶ . ۶

١١١ . . . . هستند. قرمز رنگ به برآوردها و مش΄ͬ رنگ به واقعͬ مقادیر هستند. سوم تا اول به ترتیب
از ش΄ل در رده ها .%٩۵ اطمینان فاصله با رده هر در فضایی‐زمانͬ اثر پسین میانگین برآوردهای ٧ . ۶

١١٢ هستند.. قرمز رنگ به برآوردها و مش΄ͬ رنگ به واقعͬ مقادیر هستند سوم تا اول به ترتیب چپ سمت
١١٣ . . . . . . . . . . . . . . . . . . اثر. هر برای دقت کناری ͬ های چ·ال برآوردهای ٨ . ۶

چپ سمت از ش΄ل در رده ها فضایی‐زمانͬ. نقطه ١٠٠ برای رده هر به مربوط پسین احتمال برآورد ٩ . ۶
١١٣ . . . . . . . . . . . . . . . . . . . . . . . . . هستند. سوم تا اول به ترتیب



جداول فهرست
٧ متغیره تک حالت در نمایی توزیع های خانواده از مثالͬ به عنوان نرمال و دوجمله ای پوآسن، توزیع های ١ . ١
١٢ . . . . . . . . . . . سوسمارها مثال در چندجمله ای لوجیت مدل برآوردشده پارامترهای ١ . ٢
٣٢ . . . . . . . . . . . . . . . . . . . . . . . ساده رگرسیون مدل برازش نتایج ٢ . ١
٣٢ . . . . . . . . . . . . . . . . . . . ساده رگرسیون مدل برای اجرا زمان مقایسه ٢ . ٢
٣٣ . . . . . . . . . . . . . جنین سر دور اندازه مثال به مربوط داده های ساختار از نمایی ٢ . ٣
٣٣ . . . . . . . . . . . . . . . . . . . . . مدل در شیب و مبدأ از عرض برآوردهای ۴ . ٢
٣٣ . . . . . . . . . . . . . . . . . . . . تصادفͬ اثرات دقت پارامترهای برآوردهای ۵ . ٢
٣٣ . . . . . . . . . . . . . . . . . . . . . مشاهدات دقت پارامتر برآورد ۶ . ٢
٣۴ . . . . . . . . . . . . . . مبدأ از عرض و شیب بین همبستگͬ برآورد ٢ . ٧

از شناسایی. قید دو از استفاده با مدل پارامترهای برای پسینͬ استاندارد) (انحراف میانگین برآورد ١ . ۴
۶١ . . . . . . . . شوند. بازیابی گوشه رده پارامترهای برآورد تا است شده استفاده (٨ . ۴) روابط
۶٧ . . . . . . . . . . . . ͺپاس از رده هر در تبیینͬ متغیرهای استاندارد) (انحراف میانگین ٢ . ۴

͹سط ∗ علامت مازندران. تصادف های داده مجموعه در IIA ویژگͬ بررسͬ برای HM آزمون نتایج ٣ . ۴
۶٨ . . . . . . . . . . . . . . . . . . . . . . . ͬ دهد. م نشان را ١ برابر ͬ داری معن

برای کسری چندجمله ای و STAR چندجمله ای مدل های از استفاده با پسینͬ آماره های از خلاصه ای ۴ . ۴
٧٠ . . . . . . . . . . . . . . . . . . . . . . . . . مازندران. تصادف داده های

چندجمله ای و ͬ شده تک لوجیت های مدل های در رگرسیونͬ ضرایب پسینͬ استاندارد) (انحراف میانگین ١ . ۵
٨٩ . . . . . . . . . . . . . . . . . . . . . . . . . . نامتعادل. سناریوی برای

چندجمله ای و ͬ شده تک لجیت های مدل های در رگرسیونͬ ضرایب پسینͬ استاندارد) (انحراف میانگین ٢ . ۵
٩٠ . . . . . . . . . . . . . . . . . . . . . . . . . . . متعادل. سناریوی برای
٩١ . . . . . . . . . . . . . . گلستان استان آب داده مجموعه در موجود تبیینͬ متغیرهای ٣ . ۵

داده مجموعه برای مدل دو مترن کوواریانس پارامترهای و رگرسیونͬ ضرایب برآوردهای از خلاصه ای ۴ . ۵
٩٣ . . . . . . . . . . . . . . . . . . . . . . . . . گلستان. استان آب کیفیت

١٠۵ . . . . . .٢ . ١ . ۶ مثال در شبیه سازی شده مقادیر با برآوردشده معیار انحراف و میانگین مقایسه ١ . ۶
ث



جداول فهرست خ
١٠٧ . . . . . . . . . . . . ثابت. رگرسیونͬ اثرات پسینͬ استاندارد) (انحراف میانگین برآورد ٢ . ۶





١ فصل
رسته ای داده های تحلیل

مقدمه ١ . ١
علوم جمله از مختلف علوم در که بسیاری کاربردهای دلیل به رسته ای١ داده های تحلیل
و علوم این در را زیادی علاقه مندان که است سال ها دارد، اجتماعͬ علوم و پزش΄ͬ زیستͬ،
گسترش با اخیر، دهه های در راستا این در است. کرده جذب خود به آمار علم همچنین
به مختلف علوم دانشمندان از زمینه این در متعددی کارهای آماری، استنباط روش های
داد نسبت متغیرهایی به ͬ توان م را رسته ای متغیرهای ͬ خورد. م چشم به پزش΄ͬ در خصوص
که پیوسته تصادفͬ متغیر تعریف با که ͬ شوند م اندازه گیری رسته یا مقادیر از تعدادی با فقط که
پیوسته داده های با حتͬ گاهͬ اما دارد، تفاوت کند، اختیار را مقادیر از نامتناهͬ تعداد ͬ تواند م
ذاتͬ به طور اگرچه سن مثال، برای .(١٩٩٩ (دنیل، ͬ شود م برخورد رسته ای داده های به صورت
ͬ کنند. م برخورد رسته ای متغیر ΁ی مانند آن با کاربردی دلایل به اما است، پیوسته متغیر ΁ی
به عبارتͬ شوند. داده نمایش ساله ͷپن فاصله های به صورت سنͬ گروه های است مم΄ن مثلا
در ͽواق در ͬ کند. م گروه بندی را مشاهدات که است متغیری رسته ای، متغیر گفت ͬ توان م
رسته ای آن ها با بهتر بررسͬ و تحقیق برای که هستیم روبرو خامͬ داده های با علوم از بسیاری
آموزش طلاق، ازدواج، مرگ، تولد، به مربوط داده های بین در مشترک نقطه ͬ شود. م برخورد
علوم در گسترده به طور که است آن ها بودن رسته ای مهاجرت، و اشتغال استخدام، پرورش، و

١Categorical



رسته ای داده های تحلیل ٢
اجتماعͬ علوم تحقیقات در مشاهدات بیشتر حقیقت، در ͬ گیرند. م قرار بررسͬ مورد اجتماعͬ
از تحقیقات در آیا که عنوان این با ما سوال حتͬ کنید توجه ͬ شوند. م بررسͬ رسته ای به طور

ͬ شود. م محسوب رسته ای اندازه گیری ΁ی خود نه، یا ͬ شود م استفاده رسته ای متغیر

رسته ای داده های انواع ١ . ٢
بر فقط آن در که متغیرهایی مانند هستند؛ رسته دو شامل فقط رسته ای متغیرهای از بسیاری
بسیاری در ͬ شوند. م نامیده دودویی٢ متغیرهای که دارد تاکید ش΄ست، و پیروزی رسته های
به عنوان ͬ پذیرد. م را مقدار دو تنها آزمایش از حاصل ͬ های خروج مختلف، علوم بخش های از
΁ی توسط توپ ضربه اصابت عدم یا اصابت بس΄تبال، بازی ΁ی باخت و برد به ͬ توان م مثال،
به بیمار ΁ی بدن ندادن و دادن جواب و امتحان در دانش آموز ΁ی شدن رد یا قبولͬ بازی΄ن،
کار، راحتͬ برای مثال ها این همه در کرد. اشاره درمان دوره طول در جدید داروی از نوعͬ
ͺپاس پیروزی برای کلͬ حالت در ͬ کنند. م بیان ش΄ست و پیروزی به صورت را آزمایش برآمد
از بیشتر رسته ای متغیرهای که وقتͬ ͬ گیرند. م نظر در را Y = ٠ ͺپاس ش΄ست برای و Y = ١

ͬ کنند. م تقسیم ترتیبی۴ و اسم٣ͬ دسته دو به را آن ها باشند، داشته رسته دو

اسمͬ رسته ای متغیرهای ١ . ٢ . ١
برای ͬ روند. م به کار متغیر ΁ی نامیدن برای و ندارند ͬˁکم مقادیر متغیرها نوع این مشاهدات

مثال

مرد) و (زن جنسیت •

روشن) سیاه، (قهوه ای، مو رنگ •

هیچ΄دام) استوا، جنوب استوا، (شمال زندگͬ محل •

و عالͬ) معمولͬ، (بی تفاوت، کلاسͬ برنامه ΁ی درباره دانش آموزان نظرات •

ماست مثل خاص محصول ΁ی تولید در برند چهار از ی΄ͬ انتخاب •

هستند. داده ها نوع این جمله از
٢Binary
٣Nominal
۴Ordinal



٣ رسته ای داده های توزیع های

ترتیبی رسته ای متغیرهای ١ . ٢ . ٢
ترتیبی مقیاس اساس بر که هستند ترتیبی رسته های دارای رسته ای داده های از دی·ری گونه

کرد: فهرست را زیر موارد ͬ توان م داده ها نوع این مثال های جمله از ͬ شوند. م اندازه گیری
و بد متعادل، خوب، به صورت دارو از جدیدی نوع مصرف از بعد بیمار ΁ی شرایط بیان •

ͬ دهند. م نشان را شدت ترتیب به که بحرانͬ
راضͬ، راضͬ، حدی تا ناراضͬ، ناراضͬ، (خیلͬ هتل ΁ی خدمات از رضایت میزان بیان •

راضͬ) خیلͬ
بالا) متوسط، (پایین، افراد اجتماعͬ طبقه تعیین •

و دانش·اه) دبیرستان، (راهنمایی، افراد سواد ͹سط •
خوب). متوسط، (ضعیف، تلویزیونͬ برنامه ΁ی به نسبت بیننده ΁ی نظر رتبه بندی •

و طبیعت در که بسیاری و متعدد کاربردهای علت به رساله این در است ذکر به لازم
اسمͬ رسته ای داده های تحلیل بر تمرکز ͬ خورد، م چشم به اسمͬ داده های از گذشته مطالعات
خواهیم اشاره ترتیبی داده های تحلیل به اختصار به فصل، این در تنها منظور، همین به است.
رنگ پر صورت از ماتریس و بردار دادن نشان برای رساله این در که باشید داشته توجه کرد.

ͬ شود. م استفاده لاتین حروف

رسته ای داده های توزیع های ١ . ٣
داده ها تصادفͬ تولید سازوکار مورد در فرض هایی داشتن نیازمند داده ها استنباط و تحلیل
در ͬ کند. م بازی را کلیدی نقش نرمال، توزیع پیوسته، داده های تحلیل در مثال، برای است.
توزیع دوجمله ای، توزیع یعنͬ رسته ای، ͅ های پاس تحلیل برای کلیدی توزیع سه بخش، این

کرد. خواهیم مرور را پوآسن توزیع و چندجمله ای

دوجمله ای توزیع ١ . ٣ . ١
ش΄ست یا پیروزی احتمال پیش·ویی و برآورد دودویی، داده های تحلیل از محققان هدف عموما
به صورت آزمایش واحدهای دودویی متغیرهای در است. تبیینͬ متغیرهای برخͬ حضور در
ام΄ان پذیر ش΄ست و پیروزی رسته دو تنها واحد هر برای که به طوری ͬ شوند، م بررسͬ تکͬ
پارامتر ΁ی دارای تنها که (٢٠١٣ (اگرستͬ، ͬ نامند م برنول۵ͬ آزمایش را آزمایشͬ چنین است.

۵Bernoulli



رسته ای داده های تحلیل ۴
برنولͬ احتمال جرم تابع است. پیروزی برای

P(Y = y|π) = πy(١ − π)١−y y = ٠, ١,
(y١, y٢, . . . , yn)′ کنید فرض ͬ دهد. م نشان را پیروزی احتمال P(Y = ١) = π آن در که است،
یعنͬ موفقیت ها تعداد مجموع باشد. برنولͬ مستقل آزمایش n از حاصل مشاهدات بردار

احتمال تابع با دوجمله ای۶ توزیع دارای Y =
∑n

i=١ Yi

P(Y = y) =

(
n

y

)
πy(١ − π)١−y y = ٠, ١,٢, . . . , n,

به Y برای دوجمله ای توزیع واریانس و ریاضͬ امید بنابراین ،E(Yi) = E(Y ٢
i ) = π چون است.

با برابر ترتیب
E(Y ) = nπ Var(Y ) = nπ(١ − π)

باشد: زیر ͬ های ویژگ دارای باید دوجمله ای آزمایش خلاصه به طور و کلͬ حالت در است.
برای ،π موفقیت، احتمال که معنͬ این به است، ی΄سان برنولͬ آزمایش n شامل آزمایش .١

است. ثابت برنولͬ آزمایش هر
ش΄ست را دی·ری و موفقیت را برآمدها از ی΄ͬ که است برآمد دو دارای آزمایش هر .٢

ͬ نامند. م
دی·ر آزمایش های نتایج در تأثیری آزمایش ΁ی نتیجه یعنͬ هستند، مستقل آزمایش ها .٣

ندارد.
است. آزمایش n در دیده شده موفقیت های تعداد با برابر Y تصادفͬ متغیر .۴

توضیح دوجمله ای احتمال توزیع با ͬ توان م را واقعͬ زندگͬ در وقایع از بسیاری .١ . ٣ . ١ مثال
ͬ کنیم. م اشاره کاربرد دو به زیر در داد.

زمانͬ مثال، برای ͬ شود. م استفاده داروسازی زمینه در عمده به طور دوجمله ای توزیع •
از حاصل نتایج ͬ شود، م اختراع یا کشف خاص بیماری ΁ی معالجه برای دارو ΁ی که
است مفید نظر مد بیماری درمان در دارو یعنͬ ͬ شود؛ م داده نمایش برآمد دو با آزمایش
موثر مدل بندی برای که هستیم روبرو ش΄ست و موفقیت نتیجه دو با بنابراین خیر. یا

ͬ کنیم. م استفاده دوجمله ای توزیع از بهبودیافته ها تعداد اساس بر دارو بودن
دریافتͬ ناشناس پیام΁ های تعداد مدل بندی در ͬ تواند م دوجمله ای توزیع کاربرد ΁ی •
ناشناس ΁پیام ΁ی دارد: وجود مم΄ن نتیجه دو ΁پیام هر دریافت در زیرا باشد، افراد

نیست. یا است
۶Binomial



۵ رسته ای داده های توزیع های

چندجمله ای توزیع ١ . ٣ . ٢
فرض همچنین باشند. رسته J(≥ ٢) از برآمدها مستقل، آزمایش n برای کنید فرض حال
صورت این غیر در و Yij = ١ آن گاه باشد، j رسته به متعلق i آزمایش از حاصل برآمد اگر کنید
با چند جمله ای آزمایش ΁ی مشاهده نشان دهنده yi = (yi١, yi٢, . . . , yiJ)′ بنابراین .Yij = ٠
بنابراین باشد. jام رسته به مربوط برآمدهای تعداد Nj =

∑
i Yij کنید فرض است. ∑j yij = ١

احتمال آزمایش، بار هر در کنید فرض حال است. چندجمله ای توزیع دارای (N١, N٢, . . . , NJ)
′

جرم تابع صورت، این در است. πj = P(Yij = ١) با برابر باشد jام رسته به متعلق نتیجه این که
به صورت چندجمله ای احتمال

P(N١ = n١, . . . , NJ = nJ) =

(
n!

n١! . . . nJ !
)
π
n١١ π

n٢٢ . . . πnJ
J

J−١ توزیع پس ،nJ = n−(n١+n٢+ · · ·+nJ−١) این که به توجه با .∑j nj = n آن در که است
میانگین، است. J = ٢ با چندجمله ای توزیع از خاصͬ حالت دوجمله ای توزیع است. بعدی

به صورت توزیع این برای کوواریانس و واریانس
E(Nj) = Nπj , Var(Nj) = Nπj(١ − πj), Cov(Nj , Nk) = −Nπjπk,

است دوجمله ای ،Nj کناری توزیع j = ١, . . . , J ازای به که داد نشان ͬ توان م هستند.
کاربردهای برخͬ شده اند، برگرفته (٢٠٠٢) اگرستͬ از که زیر مثال های .(٢٠١٣ (اگرستͬ،

ͬ  دهند. م نشان را چندجمله ای توزیع
چه به برکه ΁ی در موجود سوسمارهای گرایش بداند تا دارد نظر در زیست شناس ΁ی •
ͬ کند. م رده بندی را غذاها انواع ابتدا در او کار، این برای است. بیشتر غذا از نوعͬ
چندجمله ای توزیع دارای غذاها، انواع به سوسمارها تمایل مثال، این در ͺپاس متغیر بنابراین
متغیرهای به عنوان ͬ توان م را دی·ر محیطͬ عوامل و سوسمار اندازه مثل عواملͬ و است

گرفت. نظر در تبیینͬ
(چن ͬ کنند م استفاده چندجمله ای توزیع از عمده به طور بازاریابی٧ به مربوط علوم در •
را خانگͬ) لوازم (مثل خاص برندهای از تعدادی هدف، این با .(٢٠٠١ هم΄اران، و
ͬ سنجند. م آن روی بر را مختلف تأثیرگذار عوامل و کرده انتخاب ͺپاس متغیر به عنوان

پوآسن توزیع ١ . ٣ . ٣
Y متغیر اگر مثال، برای نیست. آزمایش ها از ثابتͬ تعداد نتیجه شمارش٨ͬ داده های گاهͬ،
حد آن گاه باشد، آینده هفته در آمل شهرستان هراز جاده تصادفات در کشته شده افراد تعداد

٧Marketing
٨Count data



رسته ای داده های تحلیل ۶
است. پوآسن توزیع متغیر، نوع این برای پرکاربرد توزیع ΁ی ندارد. وجود n تعداد برای بالایی

به صورت پوآسن احتمال جرم تابع
P(Y = y) =

e−λλy

y!
, y = ٠, ١, . . . ,

ͬ توان م پوآسن توزیع از است. λ با برابر و ی΄سان واریانس و میانگین دارای پوآسن توزیع است.
کرد. استفاده نیز باشد، ΁کوچ π و بزرگ n اندازه که زمانͬ دوجمله ای توزیع تقریب برای

رسته ای داده های برای رگرسیونͬ مدل های ۴ . ١
و داده ها روند تفسیر از کاراتری ارزیابی تا ͬ کند م ΁کم ما به داده ها مدل بندی روشنͬ به
حضور با هم زمان آماری روش های گسترش با امروزه باشیم. داشته آن ها به مربوط تأثیرات
توزیع به جز توزیع ها سایر از ͬ توان م که ͬ کشاند م موقعیت هایی سمت به را ما قوی نرم افزارهای
داده ها تحلیل در فراگیری روش های نیازمند بنابراین کرد. استفاده ͺپاس متغیر برای نرمال
مدل ها به کارگیری و تعریف در چشم·یری پیشرفت های اخیر، دهه های طول در هستیم.
است بوده این تشخیص آمار، رشته تاریخ طول در پیشرفت ها این از ی΄ͬ است. افتاده اتفاق
یافت. نیز نمایی٩ توزیع های خانواده در را نرمال توزیع خوب ͬ های ویژگ از بسیاری ͬ توان م که
داده های تحلیل برای آن در تأثیرگذار عمومͬ مدل های برخͬ و خانواده این معرفͬ به زیر در

پرداخت. خواهیم رسته ای

نمایی توزیع های خانواده ١ . ۴ . ١
است، وابسته θ پارامتر به آن احتمال توزیع که را {y١, . . . , yn} مشاهدات با Y تصادفͬ متغیر
احتمال (چ·الͬ) تابع اگر است، نمایی توزیع های خانواده به متعلق توزیع این ب·یرید. نظر در

صورت به آن
p(yi|θi) = a(θi)b(yi) exp(s(yi)Q(θi))

پارامتر Q(θi) توزیع، این در هستند. معلومͬ توابع Q(·) و s(·) ،b(·) ،a(·) آن در که باشد،
به صورت توزیع دی·ر ش΄ل ͬ شود. م نامیده طبیعͬ

P(Yi = yi, θi) = exp(s(yi)Q(θi) + c(θi) + d(yi)) (١ . ١)
خانواده از بسیاری .(٢٠٠٢ (اگرستͬ، ͬ نامند م کانون١٠ͬ را خانواده s(yi) = yi برای که است
از بعضͬ ͬ گیرند. م قرار خانواده این در دوجمله ای و نرمال پوآسن، مانند معروف توزیع  های

کرد. مشاهده ͬ توان م ١ . ١ جدول در را آن ها
٩Exponential family of distributions

١٠Cononical



٧ رسته ای داده های برای رگرسیونͬ مدل های
متغیره تک حالت در نمایی توزیع های خانواده از مثالͬ به عنوان نرمال و دوجمله ای پوآسن، توزیع های :١ . ١ جدول

d c طبیعͬ پارامتر توزیع
−log(y!) −θ log(θ) پوآسن

−y٢
٢σ٢

−µ

σ٢ − ١٢ log(٢πσ٢) µ

σ٢ نرمال
log

(y
n

)
nlog(١ − π) log( π١−π

) دوجمله ای

تعمیم یافته خطͬ مدل های ٢ . ۴ . ١
ͬ توان م که هستند آماری مدل های از گسترده ای دامنه شامل تعمیم یافته١١ خطͬ مدل های
ͬ روند م به کار مواردی در اغلب و داد تعمیم گسسته ͺپاس متغیرهای با مدل هایی به را آن ها
استفاده با مشاهدات، استقلال پذیرفتن با مدل ها این در نیست. نرمال ͺپاس متغیر توزیع که
همچنین ͬ شود. م برقرار ارتباط تبیینͬ متغیرهای و مشاهدات میانگین بین پیوند تابع ΁ی از
مشتق پذیر و ی΄نوا پیوند تابع و نمایی توزیع های خانواده از عضوی خطا) (توزیع ͺپاس توزیع
نمایی توزیع های از خانواده ΁ی از مستقل مشاهدات {yi, i = ١, . . . , n} کنید فرض است.
پارامتر مقادیر تعمیم یافته، خطͬ مدل ΁ی در هستند. (١ . ١) احتمال جرم تابع دارای که باشند
و θi پارامتر بین ͬ گیرند. م نظر در تبیینͬ متغیرهای از تابعͬ به صورت را ،i = ١, . . . , n ،θi
تعیین پیوند اسم به تابعͬ توسط که دارد وجود رابطه ای GLM در ،µi ،ͺپاس (شرطͬ) میانگین

آن گاه باشد، ͺپاس متغیر از تصادفͬ نمونه ΁ی {Yi, i = ١, . . . , n} اگر ͬ شود. م

g(µi) = ηi = β٠ +
l∑

k=١
βkxik, i = ١, . . . , n

هستند تبیینͬ متغیرهای xkها و رگرسیونͬ ضرایب βkها مبدا، از عرض پارامتر β٠ آن در که
پیوند کند، متصل طبیعͬ پارامتر به را میانگین که پیوندی تابع است. پیوند تابع g(·) و
،η یعنͬ تبیینͬ، متغیرهای خطͬ ترکیب .g(µi) = Q(θi) حالت این در ͬ شود. م نامیده کانونͬ

ͬ شود. نامیده م خطͬ پیش·وی
است: مولفه سه دارای تعمیم یافته خطͬ مدل های خلاصه، به طور

توزیع و است نمایی توزیع های خانواده از عضوی که (ͺپاس توزیع همان (یا خطا توزیع .١
ͬ کند. م مشخص را Yi ͺپاس متغیر

نظر در ηi = x′
iβ خطͬ ترکیب به صورت را تبیینͬ متغیرهای که ΁سیستماتی مولفه .٢

و iام مشاهده برای تبیینͬ متغیرهای بردار xi = (١, xi١, . . . , xil)′ آن در که ͬ گیرد، م
پیش·وی را ΁سیستماتی مولفه اغلب است. رگرسیونͬ ضرایب بردار β = (β٠, β١, . . . , βl)′

ͬ گویند. م خطͬ
١١Generalized linear models (GLM)
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به صورت خطͬ پیش·وی و ͺپاس توزیع شرطͬ میانگین بین که ی΄نوا پیوند تابع .٣

g(µi) = ηi = x′
iβ,

ͬ کند. م برقرار پیوند
نرمال خطͬ مدل همان تعمیم یافته، خطͬ مدل معروفترین نرمال: خطͬ مدل .١ . ۴ . ١ مثال

به صورت
Yi ∼ N(µi, σ

٢), E(Yi|xi) = µi = x′
iβ,

ش΄ل به معمولا مدل این است. g(µi) = µi همانͬ تابع پیوند، تابع این جا در است.
Yi = x′

iβ + ϵi,

و مستقل ϵiها ͬ شود م فرض و است N(٠, σ٢) توزیع با خطا جمله ϵi آن در که ͬ شود، م نوشته
هستند. هم توزیع

΁ی در که فردی کردن پیدا احتمال بزرگ، جامعه ΁ی در میر: و مرگ نرخ .٢ . ۴ . ١ مثال
بیماری های از حاصل میر و مرگ این که فرض با است. ΁کوچ باشد، مرگ حال در خاص زمان
Y ∼ Pois(λ) پوآسن توزیع ΁ی با را ،Y میر، و مرگ تعداد ͬ توان م هستند، مستقل غیرعفونͬ
سال ΁ی مانند خاص زمان ΁ی در مرگ تعداد متوسط λ = E(Y ) آن در که کرد، مدل بندی
بستگͬ افراد جنسیت و سن جامعه، اندازه مانند متعددی عوامل به ͬ تواند م متوسط این است.

مدل از ͬ توان م مدل، در x تبیینͬ متغیرهای اطلاعات کردن وارد برای باشد. داشته
log(λ) = log(n) + x′β,

هر در n اندازه با جمعیت کل ازای به مرگ نرخ x′β و جامعه اندازه n آن در که کرد، استفاده
است. سال

مشاهدات آن در که است خطͬ مدل تعمیم تعمیم یافته، خطͬ مدل دریافتیم این جا تا
کردن ی΄ͬ برای GLM ͽواق در .(١٩٨٩ نلدر، و کلاح ΁م) باشند رسته ای یا گسسته ͬ توانند م
حاصل ͺپاس متغیرهای از بزرگͬ رده برای جامعͬ نتایج تا ͬ رود م به کار مختلف آماری مدل های
مربوط واریانس و است رگرسیونͬ پارامترهای از خطͬ تابع میانگین خطͬ، مدل های در شود.
تابع ΁ی ΁کم به میانگین تعمیم یافته، خطͬ مدل در ͬ که حال در است، ثابت مشاهدات به
که معروف آماری مدل های از بسیاری صورت، این در است. تبیینͬ متغیرهای از تابعͬ پیوند
΁کم به ͬ توان م را دارد وجود ناخطͬ رابطه تبیینͬ متغیرهای سایر و ͺپاس متغیر بین آن در
پروبیت و لوجیت١٢ پیوند توابع از اغلب رسته ای داده های تحلیل برای گرفت. به کار تعمیم این

ͬ کنیم. م معرفͬ را مرتبط مدل های ادامه در که ͬ کنند م استفاده
١٢Logit



٩ رسته ای داده های برای رگرسیونͬ مدل های
لوجیت پیوند تابع

عمومͬ ش΄ل ،(١٩٣٧) بارتلت بار اولین
log(

π

١ − π
) (١ . ٢)

شد، منتشر ١٩٣٨ سال در که آماری جدول های کتاب در کرد. مطرح رگرسیون مدل در را
پیشنهاد دوجمله ای داده های تحلیل در دوجمله ای پارامترهای برای را احتمال تبدیل این فیشر
تبدیل این برای را لوجیت اصطلاح برکسون جوزف آماردان و فیزی΄دان ،١٩۴۴ سال در کرد.
این ͬ رود. م به کار اجتماعͬ علوم و زیستͬ علوم در گسترده به طور لوجیت مدل داد. پیشنهاد
مخاطره بر تبیینͬ متغیرهای تاثیر ارزیابی برای جمعیت شناسͬ مطالعات برای به ویژه مدل
لجیت تابع آمار، و ریاضیات در دارد. فراوانͬ کاربرد میر و مرگ و باروری مثل برآمدها نسبی

به صورت ٠ < π < ١ حقیقͬ عدد
logit(π) = log

(
π

١ − π

)
= log π − log (١ − π)

رگرسیون از استفاده چند جمله ای، و دودویی ͺپاس توزیع با مدل های در ͬ شود. م تعریف
است، حقیقͬ اعداد میانگین رگرسیون دامنه است. احتمال روی مدل بندی با برابر میانگین
تعمیم یافته خطͬ مدل ΁کم به بنابراین، است. ΁ی و صفر بین مقداری احتمال که حالͬ در

کنیم. حفظ را میانگین تغییرات دامنه بتوانیم تا ͬ کنیم م استفاده لوجیت پیوند تابع از

دودویی داده های برای لوجیت مدل
اگرستͬ و (٢٠٠۵) هم΄اران و کانگدان ،(٢٠١٣) اگرستͬ همچون منابعͬ از مدل این تعریف در
زیر فرض های ب·یرید. نظر در را nتایی نمونه ΁ی مدل تعریف برای کردیم. استفاده (٢٠١٩)

ͬ پذیریم: م نمونه اعضای از ΁ی هر برای را
است. نمونه از عضو iامین تبیینͬ متغیرهای بردار ،xi = (١, xi١, . . . , xil)′ بردار .١

اختیار را {٠, ١} مقادیر که است نمونه از عضو امین i برای دودویی ͺپاس ΁ی Yi متغیر .٢
بنابراین ͬ کند. م پیروی برنولͬ توزیع از و ͬ کند م

Yi|xi ∼ Ber(πi), E(Yi|xi) = P(Yi = ١|xi) = πi.

خطͬ تابع گرفت، به کار بتوان که تابعͬ نوع ساده ترین
π(xi) = β٠ + xi١β١ + · · ·+ xilβl = x′

iβ,

ضرایب و تبیینͬ متغیرهای مقادیر آن در که نتایجͬ است مم΄ن مدل این متأسفانه اما است.
شود. ١ از بیشتر یا صفر از کمتر π آن در که باشد داشته دنبال به را دارد بستگͬ رگرسیونͬ
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نگه ΁ی و صفر بین را πi که هستند دسترس در متعددی ناخطͬ پیوند توابع خوشبختانه،

صورت این در است. (١ . ٢) لوجیت پیوند تابع آن ها، متداول ترین ͬ دارند. م

π(xi) =
exp(x′

iβ)١ + exp(x′
iβ)

.

در افزایش واحد ΁ی ازای به بخت ها نسبت حسب بر مدل این در رگرسیونͬ ضرایب تفسیر
مساله این درک برای است. تبیینͬ، متغیرهای سایر بودن ثابت شرط به تبیینͬ، متغیر

نوشت ͬ توان م
log

(
π(xi)١ − π(xi)

)
= x′

iβ.

را حالتͬ ١ . ١ ش΄ل ͬ شود. م پیروزی احتمال افزایش باعث تبیینͬ متغیر ΁ی مثبت ضریب
که ͬ کنید م مشاهده دارد. حضور لوجیت مدل در تبیینͬ متغیر ΁ی تنها که ͬ دهد م نشان
کاهشͬ منفͬ، مقادیر برای و افزایشͬ پیروزی احتمال رگرسیونͬ، ضریب مثبت مقادیر برای

دارد. بستگͬ x علامت به نمودار جهت است.

چپ) (سمت مثبت رگرسیونͬ ضریب که حالتͬ در تبیینͬ، متغییر ΁ی ازای به پیروزی احتمال رگرسیون منحنͬ :١ . ١ ش΄ل
است. راست) (سمت منفͬ یا

کاربرد دارو دوز مصرف میزان تعیین برای به ویژه زیستͬ آزمایش های در لوجیت مدل
تحلیل برای انگیزه اصلͬ عامل دوجمله ای ͺپاس با مدل های است. کرده پیدا گسترده ای
ترکیب شده آزمایشͬ مواد یا دارو ΁ی از مختلفͬ مقدار که است آزمایش هایی به مربوط داده های
آزمایشͬ در کنید فرض مثال، برای ͬ گیرند. م به کار آزمایش مورد موارد از دسته ای برای را
͹سط در مصرفͬ دوز ͹سط تعیین برای را حشره کش ها از تعدادی حشره کش، دوز تعیین برای
در اما ͬ روند. نم بین از حشره ها از برخͬ یا هیچ΄دام ابتدایی روزهای در ͬ آزمایند. م معینͬ
حشره تحمل آستانه روی بر مصرفͬ دوز تاثیر از حاکͬ که شوند نابود است مم΄ن بعد روزهای

دارد.



١١ رسته ای داده های برای رگرسیونͬ مدل های
چندجمله ای داده های برای لوجیت مدل

سید و (٢٠٠۵) ؛کانگدان ،(٢٠٠۴) هم΄اران و دو ،(٢٠١٣) اگرستͬ از مدل این تعریف در
لجیت مدل حالت، این در ب·یرید. نظر در را رسته J با اسمͬ داده های کردیم. استفاده (٢٠٢٠)
متغیرهای برای ͬ گیرد. م نظر در رده ها از جفت هر برای را ،log( π١−π

) یعنͬ بخت، ل·اریتم
کنید فرض ،x′ = (x١, . . . , xl) تبیینͬ

πij = πj(xi) = P(Yi = j|xi), j = ١, . . . , J ;
J∑

j=١
πij = ١.

بین زوجͬ مقایسه به صورت را بخت ل·اریتم رده ای، چند ͺپاس با داده های برای کلͬ حالت در
به حالت این در است. J و j رده دو بین موفقیت بخت πij

πiJ
مثال، برای ͬ گیرند. م به کار رده ها

j ̸= J که j = ١, . . . , J هر برای بنابراین است. دلخواه آن انتخاب که ͬ گویند م پایه رده J رده
داریم βj = (β١j , β٢j , . . . , βlj)′ و

log(
πij(xi)

πiJ(xi)
) = log

(
πij(xi)

١ −
∑J−١

j=١ πij(xi)

)
= β٠j + β١jxi١ + · · ·+ βljxil (١ . ٣)

= β٠j +
l∑

k=١
xikβkj = β٠j + x′

iβj = ηij

همچنین و
است. Yij تصادفͬ متغیر از رسته jامین به مربوط مشاهده yij ،i هر برای •
و است πij مورد، iامین برای ͺپاس متغیر از رسته jامین مشاهده احتمال •

است. تبیینͬ متغیر kامین رگرسیونͬ ضریب βkj •
نوشت ͬ توان م ل·اریتم، تابع ͬ های ویژگ ΁کم به (١ . ٣) معادله بازنویسͬ با

πij = πiJexp(ηij).

پس ،∑J
j=١ πij = ١ این که به توجه با

١ = πiJexp(β٠١ + x′
iβ١) + πiJexp(β٠٢ + x′

iβ٢) + · · ·+ πiJ .

بنابراین
πiJ =

١
١ +

∑J−١
j=١ exp(β٠j + x′

iβj)
.

ش΄ل به ،πij برای عمومͬ عبارت رو، این از
πij =

exp(β٠j + x′
iβj)

١ +
∑J−١

j=١ exp(β٠j + x′
iβj)

=
ηij

١ +
∑J−١

j=١ ηij

کنید. توجه (٢٠١٣) اگرستͬ از برگرفته زیر مثال به مدل تشریح برای ͬ آید. م به دست
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ͬ گذارند، م تأثیر سوسمار توسط غذا انتخاب بر که را عواملͬ ͬ خواهند م پژوهش·ران .٣ . ۴ . ١ مثال
متغیر کردند. انتخاب را فلوریدا ایالت در دریاچه ۴ از سوسمار ٢١٩ منظور این برای بیابند.
ش΄م از که اولیه ای غذای حجم بیشترین اساس بر را دلخواه) غذای نوع (یعنͬ اسمͬ ͺپاس
،(F) ماهͬ رده ͷپن دارای ͺپاس متغیر توصیف، این با ͬ کنند. م تعیین ͬ یابند، م سوسمار
از مختلف اندازه دو در سوسمارها است. (O) سایر و (R) خزنده ها ،(I) بی مهرگان ،(B) پرنده ها
متغیرهای به عنوان را دریاچه نوع و سوسمار اندازه بنابراین شدند. انتخاب مختلف دریاچه سه
اندازه نشان دهنده ترتیب به t و o ،h ،s تببینͬ متغیرهای گرفت. نظر در ͬ توان م تبیینͬ
دوسطحͬ نشانگر متغیرهای همه که هستند سوم دریاچه و دوم دریاچه اول، دریاچه سوسمار،
نظر در با شده اند). دسته بندی ΁کوچ و بزرگ اندازه رده دو به سوسمارها (اندازه هستند
لوجیت مدل پارامترهای درستنمایی ماکسیمم برآوردهای نتایج پایه، رده به عنوان ماهͬ گرفتن
تبیینͬ متغیرهای اثرات برآورد معیار خطای مقادیر شده اند. گزارش ١ . ٢ جدول در چندجمله ای
مقایسه برای پیش·و معادله مثال، برای شده اند. نوشته ضریب برآورد هر جلوی پرانتز داخل

سوسمارها مثال در چندجمله ای لوجیت مدل برآوردشده پارامترهای :١ . ٢ جدول
سوم دریاچه اثر دوم دریاچه اثر اول دریاچه اثر اندازه اثر مبدأ از عرض لوجیت مدل
١٫١٢ (٠٫۴٩) ٠٫٩۴ (٠٫۴٧) −١٫۶۶ (٠٫۶١) ١٫۴۶ (٠٫۴٠) −١٫۵۵ logit( πI

πF
)

٢٫٩۴ (١٫١٢) ٢٫۴۶ (١٫١٢) ١٫٢۴ (١٫١٩) −٠٫٣۵ (٠٫۵٨) −٣٫٣١ logit(πR
πF

)

١٫٠٩ (٠٫٨۴) −٠٫۶۵ (١٫٢٠) ٠٫٧٠ (٠٫٧٨) −٠٫۶٣ (٠٫۶۴) −٢٫٠٩ logit(πB
πF

)

١٫۵٢ (٠٫۶٢) ٠٫٠١ (٠٫٧٨) ٠٫٨٣ (٠٫۵۶) ٠٫٣٣ (٠٫۴۵) −١٫٩٠ logit(πO
πF

)

است: زیر به صورت ͬ ها ماه با مقابل در بی مهرگان خوراک
logit(

π̂I
π̂F

) = −١٫۵۵ + ١٫۴۶s− ١٫۶۶h+ ٠٫٩۴o+ ١٫١٢t.
با سوسمارهای برای بی مهرگان غذای انتخاب احتمال مشخص، دریاچه ازای به مدل، این در
همچنین، باشد. بزرگ سوسمار اندازه که است زمانͬ برابر exp(١٫۴۶) = ۴٫٣ ΁کوچ اندازه

است. اول دریاچه از بیشتر سوم و دوم دریاچه های در بی مهرگان خوراک انتخاب احتمال

ترتیبی داده های برای لوجیت مدل
΁کم به ترتیبی داده های تحلیل در کردیم. استفاده (١٩٨٠) کلاک ΁م از مدل این بیان در
رسته ای تصادفͬ متغیر برای کنید فرض ͬ گیرند. م بهره آن تجمعͬ ش΄ل از لوجیت، پیوند تابع
ب·یریم، نظر در رسته هر در فراوانͬ را n١, . . . , nJ نمونه های اگر باشد. رسته ها تعداد J ،Y
انتخاب جامعه از تصادفͬ به طور که مشاهده ΁ی برای است. n =

∑
j nj مشاهدات کل تعداد

به صورت j رده تجمعͬ احتمال باشد. j رسته در ͺپاس احتمال πj کنید فرض است، شده
Fj = P(Y ≤ j) = π١ + · · ·+ πj , j = ١,٢, . . . , J



١٣ رسته ای داده های برای رگرسیونͬ مدل های
به صورت را رسته ها ترتیب که است

٠ < F١ < F٢ < · · · < FJ = ١
ͬ  دهد. م نشان

به صورت تجمع١٣ͬ لوجیت مدل ،π١, . . . , πJ احتمال های با رسته J برای
logit{P(Y ≤ j)} = log

P(Y ≤ j)

١ − P(Y ≤ j)

= log
π١ + · · ·+ πj
πj+١ + · · ·+ πJ

, j = ١, . . . , J − ١

شوند ΁تفکی Y > j و Y ≤ j قسمت دو به ͅ ها پاس تا ͬ شود م باعث مدل این ͬ شود. م تعریف
J همه اطلاعات از تجمعͬ لوجیت هر ͬ آید. م شمار به دودویی ترتیبی داده نوعͬ خود، که

ͬ کند. م استفاده رسته

تبیینͬ متغیر با تجمعͬ لوجیت مدل
لوجیت مدل باشد. تبیینͬ متغیرهای بردار xi و رسته J با رسته ای ͺپاس متغیر Yi کنید فرض
به صورت که ͬ کند م استفاده رسته (J − ١) تجمعͬ لوجیت از هم زمان حالت، این در تجمعͬ

logit{P(Yi ≤ j)} = β٠j + x′
iβ, j = ١, . . . , J

باید بنابراین است، تبیینͬ متغیرهای شرط به شرطͬ احتمال ΁ی مدل این ͬ شود. م تعریف
تجمعͬ لوجیت برای معادل مدل ΁ی کنیم. جای·زین P(Yi ≤ j|xi) با را P(Yi ≤ j) ͽواق در

به صورت
P(Yi ≤ j) =

exp(β٠j + x′
iβ)١ + exp(β٠j + x′

iβ)

همه برای رگرسیونͬ پارامترهای اسمͬ، رسته ای داده های خلاف بر مدل ها این در است.
است. ی΄سان رسته ها

روانͬ اختلالات شدت روانͬ، آسایش·اه ΁ی در افراد روانͬ اختلالات تحلیل در .۴ . ۴ . ١ مثال
علائم با خفیف، علائم با خوب، از عبارتند ͺپاس رده های است. ترتیبی ͺپاس متغیر ΁ی افراد
افراد زندگͬ وقایع از سابقه ای شامل نیز تبیینͬ متغیرهای جدی. روانͬ اختلال با و متوسط

به صورت تجمعͬ لوجیت مدل هستند. (x٢) اجتماعͬ‐اقتصادی وضعیت و (x١)
logit{P(Yi ≤ j)} = β٠j + β١x١ + β٢x٢, j = ١,٢,٣,۴,

−٠٫٣١٩ با برابر ترتیب به β٢ و β١ رگرسیونͬ ضرایب درستنمایی ماکسیمم برآورد است.
(یعنͬ بهتر اجتماعͬ‐اقتصادی وضعیت داشتن که ͬ دهد م نشان برآوردها است. ١٫١١١ و

١٣Cumulative



رسته ای داده های تحلیل ١۴
که است معنͬ آن به این و ͬ دهد م افزایش را تجمعͬ احتمال متغیر) این برای بزرگتر مشاهده
توجه با دوم، تبیینͬ متغیر برای نتیجه شد. خواهد کم بالاتر اختلال شدت داشتن احتمال
http://www.stat.ualberta.ca در مثال این داده های است. برعکس آن، منفͬ ضریب به

هستند. دسترسͬ قابل

پروبیت پیوند تابع
مدل که است پروبیت١۴ پیوند تابع رسته ای، داده های تحلیل برای پیوند تابع از دی·ری نوع
تابع این ͬ شود. م محسوب رسته ای داده های تحلیل در معروف مدل های از ی΄ͬ نتیجه شده

شد. معرفͬ ١٩٣۴ سال در بلیس نام به فردی توسط اولین بار پیوند،

دودویی داده های برای پروبیت مدل
توسط تبیینͬ متغیرهای به نسبت π از خطͬ مدل ΁ی به π در ناخطͬ مدل نیز حالت این در
نرمال توزیع از استفاده با ،πi یعنͬ مشاهده iامین احتمال ͬ دهد. م ش΄ل تغییر ی΄نوا تابع ΁ی

به صورت استاندارد
πi =

∫ ηi

−∞

٢√١π exp(−
١
٢u٢)du = Φ(ηi),

داریم آن از که است
ηi = Φ−١(πi).

به صورت ͬ توان م را پروبیت مدل بنابراین
Φ−١(πi) = ηi = β٠ +

l∑
k=١

xikβk,

یا
πi = Φ(β٠ +

l∑
k=١

xikβk),

نوشت.

ترتیبی رسته ای داده های برای تجمعͬ پروبیت مدل
به صورت تجمعͬ پروبیت مدل

Φ−١(P(Yi ≤ j)) = β٠j + x′
iβ, j = ١, . . . , J − ١,

برای β اثر لجیت، مدل همانند ͬ شود. م نامیده ترتیبی پروبیت مدل مختلف علوم در که است
به صورت را تجمعͬ احتمالات تجمعͬ، پروبیت مدل است. ی΄سان رسته ها همه

P(Yi ≤ j) = Φ(β٠j + x′
iβ), j = ١, . . . , J − ١,

١۴Probit

http://www.stat.ualberta.ca


١۵ وابستگͬ ساختارهای
ͬ کند. م توصیف

وابستگͬ ساختارهای ۵ . ١
داده های از بسیاری تعمیم یافته، خطͬ مدل های رده ΁کم به ͬ توان م که دانستیم اینجا به تا
مدل بندی باشد، تبیینͬ متغیرهای از تابعͬ رسته ΁ی وقوع احتمال این که فرض با را رسته ای
هستیم روبرو داده هایی با اوقات گاهͬ اما ͬ رسد، م به نظر بزرگͬ پیشرفت اگرچه کرد. تحلیل و
که باشیم مدلͬ دنبال به باید حالت، این در دارد. وجود همبستگͬ ساختار آن ها بین در که
از ی΄ͬ کند. لحاظ تحلیل در بالاتر کارایی آوردن به دست برای را داده ها در موجود همبستگͬ

دارد. نام (٢٠٠١ توتز، و (فارمیر تعمیم یافته١۵ خطͬ آمیخته مدل مناسب، مدل های

تعمیم یافته خطͬ آمیخته مدل های ١ . ۵ . ١
استقلال پذیره تعمیم یافته، خطͬ مدل در دارد، وجود همبستگͬ مشاهدات بین که حالتͬ در
از تصادف١۶ͬ اثرات اضافه کردن با آن ها بین همبستگͬ و تعدیل شرطͬ استقلال به مشاهدات
تعمیم یافته خطͬ مدل صورت این در ͬ شود. م گرفته نظر در مدل به پنهان١٧ متغیرهای طریق
ماتریسͬ، قالب در آن، در خطͬ پیش·وی و ͬ شود م تبدیل تعمیم یافته خطͬ آمیخته مدل به

به صورت
η = Xβ +Zu,

از بعدی q بردار u ثابت، اثرات از بعدی l+١ بردار β ،η′ = (η١, . . . , ηn) آن در که ͬ شود، م بیان
معمولا است. بعدی n×q طرح ماتریس  Z و بعدی n×(l+١) طرح ماتریس X تصادفͬ، اثرات
مشاهدات وابستگͬ و است گاوسͬ توزیع دارای u بردار ͬ شود م فرض مدل ها، از رده این در
΁ی Z و q = ١ که خاصͬ حالت در ͬ شود. م مدل وارد تصادفͬ بردار همین طریق از ͺپاس

است. معروف تصادف١٨ͬ مبدا از عرض با مدل به حاصل مدل هاست، ١ از بعدی n بردار

تعمیم یافته جمعͬ‐ساختاری آمیخته مدل ٢ . ۵ . ١
که ͬ کنیم م مشاهده طبیعت در داده هایی است، داده رخ علوم در که مختلفͬ پیشرفت های با
تحلیل در مثال، برای کرد. جستجو ͬ توان م را مختلف اثرات پای رد آن ها بین در همواره
داشته تاثیر ͺپاس متغیر روی ناخطͬ به صورت تبیینͬ متغیرهای برخͬ است مم΄ن داده ها
مربوط تغییرات که باشد داشته وجود متغیرها از برخͬ بین در متقابل اثرات است مم΄ن باشند.

١۵Generalized linear mixed model (GLMMs)
١۶Random effects
١٧Latent variables
١٨Random intercept model



رسته ای داده های تحلیل ١۶
که نقطه ای یا ͺپاس رخداد م΄ان اثر داده ها از بعضͬ در همچنین نیست. هموار نیز آن ها به
مشاهدات گرفتن قرار به مربوط اثرات از این، بر افزون یافت. ͬ توان م را است آن به متعلق داده
پیشرفت مقایسه به مربوط داده ها اگر مثال، به طور شد. غافل ͬ توان نم خاص زمانͬ بازه ΁ی در
مختلف ناحیه های در و مشخص زمانͬ بازه ΁ی در خاص بیماری ΁ی به افراد شدن مبتلا یا
زمان طول در زندگͬ محل نواحͬ و اقلیم تأثیر به مربوط مدل بندی آن گاه باشد، کشور ΁ی
این همه از تا باشیم مدلͬ دنبال به باید صورت این در است. گریزناپذیر بیماری، این به ابتلا

ببرد. بهره اطلاعات
در ͬ توان م که کردند معرفͬ را تعمیم یافته١٩ جمعͬ مدل های رده (١٩٩٠) تیبشرانͬ و هستͬ
تعمیم یافته، خطͬ مدل پذیره های برقراری با کرد. مدل وارد را تبیینͬ متغیرهای ناخطͬ اثر آن

به صورت جمعͬ پیش·وی ΁ی به خطͬ پیش·وی مدل ها، از رده این در

g(µ) = η = β٠ +
l∑

j=١
fj(xj),

معمولا که هستند تبیینͬ متغیرهای (ناپارامتری) ناخطͬ اثرات (·)fjها آن در که ͬ شود م تبدیل
مدلͬ GAM مدل از دی·ر تعمیمͬ ͬ شود. م گرفته نظر در آن ها برای مشخصͬ همواری شرایط

ش΄ل به ناخطͬ و خطͬ اثرات دو هر شامل که است
g(µ) = η = β٠ + x′

iβ +

p∑
c=١

fc(zc),

در مدل، نوع این هستند. ناخطͬ اثرات دارای zcها و خطͬ اثرات دارای x آن در که است،
است. نیمه پارامتری مدل ΁ی ،ͽواق

تعمیم یافته٢٠، جمعͬ‐ساختاری آمیخته مدل عنوان تحت نیمه پارامتری، مدل بر دی·ر تعمیمͬ
وابستگͬ ساختار با ͅ های پاس برای که ͬ کند م اضافه نیز را تصادفͬ اثرات جمعͬ پیش·وی به

حالت این در باشد. منعطف کافͬ اندازه به و مناسب ͬ تواند م
g(µ) = η = β٠ + x′

iβ +

p∑
c=١

fc(zc) + f(u), (۴ . ١)

است. نرمال توزیع معمولا با تصادفͬ اثر f(u) آن در که
جمعͬ‐ رگرسیون مدل آن به که است مطرح (۴ . ١) پیش·وی برای ͬ تر کل حالت ΁ی معمولا
با خطͬ پیش·وی مدل بندی، از نوع این در .(٢٠٠١ توتز، و (فاهرمیر ͬ گویند م ساختاری٢١

صورت به جمعͬ‐ساختاری کامل تر پیش·وی ΁ی

η = β٠ +
nf∑
r=١

f(ur) +

l∑
k=١

xkβk,

١٩Generalized additive models (GAMs)
٢٠Generalized additive mixed models (GAMMs)
٢١Structured additive regression model (STAR)



١٧ خاص وابستگͬ ساختارهای
این کرد. مدل وارد را مختلف ساختاری اثرات ͬ توان م f(·) توابع ΁کم به ͬ شود. م جای·زین

شامل ͬ توانند م اثرات
پیوسته توابع ناخطͬ اثرات •

چندبعدی) (یا دوبعدی هموار رویه های •
فضایی اثر •

فضایی‐زمانͬ اثر •
فضایی یا زمانͬ متغیر اثرات با متغیرهای •

زمان‐م΄ان م΄ان، زمان، اندیس گذار متغیرهای ͬ توانند م u متغیرهای مدل، این در شوند.
باشند. پیوسته تبیینͬ متغیر ΁ی مشاهدات یا

(که فضایی‐زمانͬ و فضایی اثرات کردن لحاظ برای که دریافتیم بالا، مدل های معرفͬ با
مدل بندی در روی΄ردهایی چه از باید رسته ای، داده های تحلیل در است) رساله این نظر مد

پرداخت. خواهیم اثرها این تعریف به خلاصه به طور ادامه، در کنیم. استفاده

خاص وابستگͬ ساختارهای ۶ . ١
به زمانͬ و م΄انͬ نظر از که شویم روبرو داده هایی با است مم΄ن داده ها، تحلیل فرآیند در
مانند ابزارهایی در پیشرفت به خاطر اخیر، دهه های در این که به ویژه هستند. وابسته ی΄دی·ر
در امروزه ،ͽواق در است. شده مم΄ن زمانͬ واقعͬ داده های جمͽ آوری ،GPS و ماهواره ها
پزش΄ͬ، علوم و اجتماعͬ علوم اقلیم شناسͬ، زیست، محیط مانند مختلفͬ علمͬ شاخه های
مثال، به عنوان دارند. قرار محققان اختیار در آن ها رخداد زمان و فضا اطلاعات همراه داده ها
آن از بزرگͬ نواحͬ یا کشور تمام در ریه سرطان مثلا خاص بیماری ΁ی وقوع میزان کنید فرض
ͬ دهد م ما به را ام΄ان این مدلͬ نوع چه شما نظر به باشد. مطالعه هدف مختلف، سال های در
ابتدا کار، این برای کنیم. استفاده خوبی به داده ها در موجود اطلاعات تمام از مم΄ن جای تا
هم به ΁نزدی ناحیه های که به طوری شود، تعیین و شناسایی بیماری جغرافیایی ال·وی باید
مدل های توسط وظیفه این دهند. نمایش را جغرافیایی شاخص های از مشابهͬ ال·وهای
هم به همسایه ناحیه های در بیماری رخداد وقوع احتمال به عبارتͬ، ͬ شود. م انجام فضایی٢٢
زمان طول در وقوع احتمال که باشد ͬ تواند م این دی·ر مهم سوال همچنین است. نزدی΁ تر
زمانͬ نظر از هم و جغرافیایی نظر از هم را مسئله بخواهیم این که یا ͬ کند؟ م تغییر چ·ونه
فضایی مدل های امروزه ͬ شود. م منتهͬ فضایی‐زمان٢٣ͬ مدل های به نتیجه که کنیم بررسͬ

٢٢Spatial models
٢٣Spatio-temporal models



رسته ای داده های تحلیل ١٨
از مختصری مقدمه رو، همین از ͬ گیرند. م قرار استفاده مورد وسیعͬ به طور فضایی‐زمانͬ و
ͬ کنیم. م بیان یافته اند، گسترش وفور به  امروزه که وابستگͬ ساختار به مربوط مدل های برخͬ

ͬ روند. م به کار آینده فصل های در مدل ها این

زمانͬ وابستگͬ ساختار ١ . ۶ . ١
ی΄دی·ر به زمانͬ نظر از که ͬ شویم م مواجه داده هایی با کاربردی موقعیت های از بسیاری در
شده اند. معرفͬ زمانͬ وابستگͬ ساختار مدل بندی برای مختلفͬ روی΄ردهای هستند. وابسته
متحرک٢۵ میانگین اتورگرسیو٢۴، مدل های با ͬ توان م را زمانͬ وابستگͬ ساختار نمونه، به عنوان
و (باکس کرد داده ها تحلیل فرآیند وارد متحرک٢۶ میانگین اتورگرسیو یعنͬ آن ها ترکیب یا

ͬ شود. م تعریف زیر صورت به اتورگرسیو فرآیند مثال، به عنوان .(١٩٩۴ هم΄اران،
را آن بتوان هرگاه است، p مرتبه اتورگرسیو فرآیند ΁ی {Xt, t ∈ T } دنباله .١ . ۶ . ١ تعریف

به صورت
Xt = ψ١Xt−١ + ψ٢Xt−٢ + · · ·+ ψpXt−p + ϵt

مجموعه T و (نرمال) سفید نوفه فرآیند ΁ی ϵt مدل، پارامترهای ψها آن در که نوشت،
مرتبه از اتورگرسیو فرآیند باشد، ΁ی با برابر p ͬ که زمان است. زمانͬ اندیس گذار (گسسته)
σ٢ آن در که است، σ٢ρ|i−j| به صورت ،Σ کوواریانس، ماتریس وابستگͬ ساختار و است اول

گسسته) زمانͬ نقطه سه (برای حالت این در است. سفید نوفه فرآیند واریانس

Σ =


١ ρ ρ٢ ρ٣

١ ρ ρ٢
١ ρ

١

 .

مرتبه تصادفͬ قدم زدن فرآیندهای به ͬ توان م پرکاربرد، و معروف زمانͬ مدل های سایر از
.(٢٠٠۵ هلد، و (رو کرد اشاره (RW2) دوم مرتبه و (RW1) اول٢٧

رابطه هرگاه است، اول مرتبه تصادفͬ قدم زدن فرآیند ΁ی {νt, t ∈ T } دنباله .٢ . ۶ . ١ تعریف
νt|νt−١ ∼ N(νt−١, σ),

اگر مشابه، به طور است. مدل شرطͬ معیار انحراف σ آن در که باشد برقرار
νt|νt−١, νt−٢ ∼ N(٢νt−١ + νt−٢, σ),

٢۴Autoregressive (AR)
٢۵Moving-average (MA)
٢۶Autoregressive moving-average (ARMA)
٢٧First order random walk



١٩ خاص وابستگͬ ساختارهای
قدم زدن مدل برای مثلا که کنید دقت ͬ نامند. م دوم مرتبه تصادفͬ قدم زدن را فرآیند آن گاه

است. هم توزیع νt|νt−١ با νt|νt−١, . . . اول مرتبه تصادفͬ

فضایی وابستگͬ ساختار ٢ . ۶ . ١
و نیستند مستقل ی΄دی·ر از که ͬ شویم م مواجه داده هایی با اغلب محیطͬ، ͬ های بررس در
این گونه است. بررسͬ مورد فضای در داده ها گرفتن قرار م΄ان و موقعیت از ناشͬ آن ها وابستگͬ
از مشب΄ه ای٢٩ داده های و آماری٢٨ زمین داده های ͬ شوند. م نامیده فضایی داده های داده ها،

ͬ شوند. م محسوب فضایی داده های انواع

زمین آماری داده های
ͬ شوند. م مشاهده (چ·ال) پیوسته ناحیه ای در مشخص و ثابت موقعیت های در داده ها نوع این
پیوسته حالت برای مثال، به عنوان باشد. پیوسته یا گسسته است مم΄ن بررسͬ مورد متغیر
هواشناسͬ ایستگاه های در ثبت شده باران ریزش مقدار و معدن ΁ی در معدنͬ مواد غلظت ͬ توان م
نمونه گیری م΄ان های از مجموعه ΁ی در دریایی جانوران تعداد ͬ توان م گسسته حالت برای و
آماری زمین داده های مدل بندی برای .(١٣٩١ (محمدزاده، برد نام را ساحل ΁ی طول در شده

است. شده معرفͬ زیر در که ͬ کنند م استفاده تصادفͬ میدان از
است {Y (s); s ∈ D} مانند تصادفͬ متغیرهای از مجموعه ای تصادفͬ، میدان .٣ . ۶ . ١ تعریف
است. d ≥ ١ بعدی، d اقلیدسͬ فضای از زیرمجموعه ΁ی D اندیس گذار مجموعه آن در که
به ترتیب s٢ و s١ موقعیت های در کوواریانس و s موقعیت در میانگین تصادفͬ، میدان این برای

به صورت
µ(s) = E(Y (s)), s ∈ D,

C(s١, s٢) = Cov(Y (s١), Y (s٢)), s١, s٢ ∈ D,

ͬ شوند. م تعریف
موقعیت های از مجموعه  هر برای و n ≥ ١ هر برای آن گاه باشد، نرمال٣٠ تصادفͬ میدان اگر
µ = میانگین بردار با متغیره n نرمال توزیع دارای (Y (s١), . . . , Y (sn))

′ بردار ،{s١, . . . , sn}
کوواریانس تابع توسط آن مولفه های که است Σ کوواریانس ماتریس و (µ(s١), . . . , µ(sn))′

ͬ شوند. م تعیین C(·, ·)
٢٨Geostatistical data
٢٩Lattice data
٣٠Gaussian random field (GRF)



رسته ای داده های تحلیل ٢٠
پارامتری فضایی کوواریانس توابع ΁کم به ͬ توان م را فضایی ساختار با کوواریانس ماتریس
تابع مثال، به عنوان آورد. به دست ٣ درجه و دایره ای کروی٣٢، گوسͬ، نمایی، مترن٣١، مانند

به صورت sj و si موقعیت های برای مترن کوواریانس

Cov(Y (si), Y (sj)) = Cov(Yi, Yj) =
σ٢

Γ(λ)٢λ−١ (ρ||si − sj ||)λκλ(ρ||si − sj ||),

واریانس σ٢ ،sj و si موقعیت های بین اقلیدسͬ فاصله ||si − sj || آن، در که ͬ شود، م تعریف
λ > ٠ مرتبه با (١٩٧٢ هم΄اران، و (آبراموویچ دوم نوع بسل٣٣ تابع κλ(·) مترن، میدان کناری
ثابت معمولا و ͬ کند م اندازه گیری را فرآیند همواری درجه نیز λ پارامتر است. گاما تابع Γ(·) و
کوواریانس تابع پارامترهای عمل در است. مقیاس پارامتر ρ همچنین ͬ شود. م داشته نگه 
ͬ شوند م برآورد بیزی یا ماکسیمم درستنمایی روش های با و میدان از مشاهداتͬ اساس بر

.(١٩٩١ محمدزاده، ١٩٩٣؛ (کرسͬ،

مشب΄ه ای داده های
باشند. نامنظم یا منظم است مم΄ن که هستند، ناحیه ای م΄ان های به مربوط داده ها نوع این
منظم شب΄ه به صورت ΁کوچ تصویر٣۴ عنصر تعدادی به که زمین ͹سط از ماهواره ای تصاویر
رانندگͬ، حوادث تعداد است. منظم مشب΄ه ای داده های برای مثالͬ شده اند، تقسیم R٢ در
داده های از دی·ر مثال های استان هر اقتصادی رشد نرخ یا ساکن مجاز غیر خارجͬ اتباع تعداد
مشب΄ه ای داده های فضایی ساختار مدل بندی برای .(١٣٩١ (محمد  زاده، هستند مشب΄ه ای
بردار برای CAR مدل کرد. استفاده (١٩٧۴ ،΃بی سی ؛ شرط٣۵ͬ اتورگرسیو مدل از ͬ توان م
آن در که ͬ شود، م تعریف زیر صورت به باشد، نرمال توزیع دارای که (Y١, . . . , Yn)′ تصادفͬ
کاملا را بردار توام توزیع پارامترهای ͬ توان م آن ها روی از و ͬ شوند م تعیین شرطͬ ͬ های چ·ال

به صورت
Yi|Y −i, τ,W ∼ N(

∑n
m∼i ωimYm∑n
m∼i ωim

,
١

τ
∑n

m∼i ωim
) (۵ . ١)

دو بودن همسایه i ∼ m از منظور است، ام i مولفه بدون بردار Y −i آن در که کرد، مشخص
W = {ωim, i ∼ m, i > m} همسای·ͬ ماتریس و است مدل دقت پارامتر τ است، m و i ناحیه
دی·ر نواحͬ کدام با ناحیه هر ͬ کنند م مشخص ی΁ ها که است ΁ی و صفر مولفه های دارای
واریانس و همسایه نواحͬ در تصادفͬ اثرهای میانگین شرطͬ، امید حالت این در است. همسایه

است. همسایه ها نسبت عکس شرطͬ،
٣١Matern
٣٢Spherical
٣٣Bessel
٣۴Pixel
٣۵Conditional autoregressive (CAR)



٢١ خاص وابستگͬ ساختارهای
ͬ کند م القا تصادفͬ میدان در را همواری نوعͬ همسایه ها، اثرات میانگین گیری با مدل این
این که به توجه با (۵ . ١) مدل هست. هم مطلوب مشب΄ه ای فضایی آمار کاربردهای برای که
هلد، و (رو است معروف ذات٣۶ͬ شرطͬ اتورگرسیو مدل به ͬ دهد، نم نتیجه را سره چ·الͬ ΁ی
که ICAR مدل از استفاده که دارند وجود نیز CAR مدل های برای سره نسخه های .(٢٠٠۵
به ͬ توانید م بیشتر جزییات برای دارد. برتری کاربردها اغلب در است، نسخه ها این از ی΄ͬ

کنید. مراجعه (٢٠٠۵) هلد و رو کتاب

فضایی‐زمانͬ وابستگͬ ٣ . ۶ . ١
طریق از آن ها فضایی‐زمانͬ همبستگͬ ساختار تعیین مستلزم فضایی‐زمانͬ داده های تحلیل
همبستگͬ، ساختار تعیین برای زیادی ͬ های بررس اخیر دهه دو در است. کوواریانس تابع
همبستگͬ ساختار .(٢٠١١ کرسͬ، و (وی΄ل شده اند انجام داده هایی چنین تحلیل و مدل بندی
در به سزایی نقش که تابع این ͬ شود. م تعیین فضایی‐زمانͬ کوواریانس به وسیله داده ها این
باید و است نامعلوم معمول به طور دارد، مشاهده فاقد زمانͬ یا فضایی موقعیت های پیش·ویی
به ͬ توان م را معتبر فضایی‐زمانͬ کوواریانس توابع ساخت شود. برآورد مشاهدات اساس بر
مدل برازش در سهولت برای معمولا که کرد بررسͬ تفکی΁ ناپذیر و تفکی΁ پذیر٣٧ صورت دو

ͬ کنند. م استفاده آن تفکی΁ پذیر صورت از معتبر

مانند تصادفͬ متغیرهای از مجموعه ای فضایی‐زمانͬ، تصادفͬ میدان ΁ی .۴ . ۶ . ١ تعریف
،D ⊆ Rd مجموعه در فضایی موقعیت s آن در که است، Y (·, ·) = {Y (s, t); (s, t) ∈ D × T }

است. T ∈ R+ مجموعه  در زمانͬ لحظه t و ،d ≥ ١

توابع اگر ͬ شود، م نامیده تفکی΁ پذیر Y (·, ·) فضایی‐زمانͬ تصادفͬ میدان .۵ . ۶ . ١ تعریف
که به طوری باشند، داشته وجود Cr و Cs زمانͬ و فضایی کوواریانس

Cov(Y (s, t), Y (s′, t′)) = Cs(s, s
′)Cr(t, t

′), (s, t), (s′, t′) ∈ D × T .

حاصلضرب برابر Σ کوواریانس ماتریس تفکی΁ پذیر، فضایی‐زمانͬ تصادفͬ میدان ΁ی برای
زمانͬ کوواریانس ماتریس و Σs = (σij) بعدی n × n فضایی کوواریانس ماتریس کرونه کری

صورت به Σt بعدی m×m

Σ = Σs ⊗Σt =


σ١١Σt · · · σ١١Σt... ... ...
σn١Σt · · · σnnΣt


٣۶Intrinsic CAR (ICAR)
٣٧Seperable



رسته ای داده های تحلیل ٢٢
کردیم معرفͬ فضایی وابستگͬ ساختار بخش در که Σs برای معتبر مدل ΁ی انتخاب با است.
ͬ توان م زمانͬ، وابستگͬ ساختار بخش از Σt برای معتبر مدل ΁ی انتخاب مشابه طریق به و

.(١٣٩١ زاده، (محمد آورد به دست فضایی‐زمانͬ معتبر مدل های



٢ فصل
جمͽ بسته آشیانه ای لاپلاس تقریب

تقریب قدیمͬ، روش ΁ی است. بالا بعد با انتگرال های حل بیزی، استنباط در کلیدی مسأله
بسط با را انتگرال ساده، ایده این ͬ گردد. برم (١٧٧۴) لاپلاس به آن تاریخ که است لاپلاس
توسعه با ͬ کند. م حل عددی به صورت را آن و ͬ زند م تقریب انتگرال زیر تابع دوم مرتبه تیلور
تنک١، ماتریس های برای مدرن عددی روش های با آن ترکیب و ΁کلاسی روش این آشیانه ای
استنباط تا شد معرفͬ (٢٠٠٩) هم΄اران و رو توسط جمͽ بسته٢ آشیانه ای لاپلاس تقریب شیوه
مفیدی بسیار مدل های LGMها امروزه بزند. تقریب پنهان٣ گوسͬ مدل های برای را بیزی

ͬ د هند. م تش΄یل را آماری مدل های از بسیاری اساس و ͬ روند م شمار به بیزی تحلیل برای
برازش به تا گرفته بهره INLA روش ͬ های ش·فت و قدرت از تا کرده ایم سعͬ رساله، این در
به فصل این در بپردازیم. چندجمله ای مدل های ساده و سریع حال عین در و کاراتر هرچه

پرداخته ایم. کارا روش این به کارگیری نحوه و معرفͬ

INLA بر مقدمه ای ٢ . ١
تحلیل برای را بیزی آمار که پژوهش·رانͬ و آماردانان راه سر بر همیش·ͬ کلیدی ͽمان ΁ی
ریاضͬ، دیدگاه از است. بیزی استنباط اجرای ͬ کنند، م انتخاب خود داده های مدل بندی و

١Sparse
٢Integrated nested Laplace approximation (INLA)
٣Latent Gaussian models (LGMs)



جمͽ بسته آشیانه ای لاپلاس تقریب ٢۴
ͬ شود: م تعریف زیر اولیه اصول با بیزی استنباط

به نسبت را خود پیشین اطلاعات مشاهده شده، داده های در موجود اطلاعات ΁کم به .١
ͬ کنیم. م روز به نامعلوم پارامترهای

ͬ آوریم. م به دست را مدل پارامترهای پسین توزیع .٢
کناری، پسین توزیع های چندک ها، مانند پسین توزیع اساس بر را نیاز مورد آماره های .٣

ͬ کنیم. م محاسبه واریانس و میانگین
روش های عملͬ توسعه و پیداش با است. آن انجام از آسانتر اصول این گفتن عمل، در
در چشم·یری پیشرفت های (١٩٩٩ کسلا، و (رابرت مارکوف۴ͬ زنجیر مونت کارلوی نمونه گیری
دستورالعمل ΁ی روش ها این شد. ایجاد کاربردی مختلف مسایل در بیزی روی΄رد به کارگیری
پسین گرفتن نظر در و مارکوف زنجیر ساختن با پسین توزیع از نمونه هایی تولید برای کلͬ
توسعه و پیدایش با اخیر سال های در همچنین ͬ کنند. م عرضه مانا توزیع عنوان به هدف
Stan و (٢٠١۶ (پلامر، JAGS ،(١٩٩۵ (اسپی·ل هاتر، WinBUGS همچون نرم افزاری ابزارهای
زمانͬ از است. شده افزوده بیزی استنباط برای روش ها این توفیقات بر (٢٠١۵ استان، (تیم
کرده تجربه محبوبیت در را سریعͬ رشد بیزی آمار شد، مجهز روش ها این به بیزی استنباط که
مجله های و آماری شاخه  های رشته ها، از بسیاری در اکنون هم بیزی آمار که به طوری است
کاربران از بسیاری عقیده به و وجود این با ͬ کند. م خودنمایی گستردگͬ به آن ها به مربوط
ͬ رسد م نظر به که چرا است. بیشتری توجه نیازمند هنوز بیزی، آمار در انقلاب این بیزی آمار
کاربر از زمانͬ و پرسرعت رایانه های به که هستیم روبرو پاگیری و دست استنباط با همچنان
بسیاری مجدد اجرای حتͬ است. نیازمند ͬ رود، م هدر کارا و مناسب مدل به رسیدن در که
تیائو، و (باکس است کرده نامم΄ن را مدل انتخاب فرآیند تکرار و پاگیر و دست را مدل ها از
استقبال مورد آن، به کارگیری نبودن عملͬ دلایل به بیزی، استنباط گاهͬ بنابراین .(١٩٧٣
استنباط ،INLA تقریبی روش که است حالͬ در این ͬ شود. م گذاشته کنار و ͬ گیرد نم قرار
MCMC معمول روش از موارد از بسیاری در و ͬ دهد م انجام معقول زمانͬ فاصله ΁ی در را
از رده این اما است، محدود LGM مدل های به عمل در INLA اگرچه است. کاراتر و سریعتر
امروزه آن، بر افزون و ͬ شوند م شامل را پرمصرف و کارآمد مدل های از بزرگͬ گستره مدل ها

کرد. تعریف LGMها براساس ͬ توان م را آماری مدل های از بسیاری
استفاده با دهند نشان توانستند (٢٠٠٩) هم΄اران و رو که ͬ شود م آغاز آن جا از قصه
خوبی خیلͬ دقت با را پسین کناری ͬ های چ·ال ͬ توان م تودرتو آشیانه ای لاپلاس تقریب از
΁ی آن ها، در پنهان متغیر بردار که ͬ کند م تمرکز مدل هایی روی روش این کرد. محاسبه
ͬ توان م که شد پایه گذاری اساس این بر اصلͬ ایده است. مارکوف۵ͬ گوسͬ تصادفͬ میدان
سپس و نوشت پایین بعد با انتگرال های آشیانه ای حاصلضرب به صورت را پسین توزیع انتگرال

۴Markov chain Monte Carlo (MCMC)
۵Gaussian Markov random field (GMRF)



٢۵ لاپلاس تقریب
در ،INLA روش کرد. حل عددی به صورت را انتگرال ها بالا دقت با اما تقریبی به صورت
نمونه گیری و آن از حاصل نتایج بین اختلاف های حتͬ که ͬ کند م عمل دقتͬ با موارد، اغلب
است این محاسباتͬ نظر از تقریب این اصلͬ فایده هستند. تشخیص غیرقابل و جزئͬ ،MCMC

مثال، برای ͬ دهد. م انجام دقیقه یا ثانیه چند در بیزی تحلیل های برای را دقیقͬ برآوردهای که
پسین های همه برای روش این تقریبا است، هزار چند n بعد که فضایی معمولͬ مدل های در
مربوط MCMC ال·وریتم های مقابل، در ͬ شود. م محاسبه دقیقه چند یا دقیقه ΁ی در کناری
همچنین کند. محاسبه را پسین کناری ͬ های چ·ال تا ͬ کشد م طول روزها یا ساعت ها آن ها به
که دلایلͬ مهم ترین جمله از است. ناچیز عمل در و MCMC خطای از کمتر خیلͬ تقریب اریبی
بیزی تحلیل های کردن فراهم کرد، بیان INLA روش  از استفاده فراوان گسترش برای ͬ توان م
ال·وریتم های نوشتن به نیاز آن که بدون است سریع و راحت کدنویسͬ و سریع اجرای با کامل
وسیعͬ رده برای بودن اجرا قابل را گسترش این اصلͬ علت بتوان شاید اما باشد. نمونه گیری
مدل های و پویا مدل های از بسیاری امروزه که چرا دانست پنهان) گوسͬ (مدل های مدل ها از

ͬ گیرند. م قرار رده این در فضایی
هاوارد توسط که بوده سخت کار و تلاش سال چندین نتیجه روش، این نرم افزاری توسعه
به شروع هلد، همراه به هاوارد ،٢٠٠۴ تا ٢٠٠٢ سال های طͬ است. شده انجام تیمش و رو
را کتابی آن ها ٢٠٠۵ سال در داد. انجام INLA با ͬ توان م که کردند را مدل هایی اهمیت درک

عنوان با
Gaussian Markov Random Fields: Theory and Applications

C محیط در INLA روش اجرای اولین ،٢٠٠٧ سال در نوشتند. مدل ها گونه این اهمیت در
هاوارد دکتری دانشجوی ٢٠٠٨ سال در داشت. ورودی دستͬ فایل های به نیاز اما شد، انجام
مروری داشتن برای کرد. تهیه R نرم افزار در اجرا برای را آن نسخه اولین مارتینو سارا نام به
رو مروری مقاله و www.r-inla.org سایت به ͬ توانید م INLA با شده به کارگرفته مثال های بر
ͬ پردازیم: م زیر مفاهیم تعریف به ابتدا روش این درک برای کنید. مراجعه (٢٠١٧) هم΄اران و

لاپلاس تقریب .١
پنهان گوسͬ مدل های .٢

مارکوفͬ گوسͬ تصادفͬ میدان های .٣

لاپلاس تقریب ٢ . ٢
تقریب هدف کنید فرض ͬ رود. م شمار به انتگرال ها تقریب در قدیمͬ روش ΁ی لاپلاس تقریب

انتگرال
In =

∫
χ
exp(nf(x))dx

www.r-inla.org


جمͽ بسته آشیانه ای لاپلاس تقریب ٢۶
را مقدار بیشترین آن در f(x) که باشد نقطه ای x٠ کنید فرض .n −→ ∞ که حالتͬ در باشد

بنابراین دارد.
In ≈

∫
χ
exp

(
n(f(x٠) + ١

٢(x− x٢(٠f ′′(x٠))
)
dx

= exp(nf(x٠))
√ ٢π

−nf ′′(x٠) = Ĩn.

گوسͬ توزیع چ·الͬ با انتگرال زیر تابع تقریب قدرتمند اما ساده ایده لاپلاس، روش این جا در
قضیه و ب·یریم نظر در نامعلوم پارامتر را x و درستنمایی ل·اریتم را nf(x) اگر ͬ دهد. م انجام را
با انتگرال های برای است. دقیق گوسͬ تقریب آن گاه باشد، برقرار n −→ ∞ وقتͬ مرکزی حد

بنابراین است. O(n−١) تقریب خطای بالا، بعد
In = Ĩn(١ +O(n−١)).

به کارگرفتن در n−
١٢ مقابل در n−١ مرتبه از نسبی خطای که چرا است، خوب نتیجه ΁ی این

است. شبیه سازی پایه بر استنباط معمول روش های
به MCMC ال·وریتم های شدن عمومͬ از قبل زمان های در کلیدی ابزار ΁ی لاپلاس تقریب
که آوریم، به دست π(γ) توأم توزیع از را π(γ١) کناری توزیع بخواهیم کنید فرض ͬ رود. م شمار

نوشت: ͬ توان م .γ = (γ١, . . . , γn)′ آن در
π(γ١) =

π(γ)

π(γ−١|γ١)
≈ π(γ)

πG(γ−١;µ(γ١),Q(γ١))
|γ−١=µ(γ١) (٢ . ١)

تقریب πG(·;µ,Q) آن در که ͬ شود م زده تقریب گوسͬ توزیع چ·الͬ با π(γ−١|γ١) ͽواق در
fn(γ) اگر یعنͬ π(γ) ∝ exp(nfn(γ)) اگر دادند نشان (١٩٨۶) کادان و تیرنͬ است. π(·) گوسͬ

.O(n−
٣٢ ) با است برابر (٢ . ١) تقریب نسبی خطای باشد، درستنمایی ل·اریتم میانگین

پنهان گوسͬ مدل های ٢ . ٢ . ١
فرض با ͬ دهیم. م توضیح سلسله مراتبی مدل های چارچوب ΁کم به را پنهان گوسͬ مدل های
تصادفͬ میدان شرط به ،p(·|θ١) احتمال (چ·الͬ) تابع با y = (y١, . . . , yn)′ مشاهدات استقلال

نوشت ͬ توان م ،θ١ ابرپارامتر بردار و x تصادفͬ گوسͬ

p(y|x,θ١) ∼
n∏

i=١
p(yi|xi,θ١)

که به طوری
x|θ٢ ∼ N(µ(θ٢),Q−١(θ٢)).



٢٧ لاپلاس تقریب
مدل در موجود وابستگͬ ساختار نشان دهنده که مدل تصادفͬ قسمت های همه شامل x بردار
بنابراین، است. θ′ = (θ′١,θ′٢) ابرپارامترهای دارای درستنمایی بنابراین ͬ شود. م هستند،

به صورت مدل پسین توزیع

π(x,θ|y) ∝ π(θ)π(x|θ)
n∏

i=١
p(yi|xi,θ)

∝ π(θ)|Q(θ)|
١٢ exp[− ١

٢x′Q(θ)x+

n∑
i=١

log(p(yi|xi, θ))]

در موجود پارامترهای همه به مربوط توام توزیع x که باشید داشته توجه ͬ شود. م نتیجه
بنابراین، نیست. گوسͬ توزیع دارای لزوما که مدل ابرپارامترهای بردار θ و است خطͬ پیش·وی
ابرپارامترها. نه باشد گوسͬ مدل پارامترهای توام توزیع اگر تنها و اگر است LGM ΁ی مدل این
گوسͬ آن ها ساختاری اثرات که هستند STAR مدل های همان پنهان گوسͬ مدل های ͽواق در
شرایط باید پنهان، گوسͬ مدل های در INLA تقریب روش کارایی برای کلͬ حالت در است.

باشند: برقرار زیر
شود. بیشتر ٢٠ از نباید و است ۵ تا ٢ بین معمولا و کم ابرپارامترها تعداد .١

تا ١٠٣ بین بزرگ ͬ تواند م n و است مارکوفͬ ویژگͬ با و گوسͬ x|θ پنهان میدان توزیع .٢
باشد. ١٠۵

به yi مشاهدات نتیجه در هستند. شرطͬ مستقل ،θ و x داشتن شرط به ،y داده های .٣
دارند. بستگͬ ها xi یعنͬ پنهان میدان عناصر

تقریب ΁ی داشتن از بالا اطمینان ایجاد خاطر به هم و محاسباتͬ دلایل به هم شرایط این
است. ضروری دقیق،

مارکوفͬ گوسͬ تصادفͬ میدان های ٢ . ٢ . ٢
بودن مارکوفͬ INLA روش کارایی برای لازم شرایط از ی΄ͬ شد، بیان پیشتر که همان طور
نرمال توزیع دارای x = (x١, x٢, . . . , xn)′ تصادفͬ بردار کنید فرض است. x تصادفͬ میدان

چ·الͬ تابع با Q مثبت معین دقت ماتریس و µ میانگین با چندمتغیره
p(x|µ,Q) = (٢π)−n٢ |Q|

١٢ exp{(x− µ)′Q(x− µ)}

،x−ij باقیمانده اعضای سایر شرط به xj و xi هرگاه است، مارکوفͬ ویژگͬ دارای x بردار است.
دو اگر که است آن در ویژگͬ این اهمیت باشند. مستقل ی΄دی·ر از ,i}ها j} از کمͬ تعداد برای
خواهد صفر دقت ماتریس در آن ها با متناظر درایه آن گاه باشند، شرطͬ مستقل xj و xi عضو
Q دقت ماتریس که است آن تصادفͬ میدان بودن مارکوفͬ عملͬ نتیجه .Qij = ٠ یعنͬ بود.



جمͽ بسته آشیانه ای لاپلاس تقریب ٢٨
و (رو دارند وجود تنک ماتریس های تجزیه برای کارایی بسیار روش های و شد خواهد تنک

ͬ شود. م محاسبات سرعت افزایش باعث که (٢٠٠۵ هلد،
گوسͬ تنها نه پنهان تصادفͬ میدان محاسباتͬ، کارایی داشتن برای عمل در بنابراین
GMRF ΁ی ͽواق در .(٢٠١٠ رو و هلد ٢٠٠۵؛ هلد، و (رو باشد هم (تنک) مارکوفͬ باید بل΄ه
مدل ΁ی از مثال ساده ترین شاید است. شرطͬ استقلال اضافه تر ویژگͬ با گوسͬ میدان ΁ی

معادله با اول مرتبه اتورگرسیو مدل مارکوفͬ،
xt = ϕxt−١ + ϵt, t = ١,٢, . . . ,m,

m ×m کوواریانس ماتریس و ϕ|s−t| با است برابر xs و xt بین همبستگͬ مدل، این در باشد.
و مستقل اند هم از xها سایر شرط به |s − t| > ١ برای xs و xt وجود، این با است. چ·ال
در که است دلیل همین به است. قطری سه تنک ماتریس ΁ی حاصل، دقت ماتریس بنابراین
ماتریس تا ͬ شود م استفاده توزیع نمایش برای دقت ماتریس از گوسͬ میدان در INLA ادبیات

کوواریانس.
جای به صورت این در زیرا است بهتر و کاراتر خیلͬ محاسبات در GMRF گرفتن نظر در
در داریم. سروکار تنک ماتریس ΁ی با دارد، بالایی محاسباتͬ هزینه که چ·ال ماتریس ΁ی
محاسباتͬ زمان به آن تجزیه که است قطری سه ماتریس ΁ی دقت، ماتریس اتورگرسیو، مثال
با محاسبات به m ×m چ·ال ماتریس ΁ی تجزیه کلͬ حالت در که حالͬ در دارد. نیاز O(m)

نیاز و O(m٣/٢) به محاسبات زمان نیز فضایی ساختار با مدل های در دارد. نیاز O(m٣) مرتبه
ͬ یابد. م کاهش O(mlog(m)) به حافظه به

INLA تقریب روش مراحل ٢ . ٣
با نمایی توزیع های خانواده با ͺپاس توزیع از مشاهده n ،y = (y١, . . . , yn)′ بردار کنید فرض
میانگین، به نسبت مدل جمعͬ‐ساختاری پیش·وی کنید فرض همچنین باشد. µi میانگین
از تابعͬ ͬ تواند م ساختاری پیش·وی که باشید داشته توجه باشد. تبیینͬ متغیرهای از تابعͬ
بردار جملات این که باشد، نیز فضایی اثر و تصادفͬ اثر ناخطͬ، توابع مانند ساختاری اثرات
است. وابسته نیز θ = (θ١,θ٢) ابرپارامترهای بردار به ͺپاس متغیر توزیع ͬ سازند. م را x پنهان
تابع بنابراین هستند. مستقل ی΄دی·ر از x پنهان متغیرهای بردار شرط به ͺپاس مشاهدات

به صورت مدل درستنمایی

p(y|x,θ) =
∏
i∈I

p(yi|xi,θ),

بیزی، استنباط در است. ͺپاس مشاهدات اندیس نشان دهنده I ⊆ {١, . . . , n} آن در که است،
به دست آوردن روش که است ابرپارامترها و مدل پارامترهای پسین توزیع به دست آوردن هدف

ͬ شود: م اجرا گام سه در INLA در آن
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اول گام

کامل شرطͬ توزیع برای

π(x|y,θ) ∝ exp{− ١
٢x′Qx+

∑
i∈I

log p(yi|xi,θ)},

یعنͬ ،x کامل شرطͬ توزیع مد حول log p(yi|xi,θ) تیلور بسط از استفاده با

x∗(θ) = (x∗١(θ), . . . , x∗nd
(θ))′,

صورت به گوسͬ تقریب است، x پنهان بردار بعد nd آن در که

π̃G(x|y,θ) ∝ exp(− ١
٢x′Qx+

∑
i∈I

gi(xi))

∝ exp(− ١
٢x′Qx+

∑
i∈I

(ai + bixi −
١
٢cix٢

i ),

از ͬ توان م را ai جمله .bi = g′i(x
∗
i (θ)) + x∗i (θ)ci و ci = −g′′(x∗i (θ)) آن در که ͬ آید، م به دست

پسینͬ چ·الͬ لاپلاس تقریب سپس .(٢٠٠۵ هم΄اران، و (رو کرد حذف تناسب

π(θ|y) = π(x,θ|y)
π(x|θ,y)

,

به صورت x = x∗(θ) حول کسر مخرج بسط با

π̃LA(θ|y) ∝
π(x,θ|y)
π̃G(x|θ,y)

|x=x∗(θ),

ͬ شود. م محاسبه

دوم گام
شرطͬ چ·الͬ لاپلاس تقریب

π(xi|θ,y) =
π(x,θ|y)

π(x−i|xi,θ,y)
,

به صورت x−i = x∗
−i(xi,θ) حول کسر مخرج بسط با

π̃LA(xi|θ,y) ∝
π(x,θ|y)

π̃GG(xi|xi,θ,y)
|x−i=x∗

−i(xi,θ),

گوسͬ تقریب π̃GG(xi|xi,θ,y) و π(xi|xi,θ,y) چ·الͬ مد x∗
−i(xi,θ) آن در که ͬ شود، م محاسبه

است. x iام درایه حذف از حاصل بردار x−i همچنین است. π(xi|xi,θ,y)
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سوم گام

متناهͬ جمͽ های نهایت در

π̃(xi|y) =

np١∑
k=١

π̃(xi|θk,y)π̃(θk|y)△k; i = ١, . . . , nd,

π̃(θj |y) =

np٢∑
q=١

π̃(θq|y)△jq; j = ١, . . . , ℓ

است، ابرپارامترها تکیه گاه از انتخاب شده θهای تعداد np٢ و np١ آن در که ͬ شوند، م زده تقریب
صورت به (٢٠٠٩) هم΄اران و رو از استفاده با △jq و △k وزن های و است ابرپارامترها بردار بعد ℓ

△k = {(np١)(f
٢٠ − ١](١ + exp(

−mf٢٠٢ )]}−١

△jq = {(np٢)(f
٢٠ − ١](١ + exp(

−(m− ١)h٢٠٢ )]}−١,

است. θ′θ انتگرال حاصل m و ΁ی از بزرگتر ثابت مقدار هر h٠ و f٠ آن در که ͬ شوند م محاسبه
کناری پسین ͬ های چ·ال تقریب ترتیب به جمͽ ها این ͽواق در

π(xi|y) =

∫
π(xi|y,θ)π(θ|y)dθ, i = ١, . . . , nd,

π(θi|y) =

∫
π(θ|y)dθ−j , j = ١, . . . , ℓ

است. θ jام درایه حذف از حاصل بردار θ−j آن در که هستند،
پایین θ بعد است؛ شده طراحͬ LGM رده ساختار اساس بر INLA روی΄رد خلاصه، به طور
به تنها yi که به طوری هستند، شرطͬ مستقل ͺپاس مشاهدات و است GMRF ΁ی x|θ است؛
را (٢٠١٧) هم΄اران و رو از زیر مثال تقریب، فرآیند از بیشتر فهم برای دارد. بستگͬ θ و xi

ͬ کنیم. م تشریح
مدل .٢ . ٣ . ١ مثال

yi|λi ∼ Pois(λi), i = ١, . . . , n,
log(λi) = ηi = g(β)uj(i),

اندیس است. ی΄نوا تابع ΁ی g(·) و u ∼ N(٠,Q−١) ،β ∼ N(٠, ١) آن در که ب·یرید، نظر در را
همان به ujها و باشد نداشته بستگͬ n به و باشد ثابت u بعد که است شده ساخته طوری j(i)

ضرب زیرا است، روبرو مش΄ل با uj و β کناری پسین محاسبه شده اند. مشاهده دفعه تعداد
مسئله چند به را مسئله این که است این INLA راه΄ار داریم. را ناگوسͬ و گوسͬ مدل دو
به کار آن ها برای را لاپلاس تقریب نهایت در و کند تبدیل هستند، گوسͬ تقریبا که کوچ΄تر



٣١ INLA تقریب روش مراحل
به β شرطͬ توزیع مسئله این برای است. شرطͬ توزیع نوشتن جا، این در کلیدی ایده گیرد.

 صورت

π(β|y) ∝ π(β)

∫ n∏
i=١

p(yi|λi)× p(u)du, (٢ . ٢)

چ·الͬ به انتگرال زیر تابع باید انتگرال، خوب تقریب برای .λi = exp(g(β)uj(i)) آن در که است
صورت به نیز uj کناری پسین توزیع باشد. ΁نزدی گوسͬ

π(uj |y) =
∫
π(uj |β,y)× π(β|y)dβ. (٢ . ٣)

β زیرا کرد، حساب مستقیم به طور را انتگرال ͬ توان م این جا در که باشید داشته توجه است.
نوشت ͬ توان م (٢ . ٢) با مشابه است. بعدی ΁ی

π(u|β,y) ∝
n∏

i=١
p(yi|λi)× p(u) (۴ . ٢)

مربوط انتگرال تقریب همان ،π(uj |β,y) زدن تقریب باشد. گوسͬ چ·الͬ به ΁نزدی باید که
΁نزدی گوسͬ چ·الͬ به هم باز که است ثابت uj زیرا است، کمتر بعد ΁ی با اما π(u|β,y) به

است.

کرد: تبدیل زیر ریزتر مسئله سه به را مسئله ͬ توان م که است این کلیدی نکته ΁ی

.(٢ . ٢) ΁کم به π(β|y) تقریب .١

دلخواه. βهای و jها همه برای π(uj |β,y) تقریب .٢

.(۴ . ٢) با ترکیب در ٢ و ١ مراحل در تقریب دو ترکیب از استفاده با π(uj |y) محاسبه .٣

زیرا ͬ شود، م پیچیده تر مسئله و ͬ یابد م افزایش ͬ کنیم م پرداخت که هزینه ای ظاهر در اگرچه
با که یافت درخواهیم تأمل کمͬ با اما کنیم، حساب βها مقادیر تمام برای را دوم مرحله باید
تقریب به مسئله عددی، انتگرال های و کردن شرطͬ با پیچیده ͬ های وابستگ کردن جای·زین

ͬ شود. م منتهͬ هستند ΁نزدی گوسͬ به که توزیع هایی لاپلاس
به طوری گرفت به کار LGMها برای را اصول این ͬ توان م آیا که است این مهم سوأل ΁ی حال
برای را بالا اصول ͬ توان م است. مثبت ،ͺپاس باشد؟ برخوردار لازم کارایی و دقت از که
در که تقریبی کرد. جای·زین x با را u و θ با را β که به طوری گرفت به کار نیز LGM مدل  های
از را خود دقت کمͬ اما است برخوردار سریعͬ محاسبات از چند هر ͬ آید، م به دست آن نتیجه

ͬ دهد. م دست
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مقایسه برای بیشتر مثال های ۴ . ٢
مثال دو بیزی، استنباط نرم افزارهای سایر با INLA روش از حاصل تقریب سرعت مقایسه برای

ͬ کنیم. م تشریح را
ساده خطͬ رگرسیون مدل از را ͺپاس مشاهدات مثال، این در .١ . ۴ . ٢ مثال

yi = α+ βxi + ϵi, i = ١, . . . , n,
تبیینͬ متغیر است. σ−١ دقت با استاندارد نرمال توزیع دارای ϵi آن در که کردیم، شبیه سازی
پارامترهای واقعͬ مقادیر و کردیم تولید ٢ واریانس و ۶ میانگین با نرمال توزیع ΁ی از را x
شدند. انتخاب α = ١٫٠٩ و β = −٠٫۶٧۴ استاندارد، نرمال توزیع ΁ی از تولید با رگرسیونͬ
،INLA رهیافت از حاصل نتایج مقایسه برای گرفتیم. نظر در ΁ی با برابر نیز را σ−١ واقعͬ مقدار
α رگرسیونͬ ضرایب برای INLA روش در نرمال پیشین های همان با را بیزی رگرسیون مدل
در JAGS برنامه نویسͬ زبان به ی΄سان، ابرپارامترهای با دقت، پارامتر برای گاما پیشین و β و
پارامترها پسینͬ میانگین برآوردهای کردیم. اجرا را آن از شبیه سازی و معرفͬ نرم افزار این
هر با برآوردها شده اند. گزارش ٢ . ١ جدول در n = ١٠٠ برای JAGS و INLA روش دو هر توسط
اندازه های برای روش دو با مدل اجرای زمان مدت هستند. ΁نزدی واقعͬ مقادیر به روش دو
جدول، این نتایج روی از شده اند. گزارش ٢ . ٢ جدول در ١٠٠,۵٠٠,۵٠٠٠,٢۵٠٠٠ با برابر نمونه

است. مشهود INLA روش محاسباتͬ کارایی و بالا سرعت روشنͬ به
ساده رگرسیون مدل برازش نتایج :٢ . ١ جدول

INLA JAGS واقعͬ مقدار
−٠٫۶٧١ −٠٫۶۶٩ −٠٫۶٧۴ α

١٫٠۶ ١٫٠٠ ١٫٠٩ β

ساده رگرسیون مدل برای اجرا زمان مقایسه :٢ . ٢ جدول
INLA JAGS n

٠٫١٧۶ ۴٫١٩ ١٠٠
١٫٢۴٣ ١٨٫١۴١ ۵٠٠
٢٫٧٨٧ ٣٨١٫۵٧٣ ۵٠٠٠
١٣٫٢٧ ٢٢٠٣٫۶٧٩ ٢۵٠٠٠

۵٢٫٧٨٧ ٨٨٧٣٫٨٣۶ ١٠٠٠٠٠

تفاوت و مادر سن به جنین سر دور اندازه وابستگͬ همزمان نمایش برای معمولا .٢ . ۴ . ٢ مثال
تصادفͬ شیب و مبدا از عرض مدل از جنین ها، در سر دور رشد بین

yft = (β٠ + u٠f ) + (β١ + u١f )tga + eft, uof ∼ N(٠, ϵ), u١f ∼ N(٠, ϵ١), eft ∼ N(٠, σ),



٣٣ مقایسه برای بیشتر مثال های
tga و t زمان در f جنین برای جنین) سر (دور طولͬ ͺپاس yft آن در که ͬ کنند، م استفاده

است. مادر مقیاس بندی شده سن
جنین سر دور اندازه مثال به مربوط داده های ساختار از نمایی :٢ . ٣ جدول

tga ga y id مشاهده شماره
١۶٫٨٣ ٢٣٫٠٠ ٢١١ ١ ١
١٩٫٠٠ ٢٨٫۴٣ ٢٧۴ ١ ٢
٢٠٫٣٩ ٣٣٫۴٣ ٣١۴ ١ ٣

. . . . .

. . . . .

. . . . .
١٩٫٣٠ ٢٩٫۵۴ ٢٩٢ ٧٠٧ ٣٠٩۵
٢١٫١١ ٣٧٫۵٧ ٣۴٨ ٧٠٧ ٣٠٩۶

شناسایی کد id آن در که است، مشاهده قابل ۴ . ٢ جدول در داده ها ساختار از نمایی
راحتͬ برای که است مادر سن همان tga و مادر سن ga ،(ͺپاس) جنین سر دور اندازه y مادران،
به ͬ توانید م داده مجموعه این به کامل دسترسͬ برای است. شده مرکزی سال ١٩٫۵٠ در برازش
کنید. مراجعه http://BendixCarstensen.com/Bayes/Cph-2012/data/fetal.csv لینک
به ،MCMC و ΁کلاسی درستنمایی بر مبتنͬ روش ΁ی با INLA روش مقایسه منظور به
نتایج با را نتایج و دادیم برازش داده ها به را مدل JAGS و lme4 نرم افزاری بسته های ΁کم
اثرات دقت پارامتر ثابت، اثر برای متناظر برآوردهای کردیم. مقایسه INLA روش از حاصل
ترتیب به مبدا، از عرض و شیب بین همبستگͬ و باقیمانده جمله استاندارد انحراف تصادفͬ،

شده اند. گزارش ٢ . ٧ و ۶ . ٢ ،۵ . ٢ ،۴ . ٢ جدول های در
مدل در شیب و مبدأ از عرض برآوردهای :۴ . ٢ جدول

INLA JAGS lme4

٢٨۶٫٢٩ ٢٨۵٫۵٨ ٢٨۶٫٢٧ مبدا از عرض
٢۶٫۴٨ ٢۶٫٣۴ ٢۶٫۴٨ tga

تصادفͬ اثرات دقت پارامترهای برآوردهای :۵ . ٢ جدول
INLA JAGS lme4

۶٧٫٩٣ ٧۶٫٢٣ ٧۴٫۴٩ مبدا از عرض
١٫٠٠٢ ١٫١۵ ١٫٢١ tga

مشاهدات دقت پارامتر برآورد :۶ . ٢ جدول
INLA JAGS lme4

٨٫۶۴ ٨٫۶٣ ٨٫۵٨

http://BendixCarstensen.com/Bayes/Cph-2012/data/fetal.csv
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مبدأ از عرض و شیب بین همبستگͬ برآورد :٢ . ٧ جدول

INLA JAGS lme4

٠٫٧٨ ٠٫٧۶ ٠٫٧۴

آن ها بین چشم·یری تفاوت ͬ توان نم و دارند مشابهͬ عمل΄رد روش سه هر نتایج، تمام در
است، دقیقه ١۴٫٣ و ١١۴٫۵٩ ترتیب به INLA و JAGS برای محاسبات زمان مدت کرد. تعیین

است. درک قابل INLA روش کارایی روشنͬ به که
هسته تعبیه ام΄ان عدم دلیل به متاسفانه دارد، INLA روش که خوبی ͬ های ویژگ همه با
و مدل بندی آن با را اسمͬ رسته ای ͅ های پاس ͬ توان نم R-INLA بسته در چندجمله ای توزیع
،(١٩٩۴ (بی΄ر، چندجمله ای‐پوآسن۶ تبدیل نام به تبدیلͬ ΁کم به بنابراین، کرد. تحلیل
تحلیل به INLA روش ΁کم به سپس و کرده تبدیل پوآسن به را چندجمله ای هسته ابتدا

ͬ کنیم. م تشریح را تبدیل این چهارم فصل در ͬ پردازیم. م رسته ای ͅ های پاس
برازش کردن اجرایی برای ΁تکنی ΁ی INLA روش دهیم نشان تا کردیم سعͬ فصل این در
روش ΁ی صرفا نه و MCMC مانند شبیه سازی روش ΁ی حتͬ نه و است پیچیده مدل های
موجب آن در کدنویسͬ نسبی سادگͬ همراه به محاسباتͬ کارایی که است روشͬ بل΄ه کدنویسͬ،
یا پیچیده فضایی‐زمانͬ یا فضایی مدل های به کارگیری برای زیادی افراد تاکنون است شده
فراوان و مختلف کاربردهای با گیرد، قرار LGM رده چارچوب در که دی·ری پیچیده مدل هر

کنند. اقدام آن در

۶Multinomial-Poisson transformation (MPT)



٣ فصل
شناسایی پذیری

استنباط و ͬ رود م شمار به آماری مدل های در اساسͬ پیش نیازهای از ی΄ͬ شناسایی پذیری١
بودن شناسا مدل برازش از قبل است لازم بنابراین، است. بی معنͬ شناسایی پذیری بدون
و بررسͬ را مدل ها در شناسایی پذیری مفهوم فصل این در دهیم. قرار بررسͬ مورد را آن
عدم مش΄ل ͽرف برای رو پیش راه حل های شناخت و مفاهیم درک از پس ͬ کنیم. م تشریح
جمعͬ‐ پیش·وی با چندجمله ای مدل های در آن ͽرف برای پیشنهادی روش شناسایی پذیری،
ͬ کنیم. م بیان را نظری نتایج برخͬ انتها در ͬ کشیم. م چالش به آن مشابه مدل در را ساختاری

مقدمه ٣ . ١
شناسایی تحلیل که حالͬ در بیاموزیم داده ها از ”چ·ونه” تا ͬ آموزد م ما به آماری استنباط
”چه منطقͬ نظر از اگرچه ͬ دهد. م توضیح بیاموزیم، داده ها از ͬ توانیم م ما که را ”چیزی”
در را کمͬ نسبتاً توجه شناسایی پذیری مفهوم متاسفانه اما است، مقدم ”چ·ونه” بر چیزی”
ام΄ان پذیر به که آمار از مفاهیمͬ به نسبت باید ما و است داده اختصاص خود به آماری جامعه
ͬ پردازند، م مشاهده شده تصادفͬ متغیر یا توزیع توسط پارامترها فرد به منحصر تشخیص بودن
از بسیاری در شناسایی پذیری مسئله .(٢٠٢٠ بوجینو، و (باسه باشیم داشته بیشتری توجه
ساختارهای مدل بندی به مجبور آن در افراد که زیست شناسͬ و اقتصادسنجͬ مانند علوم

١Identifiability



شناسایی پذیری ٣۶
تا است شده موجب گستردگͬ و گوناگونͬ این است. مطرح هستند، طبیعت در موجود
و توضیح به مدل بندی، به نیاز پی در نبوده، آمار آن ها اصلͬ رشته که افرادی از بسیاری
به را زمینه این در پژوهش ها اولین تاریخ آورند. روی مسئله این برای مناسب مفهوم سازی
(١٩۴٩) کوپمن بار اولین ͬ دهند. م نسبت ١٩٣٠ سال از قبل حداقل به اقتصاد علم دانشمندان
(١٩۵٠) ریرسول و کوپمن و (١٩۵٠) هرویچ آن از بعد کرد. مطرح را شناسایی پذیری مفهوم
دادند. توسعه آماری مدل های در را آن به مربوط نظریه و پرداخته مفهوم این ریاضͬ تعریف به
بوم شناسͬ، بیولوژی، سیستم های مدل بندی برای مختلف رشته های از افرادی آن دنبال به
،(١٩۵٩) گودمن شامل ترتیب به افراد این شدند. مطرح ناپارامتری و پارامتری مدل های
،(١٩٩۴) بریرا دپراگانکا و پولانیو ،(١٩٩٠) پری و جاکز ،(١٩٨٣) هیسایو ،(١٩٧١) رتنبرگ
فقدان و واگرایی این است. (٢٠٠٩) مانس΄ͬ و (٢٠٠٧) ماتزکین ،(٢٠٠٢) مانس΄ͬ و کروس

نبیند. خود به را جدی توسعه آمار علم از بخش این تا است شده موجب ی΄پارچه، نظریه
مدل ΁ی .(٢٠٢١ هم΄اران، و (وایلند است استوار پایه سه بر مفید مدل آمار، علم منظر در
قدرت باید که این دوم کند. توصیف را داده ها منطقͬ دقت ΁ی با باید اول درجه در خوب
محسوب خوب باشند، ویژگͬ دو این دارای که مدل هایی باشد. داشته بالایی پیش گویی
داشته را بیولوژی΄ͬ سیستم های به شدن برازش توانایی باید مدل ΁ی سوم درجه در ͬ شوند. م

باشد.
توصیف توانایی که ͬ کنند م شروع مدل ساده ترین از افراد معمولا مدل بندی، فرآیند ΁ی در
برازش قابل که به گونه ای مدل به پیچیدگͬ همزمان افزودن ͬ شود. م تلقͬ بد و ندارد را داده ها
مدل بودن شناسایی قابل مسئله به توجه نیازمند باشد، داشته را داده توصیف توانایی و باشد
پارامترها تعیین توانایی هم و بوده برخوردار بالایی پیش·ویی قدرت از هم مدل یعنͬ است.
شناسایی پذیری مفهوم است. مدل شناسایی پذیری همان که باشد داشته را داده ها ΁کم به
شناسایی تحلیل دی·ر، عبارتͬ به ͬ شود. م مربوط خوب به بد از مدل انتقال به زیاد قدرت با

است. ضروری خوب، مدل ΁ی داشتن برای
چندجمله ای لوجیت مدل بودن شناساگر ͹سط افزایش رساله این در ما اهداف از ی΄ͬ
چارچوب ΁ی در فضایی‐زمانͬ و فضایی پیچیده ساختارهای از همزمان که به گونه ای است،

باشد. گرفته بهره INLA روش ΁کم به بیزی

مدل شناسایی پذیری ٣ . ٢
℘ نمونه، فضای Y آن در که باشیم داشته را (Y, ℘,P) (پارامتری) آماری مدل کنید فرض
با که است (Y, ℘) روی احتمال اندازه از خانواده ای P و آن روی تعریف شده سی·ما‐میدان

است. پارامتر فضای Θ و شده مشخص P = {Pϑ : ϑ ∈ Θ}

به اگر هستند، معادل مشاهده نظر از Θ از نقطه دو .(١٩٩۴ پریرا، و (پائولینو .٣ . ٢ . ١ تعریف



٣٧ مدل شناسایی پذیری
.ϑ٠ ∼ ϑ١ نوشت ͬ توان م صورت این در .Pϑ٠(A) = Pϑ١(A) ،A ∈ ℘ هر ازای

از خانواده ای F = {Fθ, θ ∈ Θ} کنید فرض .(٢٠٠۴ هم΄اران، و (اسوارتز .٣ . ٢ . ٢ تعریف
باشد. خانواده این از مشاهده٢ قابل تصادفͬ متغیر A کنید فرض همچنین باشد. توزیع توابع
متغیر تکیه گاه از a هر ازای به که باشد داشته وجود Θ از θ ̸= θ′ ،(θ, θ′) جفت ΁ی حداقل اگر

نیست. شناسایی قابل A با θ گفت ͬ توان م ،Fθ(a) = Fθ′(a) ،A
است. ثابت داده ها همه برای درستنمایی تابع حالت این در ،٣ . ٢ . ٢ تعریف به بنا ،ͽواق در
قدرت از بودن٣ ناشناس ΁نزدی مفهوم اگرچه .(٢٠٠۴ هم΄اران، و (اسوارتز .٣ . ٢ . ٣ تعریف
اگر است ناشناس تقریبا θ گفت ͬ توان م قبل تعریف به اشاره در ولͬ است، برخوردار کمتری

.Fθ(m) ≈ Fθ′(m) ،M متغیر تکیه گاه در m مقادیر همه برای
مقادیر بین تفاوتͬ تا ͬ دهد نم اجازه داده ها به مدل بودن ناشناسا گفت ͬ توان م کلام ΁ی در

شود. داده تشخیص پارامترها
بنابراین باشد. E(X) = µ١ − µ٢ میانگین با نرمال توزیع دارای X کنید فرض .٣ . ٢ . ١ مثال
فرد به منحصر به طور µ٢ و µ١ پارامترهای اما کرد، برآورد X از مشاهداتͬ با ͬ توان م را µ١ −µ٢

جفت های از نامتناهͬ تعداد به ͬ توان م حقیقت در نیستند. برآورد و شناسایی قابل
{(µi, µj), i, j = ١,٢, . . . (i ̸= j), }

منحصر به طور را µ٢ و µ١ ͬ توان م صورتͬ در فقط .µi − µj = µ١ − µ٢ که به گونه ای کرد فکر
باشند. شناسایی قابل که کرد برآورد فرد به

ͬ شود م فرض آماری مسائل از بسیاری در است، مشاهده قابل بالا مثال در که همان طور
است بدیهͬ است. معلوم کاملا پارامترها از مجموعه ای برای به جز مطالعه مورد آماری توزیع
صورت این در گیرد. قرار بررسͬ مورد شناسایی پذیری نظر از مدل باید استنباط گونه هر از قبل
متفاوت پارامترهای با متفاوت توزیع های از نظر مورد تصادفͬ متغیر که ͬ شویم م مطمئن
تابع ΁ی اما نباشد، شناسایی قابل خود θ پارامتر است مم΄ن اوقات گاهͬ ͬ کند. نم پیروی
ازای به باشد، Θ به متعلق که θ′ و θ هر برای یعنͬ باشد. شناسایی قابل φ(θ) مانند آن از ناثابت
صورت این در ͬ رساند. م φ(θ) = φ(θ′) به را ما Fθ(a) = Fθ′(a) ،A تکیه گاه از a مقادیر تمام
توزیعهای از خانواده ΁ی Fθ قبل مثال در است. شناسایی پذیر۴ جزئͬ به طور θ گفت ͬ توان م

است. φ(θ) = µ١ − µ٢ و θ = (µ١, µ٢) نرمال،
کرد اضافه مدل به را Z تصادفͬ متغیر ͬ توان م شناسایی پذیر، متغیر ΁ی به θ تبدیل برای
خود میان این در باشد. شناسایی قابل (A,Z) تقویت شده تصادفͬ متغیر توسط θ که به طوری

٢Observable
٣Near nonidentifiability
۴Partially identifiable



شناسایی پذیری ٣٨
بودن ناشناسا مسئله صورت این در دهد. تشخیص را θ نتواند است مم΄ن Z تصادفͬ متغیر

ͬ کنیم. م تشریح را موضوع این زیر مثال در است. اصلاح۵ قابل
توزیع تابع با نمایی توزیع از مستقل تصادفͬ متغیر دو X٢ و X١ کنید فرض .٣ . ٢ . ٢ مثال

Fi(x) = ١ − exp(−λix), λi > ٠, x > ٠ i = ١,٢,
است. λ١ + λ٢ پارامتر با نمایی توزیع دارای U = min(X١, X٢) دید ͬ توان م سادگͬ به باشند.
تصادفͬ متغیرهای جفت از نامتناهͬ تعداد زیرا نیستند، شناسایی قابل U با λ٢ و λ١ این جا در
در باشد. λ١ + λ٢ ͬ تواند م آن ها پارامترهای مجموع که دارند وجود نمایی توزیع با مستقل
قابل همیشه φ(θ) = λ١ + λ٢ زیرا است، شناسایی قابل جزئͬ به طور θ = (λ١, λ٢) مقابل،

است. شناسایی
را ͬ نیمم م بتوان و باشند شده توزیع مستقل به طور Xiها اگر داد نشان (١٩۶٣) برمن

ی΄نوا توابع اساس بر فرد به منحصر به طور را Fi توزیع توابع ͬ توان م آن گاه کرد، شناسایی
Hk(x) = P(U ⩽ x, I = k), k = ١,٢, . . . , l,

به عنوان کرد. تعیین ͬ کند، م اصلاح را مدل شناسایی پذیری و است اضافه پارامتر I آن در که
قالب ͬ توان م مثال،

Fk(x) = ١ − exp

{
−
∫ x

−∞

(
١ −

l∑
j=١

Hj(t)

)−١
dHk(t)

}
, k = ١,٢, . . . , l,

از وقتͬ بودن ناشناسا مسئله که ͬ دهد م نشان قبل مثال در برمن نتایج گرفت. نظر در را
است. اصلاح قابل کنیم، استفاده (U, I)

باشد، نداشته وجود آن ها برآورد برای فرد به منحصر راه ΁ی یا نشوند برآورد پارامترها اگر
پارامترها شناسایی برای فرد به منحصر راه ΁ی اگر است. ناشناسا۶ مسئله گوییم آن گاه
از بیشتر در پارامترها اگر ͬ شوند. م شناسایی٧ پارامترها گوییم آن گاه باشد، داشته وجود
،΁کلاسی استنباط در هستند. بیش شناسا٨ پارامترها گوییم شوند، شناسایی مستقل راه ΁ی
مدل ΁ی از مثالͬ به زیر در دارند. ناشناسایی ͽرف به نیاز که یافت ͬ توان م را زیادی مدل های

ͬ کنیم. م اشاره (٢٠٠۴) اسوارتز در ΁کلاسی
ی΁ طرفه عاملͬ طرح مدل .٣ . ٢ . ٣ مثال

yij = µ+ αi + ϵij , i = ١, . . . , k, j = ١, . . . , ni,
۵Rectifiable
۶Unidentified or under identified
٧Just identified
٨Over identified



٣٩ بیزی استنباط در آن اهمیت و شناسایی پذیری
از که است خطا مولفه ϵij و عاملͬ سطوح αiها کلͬ، میانگین µ آن، در که ب·یرید، نظر در را
برای زیرا نیست شناسایی قابل (µ, α١, . . . , αk, σ) پارامتر بردار ͬ کند. م پیروی N(٠, σ٢) توزیع
توزیع (µ− γ, α١ − γ, . . . , αk − γ, σ) و (µ, α١, . . . , αk, σ) بردار دو ،γ معلوم و ثابت مقادیر همه

ͬ دهند. م نتیجه را داده ها از ی΄سانͬ احتمال

بیزی استنباط در آن اهمیت و شناسایی پذیری ٣ . ٣
مدل های برازش ام΄ان و کامپیوتری و نرم افزاری ساختارهای در پیشرفت اخیر، سال های در
و آماردانان سوی از بیشتری استقبال با پیچیده مدل های تا است شده موجب آماری مختلف
کافͬ قدر به مدل ها برخͬ است مم΄ن که است آن امر این نتیجه شوند. رو روبه آن ها کاربران

شود. خسارت باعث و مدل وارد ناخواسته به طور ناشناسایی و نشده درک
و فلسفͬ جنبه دو از ͬ توان م را مدل شناسایی پذیری مسئله با بیزی استنباط رویارویی
در کاربردی نظر از بیزی استنباط تا ͬ شود م موجب که نگرانͬ داد. قرار توجه مورد کاربردی
پسین توزیع پارامترهای شدید گرایش گیرد، قرار بودن ناشناسا ΁نزدی یا بودن ناشناسا چالش
که ͬ شود م آغاز آن جا از بیزی استنباط در شناسایی پذیری اهمیت ،ͽواق در است. ی΄دی·ر به
توزیع در پارامترها بین شدید همبستگͬ داشتن به تمایل شناسایی پذیری، مسئله حضور با
با منطقͬ زمان ΁ی در MCMC زنجیر نتیجه در و ͬ یابد م افزایش چشم·یری به طور پسین
این دوم نگرانͬ .(٢٠٠۴ (اسوارتز، ͬ رسد نم هم·رایی به یا ͬ شود م همراه ضعیف هم·رایی
بر غلبه توانایی بزرگ، اندازه با نمونه با حتͬ شناسایی پذیری مسئله وجود صورت در که است
را شناسایی پذیری مسئله این، بر علاوه .(٢٠٠١ (جانسون، ͬ آید نم به دست پیشین اطلاعات
(٢٠٠۴) اسوارتز از مثالͬ زیر در .(١٩٨٣ (باسو، یافت ͬ توان م نیز سلسله مراتبی مدل های در

ͬ کند. م ΁کم مسئله این از ما بیشتر فهم به که است شده ذکر

و µ میانگین با نرمال توزیع از تصادفͬ نمونه ای Y = (Y١, . . . , Yn)′ کنید فرض .٣ . ٣ . ١ مثال
هدف، است. معلوم α٠ آن در که ،α ∼ N(α٠, ١) و µ|α ∼ N(α, ١) که به طوری باشد، ١ واریانس
پسین توام توزیع داد نشان ͬ توان م جبری، عملیاتͬ انجام با است. α و µ پسین توزیع تعیین
عناصر با کوواریانس ماتریس و (٢nȳ+α٠٢n+١ , nȳ+(٢n+١)α٠٢n+١ )′ میانگین بردار با دومتغیره نرمال (µ, α)
است. مشاهدات میانگین ȳ این جا در است. σ٢٢ = n+١٢n+١ و σ١٢ = σ٢١ = ١٢n+١ ،σ١١ = ٢٢n+١
F (µ, α|y) = F (µ, α′|y) ،α ̸= α′ هر برای زیرا نیست، شناسایی پذیر سلسله مراتبی مدل این

است. (µ, α) توام پسین توزیع تابع این جا در F (·, ·|y) و ͺپاس مشاهدات بردار y آن در که

مدل ها فرد به منحصر پارامتربندی همیشه که است این ناشناسایی اهمیت دلایل از ی΄ͬ
ͬ شود. م محسوب ضروری امری سازگار، برآوردی و تفسیرپذیری قابلیت داشتن برای



شناسایی پذیری ۴٠

شناسایی پذیری مسئله حل ۴ . ٣
داده های برای ͬ رسد م نظر به که داریم نامعلوم پارامتر p با خاص آماری مدل ΁ی کنید فرض
برای چندگانه ای مقادیر که معنͬ این به نیست، شناسایی قابل مدل این اما باشد. مناسب ما
از زمان طول در افراد دارند. وجود مشاهده شده داده های برای ی΄سان توزیع با پارامتر بردار
آن ها از برخͬ به زیر در کرده اند. استفاده آمار علم در مسئله این حل برای مختلفͬ روش های

ͬ کنیم. م اشاره
است پیشین توزیع انتخاب بیزی، استنباط در مش΄ل این متداول حل های راه از ی΄ͬ .١
داده ها تنها نه صورت این در زیرا نیست، مح΄مͬ حل راه این اما .(٢٠٠۴ (اسوارتز،
در افراد طرفͬ، از ندارند. را مدل پارامترهای شناسایی توانایی نیز پیشین توزیع بل΄ه

ͬ شوند. م محدود خاص پیشین توزیع های انتخاب به روش این
از استفاده ،(٢٠٠۴) گستافسون همچون تحلیل گرانͬ اعتقاد به استاندارد حل راه ΁ی .٢
شناسایی قدرت با مدل پارامترها، کردن قید بندی با است. مناسب شناسایی قیدهای
فضای ͬ توان م حالت این در عبارتͬ، به  .(٢٠٢٠ هم΄اران، و (گاس ͬ آید م به دست بالا
پیدا ما هدف رساله، این در کرد. محدود Θ ⊂ Ω همه برای Ω̃ ⊂ Ω به را Ω شدنͬ پارامتر

است. چندجمله ای لجیت مدل شناسایی برای مناسب قید کردن
است. زیر قضیه از استفاده دی·ر راه .٣

تابع باشد. شناساگر تابع ψ(ϑ) کنید فرض .(١٩٩۴ پریرا، و (پائولینو .١ . ۴ . ٣ قضیه
باشد. ψ(ϑ) از تابعͬ اگر تنها و اگر است شناسایی قابل λ(ϑ)

شناسایی پذیری مش΄ل از رهایی برای را صفر٩ با مساوی مجموع قید دوم، حل راه رساله، این در ما
یا پایه١٠ رده متداول قید با را حاصل نتایج و ͬ کنیم م پیشنهاد چندجمله ای لوجیت مدل در

ͬ کنیم. م مقایسه گوشه١١ رده

آمار در قیدها از استفاده تاریخچه ١ . ۴ . ٣
که است کرده طͬ را جلو به رو مسیر گذشته دهه های طول در قیدها اساس بر آماری استنباط
و بارمͬ داد. نسبت (١٩٩۴) میروین و (١٩۶٣) کودو به را اولیه سال های در آن آغاز ͬ توان م
پیشنهاد را چندجمله ای لوجیت مدل روی بر کانوکس باکس مدل قید روش (١٩٩٨) دی΄سترا
و هال آزمود. را تعمیم یافته خطͬ مدل در واریانس عناصر روی قید روش (١٩٩٧) لین کردند.

٩Sum to zero
١٠Baseline category
١١Corner point category



۴١ چندجمله ای لوجیت مدل با مشابه ناشناسایی ویژگͬ با نرمال مدل
تعمیم یافته ناخطͬ و تعمیم یافته خطͬ مدل های روی بر را ترتیبی قیدهای ،(٢٠٠١) پریستارت
مختلف شاخه های در را قیدبندی متفاوت روش های افراد از بسیاری همچنین گرفتند. به کار
(سید، رفت بالا جدی به طور مدل ها در پیش·ویی دقت آن نتیجه در که گرفتند به کار آمار علم
مختلفͬ افراد تا است شده موجب چنینͬ این مدل های به روزانه نیاز با توام پیشرفت .(٢٠٢٠
،(٢٠٢٠) هم΄اران و گاس به ͬ توان م آن ها جمله از شوند. قیدها با آماری استنباط حوزه وارد

کرد. اشاره (٢٠٢١) هم΄اران و وینالد و (٢٠٢٠) سید
دقیق پیش بینͬ به نیاز نتیجه در و مصنوعͬ هوش و داده ها علم در عمده پیشرفت ͬ رغم عل
مدل قید بندی در که یافت ͬ توان م را کسͬ کمتر احتمال، منظر از چه و ͺپاس منظر از چه رده
بر قید در ΁کلاسی رهیافت در (٢٠٢٠) سید به ͬ توان م مثال، برای باشد. کرده کار لوجیت
ما کرد. اشاره مصنوعͬ هوش برای مدل ارتقاء هدف با لجیت مدل احتمال پارامترهای روی
به لجیت، مدل در شناسایی پذیری مش΄ل ͽرف بر علاوه قیدها، از گرفتن بهره با رساله این در
به کارگیری نیازمند قیدها از استفاده اگرچه کرده ایم. توجه نیز آماری استنباط از بخش این
تجربه اما است، کدنویسͬ برنامه های در اجرا زمان و محاسباتͬ نظر از پیچیده تر مدل های
کارایی افزایش موجب قیدها گرفتن به کار که است داده نشان زمینه این در مختلف محققان

.(٢٠٢٠ (سید، است شده آمده به دست نتایج در دقت و
مجموع قیدهای اساس بر پارامتربندی، نوع دو عمل΄رد درباره را بحث مرحله، این در
مدل ΁ی که به گونه ای ͬ گیریم م پی چندجمله ای لوجیت مدل در گوشه، رده و صفر با مساوی
ی΄سان نیز آن ها در شناسایی پذیری مش΄ل که چندجمله ای لوجیت مدل با مشابه کیفیت با

ͬ دهیم. م قرار بررسͬ مورد نامبرده روش های با را باشد
صفر برابر را پایه) (رده رده ها از ی΄ͬ به مربوط پارامترهای افراد معمولا پایه، رده قید در
ͽجم حاصل است، رساله این در ما پیشنهاد که صفر، با مساوی مجموع قید در و ͬ دهند م قرار
برای قید نوع دو این عمل΄رد ͬ شود. م گرفته نظر در صفر برابر رده ها برای نظر مد پارامترهای

است. شده تشریح کامل به طور چهارم فصل در چندجمله ای مدل

لوجیت مدل با مشابه ناشناسایی ویژگͬ با نرمال مدل ۵ . ٣
چندجمله ای

مدل ΁ی در را نظر مد قیدهای کردیم سعͬ مناسب، قید یافتن و ارزیابی برای بخش این در
توزیع ΁ی ب·یریم. به کار است، چندجمله ای مدل مشابه آن در شناسایی مش΄ل که نرمال
مش΄ل باشند، شده مرتب رده ای صورت به ͅ ها پاس آن در که نرمال توزیع مانند پیوسته
(اگرستͬ، است چندجمله ای لوجیت مدل در شناسایی پذیری مش΄ل مشابه آن در شناسایی پذیری
بررسͬ را قیدها انواع عمل΄رد شبیه سازی شده، مدل ΁ی با تا کردیم سعͬ اساس، این بر .(٢٠٠٢

کنیم. ارائه را مح΄مͬ نتایج ام΄ان حد در و کرده
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Y کنید فرض باشیم. داشته رده سه در عاملͬ میانگین با نرمال توزیع ΁ی کنید فرض
و ،͹سط سه با عاملͬ متغیر ΁ی Z آن در که است، Zβ میانگین با نرمال تصادفͬ متغیر ΁ی
است. مبدا از عرض به عنوان β٠ مولفه با مدل نامعلوم پارامترهای بردار β = (β٠, β١, β٢, β٣)′
توزیع همچنین است. مدل دقت ماتریس Qy = τyI آن، در که Y ∼ N(Zβ,Q−١

y ) بنابراین
نظر در β برای پیشین توزیع به عنوان را Qβ = τβI دقت ماتریس و صفر میانگین با نرمال
برای منظور، همین به است. (β١, β٢, β٣)′ پسین توزیع آوردن به دست ما هدف ͬ گیریم. م
این برای ͬ گیریم. م نظر در را گوشه رده یا پایه رده قید ابتدا پسین، توزیع آوردن به دست
باشد، j رده و i آزمودنͬ میانگین به مربوط خطͬ پیش·وی ηij = β٠ + βj ͬ کنیم م فرض کار
که به طوری ،η∗ij = β٠ + β∗j کنید فرض حال .j = ١,٢,٣ و i = ١, . . . , n آن در که به طوری

نوشت ͬ توان م محاسباتͬ، انجام با .β∗٣ = ٠ ͬ دهیم م قرار قید، اعمال برای

Z١β∗ =


١ ١ ٠
١ ٠ ١
١ ٠ ٠



β٠
β∗١
β∗٢

 .
.Qβ∗ = τβI٣×٣ آن در که ͬ پذیریم، م β∗ پیشین توزیع به عنوان را β∗ ∼ N(٠,Q−١

β∗ ) توزیع
نوشت ͬ توان م بنابراین

π(β∗|y) ∝ |Qy|١/٢e−١٢ (y−Z١β∗)′Qy(y−Z١β∗)|Qβ∗ |١/٢e−١٢ β∗′Qβ∗β
∗

∝ e
−١٢ [β∗−(Z′١QyZ١+Qβ∗ )

−١Z′١Qyy]
′(Z′١QyZ١+Qβ∗ )

−١[β∗−(Z′١QyZ١+Qβ∗ )
−١Z′١Qyy].

و (Z′١QyZ١+Qβ∗)−١Z′١Qyy میانگین با نرمال پسین توزیع دارای β∗ = (β٠, β∗١ , β∗٢)′ نتیجه در
به صورت رده ها برای میانگین ساده،  محاسبات انجام با است. (Z′١QyZ١+Qβ∗) دقت ماتریس

β١ =
−١
٣ β⋆١ +

−١
٣ β⋆٢, β٢ =

٢
٣β⋆١ +

−١
٣ β⋆٢, β٣ =

−١
٣ β⋆١ +

٢
٣β⋆٣∑.٢

m=١ βm = ٠ باید صفر با مساوی مجموع قید گرفتن به کار برای دوم گام در ͬ آید. م به دست
آن در که داریم، نیاز Aβ = ٠ خطͬ قید تحت β پسین توزیع به ما ͽواق در کنیم. وارد مدل به را
نرمال Aβ = ٠ شرط به β شرطͬ توزیع .Aβ = β١ + β٢ + β٣ = ٠ نتیجه در و A = (٠, ١, ١, ١)
در .B = Q−١

β A′(AQ−١
β A′)−١A آن در که است τ−١

β (I −B) دقت ماتریس و صفر میانگین با
ͬ کنیم م تعریف ابتدا

Z =


١ ١ ٠ ٠
١ ٠ ١ ٠
١ ٠ ٠ ١

 .
پسین توزیع بنابراین ηij = β٠+βj با است برابر j = ١,٢,٣ و i = ١, . . . , n برای خطͬ پیش·وی

صورت به  β
π(β|y) ∝ |Qy|١/٢e−١٢ (y−Zβ)′Qy(y−Zβ)|τ−١

β (I −B)|١/٢e−١٢ β′(τ−١
β (I−B))β



۴٣ چندجمله ای لوجیت مدل با مشابه ناشناسایی ویژگͬ با نرمال مدل
∝ e

−١٢ [β−(Z′QyZ+τ−١
β (I−B)−١−(١Z′Qyy]

′(Z′QyZ+τ−١
β (I−B))[β−(Z′QyZ+τ−١

β (I−B))−١Z′Qyy].

و (Z′QyZ + τ−١
β (I − B))−١Z′Qyy میانگین با نرمال توزیع ΁ی نتیجه در ͬ شود. م نتیجه

ماتریس ΁ی (I−B) آن در که است، β برای پسین توزیع ,Z′QyZ+τ−١
β (I−B) دقت ماتریس

تجزیه و تعمیم یافته١٢ ماتریس معکوس روش از باید بنابراین .(٢٠٠۵ هلد، و (رو است تکین
کنیم. استفاده تکین١٣ مقدار

به عنوان پارامتربندی نوع دو از حاصل پسین توزیع های ͬ های ویژگ ٣ . ٢ و ٣ . ١ ش΄ل های در
دو دقت با را پسین میانگین های نسبت ٣ . ١ ش΄ل شده اند. داده نمایش و مقایسه τβ از تابعͬ
میانگین های بین تفاوتͬ ͬ دهد. م نشان τβ ∈ {٠٫٠٠١, ٠٫٠٠۵, ٠٫٢۵, ٠٫۵, ٠٫٧۵, ١} برای اعشار رقم
ی΄سان مقادیر و n = ٣٠ ،τy = ١ برای را برآوردشده دقت ٣ . ٢ ش΄ل ͬ شود. نم مشاهده پسین
مقادیر τβ که وقتͬ تنها پسینͬ دقت های بین کمͬ خیلͬ تفاوت ͬ دهد. م نشان قبل مانند τβ

τβ = ٠٫٠٠١ و τy = ١ با مدل دو از حاصل واریانس پایان، در ͬ خورد. م چشم به دارد، کوچ΄ͬ
همان طور است. شده گذاشته نمایش به ٣ . ٣ ش΄ل در است، افزایش به رو n اندازه که به طوری
مدل ها از حاصل پسین واریانس های یابد، افزایش نمونه اندازه وقتͬ است، مشهود ش΄ل در که

ͬ شوند. م هم·را ی΄دی·ر به
ͬ کنیم. م ثابت و بیان را زیر قضیه دو عاملͬ، نرمال مدل شبیه سازی نتایج گرفتن نظر در با
دو برای پسین توزیع های از حاصل میانگین های دادند، نشان شبیه سازی نتایج که همان طور
نیز رسمͬ صورت به را برابری این زیر در که هستند برابر هم با اعشار رقم دو تا متفاوت قید

ͬ کنیم. م اثبات
فرض ب·یرید. نظر در را Qy = τyI دقت و Zβ عاملͬ میانگین با نرمال مدل .١ . ۵ . ٣ قضیه
که کنیم استفاده صفر با مساوی مجموع و گوشه رده قید دو از مدل شناسایی برای کنید
دو هستند. Qβ و Qβ∗ ترتیب به آن ها متناظر نرمال پیشین توزیع های دقت ماتریس های
اختلاف تقریبا صفر، با مساوی مجموع قید و گوشه رده قید دو برای پسین از حاصل میانگین

دارند. ناچیز
برهان شروع از قبل ب·یرید. نظر در فرمول ها) سب΄ͬ (برای مبدا از عرض بدون را مدل برهان.

ͬ کنیم م تعریف ابتدا در

Z =


١ ٠ ٠
٠ ١ ٠
٠ ٠ ١

 ,

Z١ =


١ ٠ ٠
٠ ١ ٠
٠ ٠ ٠

 .
١٢Moore-Penrose
١٣Singular value dicomposition (svd)
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عاملͬ. نرمال مدل در شناسایی پذیری قیدهای گرفتن نظر در با پسین میانگین نسبت :٣ . ١ ش΄ل

دقت های .τy = ١ و n = ٣٠ برای عاملͬ نرمال مدل در شناسایی پذیری قیدهای گرفتن نظر در با دقت مقایسه :٣ . ٢ ش΄ل
هستند. ΁نزدی ی΄دی·ر به تقریبا ͬ کند، م تغییر ١ تا ٠٫٠٠١ از τβ وقتͬ رده هر در برآوردشده

به رو مشاهدات تعداد وقتͬ عاملͬ نرمال مدل در شناسایی پذیری قیدهای گرفتن نظر در با واریانس مقایسه :٣ . ٣ ش΄ل
است. افزایش



۴۵ چندجمله ای لوجیت مدل با مشابه ناشناسایی ویژگͬ با نرمال مدل
با مساوی مجموع قید مدل های میانگین های ͬ دانیم م .Qβ = Q ͬ دهیم م قرار کلͬ حالت در

با: است برابر ترتیب به گوشه رده قید و صفر
(Z′QyZ +Q−١(I −B))−١Z′Qyy,

و
(Z′١QyZ١ +Qβ∗)−١Z′١Qyy.

است. دقت ماتریس در میانگین دو بین اصلͬ تفاوت که ͬ یابیم م در میانگین دو مقایسه با
صورت به را دقت ماتریس های دترمینان نسبت تفاوت این میزان دادن نشان برای

|Z′QyZ +Q−١(I −B)|
|Z′١QyZ١ +Qβ∗ |

=
|Z′QyZ(I +Q−١Z′Q−١

y Z(I −B))|
|Z′١QyZ١ +Qβ∗ |

داریم ͬ نویسیم. م
|Z′QyZ(Q+Z′Q−١

y Z −Z′Q−١
y ZB)|

|Qβ∗ +Z′١QyZ١|
با برابر که

|Z′QyZ(Q+Z′Q−١
y Z)(I − (Q+Z′Q−١

y Z)−١Z′Q−١
y ZB)|

|Qβ∗ +Z′١QyZ١|
,

کوچ΄ͬ مقدار از Q + ١/τyI به نسبت ١/τyB دهیم نشان باید کسر صورت به توجه با است.
تجزیه حال ͬ گیرد. م صفر مقدار تقریبا کسر صورت در دوم پرانتز عبارتͬ به است. برخوردار
به گونه ای V ∈ Rn×(n−w) و N ∈ Rn×w آن در که ب·یرید نظر در را Q = V ΛV ′+ϵNN ′ ویژه١۴
A = RN ′ نوشت ͬ توان م ،R ∈ Rw×w برای است. دقت ماتریس بعد n و قیدها تعداد w که

.V ′NN ′ = ٠ همچنین و V ′A′ = V ′NA′ = ٠ داریم: (٢٠٠۵) هلد و رو بنابر نتیجه در و
Q−١A′ = V Λ−١V ′A′ + ϵ−١NN ′NR′ = ϵ−١A′.

صورت به را B از بسطͬ
B = Q−١A′(AQ−١A′)A

= ϵ−١NR′(ϵ−١RN ′NR′)′RN ′

= NN ′, (٣ . ١)
بنابراین نوشت. ͬ توان م

(Q+Z′Q−١
y Z)−١Z′Q−١

y ZB = ١/τy(Q+ ١/τyI)−١B
= ١/τyV (Λ + ١/τyI)−١V ′NN ′ + ١/τy(ϵ+ ١/τy)−١NN ′

= (١ − ϵ

١/τy + ϵ
)NN ′. (٣ . ٢)

١۴eigendecomposition
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پس

(I − (Q+Z′Q−١
y Z)−١Z′Q−١

y ZB) = (I − ١/τy(Q− ١/τyI)−١B) (٣ . ٣)
= (

ϵ

١/τy + ϵ
)w.

و ϵ ≪ τy مدل، در اما دارد. بستگͬ نامعلوم ابرپارامترهای به (٣ . ٣) که باشید داشته توجه
ماتریس دو بین ناچیز اختلاف با میانگین در اختلاف است. صفر برابر تقریبا (٣ . ٣) بنابراین

ͬ شود. م کنترل Qβ∗ و Q دقت
از صفر با مساوی مجموع قید با مدل دقت حالت این در دهیم نشان داریم قصد ادامه در

است. بیشتر گوشه رده قید
حاصل مدل دقت حالت این در ب·یرید. نظر در را ١ . ۵ . ٣ قضیه در بیان شده مدل .٢ . ۵ . ٣ قضیه

است. بیشتر گوشه رده قید از حاصل مدل از صفر با مساوی مجموع قید از
ͬ دهد. م کاهش قید بدون مدل به نسبت را مدل برآورد دقت گوشه رده قید ͬ دانیم م برهان.
قید بدون مدل از صفر با مساوی مجموع قید با مدل دقت که دهیم نشان است کافͬ بنابراین

صورت به را قید بدون مدل به مربوط درستنمایی تابع ابتدا است بیشتر
π(β|y) ∝ |Qy|١/٢e−١٢ (y−Zβ)′Qy(y−Zβ)|Q|١/٢e−١٢ βQβ

∝ e
−١٢ [β−(Z′QyZ+Q)−١Z′Qyy]

′(Z′QyZ+Q)−١[β−(Z′QyZ+Q)−١Z′Qyy].

.I = V V ′+NN ′ و Q = V ′+ ϵNN ′ ،B = NN ′ داریم خاطر به قبل قضیه برهان از داریم.
داریم بنابراین ͬ دهیم. م نشان [(I −B)Q−١]+ با را (I −B)Q−١ مور‐پنروس معکوس

([(I −B)Q−١]+ +Z′QyZ)−١ = V (Λ+ τyI)
−١V ′ + τ−١

y NN ′

با است برابر دقت دو اختلاف نتیجه در و
([(I −B)Q−١]+ +Z′QyZ)−١ − (Q+Z′QyZ)−١ =

ϵ

τy(τy + ϵ)
NN ′ > ٠

است. کمتر صفر با مساوی مجموع قید با مدل دقت از قید بدون مدل دقت ͬ دهد م نشان که
مدل دقت بنابراین است. کمتر قید بدون مدل از گوشه رده قید با مدل دقت ͬ دانیم م طرفͬ از

است. بیشتر گوشه رده قید از صفر با مساوی مجموع قید با
قید این پیشنهاد از ما اهداف از ی΄ͬ صفر با مساوی مجموع قید ͬ دهد م نشان دوم قضیه
در قضایا این که است ذکر به لازم است. کرده ادا خوبی به را است برآورد دقت افزایش همان که
ͬ توان م بنابراین هستند. تعمیم قابل نیز دی·ری LGM مدل هر به و شده اند ثابت کلͬ حالت

داد. نسبت آورد، در LGM ΁ی صورت به را آن بتوان که مدلͬ هر به را نتایج این



۴ فصل
با جمعͬ‐ساختاری چندجمله ای مدل

شناسایی قید گرفتن نظر در

رسته ای داده های برای را جمعͬ رگرسیونͬ ساختار با بیزی چندجمله ای مدل فصل، این در
بالا، کیفیت با مدل ΁ی سریع برازش هدف با ͬ کنیم. م ارزیابی را آن عمل΄رد و معرفͬ فضایی
چندجمله ای‐پوآسن تبدیل ΁کم با ابتدا در کار، این برای ͬ کنیم. م استفاده INLA تقریب از
برای ͬ بخشیم. م INLA روش با استنباط و برازش قابلیت چندجمله ای مدل به (١٩٩۴ (بی΄ر،
استفاده قبل فصل در پیشنهادی قید نوع دو از مدل پارامترهای در ذاتͬ شناسایی مش΄ل ͽرف
شامل واقعͬ مثال ͬ کنیم. م ارزیابی واقعͬ و شبیه سازی مثال های ΁کم به را آن کارایی و کرده
لوجیت مدل های تاکنون است. مازندران استان در رانندگͬ تصادفات شدت به مربوط داده های
به کار جاده ای تصادفات به مربوط رسته ای داده های تحلیل برای وسیعͬ به طور چندجمله ای
΁ی زمینه، این در گرفته شده به کار مدل های با ͽجام مقایسه ΁ی داشتن برای شده اند. گرفته
توسعه را (٢٠١٨ لͬ، ،٢٠١٠ مولاهͬ، ،١٩۶٠ (تیل، کسری١ چندجمله ای مدل از بیزی نسخه
و مقایسه واقعͬ مثال در مدل این با را خود پیشنهادی مدل برازش از حاصل نتایج و داده

ͬ کنیم. م نتیجه گیری

١Fractional split multinomial model
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مدل تعریف ١ . ۴
مولفه با جمعͬ‐ساختاری رگرسیون ΁ی قالب در را بیزی چندجمله ای مدل بخش این در

ͬ کنیم. م معرفͬ شناسایی، قید نوع دو گرفتن نظر در با فضایی،

اسمͬ رسته ای داده های برای جمعͬ‐ساختاری رگرسیون ١ . ١ . ۴
مشاهدات بردار باشیم. داشته رده J بین از انتخاب ΁ی ،i = ١, . . . , nآزمایش هر در کنید فرض
فرض همچنین .∑J

j=١ yij = ni که به گونه ای است، yi = (yi١, . . . , yiJ)′ صورت به i هر برای
است. آزمایش iامین در رده jامین انتخاب احتمال πij آن در که πi = (πi١, . . . , πiJ)′ کنید

صورت به i آزمایش هر برای چندجمله ای مدل درستنمایی
p(yi|ni,πi) =

(
ni
yi

)
π
yi١
i١ . . . πyiJiJ , (١ . ۴)

چندجمله ای، لجیت مدل ΁کم به ͬ دانیم م .∑j πij = ١ ،i = ١, . . . , n هر برای آن در که است،
کرد مدل وارد زیر صورت به را تبیینͬ متغیرهای ͬ توان م
πij =

exp(ηij)∑J
s=١ exp(ηis)

(٢ . ۴)

صورت به و خطͬ پیش·وی ηij آن در که
ηij = αj + x١ijβ١j + · · ·+ xlijβlj , i = ١, . . . , n, j = ١, . . . , J, (٣ . ۴)

متغیرهای از برداری (x١j , . . . , xlj)′ و است مبدا از عرض همان αj رده، jامین برای است.
است. رگرسیونͬ ضرایب بردار βj = (β١j , . . . , βlj)′ و آزمایش ها همه برای تبیینͬ

.(١٩۵٩ (لوکه، نیست گزینه ها سایر تاثیر تحت گزینه چند بین از گزینه ΁ی انتخاب احتمال
با برابر گزینه J تعداد از c گزینه انتخاب احتمال که است معنͬ آن به این ریاضͬ، اصطلاح در

πc =
wc∑
j wj

,

این .(١٩۵٩ (لوکه، است معروف نرم٢ ماکسیمم به و است c گزینه وزن wc آن در که است،
از ما .(١٩٧٧ (لوکه، دارد آمار در لجیت مدل مفهوم با نزدی΄ͬ خیلͬ رابطه احتمال از نمایش
در ∑J

s=١ exp(ηis) ͽواق در کنیم. مدل وارد را ∑
j πij = ١ قید تا ͬ کنیم م استفاده حقیقت این

مجموع تا ͬ کند م تضمین ،(١٩۵٩ (لوکه، است معروف لوکه انتخاب قانون به که (٢ . ۴) رابطه
قید توانستیم لجیت مدل از استفاده با دی·ر به عبارتͬ باشد. ΁ی رده ها همه در احتمالات
برای لجیت تابع در نمایی تابع از استفاده کنیم. مدل وارد را احتمال برای شناسایی پذیری

٢Soft max



۴٩ مدل تعریف
تابع خود با آن مشتق که است این تابع این خوب ویژگͬ ΁ی است. کار راحتͬ و ریاضͬ سادگͬ

است. ی΄سان
متغیرهای اثرات به مربوط اطلاعات نمایش برای ،u = (u١, . . . , unf

)′ گرفتن نظر در با
صورت به را خطͬ پیش·وی ͬ توان م ساختاری

ηij = αj +

nf∑
r=١

fj(uri) +

l∑
k=١

xkijβkj , (۴ . ۴)

پیوسته) (تبیینͬ ساختاری متغیرهای از ناخطͬ تابعͬ نشان دهنده f(·) آن در که داد، توسعه
اگر شود. ظاهر فضایی‐زمانͬ و فضایی زمانͬ، ناپارامتری، اثرات صورت به ͬ تواند م که است
نسبت گوسͬ پیشین توزیع {f(·)} و α = (α١, . . . , αJ)

′ ،β = (β′١, . . . ,β′
J)

′ پارامترهای به
هستیم. روبرو LGM مدل ΁ی با آن گاه دهیم،

فضایی وابستگͬ ساختار مدل بندی ١ . ٢ . ۴
متفاوتͬ مدل های مطالعه، تحت ناحیه بودن (ناچ·ال) گسسته یا (چ·ال) پیوسته به بسته
برای پیشنهادی معروف مدل های شده اند. معرفͬ فضایی وابستگͬ ساختار مدل بندی برای
نرم افزاری بسته در همچنین و توصیه INLA در استفاده برای گسسته، اندیس گذاری شده ناحیه
،(٢٠١٢) هم΄اران و اس΄رود در ͬ توان م را آن ها از متعددی کاربردهای شده اند؛ تعبیه R-INLA

کرد. مشاهده (٢٠١۵) کاملتͬ و بلانگیاردو و (٢٠١۴) هم΄اران و اگرته
یا (١٩٩١ ،΃بی سی) ΃بی سی مدل گسسته، ناحیه فضایی مدل های معروفترین از ی΄ͬ
است. شده نام·ذاری ،΃بی سی ژولین نام، همین با آماردانͬ افتخار به که است ICAR همان
ساخته شرطͬ توزیع های از که چند متغیره گوسͬ مدل هر برای CAR عبارت از رساله این در ما
مدل از خاص مثال ΁ی ،΃بی سی مدل رساله این در بنابراین، ͬ کنیم. م استفاده باشد، شده

ͬ شود. م محسوب CAR

΃بی سی مدل
ناحیه، هر در فضایی اثر مدل، این کردیم. معرفͬ اول فصل در را ICAR مدل کلͬ صورت
شرطͬ همسایه نواحͬ روی و اندیس گذاری {١, . . . , n} با که نواحͬ از مجموعه ΁ی روی را ،ui
مشترکͬ مرز اگر ͬ گیرند، م نظر در همسایه را ناحیه دو معمولا ͬ کند. م مدل بندی است، شده

صورت به ui برای شرطͬ توزیع ببینید). را ١ . ۴ (ش΄ل باشند داشته
ui|u−i, τu ∼ N

( ١
di

∑
j∼i

uj ,
١
diτu

)
, (۵ . ۴)

ناحیه همسایه های تعداد di و ͬ دهد م نشان را j و i ناحیه دو بودن همسایه j ∼ iآن در که است،
به u = (u١, . . . , un)′ توأم توزیع صورت، این در است. مدل دقت پارامتر τu همچنین است. i



شناسایی قید گرفتن نظر در با جمعͬ‐ساختاری چندجمله ای مدل ۵٠

راست سمت ش΄ل است. آلمان کشور نواحͬ از مثال ΁ی داده های به مربوط چپ سمت ش΄ل .΃بی سی مدل :١ . ۴ ش΄ل
ͬ دهد. م نشان را نواحͬ این با متناظر Q تنک دقت ماتریس

صورت
u|τu ∼ N

(
٠, ١
τu

Q−١
)
,

از عبارتند آن مولفه های و است ساختاری دقت ماتریس ΁ی Q آن در که است،

Qi,j =


di, i = j

−١, i ∼ j

٠, موارد .سایر
(۶ . ۴)

با و ͬ کند م لحاظ را نواحͬ همسای·ͬ ساختار مستقیم به طور ساختاری، دقت ماتریس این
باشید داشته توجه ببینید). را ١ . ۴ ش΄ل راست (پنل است تنک ناصفر، عضو O(n) داشتن
باشد، شده منظور همسایه ناحیه های از جفت هر برای مثبت وزن های آن در که بی سی·ͬ مدل
مولفه های تعیین برای مختلفͬ راه های .(٢٠٠۵ هلد، و (رو است تعریف قابل مشابه به طور

کرد. اشاره زیر روش دو به ͬ توان م نمونه به عنوان که دارند وجود (۶ . ۴) در دقت ماتریس
n× n بعد با متقارن همسای·ͬ ماتریس طریق از .١

بسته های مانند افزاری نرم بسته های ΁کم به شیپ٣ فایل از ساختار مستقیم استخراج با .٢
هم΄اران، و بیوند ٢٠١۵؛ پیراس، و (بیوند spdep و (٢٠١٧ ،͹ک لوین و (بیوند maptools

.R محیط در (٢٠١٣
٣Shape file



۵١ مدل تعریف
و نقاط از مجموعه   ای از گراف ͬ شود. م شروع گراف ΁ی اختصاص با ΃بی سی مدل تعریف
متصل شده گراف ΁ی ͬ شود. م تش΄یل ͬ دهند، م نشان را آن ها بین همسای·ͬ و نواحͬ که یال،
که باشد) داشته پیوسته به هم یال های از مجموعه ای (یعنͬ باشد داشته وجود مسیر اگر است
همسای·ͬ رابطه متصل شده، گراف ΁ی در ͬ کند. م متصل دی·ر نقطه ΁ی به حداقل را نقطه هر
(فرنͬ‐ گراف ΁ی از نمونه ای ٢ . ۴ ش΄ل در دارد). همسایه ΁ی حداقل نقطه (هر است ͹واض

ͬ کند. م استفاده گرافͬ چنین از ΃بی سی مدل ببینید. ͬ توانید م را (٢٠١٨ استرتینو،

متصل شده. گراف ΁ی از نمونه ای :٢ . ۴ ش΄ل

΃بی سی مدل در شناسایی پذیری مش΄ل
آن در کلͬ میانگین که معنͬ این به است (ناسره) ذاتͬ ،(۶ . ۴) و (۵ . ۴) در ͬ شده معرف مدل
وجود آن شناسایی برای راه دو کلͬ، حالت در دارد. شناسایی به نیاز و شده رها نامشخص

دارد:

قید ΁ی از استفاده با که داد نشان ٢٠١٨ سال در اسرینو فرنͬ‐ خطͬ: قید از استفاده .١
گرفتن به کار در INLA قابلیت به توجه با کرد. شناسایی قابل را مدل ͬ توان م خطͬ
ͬ گیریم، م به کار و کرده پیشنهاد را صفر با مساوی مجموع قید از استفاده خطͬ، قید

.∑n
i=١ ui = ٠ یعنͬ شود، صفر برابر فضایی اثرات مجموع که به طوری

با حالت این در دقت: ماتریس اصلͬ قطر به ΁کوچ خیلͬ مقدار ΁ی کردن اضافه .٢
΁ی به را آن Q دقت ماتریس اصلͬ قطر اعضای تمام به γ > ٠ ΁کوچ مقدار ΁ی افزودن
این اختلاف که دهیم نشان است کافͬ بنابراین ͬ کنند. م تبدیل مثبت معین ماتریس
کمͬ با زیرا ͬ شود. م کنترل γ با اختلاف این عبارتͬ به است؛ γ از تابعͬ Q با تقریب
به γ اندازه به مدل به صفر با مساوی مجموع قید افزودن که دریافتیم بیشتر کندوکاو
اختیار به آن در که رفتیم روشͬ سراغ به بنابراین ͬ کند. م اضافه دقت ماتریس اصلͬ قطر

سنجیدیم. را آن کارایی و کردیم اضافه اصلͬ قطر به γ اندازه به خودمان



شناسایی قید گرفتن نظر در با جمعͬ‐ساختاری چندجمله ای مدل ۵٢
با Q دقت ماتریس با مارکوفͬ گوسͬ تصادفͬ میدان ΁ی X کنید فرض .١ . ١ . ۴ قضیه
دقت ماتریس دو ضعیف۵ نرم و قوی۴ نرم بین تفاوت هست. هم ذاتͬ که باشد n بعد

است. ثابت مقدار ΁ی c آن در که ∥Prec(X|١′X)−Q∥ = cγ با است برابر

است مدل به صفر با مساوی مجموع قید افزودن با معادل X|١′X که است ذکر به لازم
ضعیف نرم و قوی نرم ابتدا در قضیه، اثبات برای ͬ کند. م اضافه مدل به γ اندازه به که

ͬ کنیم. م تعریف (٢٠٠۵) هلد و رو از را
با است برابر M قوی نرم است. n× n ماتریس ΁ی M کنید فرض .١ . ١ . ۴ تعریف

∥M∥s = max
x: x′x=١(x

′M ′Mx)١/٢.

با است برابر M ضعیف نرم همچنین،

∥M∥w =

(١
n

∑
ij

M٢
ij

)١/٢
.

ماتریس ویژه بردار و ویژه مقادیر جفت های {(λi, ei), i = ١, . . . , n} کنید فرض برهان.
رابطه بنابراین هستند. Q

Q =
∑
i

λieie
′
i = vΛv′,

و λ١ = ٠ ،Λ = diag(λ١, . . . , λn) ،vv′ = ١ ،v′ = (e١, . . . , en) آن در که است، برقرار
مقادیر جفت های ͬ مانند. م باقͬ ی΄سان ویژه بردارهای که باشید داشته توجه .e١ = ١

با برابرند ١′X شرط به X شرطͬ ماتریس ویژه بردار و ویژه
(٠, ١), (λ٢ + γ, e٢), . . . , (λn + γ, en)

(٢٠٠۵) هلد و رو از استفاده با زیرا
Prec(X|١′X) = vΛ̃v′

بنابراین است. X دقت ماتریس Prec(X) و Λ̃ = diag(٠, λ٢ + γ, . . . , λn + γ) آن در که
نتیجه

||Prec(X|١′
X)−Q|| = cγ,

با برابر صورت این غیر در و ΁ی با برابر قوی نرم برای c مقدار آن در که ͬ شود، م حاصل
است. √n−١

n

۴Strong norm
۵Weak norm



۵٣ مدل تعریف
به طوری کرد حساب نیز ویژه مقادیر با ͬ توان م را ضعیف نرم و قوی نرم که ͬ شویم م یادآور
برابر ترتیب به ضعیف نرم و قوی نرم λ١, . . . , λn ویژه مقادیر با دقت ماتریس ΁ی برای که

با است

∥M∥٢
s = max

k
λk, k = ١, . . . , n

و
∥M∥٢

w =
١
n
trace(M ′M) =

١
n

∑
k

λk, k = ١, . . . , n.

برای را Q̃ = Q + γI دقت با پیشین توزیع کسͬ اگر دریافتیم بیشتر تحقیق کمͬ با
سره۶ را مدل ماتریس، قطر به مقدار این کردن اضافه اگرچه ب·یرد، نظر در فضایی مدل
اول حل راه نتیجه، در است. باقͬ همچنان دقت ماتریس در صفر٧ فضای اما ͬ سازد، م

ͬ رسد. م به نظر مش΄ل شدن برطرف در مفید تر و مح΄م تر

از شد، دوم حل راه در قضیه برهان و کردن پیدا صرف که زیادی زمان برخلاف رساله، این در
استفاده در را خود تمرکز کردیم سعͬ که چرا ͬ کنیم م استفاده هدف به رسیدن برای اول روش

ببریم. بالا کاراتر حال عین در و ساده تر اجرای با روش ΁ی از

΃بی سی مدل مقیاس بندی
تا ͬ شود م موجب آن گرفتن به کار که ͬ کنیم م صحبت کلیدی عقیده ΁ی درباره بخش این در
راحت تر پارامتر تفسیر نظر از هستند، ذات٨ͬ گوسͬ تصادفͬ میدان ΁ی ͽواق در که مدل هایی

شوند. مدل ها سایر با مقایسه قابل و
مدل بندی در متداول روش ΁ی بیزی، سلسله مراتبی رگرسیونͬ مدل در که دریافتیم جا این تا
ICAR مدل همان IGMRF از منظور که کنید دقت است. IGMRF مدل های از استفاده فضایی
پذیره از فقط که رساله این در بنابراین، ͬ شود. م فرض گوسͬ آن تصادفͬ میدان که است
در ͬ بریم. م کار به هم به جای را عبارت دو این ͬ کنیم، م استفاده تصادفͬ میدان بودن گوسͬ
را مدل همسای·ͬ ساختار که دارد وجود مقیاس بندی شده دقت ماتریس ΁ی IGMRF مدل
پیشین ͬ شود. م گزارش تصادفͬ دقت پارامتر عنوان به آن در مقیاس پارامتر و ͬ کند م منعکس
قوی تأثیر نتیجه در و ͬ گذارد م تاثیر هموارسازی درجه روی دقت پارامتر برای انتخاب شده
که دارد دقت پارامتر ΁ی IGMRF هر ͽواق در .(٢٠١٨ (کرشیانکͬ، دارد پسین نتایج روی بر
(همواری قوی رابطه ای از نشان بزرگ مقادیر ͬ کند. م کنترل را همسایه ها بین تفاوت های
برای دارد. کمتر) (همواری ضعیف رابطه از نشان کوچ΄تر مقادیر ͬ که حال در دارد، بیشتر)

۶Proper
٧Null space
٨Intrinsic Gaussian Markov Random Fields (IGMRF)



شناسایی قید گرفتن نظر در با جمعͬ‐ساختاری چندجمله ای مدل ۵۴
هست این رو پیش چالش های از ی΄ͬ بنابراین، ببینید. را (١٩٩۵) هم΄اران و برناردلͬ مثال،

دارد. بستگͬ مطالعه تحت گراف به زیرا نیست تفسیرپذیر τu که
از را ΃بی سی مدل که هست این τu به تفسیرپذیری قابلیت بخشیدن برای مرحله اولین
است این مرحله دومین پرداختیم). آن کامل شرح به قبل بخش در (که بیاوریم در بودن ذاتͬ
τu ناپایداری که این برای شود. پایدار٩ یال ها، مجموعه  و ناحیه ها تمام به نسبت τu پارامتر که

کناری استاندارد انحراف تعریف دریابیم، را

sd(ui) =

√
Q−

ii
√
τu

روی کناری استاندارد انحراف است. Q تعمیم یافته واریانس Q− آن در که ͬ کنیم، م ارایه را
وابسته n به شدت به آن ها میانگین نوع هر و ماکسیمم و نیست ثابت نواحͬ) روی (یعنͬ i
پیشنهاد را IGMRF نوع اساس بر پیشین توزیع از استفاده (٢٠١۴) رو و سریای بنابراین، است.
است، وابسته گراف نوع به که همسای·ͬ ساختار ماتریس آن ها، پیشنهادی روش در کردند.
΁ی با برابر کناری واریانس های مقادیر هندسͬ میانگین که ͬ شود م مقیاس بندی به گونه ای
نقش با کار این ͬ شود. م مقایسه قابل دی·ر مدل های با ΃بی سی مدل ترتیب، این به شود.
نهایت در و ͬ گیرد م ش΄ل IGMRF مدل کناری استاندارد انحراف بر تصادفͬ دقت پارامتر بستن
u تصادفͬ اثر کنید فرض بیشتر، توضیح برای ͬ شود. م محاسبه مجدد τu روی پیشین توزیع
با را مقیاس بندی شده دقت ماتریس باشد. τuR دقت ماتریس و صفر میانگین با IGMRF ΁ی
رو و سربای توسط که است R تعمیم یافته واریانس σ٢

GV (R) که ͬ دهیم م نشان τuR.σ٢
GV (R)

صورت به (٢٠١۴)
σ٢
GV (R) = exp

(١
n

n∑
i=١

log(diag(R−))

)
,

واریانس کار این انجام با است. R تعمیم یافته ماتریس R− این جا در است. شده پیشنهاد
ͬ  شود. م ΁ی برابر u تصادفͬ بردار عنصرهای از ΁ی هر به مربوط کناری

چندجمله ای مدل های در شناسایی پذیری ١ . ٣ . ۴
منحصر مدل پارامترهای تا ͬ شود م موجب پیشنهادی مدل در ∑

j πij = ١ قید که جایی آن از
β١ برآورد در مثال برای نیستند. شناسایی قابل مدل پارامترهای بنابراین نباشند، فرد به
تابع کنیم، اضافه (β١١, . . . , β١J) پارامتر J همه به را ثابتͬ مقدار هر اگر ،(٣ . ۴) معادله در
ندارند را پارامترها شناسایی توانایی داده ها که به طوری ͬ ماند، م باقͬ ی΄سان درستنمایی
صفر با مساوی مجموع و گوشه رده قید دو ΁کم به ما این جا، در .(٢٠١٣ هم΄اران، و (جین

ͬ کنیم. م ͽمرتف را مدل بودن ناشناسا مش΄ل
٩Stable



۵۵ مدل تعریف
چندجمله ای مدل برای گوشه رده قید

چندجمله ای، مدل در شناسایی پذیری مش΄ل کردن برطرف برای روش ها متداول ترین از ΁ی
در صفر با برابر را رده ها از ی΄ͬ به مربوط پارامترهای آن در که است گوشه رده قید از استفاده
تنها قادرند رده J با بودن روبرو عین در افراد روش، این از استفاده نتیجه در ͬ گیرند. م نظر
اگر ب·یرید. نظر در را (٣ . ۴) مدل مثال برای کنند. برآورد را رده J − ١ به مربوط پارامترهای
است. صفر با مساوی αJ و βkJها یا ηiJ = ٠ iها، همه برای بنابراین باشد، گوشه رده ،J رده
استنباط در روش این گرفتن به کار شوند. تفسیر J رده به نسبت باید پارامترها بقیه بنابراین
است. متفاوت دی·ر رده های با گوشه رده به مربوط پیشین توزیع که است معنͬ این به بیزی
تاثیر تحت پسین توزیع به مربوط نتایج نتیجه در ندارد. تغییر پذیری قابلیت پیشین بنابراین،
ͺپاس با توزیع های در ͬ توان م را مشابهͬ مش΄ل .(٢٠٠۵ (کانگدان، است گوشه رده انتخاب
ذکر به لازم پرداختیم. آن مفصل شرح به سوم فصل در که (٢٠١٣ (اگرستͬ، یافت نیز عاملͬ
نیست پایدار حاصل نتایج شود، انتخاب پایه رده به عنوان کمتر مشاهدات با رده ΁ی اگر است

.(٢٠٢٠ (سید،

چندجمله ای مدل برای صفر با مساوی مجموع قید
در که است، پیوسته متغیر کردن مرکزی مشابه مفهومͬ نظر از صفر با مساوی مجموع قید
با مساوی مجموع قید (٣ . ۴) مدل در مثال، برای ͬ کنند. م کم پیش·و متغیر از را میانگین آن
هستند. تغییرپذیر رده ها حالت، این در بود. خواهد ∑

j αj = ٠ و ∑
j βkj = ٠ صورت به صفر

گوشه رده قید یعنͬ متداول حالت با پیشنهادی قید مقایسه و تحلیل به رساله از فصل این در
ͬ پردازیم. م

پیچیده ساختارهای با مدل بندی در روز مهم ابزارهای از ی΄ͬ سلسله مراتبی بیزی مدل های
صورت مدل درستنمایی تابع معمولا حالت، این در ͬ شوند. م محسوب فضایی فرآیندهای در
پسین توزیع تقریب برای کارلویی مونت شبیه سازی روش های از آماردانان و ندارد بسته ای
محاسباتͬ نظر از روش این متاسفانه شد، اشاره پیش تر که همان گونه اما ͬ کنند. م استفاده
٢٠١٢؛ هم΄اران، و میلدج ٢٠١١؛ هم΄اران، و مینانسͬ ٢٠١٠؛ وند، و (ارمرود است گران
هزینه بر علاوه چندجمله ای مدل های برای ویژه، به طور همچنین، .(٢٠١٧ هم΄اران، و بلͬ
و بانسال ٢٠١٧؛ وندبروک، و (دپراتره نرسد هم·رایی به است مم΄ن حتͬ بالا، محاسباتͬ
گرفت. بهره شد، معرفͬ دوم فصل در که ،INLA روش از ͬ توان م مقابل در .(٢٠٢٠ هم΄اران،
در زیرا است، نشده گرفته به کار چندجمله ای پیشنهادی مدل برای کنون تا INLA وجود این با
رهایی برای است١٠. وابسته خطͬ پیش·وی عناصر به ناخطͬ صورت به ͺپاس متغیر مدل، این
شد، معرفͬ (١٩٩۴) بی΄ر توسط بار اولین که چندجمله ای‐پوآسن١١ تبدیل از مش΄ل این از

١٠https://www.r-inla.org/faq
١١Multinomial-Poisson transformation (MPT)



شناسایی قید گرفتن نظر در با جمعͬ‐ساختاری چندجمله ای مدل ۵۶
پواسون مدل ΁ی هسته به را چندجمله ای مدل درستنمایی هسته بتوانیم تا ͬ گیریم م بهره
مقابل در که دارد هم هزینه تبدیل این البته کنیم. استفاده INLA روش قابلیت از و تبدیل

است. ناچیز INLA روش محاسباتͬ کارایی

چندجمله ای‐پواسن تبدیل ۴ . ١ . ۴
است Yijها از تحقق هایی {yij , i = ١, . . . , n, j = ١, . . . , J} ،i آزمایش هر برای کنید فرض
هستند {πij , i = ١, . . . , n, j = ١, . . . , J} احتمال پارامترهای با چندجمله ای توزیع دارای که
صورت به مدل درستنمایی تابع ͬ شوند. م متصل x تبیینͬ متغیرهای به (٢ . ۴) مدل توسط و

LM =

n∏
i=١

J∏
j=١

(
exp(ηij)∑J
s=١ exp(ηis)

)yij

,

Γi =
∑J

s=١ exp(ηis) وجود دلیل به LM با کردن کار هنگام اصلͬ چالش است. نمایش قابل
Γi ،MP تبدیل از استفاده با شود. بی اثر ل·اریتم از استفاده تا ͬ شود م موجب زیرا ͬ دهد، م رخ

صورت به حاصل تبدیل ͬ شود. م جای·زین برآورد قابل اضافͬ پارامتر ΁ی به عنوان

LP =
n∏

i=١

J∏
j=١

{
exp(ηij + ϕi)

}yij

exp{− exp(ηij + ϕi)},

تبدیل تا ͬ شود م موجب که است اضافه پارامترهای بردار ϕ = (ϕ١, . . . , ϕn)′ آن در که است،
با است. ϕ بردار و مدل پارامترهای از تابعͬ LP درستنمایی تابع شود. استفاده قابل و موثر MP

تعریف Γi با نسبت در ϕi پارامترهای درستنمایی ماکسیمم برآورد ،(٢٠١٨) سرافینͬ از استفاده
LM ∝ LP رابطه وجود بر مشاهده شده نتایج بنابراین، .exp(ϕi) ∝ ١

Γi
که به طوری ͬ شود، م

مفید تشریح برای چندجمله ای، بیزی مدل توسعه برای نتیجه این تعبیه از قبل ͬ کند. م تاکید
ͬ کنیم. م بیان را است مفید آن ها در MP تبدیل که مثال چند ابتدا تبدیل، این بودن

را چندجمله ای‐پواسن تبدیل از خاصͬ حالت (١٩٨١) پالم·رن ل΃  خطͬ. مدل .١ . ١ . ۴ مثال
توافقͬ جدول ΁ی از ijام خانه مشاهده شده فراوانͬ yij کنید فرض یافت. ل΃ خطͬ مدل برای
است، { ηij∑

j ηij
} پارامترهای با چندجمله ای توزیع دارای {Yij} کنید فرض دهد. نشان را I × J

تابع هسته است. ستونͬ و سطری متغیرهای اثرات شامل ηij = exp(λi + λj) آن در که
هستند: زیر صورت به آن متناظر MP تبدیل و درستنمایی

LM =
I∏

i=١

J∏
j=١

(
exp(λi + λj)∑
j exp(λ

i + λj)

)

Yij ∼ Poi(exp(ϕi + λi + λj)).

متغیرهای با (١٩٧٢ (کاکس، کاکس مدل ΁ی برای را MP تبدیل (١٩٨٠) وایتد .١ . ٢ . ۴ مثال
برای که باشد خطر معرض در افراد مجموعه اندیس i کنید فرض کرد. پیشنهاد رسته ای تبیینͬ



۵٧ مدل تعریف
.j = ١, . . . , J که به گونه ای باشد، تبیینͬ متغیر سطوح به مربوط اندیس j و ،i = ١, . . . , n آن
j ͹سط تبیینͬ متغیر دارای دارد، قرار خطر مجموعه در که i فرد اگر yij = ١ ͬ دهیم م قرار
متغیر jام ͹سط با افرادی نشان دهنده Nij کنید فرض .yij = ٠ صورت این غیر در باشد؛
ش΄ل به درستنمایی تابع هسته صورت، این در دارند. قرار i خطر مجموعه در که است تبیینͬ

L =
n∏

i=١

J∏
j=١

(
exp(xijβ)∑J

u=١ expNij(xiuβ)

)
,

ثابت مقدار در را درستنمایی باید کنیم، استفاده MP تبدیل از بتوانیم که این برای است.
و درستنمایی ماکسیمم برآورد در تغییری عمل این است ذکر به لازم کنیم. ضرب ∏

i

∏
j N

yij
ij

خواهند زیر صورت به MP تبدیل و درستنمایی هسته بنابراین ͬ کند. نم ایجاد مجانبی واریانس
بود:

LM =

n∏
i=١

J∏
j=١

(
Nij

exp(xijβ)∑
j exp(xijβ)

)
,

Yij ∼ Poi(exp(ϕi + xijβ)).

هلاند و کرسͬ ،(١٩٨٢) کولاح ΁م ،(١٩٨١) داروچ تعمیم یافته: راش مدل .١ . ٣ . ۴ مثال
راش١٢ مدل تعمیم برای MP تبدیل از (١٩٩٣) اگرستͬ و (١٩٩٢ ،١٩٨٩) کانوی ،(١٩٨٣) 
به i فرد که این احتمال چندرده ای، داده های برای تعمیم یافته راش مدل کردند. استفاده

صورت به بدهد، را j ͺپاس k سوال
P(j i|رده ,شخص k (سوال =

exp(αij + xkβj)

١ +
∑J

j=٢ exp(αij + xkβj)
,

ͬ شود م باعث ͹سط هر در ͅ ها پاس تعداد روی کردن شرطͬ .(١٩٨٩ (کانوی، ب·یرید نظر در
در سوال سه روی بر را ͺپاس از ͹سط سه مثال، برای شوند. حذف α به مربوط پارامترهای تا
٣ و ٢ ،١ سوال های برای را ٢ و ٣ ،٢ ͺپاس سطوح ترتیب به ١ فرد کنید فرض ب·یرید. نظر

صورت به ١ فرد برای درستنمایی هسته صورت، این در کند. انتخاب
L(١) = exp(α١٢ + x١β٢)

١ +
∑٣

j=٢ exp(α١j + x١βj)
exp(α١٣ + x٢β٣)

١ +
∑٣

j=٢ exp(α١j + x٢βj)
exp(α١٢ + x٣β٢)

١ +
∑٣

j=٢ exp(α١j + x٣βj)
ترتیب به ٣ ͹سط در ͺپاس ΁ی و ͹سط ٢ در ͺپاس دو از مم΄ن مجموعه سه زیرا است.
١ فرد برای شرطͬ درستنمایی هسته بنابراین، دارند. وجود {٣,٢,٢} و {٢,٣,٢} ،{٢,٢,٣}

به صورت
L
(١)
M =

exp(x١β٢ + x٢β٣ + x٣β٢)
exp(x١β٢ + x٢β٢ + x٣β٣) + exp(x١β٢ + x٢β٣ + x٣β٢) + exp(x١β٣ + x٢β٢ + x٣β٢)

,

با است برابر مشاهدات همه برای شرطͬ درستنمایی هسته است.
LM =

∏
i

L
(i)
M ,

١٢Rasch



شناسایی قید گرفتن نظر در با جمعͬ‐ساختاری چندجمله ای مدل ۵٨
΁ی نشان دهنده s کنید فرض نوشت. ساده تری ش΄ل به را آن ͬ توان م افراد گروه بندی با که
͹سط در ͺپاس تعداد ،٢ ͹سط در ͺپاس تعداد ،١ ͹سط در ͺپاس {تعداد ش΄ل به مجموعه
ͺپاس سطوح از (j با (اندیس گذاری شده زیرمجموعه های Ji کنید فرض همچنین باشد. {٣
مثال در نمونه، به عنوان دهد. نشان را ͬ شود م مربوط i مجموعه به که سوال k − ١ برای
را افرادی تعداد yij کنید فرض .J{٠,٢,١} = {{٢,٢,٣}, {٢,٣,٢}, {٣,٢,٢}} و i = {٠,٢, ١} بالا
ͺپاس یعنͬ ،δkc = ١ ،k ∈ j برای کنید فرض دارند. تعلق j ∈ Ji زیرمجموعه به که دهد نشان
و شرطͬ درستنمایی هسته .δkc = ٠ صورت این غیر در است؛ c برابر j زیرمجموعه از k برای

هستند: زیر ترتیب به متناظر MP تبدیل

LM =
n∏

i=١
∏
j∈Ji

(
exp(

∑
k∈g

∑
c xkβcδkc)

exp(
∑

u∈Ji(
∑

k∈g
∑

c xkβcδkc)

)yij

Yij ∼ Pois(exp(ϕi +
∑
k∈j

∑
c

xkcβδkc)).

بیزی چندجمله ای‐پواسن تبدیل ۵ . ١ . ۴
از حاصل درستنمایی ماکسیمم برآورد بودن معادل با رابطه در را کلͬ نتایج (١٩٩۴) بی΄ر
واریانس های مجانبی ͬ های ویژگ همچنین و چندجمله ای درستنمایی با پواسن درستنمایی
توانست و است تعمیم قابل متعددی آماری مدل های به نتایج این داد. ارائه آن ها به مربوط

بیاورد. همراه به را محاسبات سادگͬ محققان برای سال ها
مدل های قالب در ریچاردسون و سیمان همچون افرادی توسط ٢٠٠۴ سال در بی΄ر عقیده
بی΄ر نتایج با مشابه نتایجͬ به رسیدن آن ها هدف گذاشت. بیزی مدل بندی عرصه به پا کنترل
را مشابهͬ نتایج گاستافسون نام به فردی ،٢٠٠٢ سال در آن از قبل بود. بیزی پی΄ره در اما
بیزی استنباط در که دهند نشان توانستند (٢٠٠۶) هم΄اران و گاش سرانجام بود. داده ارائه

شد. منتشر زیر قضیه قالب در آن از حاصل نتایج کرد. استفاده تبدیل این از ͬ توان م هم

پیشین های ϕiها برای اگر .∑j yij ≥ ١ ،i = ١, . . . , n هر برای کنید فرض .١ . ٢ . ۴ قضیه
انتخاب ϕ از مستقل سره پیشین های پیش·و عناصر سایر برای و ،π(ϕi) ∝ ١ ناسره، مستقل
پسین توزیع با چندجمله ای‐پوآسن تبدیل درستنمایی از حاصل پسین توزیع آن گاه شوند،

است. معادل چندجمله ای درستنمایی از حاصل

کنید فرض همچنین .π(αi) ∝ α−١
i نتیجه در .i = ١, . . . , n ،αi = exp(ϕi) کنید فرض برهان.

از حاصل β کناری پسین توزیع است. β از تابعͬ پیش·و که باشد زمانͬ برای π(β) پیشین



۵٩ مدل تعریف
با برابر Lp(ϕ,β)

π(β|y) ∝ π(β)
n∏

i=١

∫ ∞

٠

(
α−١
i

∏
j

(αigij(β))
yijexp(−αigij(β))dαi

)

= π(β)
n∏

i=١

(∏
j

(gij(β))
yij

∫ ∞

٠ α
∑

j yij−١
i exp(−αiGi(β))dαi

)

∝ π(β)
n∏

i=١
∏
j

(
gij(β)

Gi(β)

)yij

= π(β)LM(β)

β پسین با وضوح به و است Gi(β) =
∑

j gij(β) و β از توابعͬ برحسب gij(β) آن در که است،
است. ی΄سان LM(β) از حاصل

ͬ دهد. م نشان ͬ تر عموم شرایط در را بالا پسین بودن سره  زیر قضیه
نیز π(β|y) آن گاه باشد، سره π(β) اگر .i = ١, . . . , n ،∑j yij ≥ ١ کنید فرض .١ . ٣ . ۴ قضیه

است. سره
داریم بالا قضیه از استفاده با بنابراین باشد، β پارامتر فضای Θ کنید فرض ∫برهان.

β∈Θ
π(β|y)dβ ∝

∫
β∈Θ

π(β)LM(β)dβ <∞

کنیم، استفاده بالا قضیه های در π(αi) ∝ ααi−١
i (αi > ٠) پیشین از اگر باشید داشته توجه

Gi(β) توان در حالت این در زیرا بود، نخواهد π(β)LM(β) با معادل دی·ر حاصل پسین آن گاه
ͬ گیرد. م قرار ∑

j yij جای به ∑j yij + αi عبارت
پیش·وی با LM ∝ LP گرفتن نظر در با رساله این در

ηij = αj +
l∑

k=١
xkijβkj + f(uij).

γij = exp(αj +
∑l

k=١ xkijβkj + f(uij)+ϕi) صورت به MP تبدیل از بعد پواسن مدل میانگین
مدل بهتر، نتایج به رسیدن و کاملتر مقایسه برای شد، بیان هم قبلا که همان گونه است.
ابتدا کار این برای ͬ کنیم. م مقایسه (٢٠١٨ (لͬ، کسری چندجمله ای مدل با را پیشنهادی

ͬ کنیم. م معرفͬ را کسری مدل

کسری چندجمله ای مدل ۶ . ١ . ۴
حوادث همه به نسبت نظر مورد اتفاق افتاده وقایع از کسری به عنوان ͺپاس متغیر مدل این در
i آزمایش برای jام رده از اتفاق افتاده وقایع نسبت wij کنید فرض ͬ شود. م تعریف رخداده



شناسایی قید گرفتن نظر در با جمعͬ‐ساختاری چندجمله ای مدل ۶٠
باشد (۴ . ۴) از کسری wij تابع کنید فرض .∑J

j=١wij = ١ و ٠ < wij < ١ که به گونه ای باشد،
که به گونه ای

E(wij |ηij) =
exp(ηij)∑J
s=١ exp(ηis)

= Gj(ηij).

بیزی نسخه ΁ی توسعه برای .∑J
j=١Gj(·) = ١ و ٠ < Gj(·) < ١ که است معلوم روشنͬ به

قابل قبل بخش در پیشنهادی چندجمله ای مدل با که ش΄لͬ به کسری چندجمله ای مدل از
مش΄ل ͽرف برای ͬ گیریم. م نظر در را ی΄سانͬ پیشین توزیع های مدل این برای باشد، مقایسه
عدم علت به داده ها به مدل برازش برای و گوشه رده قید از نیز مدل این در شناسایی پذیری

ͬ کنیم. م استفاده  MCMC ال·وریتم های از INLA روش با برازش اجرای ام΄ان

شبیه سازی مطالعه ٢ . ۴
احتمال های و فضایی اثر تولید با شبیه سازی مثال ΁ی با را پیشنهادی مدل عمل΄رد بخش این در
روی بر را {i = ١, . . . , n} نواحͬ منظور همین به ͬ دهیم. م قرار بررسͬ مورد رده ها به مربوط
را فضایی چندجمله ای مدل ΁ی آن ΁کم به تا کردیم تعریف ١٠ × ١٠ منظم مشب΄ه ΁ی

خطͬ پیش·وی کنیم. شبیه سازی
ηij = αj + xijβj + f(uij), i = ١, . . . , n, j = ١, . . . , J, (٧ . ۴)

اثر هستند. ͺپاس رده های تعداد J = ٣ و نواحͬ تعداد n = ١٠٠ آن در که گرفتیم، نظر در را
مشاهدات تولید برای ͬ کند. م پیروی τu = ٠٫١ با (۵ . ۴) مدل از رده هر برای ،f(uij) فضایی،
از βjها آن در که کردیم استفاده (٧ . ۴) خطͬ پیش·وی با چندجمله ای لجیت مدل از ͺپاس
شود. صفر برابر آن ها ͽجم تا شدند مقیاس بندی گونه ای به و تولید استاندارد نرمال توزیع
برای استاندارد ی΄نواخت توزیع از xj تبیینͬ متغیر شد. تعیین α = (−١,٢−,١) همچنین
توزیع میانگین چندجمله ای‐پواسن، تبدیل از استفاده از بعد شد. شبیه سازی j = ١,٢,٣

صورت به پواسن
γij = exp(αj + xijβj + f(uij) + ϕi),

گوسͬ پیشین توزیع های از و τu برای INLA روش در گاما تعریف شده پیشین توزیع از است.
کردیم. استفاده {ϕi} و {βj} ،{αj} برای ١٠۵ بزرگ واریانس و صفر میانگین با مستقل مبهم
عاملͬ نرمال مدل مثال همانند شدند. تعیین f(ui١) = ٠ و α١ = β١ = ٠ گوشه، رده قید برای
برآورد ͬ توان م معمولͬ، محاسبات انجام با و رده ها سایر برآوردهای داشتن با سوم، فصل در
رده های برای رگرسیونͬ ضرایب برآوردهای β∗٣ و β∗٢ کنید فرض آورد. به دست نیز را گوشه رده

صورت این در باشند. β١ = ٠ ازای به سوم و دوم
β١ =

−١
٣ β⋆٢ +

−١
٣ β⋆٣, β٢ =

٢
٣β⋆٢ +

−١
٣ β⋆٣, β٣ =

−١
٣ β⋆٢ +

٢
٣β⋆٣. (٨ . ۴)



۶١ شبیه سازی مطالعه
یافت. f(uij) و αj برای را مشابهͬ روابط ͬ توان م همچنین

ͬ دهیم م قرار صفر با مساوی مجموع قید ∑برای
j

f(uij) = ٠, ∑
j

βj = ٠, ∑
j

αj = ٠.

شناسایی قابل CAR مدل تا شد به کارگرفته نیز ∑
i f(uij) = ٠ قید موارد، این دو هر در

مقادیر بین را کمͬ تفاوت نواحͬ، اکثر در (٣ . ۴ (ش΄ل فضایی اثر برآورد به مربوط نتایج باشد.
برای ۴ . ۴ ش΄ل در رده هر در برآوردشده احتمال های ͬ دهد. م نشان واقعͬ مقدار و برآوردشده
نشان را شبیه سازی شده مقادیر به ΁نزدی مقادیر چندجمله ای، مدل شناسایی پذیری قید دو هر
داده نمایش ۵ . ۴ ش΄ل در نیز قید نوع دو هر برای τu پارامتر پسین کناری ͬ  های چ·ال ͬ دهد. م
قید برای ͬ که حال در است، دقیق تقریبا صفر با مساوی مجموع قید برای τu برآورد شده اند.

است. شده برآورد ناسازگار حتͬ و بیش برآورد گوشه رده
(٨ . ۴) روابط از شناسایی. قید دو از استفاده با مدل پارامترهای برای پسینͬ استاندارد) (انحراف میانگین برآورد :١ . ۴ جدول

شوند. بازیابی گوشه رده پارامترهای برآورد تا است شده استفاده
گوشه رده صفر با مساوی مجموع واقعͬ مقدار پارامتر

−١٫١١٧ (٠٫٠٠٩) −٠٫٩٠۴ (٠٫٠٠٨) −١ α١
−٠٫٩٠١ (٠٫٠٠٩) −١٫٠٩٧ (٠٫٠٠٨) −١ α٢
٢٫٠٢٠ (٠٫٠٠٣) ١٫٩٧٢ (٠٫٠٠٢) ٢ α٣
−٠٫١٠٠ (٠٫٠٠٣) −٠٫١٣١ (٠٫٠٠٢) −٠٫١۴ β١
١٫٣٩٧ (٠٫٠٠۶) ١٫٢۵٣ (٠٫٠٠۵) ١٫٢۶ β٢
−٠٫٩٨۶ (٠٫٠٠۶) −١٫١١٨ (٠٫٠٠۶) −١٫١١ β٣
٢٫٧٠٠ (٠٫٢٨٠) ٠٫١٢١ (٠٫٠١١) ٠٫١٠ τu

اثر دقت پارامتر و رگرسیونͬ ضرایب شامل مدل پارامترهای پسینͬ برآوردهای ١ . ۴ جدول
واقعͬ مقادیر به تقریبا صفر با مساوی مجموع قید برای برآوردها ͬ دهد. م نشان را ،τu فضایی،
رده قید به کارگیری از حاصل برآوردهای بین بیشتری تفاوت مقابل، در است. ΁نزدی پارامترها

ͬ خورد. م چشم به واقعͬ مقادیر با گوشه
ͬ شوند م تفسیر میانگین با تناسب در پارامترها همه صفر با مساوی مجموع قید تفسیر در
خواهد کوچ΄تر برآوردها برای پسینͬ استاندارد انحراف بنابراین شده اند. برآورد دقیق تقریباً که
ͬ شوند. م برآورد ͬ شود، م انتخاب کار این برای که رده ای به توجه با گوشه رده در اثرات بود.
و تعریف رده ها بین تفاوت های به نسبت را خود باورهای باید آماردانان یا محققان ͽواق در
نظر در ویژه به طور را خاصͬ رده هیچ صفر با مساوی مجموع روش مقابل، در کنند. تعیین
میانگین در را ͺپاس متغیر مقدار زیرا ͬ شود، م تفسیر بخشیدن بهبود موجب خود که ͬ گیرد نم
تبیینͬ متغیر ΁ی تفسیر در ،j رده مثلا برای گوشه رده در ͬ دارد. م بیان تبیینͬ متغیرهای
شود. عوض مربوط پارامتر برآورد با ͬ رود م انتظار تبیینͬ، متغیرهای سایر داشتن نگه ثابت با
مش΄ل از تا کرد تعریف پیشین توزیع رده هر برای ͬ توان م صفر با مساوی مجموع قید در

کرد. جلوگیری گوشه رده قید در تغییرپذیری
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به بالا از ͬ دهد. م نشان را %٩۵ بیزی اعتبار کران سایه زده شده نواحͬ رده: هر در فضایی اثر پسین میانگین :٣ . ۴ ش΄ل
است. سوم تا اول رده های به متعلق ترتیب به پایین

سوم فصل در عاملͬ نرمال مدل شبیه سازی از آمده به دست نتایج با قسمت این در یافته ها
هستند. ی΄سان



۶٣ جاده ای تصادفات شدت کاربردی: مثال

است. سوم تا اول رده های به متعلق ترتیب به پایین به بالا از رده: هر احتمال برآورد :۴ . ۴ ش΄ل

جاده ای تصادفات شدت کاربردی: مثال ٣ . ۴
علاوه تصادفات، است. کشورها از بسیاری در کلیدی بحث های از ی΄ͬ جاده ها در امنیت
بعضاً هزینه های و عواقب نباشد، یا باشد همراه مرگ با خواه مالͬ و جانͬ خسارت های بر
روانͬ و اجتماعͬ ضربه های که این ضمن دارند. پی در ح΄ومت ها و مردم برای جبران ناپذیری
گرفت. نادیده ͬ توان نم را یابد ادامه آن از بعد سال ها است مم΄ن حتͬ که تصادفات از ناشͬ
خود به را زیادی توجه پیشرفته کشورهای در به ویژه تصادف ایجاد عوامل شناسایی بنابراین
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خط (راست). گوشه رده قید و (چپ)، صفر با مساوی مجموع قید :τu دقت پارامتر پسین کناری ͬ های چ·ال :۵ . ۴ ش΄ل
ͬ دهد. م نشان را واقعͬ مقادیر عمودی

درصد ٩٣ تقریبا جهانͬ بانک بیان به که است حالͬ در این .(٢٠٢٠ (سروری، است کرده جلب
وجود، این با .(٢٠٢٠ هم΄اران، و (آمبو ͬ افتد م اتفاق توسعه حال در کشورهای در تصادفات از

هستیم. روبرو کشورها از دسته این در تحقیقاتͬ بزرگ فقدان ΁ی با
شدت به مربوط ال·وهای کشف تصادف، به مربوط داده های تحلیل در کلیدی بخش ΁ی
مربوط کاربردهای از بسیاری در پژوهش·ران .(٢٠٢٠ هم΄اران، و (لیو است آسیب ها و جراحات
به کار آسیب ها و جراحات شدت تحلیل برای را گسسته مدل های تصادف، داده های تحلیل به
به مربوط اثرات (١٩٩٧) هم΄اران و فارمر مثال، برای .(٢٠١٧ هم΄اران، و (پنمتسا ͬ گیرند م
مدل بندی دوجمله ای توزیع ΁کم با را جراحات شدت روی بر تصادف ͬ های ویژگ و ماشین نوع
لجیت مدل ΁کم به را جراحات شدت رده چهار با ͺپاس ΁ی (١٩٩۶) هم΄اران و دنل کردند.
تصادف های تحلیل ( ٢٠٠٢) هم΄اران و کال΄من کردند. تحلیل ترتیبی پروبیت و ترتیبی
همچنین، کردند. بررسͬ را ترتیبی احتمالͬ مدل های ΁کم به ماشین دو برخورد از حاصل
جراحات به مربوط داده های تحلیل برای ترتیبی پروبیت بیزی مدل از (٢٠٠٩) هم΄اران و سای
تحلیل برای چندجمله ای لجیت مدل از پژوهش·ران از تعدادی کردند. استفاده تصادف از ناشͬ
،(٢٠٠١) هم΄اران و کارسون به ͬ توان م آن ها جمله از که کردند استفاده داده ها از دسته این
و پنمتسا ،(٢٠١٣) هم΄اران و دانگ ،(٢٠١٣) هم΄اران و شهید ،(٢٠٠٧) هم΄اران و بریتمن
لͬ کرد. اشاره (٢٠٢٠) هم΄اران و وداگاما و (٢٠١٩) هم΄اران و رضاپور ،(٢٠١٧) هم΄اران
تصادفͬ، ماشین های از کسری به صورت ͺپاس داده های گرفتن نظر در با (٢٠١٩) هم΄اران و
هم اخیر سال های در زمینه این به مربوط تحقیقات از گرفتند. به کار را کسری لوجیت مدل
برای تعمیم یافته ترتیبی لجیت مدل آن در که کرد اشاره (٢٠١٩) هم΄اران و زنگ به ͬ توان م

شد. گرفته به کار آزادراه ها در تصادفات فراوانͬ مطالعه
نشان خوبی به آن ها در گرفته شده به کار مدل های و بالا در ذکرشده پژوهش های مرور
مد همیشه تصادف از ناشͬ آسیب های و جراحات میزان رده بندی یا سط͹ بندی که ͬ دهد م
هم΄اران و بهنود و (٢٠١۶) هم΄ارن و فنگ تحقیقات که به طوری است، بوده محققان نظر



۶۵ جاده ای تصادفات شدت کاربردی: مثال
چندجمله ای لوجیت مدل ͬ کند. م خاطرنشان را جراحات از ناشͬ متفاوت تاثیرات (٢٠١۶)
مدل بندی برای ترتیبی پروبیت مدل همچنین و ترتیب بدون خواه و ترتیبی رده های با خواه
و نقد استفاده، مورد فراوان دفعات به تصادف داده های در جراحات شدت مختلف سطوح
آسیب ͹سط تا آسیب بدون ͹سط (از جراحات شدت طبیعͬ ترتیب گرفته اند. قرار بررسͬ
ترتیبی پروبیت یا لوجیت مدل از متعددی تحلیل گران تا است شده موجب مرگ) و جدی
هم΄اران و یاماموتو کنند. استفاده داده ها از دسته این برای ترتیبی احتمالͬ مدل ΁ی به عنوان
هم΄اران و کاتک ،(٢٠٠٢) هم΄اران و کاتک ،(٢٠٠٣) هم΄اران و وئون ،(٢٠٠٣) ابدل ،(٢٠٠۴)
هائو ،(٢٠١٢) هم΄اران و الرو ،(١٩٩۶) هم΄اران و دانل ،(٢٠٠٢) هم΄اران و ΁کال ،(٢٠٠١)
که ͬ باشند م زمینه این در محققان از تعدادی ،(٢٠١٩) هم΄اران و زنگ و (٢٠١۴) هم΄اران و
تعدادی محبوبیت، این برخلاف و وجود این با کردند. استفاده ترتیبی احتمالͬ مدل های از
تصادفات مثال، به طور .(٢٠١٧ (ساولین، ͬ کند م ح΄مرانͬ مدل ها این بر جدی محدودیت
اریبی موجب خود که ͬ شوند نم گزارش معمولا آسیب دیدگͬ بدون یا کمتر جراحات شدت با
در مسئله این مقابل، در .(٢٠١٩ هم΄اران، و (سالوم ͬ شود م ترتیبی مدل های برآورد در
هم΄ارن، و (جانز ب·ذارد جای به خود از را ناچیزی اثر است مم΄ن ترتیبی غیر مدل های
لجیت مدل از حاصل رگرسیونͬ برآوردهای این، بر علاوه .(٢٠١٩ هم΄اران، و سالوم ٢٠١٣؛
چندجمله ای مدل بنابراین .(٢٠٠٣ واشنگتن، و ١٩٨١ (م΄فادن، هستند سازگار غیرترتیبی١٣
عدم این برخلاف را رگرسیونͬ ضرایب از سازگار برآوردهای وجود ͬ تواند م (اسمͬ) غیرترتیبی
از استفاده در محققان که دومͬ محدودیت کند. تضمین محققان برای تصادفات کامل گزارش
(سولینن دارد تبیینͬ متغیرهای روی بر که است تاثیری هستند، روبرو آن با ترتیبی مدل های
بیشترین با رده در احتمال افزایش باعث که متغیری که معنͬ این به .(٢٠٠٧ منرینگ، و
(سولینن ͬ شود م جراحت کمترین با رده در مربوطه احتمال کاهش باعث ͬ شود، م جراحت
غیرترتیبی مدل های از استفاده بنابراین، .(٢٠١١ هم΄اران، و جیدایپالͬ ٢٠٠٧؛ منرینگ، و
مناسب پیشنهادی تصادف داده های در جراحت شدت تحلیل برای چندجمله ای مدل مثل
.(٢٠١٩ هم΄اران، و (سالوم باشد ترتیبی داده ها از دسته این ذات اگرچه ͬ شود م محسوب
که یافتند سرانجام و کرده مطالعه را مختلفͬ مدل های ،(٢٠١١) هم΄اران و سالینن همچنین
مدل تصادف، در جراحات شدت به مربوط داده های گسسته مدل بندی برای مدل مفیدترین

است. غیرترتیبی لوجیت
استقلال آزمون از باشد، چندجمله ای مدل به برازش قابل داده ها که این از اطمینان برای
ͬ دهد م نشان ویژگͬ این گرفتیم. بهره (٢٠١٩ هم΄اران، و (سالوم نامرتبط١۴ جانشین های
در دی·ر رده های اگرچه است ی΄سان جراحات شدت از رده دو هر برای احتمالات نسبت
محسوب چندجمله ای توزیع مهم مفروضات از ی΄ͬ ویژگͬ این ͽواق در خیر. یا باشند دسترس
ضروری امری نه یا است برقرار ما داده های برای IIA ویژگͬ که این یافتن بنابراین ͬ شود. م

١٣Non-ordred multinomial
١۴Independence of irrelevant alternatives (IIA)



شناسایی قید گرفتن نظر در با جمعͬ‐ساختاری چندجمله ای مدل ۶۶
گرفت. خواهد قرار بررسͬ مورد بخش این در که ͬ شود م محسوب

متغیرهای ΁کم با که ͬ دهند م نشان خود از را فضایی اثر به گونه ای تصادف داده های
است مم΄ن خود تبیینͬ متغیرهای به مربوط اثرات این، بر علاوه نیست. توصیف قابل تبینͬ
داده ها از دسته این برای طبیعͬ انتخاب فضایی مدل های بنابراین، کنند. تغییر فضایی به طور
بیزی چندجمله ای مدل رساله، این در .(٢٠٢٠ یانیس، و (زیاکوپولوس ͬ شوند م محسوب
این با ͬ گیریم. م به کار تصادف رده ای داده های تحلیل برای را فضایی نوع از و سلسله مراتبی
رده سه وسایل، و افراد دیدن آسیب شامل حادثه، محل جنبه های همه گرفتن نظر در با و هدف
به تصادف داده های بهتر فهمیدن ͬ گیریم. م نظر در را تصادف در جراحات و آسیب شدت از
تصادفات روند کاهش برای را مناسبی سیاست های تا ͬ کند م ΁کم عرصه این سیاستمداران
قرار مطالعه مورد را مازندران استان تصادف داده های کار این برای کنند. انتخاب جاده ای

.(٢٠١۵ هم΄اران، و پیردشتͬ از ۶ . ۴ (ش΄ل ͬ دهیم م

راست) سمت (قاب مطالعه مورد نواحͬ و چپ)، سمت (قاب ایران نقشه در مازندران استان جغرافیایی موقعیت :۶ . ۴ ش΄ل

ساحلͬ جنگل های و کوهͬ نواحͬ بخش دو به جغرافیایی، و زمین شناسͬ نظر از مازندران
مرکز ٢٢ دارای مازندران است. مربع کیلومتر ٢٣٨۴٢ استان این مساحت ͬ شود. م تقسیم
نظر مورد داده مجموعه شده اند. گرفته نظر در تصادف نواحͬ به عنوان که است فرمانداری
مجموعه این در است. مراکز این در ٢٠١٨ تا ٢٠١۶ سال های طͬ ثبت شده تصادفات به مربوط
جانبه، همه پی·یری و تلاش چندی از پس شده اند. گرفته نظر در اتومبیل با تصادف های فقط
کم΄ͬ متغیر سه تنها به ͽجام و کافͬ ثبت شده اطلاعات نبودن و امنیتͬ مسایل برخͬ علت به
محدود شب به نسبت روز در تصادفات نسبت و تصادف) (عامل راننده سن رانندگͬ، سرعت
تقسیم بندی منبع به عنوان پیرامون، محیط و ماشین ها خرابی و افراد جراحات میزان شدیم.
΁کم به تصادفات دسته سه نهایت در گرفتند. قرار استفاده مورد رده بندی و جراحات شدت

شد: رده بندی زیر شرح به پلیس مرکز
خسارتͬ و ندیده اند آسیب افراد آن در که دارد اشاره تصادفͬ به :(no injury) آسیب بدون .١

باشد. داشته پی در تومان میلیون ٣ از کمتر



۶٧ جاده ای تصادفات شدت کاربردی: مثال
با یا ندیده جدی آسیب افراد آن در که دارد اشاره تصادفͬ به :(minor injury) کم آسیب .٢
ناشͬ مالͬ خسارات همچنین شده اند. روبرو ساده ͬ های ش΄ستگ مانند کمͬ جراحات

باشد. تومان میلیون ٩ تا ٣ بین آن از
آسیب جدی به طور افراد آن در که دارد اشاره تصادفͬ به :(serious injury) جدی آسیب .٣
میلیون ٩ از بیشتر آن از ناشͬ مالͬ خسارت های همچنین شده اند. همراه مرگ با یا دیده

باشد. تومان
جدی، آسیب دیدگͬ به مربوط %١٩ کردیم، جدا بررسͬ و تحلیل برای ما که داده هایی بین از
مربوط ͬ های فراوان است. آسیب بدون تصادفات به مربوط %۴٣ و کم آسیب به مربوط %٣٨

شده اند. داده نمایش ٧ . ۴ ش΄ل در رده ها این به

مازندران. استان ناحیه ٢٢ همه برای جراحت رده های به مربوط فراوانͬ توزیع :٧ . ۴ ش΄ل

٢ . ۴ جدول در رده هر برای انتخاب شده تبیینͬ متغیرهای استاندارد انحراف و میانگین
هستیم. روبرو تبیینͬ متغیر سه و رده ای سه ͺپاس متغیر ΁ی با بنابراین شده اند. گزارش

ͺپاس از رده هر در تبیینͬ متغیرهای استاندارد) (انحراف میانگین :٢ . ۴ جدول
جدی دیدگͬ آسیب کم آسیب آسیب بدون کم΄ͬ متغیرهای

٨٩٫۶١ (١٧٫۶۵) ۶٧٫٨٧ (١٧٫١٩) ۵۶٫٩٧ (١۶٫۶٨) (km/h)ماشین سرعت میانگین
٣۵٫٧٠ (١٠٫١٨) ٣٣٫٩٩ (٩٫۶٠) ٣٣٫٠۶ (٧٫٩٨) سن میانگین
٠٫۵٧ (٠٫٢٣) ٠٫۶۴ (٠٫٢۵) ٠٫۵٨ (٠٫٣٠) شب به روز تصادفات نسبت

برقرار نظر، مد داده مجموعه برای پیشنهادی مدل بودن مفید از اطمینان به رسیدن برای



شناسایی قید گرفتن نظر در با جمعͬ‐ساختاری چندجمله ای مدل ۶٨
بررسͬ (١٩٨۴ م΁ فادن، و (هاسمن هاوسمن‐م΁ فادن١۵ آزمون ΁کم با را IIA ویژگͬ بودن
رده ها از تعدادی گرفتن نظر در با که برآوردهایی باشد، برقرار ویژگͬ این که وقتͬ کردیم.
بنابراین ندارد. آید، به دست هم با رده ها همه از که برآوردی با معناداری تفاوت آید، مͬ به دست
مدل از ناکارا اما سازگار برآورد با را β̂f کامل، مدل از حاصل کارای و سازگار برآورد HM آزمون

آماره از استفاده با را β̂r محدود  شده،
χ٢
HM = (β̂r − β̂f )′{V̂ (β̂f )− V̂ (β̂r)}−١(β̂r − β̂f ),

برای برآوردشده کوواریانس های ماتریس ترتیب به V̂ (β̂r) و V̂ (β̂f ) آن در که ͬ کند، م بررسͬ
مدل پارامترهای که این صفر فرض χ٢

HM این جا در هستند. محدود شده مدل و کامل مدل
با ͬ دو ک توزیع از که ͬ کند م بررسͬ را هستند ی΄سان کامل مدل پارامترهای با محدودشده
صفر فرض اگر ͬ کند. م پیروی محدودشده مدل در برآوردشده متغیرهای با برابر آزادی درجه
آماره یا باشد (٠٫٠۵ (مثلا آزمون ͹سط از بیشتر ͬ داری معن ͹سط که وقتͬ یعنͬ نشود، رد
است مناسب چندجمله ای لجیت مدل و است برقرار IIA ویژگͬ آن گاه باشد، منفͬ χ٢

HM آزمون
بودن مناسب به که شده اند گزارش ٣ . ۴ جدول در HM آزمون از حاصل نتایج .(٢٠١١ (زنگ،

دارد. اشاره مازندران تصادف های شدت داده مجموعه برای چندجمله ای مدل
ͬ داری معن ͹سط ∗ علامت مازندران. تصادف های داده مجموعه در IIA ویژگͬ بررسͬ برای HM آزمون نتایج :٣ . ۴ جدول

ͬ دهد. م نشان را ١ برابر

IIA ویژگͬ صفر فرضیه χ٢
HM حذف شده رده

است برقرار نشد رد −۵٫٣٢ کم آسیب
است برقرار نشد رد ٣٫٠۶∗ کم آسیب
است برقرار نشد رد −٢٫۵۶ جدی دیدگͬ آسیب

شده داده نشان کنید)، رجوع (٢٠١٨) هم΄اران و رگرو به مثال (برای گذشته مطالعات در
سرعت و سن بین پیرسن همبستگͬ رابطه این، بر علاوه دارد. تصادفات با ناخطͬ اثر سن است
فرآیند ΁کم به دلایل، همین به باشد. اغماض قابل ͬ رسد م نظر به که شد برآورد %٢١ حدود
کردیم. مدل بندی ناپارامتری صورت به هدف دو با را سن تبیینͬ متغیر اثر تصادفͬ، زدن قدم
رابطه کردن لحاظ دوم، هدف است. سرعت و سن بین احتمالͬ هم خطͬ از دوری اول، هدف
تبیینͬ متغیرهای همه با را مدل آغاز، در است. ͺپاس متغیر و سن متغیر بین مم΄ن ناخطͬ
خود از را ͬ داری معن اثر شب به روز تصادفات نسبت متغیر دادیم. برازش داده ها در موجود
دور نتیجه دادیم. برازش دوباره تبیینͬ متغیر این حضور بدون را مدل بنابراین نداد. نشان
به خصوص و جاده ای روشنایی صنعت در پیشرفت به دلیل امروزه زیرا نیست، انتظار هم از
شده اند. نصب خوبی به خیابان ها در مناسب نور با ایستاده لامپ های مه ش΄ن، لامپ های

١۵Hausman-McFadden (HM)



۶٩ جاده ای تصادفات شدت کاربردی: مثال
مدل پیش·وی سرانجام،

ηij = αj + speedijβj + f(ageij) + f(uij), i = ١, . . . ,٢٢ j = ١,٢,٣,
اثر f(ageij) و ICAR فضایی مدل f(uij) آن در که شد، گرفته به کار نهایی تحلیل برای
مرتبه تصادفͬ زدن قدم فرآیند از ،f(age) برآورد برای ͬ کند. م مدل بندی را سن هموار
و (رو است معادل اسپلاین مدل ΁ی با کاربرد و عمل در فرآیند این کردیم. استفاده دوم
یا گوشه رده به عنوان را آسیب بدون رده گوشه، رده قید گرفتن به کار برای .(٢٠٠۵ هلد،
نظر در شبیه سازی مثال مشابه را مدل پارامترهای پیشین توزیع های کردیم. انتخاب پایه
نمونه گیری ال·وریتم ΁ی از نیز کسری چندجمله ای مدل در پسین توزیع تقریب برای گرفتیم.
و (مارتین mcmcpack بسته از استفاده با و استفاده (١٩٧٠ (هستینگز، متروپولیس‐هستینگز
مدل برازش کردیم. اجرا را آن (٢٠٢١ ،R مرکزی هسته (تیم R نرم افزار در (٢٠١١ هم΄اران،
مدل اجرای ͬ که حال در انجامید، طول به نیم و ساعت دو حدود کسری، چندجمله ای بیزی
زنجیر هم·رایی کشید. طول دقیقه ۴ از کمتر INLA روش با STAR ساختار با چندجمله ای
کارلین، و (کولس coda نرم افزاری بسته ΁کم به نیز کسری مدل برای تولید شده MCMC

حاصل نتایج شده اند. گزارش ۴ . ۴ جدول در مدل برآورد نتایج گرفت. قرار بررسͬ مورد (١٩٩۶
به ویژه هستند؛ مقایسه قابل بیشتر کسری چندجمله ای مدل و صفر با مساوی مجموع قید برای
که دارد متفاوتͬ عمل΄رد گوشه رده قید شبیه سازی، مطالعه مشابه .τu دقت پارامتر برآورد در

نیست. اتکا قابل

پیش·ویی قدرت نظر از مدل ها بررسͬ ٣ . ١ . ۴
پیش·و توزیع .π(z|y) = ∫

θ p(z|θ)π(θ|y)dθ با است برابر z جدید مشاهده برای پیش·و توزیع
پیش·ویی توانایی ارزیابی برای است. مناسب پیش·ویی قدرت نظر از مدل ارزیابی برای
ͬ توان م مشاهدات برای را (١٩٩٠ (پتیت، شرط١۶ͬ پیش·وی مولفه مقادیر ارائه شده، مدل های
برابر CPO مقدار iام مشاهده برای ͬ شوند. م محاسبه پیش·و توزیع اساس بر که کرد حساب

CPOi = π(yi|y−i),

پسین احتمال مقدار CPO ،ͽواق در است. yi بدون مشاهدات تمام بردار y−i آن در که است،
شده برازش yi مشاهده حضور بدون مشاهدات همه روی بر که مدلͬ اساس بر را yi مشاهده
برای هستند. مدل بهتر برازش نشان دهنده CPO بزرگتر مقادیر ͬ کند. م محاسبه است،
برد. به کار را ل·اریتم١٧ͬ امتیاز ͬ توان م عددی، معیار ΁ی در ها CPO اطلاعات همه تجمیع

صورت به ل·اریتمͬ امتیاز
log.score = −

∑
i

log(CPOi),

١۶Conditional predictive ordinate (CPO)
١٧Logarithmic score



شناسایی قید گرفتن نظر در با جمعͬ‐ساختاری چندجمله ای مدل ٧٠

وچندجمله ایکسریبرایداده هایتصادفمازندران.
STA

Rخلاصه ایازآماره هایپسینͬبااستفادهازمدل هایچندجمله ای
جدول۴ . ۴:

STA
Rمدلچندجمله ای

مدلچندجمله ایکسری
مجموعمساویباصفر

ردهگوشه
CI٩۵%

انحرافاستاندارد
میانگین

CI٩۵%
انحرافاستاندارد

میانگین
CI٩۵%

انحرافاستاندارد
میانگین

عرضازمبدأ
(٠٫١٠

,٠٫٢١
)

٠٫٠٢
٠٫١۶

(٠٫١١
,٠٫٢۶

)
٠٫٠٣

٠٫١٩
(٠٫١۴

,٠٫٢٨
)

٠٫٠۵
٠٫٢١

بدونآسیب
(−٠٫٠٩

,٠٫٠١
)

٠٫٠۶
−٠٫٠۵

(−٠٫١٠
,٠٫٠٠١

)
٠٫٠٢

−٠٫٠۵
(−٠٫٠٩

,٠٫٠١
)

٠٫٠٩
−٠٫٠۴

آسیبکم
(−٠٫٢٣

,٠٫١۴
)

٠٫٠۶
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٧١ جاده ای تصادفات شدت کاربردی: مثال
ͬ دهند. م نشان را مدل از بهتری پیش·ویی کیفیت معیار این کوچ΄تر مقادیر ͬ شود. م محاسبه
گزارش ۴ . ۴ جدول در مازندران تصادف های داده های بر برازش شده مدل های ل·اریتمͬ امتیاز
مدل ها بقیه از صفر مساوی مجموع قید با STAR مدل داشتیم، انتظار که همان طور شده اند.
دی·ر، مدل های با مقایسه مقام در همچنین دارد. بالاتری پیش·ویی توانایی و است برتر
در را مدل این ضعیف طبیعت کسری، چندجمله ای مدل برای ل·اریتمͬ امتیاز بزرگتر مقدار

ͬ کند. م توصیف پیش·ویی

مدل انتخاب ٣ . ٢ . ۴
باشند دسترس در داده ها تحلیل و برازش برای متعددی مدل های است مم΄ن اوقات از برخͬ
در کند. روبرو چالش و پیچیدگͬ کمͬ با را مفید و صحیح مدل واقعͬ تشخیص که به طوری
باشد، ما داده های مناسب که مدلͬ تعیین در را ما که نیازمندیم معیاری به موارد این گونه
را پیشنهادی مدل با داده ها سازگاری میزان که است نیاز معیاری عبارتͬ، به رساند. یاری

کند. تعیین
ͬ کنند. م استفاده کار این برای انحراف١٨ اطلاع معیار از افراد معمولا ، بیزی مدل های در

صورت به ابتدا در معیار این
D(θ) = −٢log(p(y|θ)),

ͬ شود م محسوب تصادفͬ متغیر ΁ی تعریف شده معیار بیزی، مدل های در اما ͬ شود. م تعریف
ایده ΁کم با ͬ کنند. م استفاده برازش معیار به عنوان پسین توزیع تحت آن ریاضͬ امید از و

معیار ͬ توان م تأثیرگذار، پارامترهای تعداد شمارش
pD = E(D(θ|y))−D(E(θ|y)) = D̄−D(θ̄),

بنابراین کرد. تعریف را
DIC = D̄− pD.

مقایسه در تصادف، داده های برای هستند. بهتر مدل های نشان دهنده DIC کوچ΄تر مقادیر
مدعای شاهد صفر با مساوی مجموع قید با مدل برای DIC کوچ΄تر مقدار دی·ر، مدل های با

است. قید این با مدل این بهتر برازش در ما
برای سرعت تبیینͬ متغیر پیداست، ۴ . ۴ جدول در داده شده نشان نتایج از که همان گونه
با تصادف احتمال زیاد سرعت بنابراین، است. ͬ داری معن جدی، آسیب و کم آسیب رده های
است. هماهنگ (٢٠١٩ و ٢٠١۶) هم΄اران و زنگ با نتیجه این ͬ دهد. م افزایش را آسیب دیدگͬ
در %٩۵ بیزی اعتبار کران با سن (ناخطͬ) ناپارامتری اثر پسینͬ میانگین برآورد همچنین
نشان نمودارها است. شده داده نمایش آسیب، رده سه هر و مدل سه هر برای ،٨ . ۴ ش΄ل
از حاصل نتایج دارد. جراحات شدت به مربوط مختلف رده های در سن اثر ͬ دار معن تغییر از

١٨Deviance information criterion (DIC)



شناسایی قید گرفتن نظر در با جمعͬ‐ساختاری چندجمله ای مدل ٧٢
مناسب سن، اثر برآورد به مربوط ش΄ل های هستند. هم به شبیه تقریبی به طور مدل سه هر

ͬ دهد. م نشان اثر این برازش برای را ناپارامتری ناخطͬ مدل بودن
سنین با افراد اما ͬ شوند. م تصادف احتمال افزایش باعث جوان تر افراد ͬ رسد م نظر به
درکنترل کافͬ تجربه را علت ͬ توان م که ͬ زنند م رقم را کمتری خسارت با تصادفات بالاتر
آشنایی جاده ها با همچنین آن ها دانست. آمده به وجود ناگهانͬ و سخت شرایط در ماشین
پورتر بر بنا است. منطبق (٢٠١٩) محامد از آمده به دست نتایج با نتایج این دارند. بیشتری
و مرگ با تصادفات بالاتری نرخ با جوان راننده های پیموده شده، مسافت مایل هر در (٢٠١١)
سن های در آسیب بدون برای را مثبتͬ شیب جوانͬ، سن دامنه از بعد ͬ شوند. م موجب را میر
شرایط در ماشین کنترل برای را لازم تجربه افراد این ͬ رسد م نظر به ͬ بینیم. م سال·ͬ ۶٠ و ۴۵
ͬ کنند. م رعایت را جاده ها در سرعت حداکثر به مربوط قوانین همچنین، آن ها، دارند. سخت
خسارت این که احتمال ͬ افتد، م اتفاق ۶٠ تا ۴۵ بین رانندگان برای تصادف که هنگامͬ بنابراین
بیشتر سن با رانندگان برای دی·ر، سویی از است. بیشتر باشد، آسیب بدون رده در آن از ناشͬ
سوق دشواری موقعیت های به را آن ها است مم΄ن زیرا است نگران کننده توانایی کاهش این، از
نداشتیم. سال·ͬ ۶٠ از مسن تر رانندگان مازندران استان به مربوط داده های در اگرچه دهد.

تاکید را مدل در فضایی اثر حضور ،ICAR مدل دقت پارامتر برای پسینͬ استنباط نتایج
انحراف و میانگین شد. خواهد برآوردها در اریبی موجب آن گرفتن نظر در عدم ͬ کند. م
برآورد شده اند. داده نمایش ١٠ . ۴ و ٩ . ۴ ش΄ل های در ترتیب به فضایی اثر به مربوط استاندارد
فضایی ال·وی تصادف نرخ نتایج همچنین، است. مشابه تقریباً مدل سه هر برای فضایی اثر
این در اساسͬ نتیجه ΁ی بنابراین، ͬ کشد. م رخ به مازندران استان سرتاسر در را متفاوتͬ

است. جراحات شدت به مربوط تصادف داده های تحلیل در فضایی اثر گرفتن نظر در رابطه
١١ . ۴ ش΄ل در مدل، سه هر برای رده هر در برآوردشده احتمال های به مربوط نقشه های
توسعه یافته شهرهای در تصادف احتمال که ͬ دهند م نشان نقشه ها است. شده داده نمایش
هستند، استانͬ بین ترددهای اصلͬ مسیر در که شهرهایی در تصادف احتمال است. کم
بابل، مانند گذاشته اند، نمایش به خود از را مشابهͬ ال·وهای شهرها از بعضͬ است. بیشتر
تفاوت است. افزایش به رو کم آسیب با تصادف داشتن احتمال آن ها در که ساری، و قائم شهر
افزایش شهرها از بعضͬ در دارند. تصادف شدت میزان در متفاوتͬ اثرات زمین ها کاربری در
شهرهای که به طوری ͬ دهد، م کاهش را تصادف احتمال کوه و جنگل نزدی΄ترین دریا، از فاصله
ناشͬ گردش·ران حضور همچنین ͬ کنند. م تجربه را بیشتری تصادفات دریا از کمتر فاصله با

ͬ دهد. م افزایش را کشاورزی ماشین آلات با تصادف احتمال روستایی، جاده های در نابلد و
عواملͬ است. بیشتر نیز تصادف احتمال بیشتر، روستایی جاده با شهرهای در بنابراین
باشند داشته ͬ داری معن اثر مدل، در گرفتن قرار با است مم΄ن هوایی و آب شرایط مانند
قرار استفاده مورد مدل در آن ها به مربوط اطلاعات نبودن دسترس در دلیل به متاسفانه اما
ͬ رسد م نظر به و ͬ دهد م نشان ما داده های در را توجهͬ قابل ناهم·نͬ یافته ها نگرفتند.
به مربوط داده های تا است لازم پس است. گرفته عهده بر خوبی به را آن پیشنهادی مدل که



٧٣ نتیجه گیری و فصل خلاصه
در آن در را فضایی اثر و داده برازش ای چندجمله مدل با را جراحات شدت تحلیل برای تصادف
ͬ ترین اساس از ی΄ͬ مازندران استان در گردش·ری صنعت همان یا توریست حضور ب·یریم. نظر
هر در احتمال توزیع و فضایی اثر گرفتن نظر در با ͬ شود. م محسوب استان این در صنایع
بنابراین دارد. بیشتری تصادف تعداد بیشتر، توریست حضور احتمال با نواحͬ دریافتیم رده
امری تصادف پیش·یرانه سیاست های به مربوط تصمیمات در توریست حضور گرفتن نظر در
دی·ر، طرفͬ از ͬ دهد. م افزایش را توریست حضور احتمال تابستان تعطیلات است. ضروری
مالͬ خسارت های با تصادفات به جاده ها، با کافͬ آشنایی نداشتن و لازم ͬ های آگاه وجود عدم

ͬ شوند. م منجر مرگ حتͬ یا زیاد

نتیجه گیری و فصل خلاصه ۴ . ۴
همچون علومͬ در صنعتͬ برنامه ریزی های و مصنوع٢٠ͬ هوش ماشین١٩، یادگیری امروزه
چندجمله ای لجیت مدل که دارد رده ها پیش بینͬ به نیاز ΁ژئوفیزی و سیاسͬ علوم اقتصاد،
رده ای داده های همچنین ͬ کند. م ایفا ͬ تواند م میان این در را مهمͬ نقش فضایی اثر با
دسترس در گسترده ای به طور داده ها ثبت صنعت در پیشرفت علت به مشب΄ه ای فضایی
آن ها از ی΄ͬ باشد، شده رده بندی جراحات شدت روی که تصادف رده ای داده های که هستند
ساختار با فضایی چندجمله ای داده های تحلیل روش ما دلیل، همین به ͬ شود. م محسوب
MCMC نمونه گیری متداول روش جای به INLA روش از و کردیم انتخاب را جمعͬ‐رگرسیونͬ
تبدیل از داد، برازش INLA با را مدل بتوان آن که برای کردیم. استفاده مدل ها برازش برای
را متغیرهایی راحتͬ به ͬ توان م تبدیل این از استفاده با شدیم. بهره مند چندجمله ای‐پواسن
فضایی‐ اثر و فضایی اثر ناخطͬ، اثرات مانند ͬ شوند، م ظاهر مدل در تابع ΁ی صورت به که
به کار چندجمله ای مدل به مربوط جمعͬ‐ساختاری پیش·وی در ثابت اثرات بر افزون زمانͬ

گرفت.
چالشͬ شناسایی پذیری، مش΄ل وجود دلیل به چندجمله ای مدل در بیزی استنباط انجام
در را آن کارایی و کرده معرفͬ را صفر با مساوی مجموع قید مش΄ل، این ͽرف برای است.
را کسری چندجمله ای مدل حال همین در کردیم. مقایسه گوشه رده متداول قید با برآورد
آن از حاصل نتایج و داده برازش واقعͬ داده های به ͬ شده، معرف مدل با مشابهت علت به نیز

است: زیر شرح به نتایج خلاصه کردیم. مقایسه را

چندجمله ای مدل پیش·ویی، توانایی و محاسباتͬ کارایی معیار دو گرفتن نظر در با .١
چندجمله ای مدل بر صفر با مساوی مجموع قید و جمعͬ‐رگرسیونͬ ساختار با فضایی

دارد. برتری کسری
١٩machine learning
٢٠artificial intelligence



شناسایی قید گرفتن نظر در با جمعͬ‐ساختاری چندجمله ای مدل ٧۴
پارامتر به ویژه پارامترها برای کاراتری برآوردهای صفر با مساوی مجموع قید با مدل .٢

است. آورده فراهم ΃بی سی مدل دقت
برآوردها و ͬ شود نم دیده رده ها احتمال های برآورد بین چشم·یری تفاوت کلͬ حالت در .٣

دارند. واقعͬ مقادیر با کمͬ تفاوت
صفر با مساوی مجموع قید با مدل باید باشیم، داشته باور مدل ΁ی تفسیر آسانͬ به اگر .۴
مقابل، در ندارد؛ خاص نگاهͬ مدل پارامترهای از بعضͬ به قید این زیرا برگزینیم. را
ͬ شود. م تفسیر رده ها در پارامتر همان میانگین و پارامتر ΁ی بین تفاوت حسب بر همه
حدس را پارامترها بین تفاوت ͬ توان م ͬ شود، م انتخاب پیشین توزیع ΁ی وقتͬ بنابراین
به عنوان انتخاب شده رده به نسبت را برآورد باید محقق گوشه رده قید برای مقابل در زد.
را پیشین توزیع صفر با مساوی مجموع قید در دی·ر، طرف از کند. تفسیر گوشه رده
تغییرپذیری مش΄ل از خود کار این که ͬ دهیم م نسبت رده ها در موجود عناصر همه به

ͬ کند. م جلوگیری پیشین توزیع



٧۵ نتیجه گیری و فصل خلاصه

مازندران تصادفات داده های در ٩۵% بیزی اعتبار کران با سن اثر پسینͬ میانگین برآوردهای :٨ . ۴ ش΄ل



شناسایی قید گرفتن نظر در با جمعͬ‐ساختاری چندجمله ای مدل ٧۶

شدت با رده های به مربوط پایین به بالا از مدل: هر برای و رده هر در فضایی اثر پسینͬ میانگین برآوردهای :٩ . ۴ ش΄ل
بالا. تا کم جراحت

شدت با رده های به مربوط پایین به بالا از مدل: هر برای رده هر در فضایی اثر پسینͬ استاندارد انحراف برآورد :١٠ . ۴ ش΄ل
بالا. تا کم جراحت



٧٧ نتیجه گیری و فصل خلاصه

بالا. تا کم جراحت شدت با رده های به مربوط پایین به بالا از مدل: هر برای رده هر در برآورد شده احتمال توزیع :١١ . ۴ ش΄ل





۵ فصل
داده های برای ͬ شده تک لوجیت مدل

زمین آماری فضایی چندجمله ای

از بیشتر فراوانͬ دارای رده هر در ͺپاس متغیر آن در که کردیم بررسͬ را حالتͬ قبل فصل در
فصل این در است. استاندارد و قبول قابل پذیره ΁ی مشب΄ه ای داده های برای که است ΁ی
فضایی اثر ،ͽواق در ندارد. فراوانͬ ͺپاس متغیر که ͬ گیریم م نظر در را چندجمله ای داده های
اکثر در حالت، این در ΁ی از بیشتر فراوانͬ نبود زیرا ͬ گیریم، م نظر در زمین آماری نوع از را
مدل ΁ی داشتن و شناسایی پذیری مش΄ل از رهایی برای است. پذیرفتنͬ و معمول کاربردها،
گری، و ΃ب) ͬ شده١ تک لوجیت مدل کارا، قبولͬ قابل حد تا حال عین در و آسان برازش با
حاصل برآوردهای کارایی واقعͬ، مثال ΁ی و شبیه سازی ΁کم به ͬ کنیم. م پیشنهاد را (١٩٨۴

ͬ کنیم. م مقایسه چندجمله ای مدل با را پیشنهادی مدل از

ͬ شده تک لوجیت مدل ١ . ۵
اگر ب·یرد را ΁ی مقدار Yij متغیر کنید فرض ب·یرید. نظر در را چهارم فصل از (١ . ۴) مدل
که فرض این با ،(٢ . ۴) مدل اساس بر صفر. صورت این غیر در و است j رده به متعلق ͺپاس

١Individualized logit



زمین آماری فضایی چندجمله ای داده های برای ͬ شده تک لوجیت مدل ٨٠
رابطه ͬ توان م هستند، ی΄سان رده ها همه برای تبیینͬ متغیرهای

log(
πij
πi١

) = x′
iβj , i = ١, . . . , n, j = ٢, . . . , J (١ . ۵)

داد قرار ͬ توان م مبدا، از عرض کردن وارد برای .xi = (x١i, . . . , xli)′ آن در که نوشت، را
چندجمله ای لوجیت مدل ΁ی از اگر ،(٢٠٠٢) اگرستͬ و (١٩٨۴) گری و ΃ب از پیروی با .x١ = ١

رابطه آن گاه کنیم، استفاده اول رده با j رده مقایسه برای
log(

ϕij
ϕi١

) = x′
iγj , j = ٢, . . . , J (٢ . ۵)

آن در که است، برقرار
ϕij = P(Yij = ١|xi, yi١ + yij = ١)

و
ϕi١ = P(Yij = ٠|xi, yi١ + yij = ١).

ͬ شده، تک ΁لوژستی مدل در حقیقت در ͬ شود. م تعریف ͬ شده تک مدل J−١ تعداد حالت این در
جای به ساده لوجیت مدل های از مجموعه ΁ی ΁کم به پارامترها شناسایی و تشخیص مش΄ل
دو داد نشان ͬ توان م (١٩٨۴) گری و ΃ب بر بنا است. شده برطرف چندجمله ای مدل ΁ی
به طور .γj = βj ،j = ٢, . . . , J برای و هستند معادل پارامتربندی نظر از (٢ . ۵) و (١ . ۵) مدل

بنابراین .ϕij = πij

πi١+πij
نوشت ͬ توان م بیز، قضیه از استفاده با دقیق تر،

πij
πi١

=
ϕij

(١ − ϕij)
.

مدل از استفاده با پارامترها و برازش ΁لوژستی رگرسیون J−١ ͬ شده تک روش با اگر نتیجه، در
(١ . ۵) مدل در آن ها تعبیه با و استفاده برآوردشده پارامترهای از ͬ توان م شوند، برآورد (٢ . ۵)

کرد. برآورد را رده ها احتمال های
تحلیلͬ صورت به ͬ شده تک لوجیت همان یا ͬ شده تک روش که کرد درک ͬ توان م روشنͬ به
بالایی کارایی از ͬ شده تک روش کلͬ، حالت در .(١٩٩۵ هم΄اران، و رم ) است انعطاف پذیر
است مفید تنک و بزرگ داده های مجموعه برای به ویژه و (١٩٨۴ گری، و ΃ب) است برخوردار
با بیزی استنباطͬ چارچوب ΁ی توسعه برای همچنین روش، این .(١٩٩۵ هم΄اران، و (رم

است. مناسب نیز INLA روش

ماکسیمم درستنمایی برآورد مجانبی توزیع ١ . ١ . ۵
درستنمایی تابع

L =

n∏
i=١

J∏
j=١

π
yij
ij ,



٨١ ͬ شده تک لوجیت مدل
l(J − ١) از چندجمله ای مدل از حاصل درستنمایی ماکسیمم برآوردهای ب·یرید. نظر در را

معادله
n∑

i=١
xki(yij − πij) = ٠, k = ١, . . . , l, j = ٢, . . . , J

آن در که ͬ آیند، م به دست
πij =

exp(ηij)∑J
s=١ exp(ηis)

,

کوواریانس ماتریس و β١, . . . ,βJ میانگین با مجانبی نرمال توزیع دارای β̂١, . . . , β̂J برآوردگرهای
متش΄ل که است l(J − ١)× l(J − ١) ماتریس ΁ی V = ((V jj′)) که به گونه ای است، n−١V −١

از عبارتند آن ها ,k)ام t) مولفه و است l × l بعد با V jj′ زیرماتریس های از

lim
n→∞

n−١ n∑
i=١

xkixtiπij(δ(j, j
′)− πij′)

درستنمایی تابع J − ١ ͬ شده، تک مدل از استفاده در است. کرونه کر دلتای δ(j, j′) آن در که
صورت به درستنمایی هر که ͬ شوند م ماکسیمم شرطͬ

Lj =
∏
Cj

ϕ
yij
ij (١ − ϕij)

yi١ , j = ٢, . . . , J,

امتیاز معادلات ͬ توان م ،ℓj = logLj دادن قرار با .Cj = {i : yi١ + yij = ١} آن در که است،
صورت به را متناظر

∂ℓj
∂βkj

=

n∑
i=١

xik(yij − (yij + yi١)ϕij) = ٠, k = ١, . . . , l, j = ٢, . . . , J,

ماکسیمم برآورد β̌j چون ͬ آیند. م به دست امتیاز معادلات حل از β̌j برآوردهای نوشت.
رابطه ͬ توان م احتمال، در هم·رایی تعریف بر بنا است، درستنمایی
{√mj(β̌j − βj)−m

−١/٢
j H∗−١

j

∂ℓj
∂βj

} → ٠

,k)ام t) مولفه و ͬ دهد م نشان را Cj مجموعه اعضای) (تعداد اندازه mj آن در که نوشت، را
از عبارتست H∗

j ماتریس
lim

mj→∞
−m−١

j

∂٢ℓj
∂βkj∂βtj

.

است. چشم پوشͬ قابل غیر مجانبی، به طور رده هر در برآمدها نسبت که، ͬ پذیریم م جا این در
ی΄نواخت به طور تبیینͬ متغیرهای که وقتͬ نمونه به عنوان و نیست نامعمول پذیره ای چنین

نتیجه ،mj/n→ Kj > ٠ چون پذیره، این با است. برقرار باشند، کراندار
{
√
n(β̌j − βj)− n−١/٢H−١

j

∂ℓj
∂βj

} → ٠,



زمین آماری فضایی چندجمله ای داده های برای ͬ شده تک لوجیت مدل ٨٢
پس است، برقرار jها همه برای نتیجه این چون .Hj = KjH

∗
j آن در که ͬ آید، م به دست

نوشت ͬ توان م
{
√
n(β̌ − β)−H−١Sn} → ٠ (٣ . ۵)

آن در که
(β̌ − β) = ((β̌٢ − β٢)′, . . . , (β̌J − βJ)

′), Sn = n−١/٢((∂ℓ٢/∂β٢)′, . . . , (∂ℓJ/∂βJ)
′)′

حد قضیه گرفتن به کار با است. H٢, . . . ,HJ بلوک های با بلوکͬ قطری ماتریس ΁ی H و
گرفت: نتیجه را زیر توزیع در هم·رایی ͬ توان م ،Sn روی مرکزی

Sn
D−→ N(٠,W ) (۴ . ۵)

,k)ام t) مولفه که است l × l بعد با W jj′ زیرماتریس های از متش΄ل ماتریس ΁ی W آن در که
از عبارتست آن ها

lim
n→∞

n−١cov( ∂ℓj
∂βkj

,
∂ℓj′

∂βtj′
),

رابطه ΁کم با ͬ توان م را W عناصر
cov(

∂ℓj
∂βkj

,
∂ℓj′

∂βtj′
) =

n∑
i=١

xkixtiπi١ϕijϕ١−δ(j,j′)
ij′ ,

که گرفت نتیجه ͬ  توان م (۴ . ۵) و (٣ . ۵) از استفاده با .(١٩٨۴ گری، و ΃ب) کرد محاسبه
Hj = W jj که کردند تاکید گری و ΃ب است. هم·را N(٠,H−١WH−١) به توزیع در √

n(β̌−β)

.H−١
j = W−١

jj با هستند برابر H−١WH−١ قطری بلوک های بنابراین و
مدل های و چندجمله ای مدل از حاصل درستنمایی ماکسیمم برآوردهای خلاصه به طور
کوواریانس ماتریس های و صفر میانگین بردار با نرمال مجانبی توزیع دارای ͬ شده، تک لوجیت
راحت کوواریانس ماتریس دو مقایسه کلͬ حالت در هستند. H−١WH−١ و n−١V −١ ترتیب به
با متناظر که H−١WH−١ ماتریس اصلͬ قطر از خارج عناصر که است روشن اما نیست،

هستند. ناصفر کلͬ حالت در هستند، جدا لوجیت مدل های پارامترهای بین کواریانس های

ͬ شده تک مدل بیزی برآوردگر هم·رایی ١ . ٢ . ۵
لوجیت های مدل در رگرسیونͬ پارامترهای بیزی برآوردگر که ͬ دهیم م نشان بخش، این در
P−→ با را احتمال در هم·رایی کار این برای است. هم·را پارامترها واقعͬ مقدار به ͬ شده تک

ͬ دهیم. م نشان
فضای روی β پارامترهای پیشین توزیع چنان چه ͬ شده، تک لوجیت های مدل در .١ . ١ . ۵ قضیه
واقعͬ مقدار به حاصل بیزی برآوردگر آن گاه باشد، پیوسته و مثبت چ·الͬ دارای Θ پارامتر

است. هم·را پارامترها



٨٣ زمین آماری فضایی وابستگͬ مدل بندی
شده بیان زیر در که داریم نیاز برنشتاین‐وون میسس٢ قضیه به نتیجه این اثبات برای

است.
مثبت چ·الͬ دارای β برای π پیشین توزیع اگر .(٢٠١۶ هم΄اران، و (باتاچاریا .١ . ٢ . ۵ قضیه
پسین توزیع بین کل٣ تغییرات فاصله ،π تحت آن گاه باشد، Θ پارامتر فضای روی پیوسته و
β̂ML آن در که است، هم·را صفر به ،n −→ ∞ چنان چه ،N(β̂ML,−H−١) نرمال توزیع و β

است. پارامترها ماکسیمم درستنمایی برآوردگر
است. روشن برهان برنشتاین‐وون میسس، قضیه و مثلثͬ نامساوی از استفاده با برهان.
باشند. β پارامتر بیزی و درستنمایی ماکسیمم برآوردگرهای ترتیب به β̂B و β̂ML کنید فرض

نوشت ͬ توان م مثلثͬ نابرابری بنابر
|β̂B − β| ⩽ |β̂ML − β|+ |β̂B − β̂ML|.

به احتمال در نابرابری راست سمت که دهیم نشان باید نظر، مد هم·رایی نشان دادن برای
پسین توزیع میانگین هم·رایی برنشتاین‐وون میسس، قضیه نتایج از ی΄ͬ ͬ کند. م میل صفر
که دیدیم قبل بخش در دی·ر، طرفͬ از است. درستنمایی ماکسیمم برآوردگر به احتمال در
سازگار β برای ͬ شده تک لوجیت های مدل از حاصل پارامترهای درستنمایی ماکسیمم برآوردگر

.β̂B
P−→ β گفت ͬ توان م و ͬ شود م برهان قضیه نتیجه سادگͬ به نتیجه در است.

زمین آماری فضایی وابستگͬ مدل بندی ٢ . ۵
اهمیت ͬ رغم عل بیاورید. خاطر به را گوسͬ تصادفͬ میدان و زمین آماری داده های تعریف
گوسͬ، تصادفͬ میدان های با زمین آماری داده های فضایی مدل بندی متنوع کاربردهای و
محاسباتͬ نظر از همیشه داده ها، از بالایی حجم با کاربردی موقعیت های برای آن ها از استفاده
میدان چ·ال کوواریانس ماتریس تجزیه به مربوط نیز اصلͬ چالش است. بوده چالش برانگیز
این حل برای مختلفͬ راه΄ارهای است. O(n٣) مرتبه از آن محاسباتͬ هزینه که است تصادفͬ
و حوزه این در جدید مروری مقاله ΁ی به دسترسͬ برای شده اند. پیشنهاد محاسباتͬ چالش

کنید. مراجعه (٢٠١٨) هم΄اران و هیتان به ͬ توانید م راه΄ارها این با آشنایی
دیفرانسیل معادلات روش از استفاده (٢٠١١) هم΄اران و لیندگرن مش΄ل، این از رهایی برای
تصادفͬ فرآیندهای پیشرفته ابزارهای اساس بر روش این کردند. پیشنهاد را تصادف۴ͬ جزئͬ
شده آن از فراوانͬ استفاده های تاکنون و کاراست محاسباتͬ نظر از که است شده پایه ریزی

است.
٢Bernstein–von Mises theorem
٣Total variation distance
۴Stochastic partial differential equation (SPDE)



زمین آماری فضایی چندجمله ای داده های برای ͬ شده تک لوجیت مدل ٨۴
میدان تابع) یا (ماتریس کوواریانس و میانگین وسیله به کاملا́ گوسͬ تصادفͬ میدان
بردارها با گوسͬ، تصادفͬ میدان ΁ی با کردن کار محاسباتͬ، نظر از ͬ شود. م شناسایی
بهره رایانه ای استاندارد بسته های از ͬ توان م آن برای که است روبرو جبری ماتریس های و
کوواریانس ساختار با گوسͬ تصادفͬ میدان از معمولا افراد آماری، مدل بندی در گرفت.
مترن کوواریانس ساختار خانواده از زیرمجموعه ای اغلب که ͬ کنند م استفاده پارامتربندی شده
که ͬ کند م استفاده گوسͬ تصادفͬ میدان برای گوسͬ مارکوفͬ نمایش از SPDE روش است.
در به ویژه را عددی روش های در محاسباتͬ کارایی تنک، دقت ماتریس از گرفتن بهره آن در
رساله این در .(٢٠٠۵ هلد، و (رو ͬ دهد م افزایش ملاحظه ای قابل طرز به ماتریس ها، تجزیه
شد. خواهیم بهره مند مترن کوواریانس تابع و صفر میانگین با گوسͬ تصادفͬ میدان ΁ی از

است: شده نوشته زیر در مترن کوواریانس تابع ضابطه یادآوری، برای
Cov(Y (si), Y (sj)) =

σ٢
Γ(λ)٢λ−١ (κ||si − sj ||)λKλ(κ||si − sj ||)

کناری استاندارد انحراف σ ،si, sj ∈ D موقعیت های بین اقلیدسͬ فاصله ||si − sj || آن، در که
λ پارامتر است. گاما تابع Γ(·) و λ > ٠ مرتبه با دوم نوع بسل تابع Kλ(·) مترن، میدان
همچنین ͬ شود. م داشته نگه  ثابت معمولا و ͬ کند م اندازه گیری را فرآیند همواری درجه نیز
به و ͬ دهیم م مدل ابرپارامترهای عنوان مترن مدل پارامترهای به است. مقیاس پارامتر κ
فضایی مدل عنصر یا فضایی تصادفͬ اثر آن، از حاصل پارامتربندی شده گوسͬ تصادفͬ میدان
فیزی΄ͬ تفسیر توانایی به ͬ توان م مترن تابع از استفاده فواید از ͬ دهیم. م نسبت زمین آماری

.(٢٠١٨ هم΄اران، و (باکا کرد اشاره آن پارامترهای
وجود گوسͬ تصادفͬ میدان کوواریانس ساختار با استنباط انجام برای مختلفͬ راه های
مشاهدات م΄ان های اساس بر کوواریانس ماتریس ساختن مرسوم سنتͬ راه ΁ی دارند.
است مدل عناصر سایر برای کوواریانس ماتریس با آن ترکیب بعد و کوواریانس تابع از مستقیماً
مشاهدات برای روش این آورند. به وجود پنهان مدل یا مشاهدات برای پررتبه ماتریس ΁ی تا
از هزار صد اندازه به حجیم داده های برای اما ͬ کند، م کار خوب م΄انͬ موقعیت صد اندازه تا
است. زمان گیر شدت به Σ کوواریانس ماتریس با محاسبات زیرا نیست، شدنͬ محاسباتͬ نظر
به هندسͬ فضاهای برای کوواریانس تابع ساختن محاسباتͬ، مسائل از فراتر و دی·ر طرف از
کوواریانس تابع توسعه و کوواریانس تابع در نامانایی معرفͬ برای زمین) ͹سط (مثل کره ش΄ل

.(٢٠١٨ (باکا، است چالش برانگیز جداناپذیر، فضایی‐زمانͬ های مدل در فضایی
کوواریانس ماتریس به جای INLA روش تمرکز کردید، مشاهده دوم فصل در که همان گونه
ساختار با مختلف مدل های که داد نشان ͬ توان م زیرا است، Q = Σ−١ دقت ماتریس روی بر
دقت ماتریس های .(٢٠٠۵ هلد، و (رو دارند تنک دقت ماتریس پیچیده، کوواریانس ماتریس
چندمتغیره، گوسͬ توزیع در طرفͬ از ͬ شوند. نم ذخیره رایانه در صفرها این و دارند صفر اکثراً
و (رو ͬ شود م مربوط تصادفͬ متغیرهای بین شرطͬ استقلال به دقت ماتریس ساختار تنکͬ
تنک، فضایی ساختار با فضایی مدل ΁ی در دقت ماتریس ΁ی بعد کنید فرض .(٢٠٠۵ هلد،



٨۵ زمین آماری فضایی وابستگͬ مدل بندی
دقت ماتریس با محاسبات انجام و نرمال ساز ثابت کردن حساب نمونه، استخراج باشد. n×n

مشابه محاسباتͬ انجام هزینه که است حالͬ در این و دارد نیاز O(n٣/٢) مرتبه از محاسباتͬ به
آن ها در که کاربردی پژوهش های دی·ر، طرف از است. O(n٣) مرتبه از کوواریانس ماتریس با
پژوهشͬ کارهایی دادن انجام و هستند شدنͬ دقت ماتریس با باشیم داشته م΄ان هزار صدها

دارد. نیاز زمان ثانیه تعدادی به فقط م΄ان صدها با فضایی
دیفرانسیل معادله از پاسخͬ به عنوان مترن کوواریانس ماتریس از نمایش ΁ی SPDE روش

تصادفͬ
(κ−∆)α/٢τu(s) = Ω(s), s ∈ D ⊂ Rd (۵ . ۵)

درجه α ͬ کند، م کنترل را واریانس τ ͬ دهد، م نشان را لاپلاس۵ͬ عمل·ر ∆ آن در که است،
با فضایی گوسͬ سفید نوفه فرآیند ΁ی Ω(s) و مقیاس پارامتر κ > ٠ ͬ کند، م کنترل را همواری
طریق از σ٢ واریانس و ،λ یعنͬ مترن، ساختار همواری پارامتر با ارتباط است. واحد واریانس

و α = λ+ d/٢
σ٢ =

Γ(λ)

Γ(α)(۴π)d/٢κ٢λτ٢

روش گرفتن به کار با ͬ توان م را معادله ͺپاس ͬ دهد. م نشان را میدان بعد d آن در که است،
صورت به D دامنه با مثلثͬ نمایش با و پایه توابع با متناه۶ͬ عناصر

u(s) =
G∑

g=١
ϕg(s)ũg (۶ . ۵)

با وزن های ũg و پایه توابع مجموعه {ϕg} مثلث، رأس های کل تعداد G آن در که زد، تقریب
هستند. صفر میانگین با گوسͬ توزیع

ساختار تقریبا که (۵ . ۵) معادله ͺپاس از پیوسته ای تقریب ͬ توان م ،SPDE روش اساس بر
(۵ . ۵) معادله پارامترهای اگرچه ساخت. دارد، را محدود شده کراندار دامنه با مترن کوواریانس
وجود آن ها میان در ΁ی به ΁ی رابطه ولͬ است، (۶ . ۵) معادله از متفاوت اما استاندارد حالت در
پارامترهای و مترن کوواریانس تابع پارامترهای بین ΁ی به ΁ی رابطه از ͬ توان م همچنین دارد.
نهایت در و پرداخت مدل برآورد به کارا محاسباتͬ نظر از تقریب ΁ی با تا کرد استفاده SPDE

،α صحیح مقادیر برای کرد. تفسیر را حاصل نتایج مترن کوواریانس تابع معلوم پارامترهای با
گسسته تقریب های برای را تنک دقت ماتریس نتیجه در که است مارکوفͬ SPDE معادله ͺپاس
.σ٢ = ١۴πκ٢τ٢ و α = ٢ داشت خواهیم ،d = ٢ برای ،λ = ١ گرفتن نظر در با ͬ کند. م منعکس

دارند. تصادفͬ میدان کناری واریانس بر توام اثری τ و κ پارامتر دو که است روشن
(به طور فضایی مدل از استفاده راحتͬ ،R-INLA در فضایی مدل های اجرای بالا به رو سرعت
وسیعͬ بخش گرفتن به کار توانایی و مدل عناصر دی·ر با همزمان زمین آماری) داده های خاص

۵Laplacian operator
۶Finite elements



زمین آماری فضایی چندجمله ای داده های برای ͬ شده تک لوجیت مدل ٨۶
خیلͬ ابزار به INLA تا است شده موجب پنهان، فرآیندهای برای مشاهدات درستنمایی های از
با پیچیده خیلͬ مدل های برازش شود. تبدیل کاربردی آماری مدل های از استفاده در مفیدی
شده موجب امر این انجامد. طول به روز ΁ی است مم΄ن تنها بیزی رهیافت با INLA روش
از بیشتری فهم به دهند، برازش را مدل ها از بیشتری تعداد تا باشند قادر پژوهش·ران تا است
درستنمایی انتخاب حساسیت درباره کنند، بحث پیشین ها حساسیت درباره برسند، داده ها

بپردازند. پیش·ویی ها مقایسه به و دهند نظر مشاهدات

R-INLA در زمین آماری داده های برای فضایی مدل های به کارگیری از متنوعͬ کاربردهای
در (٢٠١۴) هم΄اران و نور ͬ کنیم. م اشاره آن ها از برخͬ به تنها زیر در که دارند وجود
و گلدینگ دادند. قرار بررسͬ مورد را مالاریا انتقال شدت فضایی‐زمانͬ تحلیل لنست مجله
΁ی با مختلف کشور چند در نوزادان میر و مرگ و سال ͷپن زیر میر و مرگ (٢٠١٧) هم΄اران
مجله در کردند. تحلیل و مدل بندی را مختلف سنͬ گروه های در جداپذیر ‐زمانͬ فضایی مدل
مطالعه را پویا عفونͬ بیماری های در شده تکه تکه اثرات (٢٠١٧) هم΄اران و جاسینو ،Science

تحلیل آفریقا در را مالاریا کنترل در مختلف روش های اثر (٢٠١۵) هم΄اران و بات کردند.
و ΁شادی تا بود کلیدی ابزار ΁ی فضایی مدل بندی در INLA ظرفیت های همچنین، کردند.
کمتر قطر با ریز بسیار ذرات با محیط معرض در گرفتن قرار سراسری برآورد (٢٠١٨) هم΄اران
در پژوهش این به مربوط نتایج است. معروف PM٢٫۵ به که دهند ارائه را می΄رومتر ٢٫۵ از
بهداشت سازمان ارزیابی و (٢٠١٧ هم΄اران، و (گاکیدو بیماری جهانͬ مطالعه در ٢٠١۶ سال
استفاده مورد (٢٠١۶ سلامت، جهانͬ (سازمان محیط آلودگͬ از ناشͬ سلامتͬ خطر از جهانͬ

گرفت. قرار

مدل با مقایسه در خطͬ، عناصر با SPDE روش در گوسͬ تصادفͬ میدان بزرگ امتیاز ΁ی
از دلخواه زیرناحیه ΁ی در گوسͬ تصادفͬ میدان از انتگرال هایی که است این مترن، دقیق
ردیف هایی به عنوان که دهد نمایش ضرایب از خطͬ ترکیب به عنوان ͬ تواند م Dرا مطالعه فضای
هم توام، صورت به هم زمان، ͬ توان م که است معنͬ آن به این ͬ شود. م بیان ماتریس ΁ی از
این که بدون داد برازش هم با را مشب΄ه ای مشاهدات هم و (زمین آماری) نقطه ای مشاهدات
ͬ توان، م ویژگͬ این از .(٢٠١٧ (موراگا، برخورد مش΄ل به کوواریانس به مربوط محاسبات در
روان آب میزان و هواشناسͬ ایستگاه در باران بارش میزان همزمان مدل بندی در مثال، برای
برای را قطعیت عدم محاسبه همچنین، روش این کرد. استفاده رودخانه ها آبریز حوضه های از
لیندگرن و بولین و (٢٠١۵) لیندگرن و بولین که همان طوری ͬ سازد، م مقدور کانتور نقشه های
موارد بعضͬ در که است معنͬ این به مشب΄ه ای مشاهدات افزودن راحتͬ دادند. نشان (٢٠١٧)
فضایی مدل های در تا گرفت بهره ΃بی سی مدل جای به مدل این از ͬ توان م نیاز) صورت (در
طول در نواحͬ به مربوط مرزهای که فضایی‐زمانͬ مدل های و تغییر حال در اندازه های با

گذاشت. نمایش به را ͬ تری واقع وابستگͬ ساختار ͬ کند، م تغییر نظر مد زمانͬ بازه



مثال و شبیه سازی ΁کم به چندجمله ای و ͬ شده تک لوجیت روش های مقایسه
٨٧ واقعͬ

پیشین ها و پارامتربندی ٢ . ١ . ۵
هم΄اران و لیندگرن علت همین به دارند. مش΄لͬ تفسیرپذیری مترن تابع پارامترهای متأسفانه
r =

√٨ν/κ تجربی دامنه و σ کناری استاندارد انحراف روی بر پیشین توزیع تعریف (٢٠١١)
است. شده پیاده نیز R-INLA نرم افزاری بسته در توصیه این کردند. توصیه و پیشنهاد را
σ کرد، استخراج فضایی پارامترهای از نمونه چند بتوان اگر است. راحت پارامتر دو این تفسیر
ͬ کند. م متصل را بزرگ و ΁کوچ نواحͬ بین فواصل r و ͬ دهد م نشان را فضایی میدان تغییرات
پیشین های رهیافت اساس بر (٢٠١٧) هم΄اران و فلاگستمن به وسیله σ و r برای توأم پیشین
پیشین توزیع است. یافته توسعه (٢٠١٧ هم΄اران، و (سیمپسون جریمه شده٧ پیچیدگͬ با
اطلاعات برای .(٢٠١٨ هم΄اران، و (واکفید است بوده موفق کاربرد و عمل در پیشنهادی

کنید. مراجعه (٢٠١٧) هم΄اران و سیمپسون به پیشین ها این مورد در بیشتر

چندجمله ای و ͬ شده تک لوجیت روش های مقایسه ٣ . ۵
واقعͬ مثال و شبیه سازی ΁کم به

شبیه سازی مطالعه ٣ . ١ . ۵
چارچوب در چندجمله ای معمولͬ مدل با مقایسه در را پیشنهادی مدل عمل΄رد بخش این در
کار، این برای ͬ کنیم. م بررسͬ و مطالعه شبیه سازی ΁کم به زمین آماری داده های تحلیل
به جمعͬ پیش·وی کردیم. تولید تصادفͬ صورت به [٠, ١] × [٠, ١] ناحیه ΁ی در را نقطه ٢٠٠

صورت
µij = β٠j + β١jx١ij + β٢jx٢ij + u(sij), i = ١, . . . ,٢٠٠, j = ١,٢,٣

از آن تحقق های که است فضایی اثر u(sij) و رده ها تعداد J = ٣ آن در که شد، گرفته نظر در
تبیینͬ متغیرهای شدند. تولید κ = ٧ و ν = ١ ،σ٢ = ۵ واقعͬ پارامترهای با مترن میدان ΁ی
برای شبیه سازی تنظیمات که کنید دقت شدند. تولید استاندارد نرمال توزیع از نیز x٢ و x١
بنابراین کردیم. انتخاب گوشه رده به عنوان را اول رده شد. گرفته نظر در ی΄سان رده سه هر

β٠١ = β١١ = β٢١ = ٠, u(si١) = ٠.
و β١ = (١−,٠, ١),β٠ = (٠, ١, ١) به صورت را رگرسیونͬ ضرایب واقعͬ مقادیر قید این با
برآوردهای نسبی کارایی ارزیابی با را ͬ شده تک روش عمل΄رد گرفتیم. نظر در β٢ = (٠, ١, ١)
(وود، چندجمله ای مدل محدودشده٨ درستنمایی ماکسیمم برآورد به نسبت آن از حاصل

٧Penalized complexity (PC)
٨Restricted maximum likelihood estimate



زمین آماری فضایی چندجمله ای داده های برای ͬ شده تک لوجیت مدل ٨٨
روش در دادیم. قرار بررسͬ مورد است، محاسبه قابل mgcv نرم افزاری بسته در که (٢٠١١
ͬ شوند. م برازش اول با سوم رده و اول با دوم رده مقایسه شامل لوجیت مدل دو ͬ شده، تک
بسته پیش فرض پیشین های همان را مدل ها ابرپارامترهای و پارامترها برای پیشین توزیع های
و صفر میانگین با رگرسیونͬ پارامترهای برای نرمال پیشین های یعنͬ گرفتیم: نظر در R-INLA

کامل تر ارزیابی برای مترن. مدل ابرپارامترهای برای PC پیشین های و ١٠٣ بزرگ واریانس های
گرفتیم نظر در را حالتͬ اول سناریو در دادیم. قرار نظر مد را مختلف سناریو دو مدل، کارایی
فراوانͬ دوم، سناریوی در است. ٠٫٣۴ نسبت با نامتعادل رده ها به مربوط فراوانͬ آن در که
استنباط های از خلاصه ای ٢ . ۵ و ١ . ۵ جدول های شدند. انتخاب متعادل رده ها به مربوط
سناریوی دو برای را، مترن کوواریانس تابع پارامترهای و رگرسیونͬ ضرایب به مربوط پسینͬ
از حاصل برآوردهای دست رفته از کارایی میزان این، بر علاوه ͬ دهند. م نمایش شبیه سازی،
گزارش جدول ها این در که کردیم حساب چندجمله ای مدل به نسبت را ͬ شده تک لجیت مدل

فرمول های از دست رفته از کارایی میزان محاسبه برای شده اند.

MSE(β) =
K∑
k=١

(βℓj − β̂
(k)
ℓj )٢

K
, ℓ = ٠, ١,٢,

MSE(σ) =
K∑
k=١

(σ − σ̂(k))٢
,

K

MSE(r) =

K∑
k=١

(r − r̂(k))٢
K

,

تکرارهای تعداد K = ١٠٠ و هستند واقعͬ مقادیر r و σ ،β آن در که کرد، استفاده ͬ توان م
هستند محدودشده درستنمایی ماکسیمم برآوردهای r̂ و σ̂ ،β̂ همچنین است. شبیه سازی
(میانگین بیزی برآوردهای با را آن ها باید ͬ شده تک روش برآوردهای MSE محاسبه برای که

کرد. جای·زین پسینͬ)
تقریبا چندجمله ای ΁کلاسی مدل و ͬ شده تک لوجیت های بیزی مدل از حاصل برآوردهای
پارامترها همه کارایی به مربوط مقادیر کلͬ، حالت در هستند. ΁نزدی واقعͬ مقادیر به
اما ͬ رسد، م هم %٣۴ حدود به دست رفته از کارایی موارد بعضͬ در اگرچه هست. بالا
ذاتͬ شناسایی پذیری مش΄ل از دوری و ͬ شده تک لجیت های مدل برازش آسانͬ و دسترسͬ
خوبی به دست رفته از کارایی میزان این نادیده گرفتن برای را کافͬ انگیزه چندجمله ای، مدل
فراوانͬ اگر که است روشن نامتعادل، و متعادل فراوانͬ سناریوی دو با مقایسه در ͬ کند. م ایجاد
کمتر ͬ شده تک لوجیت های مدل برآوردهای کارایی دادن دست از میزان باشند، متعادل رده ها
برآورد ͬ شود. م دیده رده ها احتمال های برآورد در مشابهͬ روند است. نامتعادل حالت از
مقادیر به تقریبا که است شده داده نمایش ١ . ۵ ش΄ل در سناریو دو برای رده ها احتمال های

هستند. ΁نزدی واقعͬ



٨٩ زیرزمینͬ آب های کیفیت کاربردی: مثال
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رده به مربوط بالا ردیف (راست). متعادل و (چپ) نامتعادل سناریوهای در سوم و دوم رده های احتمال برآورد :١ . ۵ ش΄ل
است. سوم رده به مربوط پایین ردیف و دوم

برای چندجمله ای و ͬ شده تک لوجیت های مدل های در رگرسیونͬ ضرایب پسینͬ استاندارد) (انحراف میانگین :١ . ۵ جدول
نامتعادل. سناریوی

چندجمله ای
دست رفته از کارایی سوم رده دوم رده اول‐سوم تکͬ لوجیت اول‐دوم تکͬ لوجیت واقعͬ مقدار پارامتر

β٠١
٠٫١۶ ٠٫٩۵ (٠٫٠٩) ٠٫٨۵ (٠٫٠٨) ١ β٠٢
٠٫٢۴ ١٫٠١ (٠٫٠۴) ١٫١٩ (٠٫١١) ١ β٠٣

β١١
٠٫٣۴ −٠٫٩١ (٠٫٠٣) −٠٫٧۴ (٠٫٠۵) −١ β١٢
٠٫٢۶ ٠٫٩۶ (٠٫٠٨) ٠٫٨٢ (٠٫١١) ١ β١٣

β٢١
٠٫٢٨ ٠٫٩۵ (٠٫١٠) ١٫٢٠ (٠٫١۶) ١ β٢٢
٠٫٢۵ ٠٫٩٣ (٠٫٠۵) ١٫١۴ (٠٫١٢) ١ β٢٣
٠٫١۵ ٢٫١۴۴ ٢٫١٢٢ ٢٫۵۴٠ ٢٫٢١٩ ٢٫٢٣ σ

٠٫٢٢ ٠٫۴١ ٠٫۴٣ ٠٫۴٣ ٠٫٣۵ ٠٫۴ r

زیرزمینͬ آب های کیفیت کاربردی: مثال ۴ . ۵
است. نظر مورد گلستان استان در زیرزمینͬ آب های منابع کیفیت مدل بندی بخش، این در
سرتاسر در آب کیفیت مسئله است. شده داده نشان ٢ . ۵ ش΄ل در ایران نقشه در گلستان استان



زمین آماری فضایی چندجمله ای داده های برای ͬ شده تک لوجیت مدل ٩٠
برای چندجمله ای و ͬ شده تک لجیت های مدل های در رگرسیونͬ ضرایب پسینͬ استاندارد) (انحراف میانگین :٢ . ۵ جدول

متعادل. سناریوی
چندجمله ای

دست رفته از کارایی سوم رده دوم رده اول‐سوم تکͬ لوجیت اول‐دوم تکͬ لوجیت واقعͬ مقدار پارامتر
β٠١

٠٫١٧ ١٫٠١ (٠٫٠۴) ٠٫٩١ (٠٫١٠) ١ β٠٢
٠٫١٠ ١٫٠۵ (٠٫٠٨) ٠٫٩٨ (٠٫٠٩) ١ β٠٣

β١١
٠٫٠٩ −١ (٠٫٠٣) −٠٫٩۴ (٠٫٠٧) −١ β١٢
٠٫٢٣ ١٫٠١ (٠٫٠٨) ٠٫٩٢ (٠٫١١) ١ β١٣

β٢١
٠٫٢۶ ٠٫٩٣ (٠٫١٠) ١٫٠٩ (٠٫١١) ١ β٢٢
٠٫١۵ ٠٫٩۵ (٠٫٠٣) ١٫٠٠ (٠٫١٢) ١ β٢٣
٠٫٢١ ٢٫١۵ ٢٫٠١ ٢٫٢٩ ٢٫١١ ٢٫٢٣ σ

٠٫١٢ ٠٫٣٨ ٠٫٣٩ ٠٫۴١ ٠٫٣٨ ٠٫۴ r

از جغرافیایی مسائل سایر از برخͬ و آب کمبود به دلیل ایران عزیزمان کشور در به ویژه دنیا
گرایش مردم تا است شده موجب تازه آب وجود به نیاز همیشه و است برخوردار بالایی اهمیت
داده ها، این مدل بندی و تحلیل از اولیه هدف باشند. داشته زیرزمینͬ آب های سمت به فراوانͬ
را مفیدی اطلاعات بتوان تا است آن کیفیت و آب در موجود عناصر بین رابطه ای کردن پیدا

کرد. فراهم آب آینده برنامه ریزی و مدیریت برای

ایران. نقشه در هاشورخورده ناحیه گلستان: استان :٢ . ۵ ش΄ل

استان از بزرگͬ بخش در آب چاه های و چشمه ها شامل م΄انͬ موقعیت ١۵٨ از داده ها
آب کیفیت سنجش ایستگاه های شامل ،ͽواق در موقعیت ها، این شده اند. گردآوری گلستان
است. شده ͽواق خزر دریای کنار در مربع کیلومتر ٢٠٣۶٧ مساحت به گلستان استان هستند.

است. کشور مهم مناطق از صنعتͬ هم و کشاورزی نظر از هم استان این
استاندارد، و معمول شاخص ΁ی زیرزمینͬ آب های کیفیت سنجش و اندازه گیری برای
اندازه گیری (ال΄ترود) فلزی صفحه دو بین ال΄تری΄ͬ جریان عبور با که است ال΄تری΄٩ͬ رسانایی
تأثیر تحت و ͬ شود م اندازه گیری ͬ متر سانت هر در می΄رومز١٠ حسب بر متغیر این ͬ شود. م

٩Electrical Conductivity (EC)
١٠Micromhos



٩١ زیرزمینͬ آب های کیفیت کاربردی: مثال
در مواد این مقدار هرچه ͽواق در است. سدیم و منیزیم سولفات، کلوراید، مانند جامد مواد
استاندارد ΁ی بر بنا است. پایین تر آب کیفیت نتیجه در و بیشتر EC مقدار باشند، بیشتر آب
(لیوز، است می΄رومز ٨٠٠ از کمتر EC مقدار دارای آشامیدن مناسب آب جهانͬ، پذیرفته شده
متفاوت، اقلیم های اساس بر آن EC مقدار تغییر و زیرزمینͬ آب های طبیعت به دلیل .(٢٠٠٣
تغییرات گرفتن نظر در آن، بر انسان ها رفتار تأثیر و آن در متفاوت املاح و جامد مواد وجود
ͬ شود م درک هم بیشتر ضرورت این اهمیت است. ضروری امری آب کیفیت تحلیل در فضایی
زیر نتایج به فضایی مدل های اساس بر آب کیفیت درست تحلیل و مدل بندی بدانیم که وقتͬ

ͬ شود: م منتهͬ
یا آشامیدن برای آب خیز نقاط از استفاده در مردم عموم به ͬ بخشͬ آگاه و اطلاع رسانͬ •

دی·ر. مصارف
آن به مربوط برنامه ریزی های و آب مدیریت برای مفید اطلاعات تولید •

آب کیفیت میزان بر زیاد تأثیر با جامد مواد شناسایی •
مشاهدات رده آن در که کردیم استفاده EC از آب کیفیت رده بندی برای مطرح شده، اهداف با

شدند: تعریف زیر به صورت رده سه برای ،(٢٠٠٣) لیوز اساس بر ،(ͺپاس (متغیر
٠ < EC < ٨٠٠ شرب: قابل آب .١

٨٠٠ < EC < ٢۵٠٠ کشاورزی: برای مناسب ولͬ شرب برای نامناسب کیفیت .٢
EC > ٢۵٠٠ صنعتͬ: اهداف برای فقط مناسب کیفیت .٣

بنابراین، کرد. شناسایی را آن در موجود عناصر ابتدا در باید آب کیفیت مدیریت و کنترل برای
که دهیم قرار بررسͬ مورد را شده اند اندازه گیری خاک در که عناصری به مربوط اثرات باید
میانگین متغیر هر برای ثبت شده مقادیر شده اند. گزارش ٣ . ۵ جدول در عناصر این از خلاصه ای

است. سال در
گلستان استان آب داده مجموعه در موجود تبیینͬ متغیرهای :٣ . ۵ جدول

واحد نماد تبیینͬ متغیر
L١ mg k پتاسیم
L١mg hco٣ بی کربنات
L١mg cl کلوراید
L١mg na سدیم
L١mg th کل سختͬ
L١mg tds محلول شده جامدات کل



زمین آماری فضایی چندجمله ای داده های برای ͬ شده تک لوجیت مدل ٩٢

پارامتر برآورد و مدل بندی ١ . ۴ . ۵
صورت به آن در جمعͬ پیش·وی که داریم فضایی چندجمله ای مدل ΁ی داده ها تحلیل برای

ηij = β٠j +
۶∑

k=١
βkjxkij + u(sij), i = ١, . . . , ١۵٨, j = ١,٢,٣

٣ . ۵ جدول در نوشته شده تبیینͬ متغیرهای همان رده ها، همه برای xkها، آن در که است،
آب پایین کیفیت بیانگر رده این زیرا گرفتیم، نظر در گوشه رده به عنوان را سوم رده هستند.
هستیم مایل دلیل همین به کشاورزی. برای نه و است مناسب آشامیدن برای نه که است
قابل کیفیت ͹سط دو بین ͬ شود م انجام ͬ شده تک لجیت های مدل توسط که مقایسه ای تا
توزیع های است. مناسب صنعتͬ مصارف برای فقط که باشد رده ای با کشاورزی قابل و شرب
تحلیل ΁ی با کردیم. انتخاب شبیه سازی مثال با مشابه را ͬ شده تک لوجیت های مدل پیشین
کل سختͬ و سدیم متغیر دو حضور تنها موثر، تبیینͬ متغیرهای انتخاب مورد در مقدماتͬ
لوجیت های بیزی مدل و چندجمله ای ΁کلاسی مدل برازش نتایج شد. تایید نهایی مدل در
هستند؛ هم شبیه تقریبا مدل دو در برازش نتایج شده اند. گزارش ۴ . ۵ جدول در ͬ شده تک
انحراف از کوچ΄تر موارد اکثر در ͬ شده تک لجیت های مدل در پسینͬ استاندارد انحراف مقادیر
نتیجه در است. چندجمله ای مدل در متناظر محدودشده) درستنمایی بر (مبتنͬ استاندارد
مدل بیزی اعتبار فواصل از پهن تر کمͬ چندجمله ای مدل در %٩۵ ΁کلاسی اطمینان فواصل
و سدیم تبیینͬ متغیر دو ضرایب داشتیم انتظار که همان گونه است. ͬ شده تک لوجیت های
فقط مصارف به (نسبت کشاورزی برای مناسب و شرب قابل کیفیت رده دو هر در کل سختͬ
یعنͬ هستند؛ آب کیفیت بر عامل دو این معکوس تاثر نشان دهنده که هستند منفͬ صنعتͬ)
ش΄ل های کرد. خواهد پیدا کاهش آب کیفیت شوند، بیشتر آب در متغیر دو این مقادیر چه هر
برای را متناظر معیار انحراف و فضایی اثرات پهنه بندی نقشه های ترتیب، به ،۴ . ۵ و ٣ . ۵
در نیز رده هر وقوع احتمال نقشه ͬ دهند. م نشان مطالعه مورد ناحیه در دوم و اول رده های

هستند. شبیه و رقابت قابل مدل دو از حاصل نتایج است. شده داده نمایش ۵ . ۵ ش΄ل
جنوبی و شرقͬ شمال نواحͬ در که ͬ یابیم م در ٣ . ۵ ش΄ل در فضایی اثر گرفتن نظر در با
و مرکزی نواحͬ در است. پایین شرب برای مناطق این آب کیفیت و است منفͬ فضایی اثر
بزرگ فضایی اثر دارای نواحͬ این زیرا یافت ͬ توان م بیشتر را شرب قابل کیفیت با آب شمالͬ،

ͬ کنند. م تایید را نتایج این نیز ۵ . ۵ ش΄ل در احتمال برآوردهای هستند. مثبت و

نتیجه گیری و خلاصه ۵ . ۵
لوجیت های مدل با زمین آماری نوع از فضایی چندجمله ای داده های بیزی تحلیل فصل این در
مقایسه ΁کلاسی چندجمله ای مدل با پیشنهادی مدل عمل΄رد و گرفت قرار نظر مد ͬ شده تک



٩٣ نتیجه گیری و خلاصه
کیفیت داده مجموعه برای مدل دو مترن کوواریانس پارامترهای و رگرسیونͬ ضرایب برآوردهای از خلاصه ای :۴ . ۵ جدول

گلستان. استان آب
دوم رده اول رده

CI ٩۵% استاندارد انحراف میانگین CI ٩۵% استاندارد انحراف میانگین مدل
ͬ شده تک لوجیت

(٠٫١٠,۴٫٢٢) ٠٫٠۶ ٢٫۶۴ (٢٫١٣,۴٫٢٧) ٠٫٠٩ ٣٫١٩ مبدأ از عرض
(−٠٫٠٠٢−,٠٫١١) ٠٫٠٧ −٠٫٠۵١ (−٠٫٠٠٨−,١٫٠١) ٠٫٠٨ −٠٫٠٣ na
(−٠٫٩۶,−٠٫٠١) ٠٫١۵ −٠٫۴٣ (−٠٫٣١−,٠٫٨١) ٠٫١۶ −٠٫۶٢ th
(١٫٢٣, ١٣٫۵۶) ٠٫١۵ ٧٫٣٢ (٢٫٢١,٨٫۵٩) ٠٫٢١ ۶٫٢٣ σ

(٠٫۶٣,٢٫٣١) ٠٫١۶ ١٫٢١ (٠٫٠١, ١٫٣٩) ٠٫١۵ ٠٫٧١ r

چندجمله ای
(٠٫٣٣,٢٫۵١) ٠٫١١ ١٫٨٢ (٢٫۵۵,۶٫٩٣) ٠٫١٢ ۴٫۶۶ مبدأ از عرض

(−٠٫٠٣−,٠٫١٨) ٠٫١٣ −٠٫٠٧ (−٠٫١۵,−٠٫٠٠٧) ٠٫١١ −٠٫٠١١ na
(−٠٫۵٠٫١٢−,١) ٠٫١۴ −٠٫٣۵ (−٠٫٣١−,٠٫٩١) ٠٫١٩ −٠٫۶٩ th
(٠٫٠١, ١٢٫٩۶) ٠٫١٣ ۶٫٣٣ (١٫٢١,٩٫۴١) ٠٫١٢ ۵٫٢۴ σ

(٠٫١۶, ١٫۵٢) ٠٫٢٣ ٠٫٧۵ (٠٫٠٧, ١٫٣١) ٠٫٣١ ٠٫۶٨ r

ͬ شده تک لوجیت های مدل دو در دوم) (ردیف دوم رده و اول) (ردیف اول رده برای فضایی اثر پسینͬ میانگین :٣ . ۵ ش΄ل
راست). (سمت چندجمله ای و چپ) (سمت

مدل آسان، برازش با کارا مدل ΁ی داشتن و مدل پیچیده ساختار از دوری برای ͽواق در شد.
با کردیم. استفاده INLA روش از مدل برازش برای کردیم. پیشنهاد را ͬ شده تک لوجیت های
سادگͬ با همچنان و کرد مدل وارد را ناخطͬ اثرات حتͬ ͬ توان م مدل بندی این از استفاده
قابلیت بیزی روش به مربوط نرم افزاری بسته های از خیلͬ که آن جایی از شد. روبرو برازش
مورد حافظه و محاسباتͬ زمان یا ندارند، را ساختار این با چندجمله ای مدل از بهره مندی
مقایسه برای ناچار به ندارند را SPDE روش به کارگیری قابلیت یا است، حجیم آن ها در نیاز



زمین آماری فضایی چندجمله ای داده های برای ͬ شده تک لوجیت مدل ٩۴

لوجیت های مدل دو در دوم) (ردیف دوم رده و اول) (ردیف اول رده برای فضایی اثر پسینͬ استاندارد انحراف :۴ . ۵ ش΄ل
راست). (سمت چندجمله ای و چپ) (سمت ͬ شده تک

بهره mgcv نرم افزاری بسته در محدودشده برآورد روش از چندجمله ای مدل با پیشنهادی مدل
کردیم. محاسبه نیز را برآوردها کارایی مشاهده شده، نتایج ͬ تر جزئ مقایسه برای گرفتیم.
از کارایی میزان یافتیم. واقعͬ مقادیر به ΁نزدی و ی΄دی·ر به ΁نزدی را مدل دو از حاصل نتایج
مدل برازش در پیش رو ͬ های سخت گرفتن نظر در با ͬ شده تک لوجیت های مدل در دست رفته
طرفͬ از است. چشم پوشͬ قابل مناسب، نرم افزاری بسته های نبودن دسترس و چندجمله ای
پیشرفت با امروزه ما باور در ندارد. وجود نیز چندجمله ای مدل ذاتͬ شناسایی پذیری مش΄ل
آمار رشته در لزوماً که افرادی از بسیاری داده ها علم و ماشین یادگیری همچون علومͬ در
و کدنویسͬ دانش و ،΁ژئوفیزی و اقتصاد، اجتماعͬ، علوم رشته های متخصصان مثل نیستند،
ندارند، را ال·وریتم ها مستقیم به کارگیری در لازم توانایی شاید حتͬ و دارند، محدودی ریاضͬ
افزایش و ͬ شده تک لجیت های مدل به کارگیری با که دارند ساختار این با داده ها تحلیل به نیاز
فراهم را زمینه این در مناسب بستری تا بود خواهند قادر INLA روش ΁کم به آن کارایی
داده مجموعه تحلیل برای را آن کاربست مدل، کارایی بیشتر ارزیابی برای نیز، پایان در آورند.

دادیم. نشان گلستان استان در آب کیفیت به مربوط واقعͬ



٩۵ نتیجه گیری و خلاصه

(سمت ͬ شده تک لوجیت های مدل دو در دوم) (ردیف دوم رده و اول) (ردیف اول رده برای احتمال برآوردهای :۵ . ۵ ش΄ل
راست). (سمت چندجمله ای و چپ)





۶ فصل
چندجمله ای داده های مدل بندی

فضایی‐زمانͬ
چندجمله ای مدل ΁ی در را فضایی‐زمانͬ وابستگͬ ساختار تا کردیم سعͬ فصل این در
مدل با را فضایی‐زمانͬ چندجمله ای داده های و کنیم تعبیه جمعͬ‐رگرسیونͬ ساختار با
نگاه این ͬ کنیم. م استفاده INLA تقریبی روش از مدل برازش برای کنیم. تحلیل پیشنهادی
در است. نشده استفاده سایرین توسط تاکنون داریم، خبر که جایی تا چندجمله ای، مدل برای
صفر با برابر مجموع و گوشه رده قیدهای از مدل شناسایی پذیری مش΄ل ͽرف برای نیز این جا
تشریح را فضایی‐زمانͬ متقابل اثر انواع کردن وارد نحوه ابتدا ادامه، در ͬ کنیم. م استفاده

ͬ کنیم. م

فضایی‐زمانͬ اثر ١ . ۶
ذخیره  و رسانͬ به روز در ابزار این کارایی همچنین و داده ها ثبت فنون و ابزار پیشرفت امروزه
تحلیل و بررسͬ برای افراد تا است شده موجب طولانͬ، زمانͬ فاصله با حجیم داده های کردن
به وابسته علوم و زمین شناسͬ بوم شناسͬ، پزش΄ͬ، مانند مختلف علوم در پدیده هایی آماری
در دهند. نشان خود از بیشتری علاقه وابسته اند، م΄ان به هم و زمان به هم که خاک و آب
زمین کره آینده برنامه ریزی های برای آماری دست آوردهای انتشار از ͬ توانند م آن ها نتیجه،
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گیرند. بهره

مختلف، علوم در و داده ها تحلیل در چندجمله  ای مدل اهمیت و ویژه جای·اه به توجه با
وابستگͬ گرفتن نظر در با را فضایی‐زمانͬ چندجمله ای داده های کاراتر تحلیل تا شدیم آن بر
ICAR مدل از قبل فصل های مشابه فضایی، اثر برای دهیم. قرار نظر مد آن ها فضایی‐زمانͬ

کرد. استفاده ͬ توان م چ·ال پیوسته ناحیه ΁ی برای SPDE مدل و گسسته ناحیه ΁ی در
مرور ΁ی برای شد. معرفͬ ٣ . ۶ . ١ بخش و اول فصل در داده ها در فضایی‐زمانͬ ساختار
فضایی‐زمانͬ اثر به زمانͬ اثر افزودن با و راحتͬ به ͬ توان م را فضایی اثر گفت، ͬ توان م ساده

صورت به فضایی‐زمانͬ فرآیند ΁ی داد. توسعه
Y (s, t) ≡ {y(s, t), (s, t) ∈ D ⊂ R٢ × R+}

مشاهده زمانͬ نقطه T و فضایی) (نقطه فضایی م΄ان n در ͬ کنیم م فرض آن در که است،
دارای که ͬ گیرند م نظر در فرآیند این برای را گوسͬ تصادفͬ میدان افراد معمولا است. شده
زمین آماری، نوع از ͬ توانند م داده ها حالت، این در است. C((s, t), (s′, t′)) کوواریانس ماتریس
خاص، به طور فصل، این در باشند. فضایی نقطه ای ال·وهای یعنͬ سوم نوع یا مشب΄ه ای
مربوط دقت ماتریس دو مدل بندی حالت، این در ͬ گیریم. م نظر در را مشب΄ه ای داده های
مدل های هستند. مطرح زمانͬ اثر به مربوط دقت ماتریس و م΄ان ها همسای·ͬ ساختار به
.(٢٠١١ کرسͬ، و (وی΄ل شده اند معرفͬ فضایی‐زمانͬ پدیده های مدل بندی برای مختلفͬ
در راه ها از ی΄ͬ است. زمانͬ و فضایی اثر دو بین متقابل اثر گرفتن نظر در راه، راحت ترین
و بنتیو (مارتینز است زمان طول در اول مرتبه اتورگرسیو و فضا بین متقابل اثر گرفتن نظر
٢٠١٢؛ هم΄اران، و رویز ٢٠١۴؛ هم΄اران، و راشورس ٢٠٠٩؛ فرینو، و ویوار ٢٠٠٨؛ هم΄اران،
به عنوان زمان و فضا به مطالعات این از هیچ کدام وجود، این با .(٢٠١۵ هم΄اران، و بلانجیاردو
قوت به اصلͬ اثرهای آن در که کرد معرفͬ را مدلͬ ،(٢٠٠٠) نور‐هلد نکرده اند. توجه اصلͬ اثر
جزئیات زیر در ͬ کند. م لحاظ متقابل اثر نوع چهار نیز فضایی‐زمانͬ مولفه برای و دارند حضور

ͬ کنیم. م تشریح را آن ها از بیشتری

فضایی‐زمانͬ ذاتͬ متقابل اثرات ١ . ١ . ۶
صورت به را خطͬ پیش·وی فضا، و زمان متقابل اثرات درباره بیشتر توضیح برای

ηit =

l∑
k=١

xkitβk + uit + νit + δit, i = ١, . . . , n, t = ١, . . . , T, (١ . ۶)

فضایی مدل دسترس، در داده های نیاز اساس بر و (٢٠٠٠) نور‐هلد همانند ͬ گیریم. م نظر در
نظر در را (١ . ۶) در ͬ شده معرف جمعͬ‐ساختاری پیش·وی ͬ گیریم. م نظر در ΃بی سی مدل را
فرض است. فضایی‐زمانͬ اثر δ و زمانͬ اثر نشان دهنده ν فضایی، اثر بیانگر u مولفه ب·یرید.
τuRu دقت ماتریس های و صفر میانگین با گوسͬ توزیع دارای تصادفͬ اثرات همه ͬ کنیم م
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ترتیب به Rδ ،Rν ،Ru و τδ ،τν ،τu آن در که است، δ برای τδRδ و ν برای τνRν ،u برای
هستند. فضایی‐زمانͬ و زمانͬ فضایی، اثرات با متناظر دقت ماتریس های و دقت پارامترهای
دقت ماتریس و زمانͬ اثر دقت ماتریس کرونه کر حاصلضرب به عنوان ͬ توان م را Rδ این جا، در

نوشت. فضایی اثر

اصلͬ اثرات ١ . ٢ . ۶
H آن در که نوشت، Rν = H̃ − H صورت به ͬ توان م را ،ν زمانͬ، اثر برای ساختار ماتریس
ͽجم با برابر قطر روی عناصر با قطری ماتریس ΁ی H̃ و زمانͬ اثر همسای·ͬ ساختار ماتریس
اثر مدل بندی برای را اول مرتبه تصادفͬ زدن قدم مدل این جا، در است. H ماتریس ردیف

با است برابر آن دقت ماتریس که ͬ گیریم م نظر در زمانͬ

Rν =



١ −١
١ ٢ −١

... ... ...
−١ ٢ −١

−١ ١


=



١
٢

...
٢

١


−



١
١ ١

... ...
١ ١

١


.

که نوشت Ru = G̃−G صورت به ͬ توان م نیز را فضایی اثر برای دقت ماتریس مشابه، به طور
عناصر با فضایی همسای·ͬ ساختار ماتریس G آن در

Gij =

 ١ j ∼ i

٠ جاها ,بقیه
است. G ماتریس ردیف ͽجم با برابر قطر روی عناصر با قطری ماتریس ΁ی G̃ و است

فضایی‐زمانͬ متقابل اثرات ١ . ٣ . ۶
نور‐هلد ،(١٩٩۶) هم΄اران و کلیتون اساس بر مشب΄ه ای فضایی اثر با داده های تحلیل در
نظر در طوری را فضایی‐زمانͬ کوواریانس ماتریس ،(٢٠١۵) هم΄اران و بلانجیاردو و (٢٠٠٠)
دقت ماتریس و فضایی اثر دقت ماتریس کرونه کر حاصلضرب از و باشد جداپذیر که ͬ گیریم م

هستند. تعریف قابل زیر صورت به اثر این از نوع چهار کلͬ، حالت در آید. به دست زمانͬ اثر
آن گاه باشند، غیرساختاری زمانͬ و فضایی اثر دو اگر اول: نوع فضایی‐زمانͬ اثر .١

Rδ = Ru ⊗Rν = I⊗ I = I.

زمانͬ اثر با را غیرساختاری فضایی اثر حالت، این در دوم: نوع فضایی‐زمانͬ اثر .٢
صورت به فضایی‐زمانͬ اثر ساختاری ماتریس بنابراین، ͬ کنند. م ترکیب ساختاری

Rδ = Ru ⊗Rν = I⊗Rν ,
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ناحیه ΁ی از زمانͬ روند اما ندارد وجود فضا در ساختاری نوع، این در ͬ شود. م بازنویسͬ

ͬ کند. م فرق دی·ر ناحیه به
دارد وجود فضایی اثر در ساختار متقابل، اثر نوع این در سوم: نوع فضایی‐زمانͬ اثر .٣

پس است. غیرساختاری زمانͬ اثر اما
Rδ = Rν ⊗Ru

حقیقت در .Rν = I و است ΃بی سی مدل همسای·ͬ ساختار ماتریس Ru آن در که
اثر این که بدون است متفاوت دی·ر زمانͬ نقطه تا زمانͬ نقطه ΁ی از فضایی ناهم·نͬ

باشد. ساختاری زمانͬ
نوع از فضایی اثر و زمانͬ اثر دقت ماتریس دو هر نوع، این در چهارم: نوع فضایی اثر .۴
با است برابر فضایی‐زمانͬ اثر ساختاری ماتریس بنابراین، ͬ شوند. م فرض ساختاری
فضایی‐زمانͬ متقابل اثر نوع پرکاربردترین و پیچیده ترین چهارم نوع .Rδ = Ru ⊗Rν

صورت به نوع این در دقت ماتریس است.
τδRν ⊗Ru = τδ(H̃−H)⊗ (G̃−G)

= τδ(H̃⊗ G̃− H̃⊗G−H⊗ G̃+H⊗G), (٢ . ۶)
ضرب از مولفه هایش که است قطری ماتریس ΁ی (٢ . ۶) جمله اولین ͬ آید. م به دست
شامل دوم جمله ͬ شوند. م نتیجه زمانͬ همسایه های تعداد در فضایی همسایه های تعداد
همچنین، شده اند. وزن دار زمانͬ همسایه های تعداد با که هستند فضایی همسایه های
شده اند. وزن دار فضایی همسایه های تعداد با که هستند زمانͬ همسایه های سوم جمله

است. فضایی‐زمانͬ همسای·ͬ ساختار هم جمله آخرین
را صفر با برابر مجموع قید باید (٢٠٠٠) نور‐هلد بر بنا فضایی‐زمانͬ، اثر کردن پیاده برای
برای دارد. قید به نیاز شناسایی برای و است ذاتͬ مدل زیرا ب·یریم. نظر در نیز اثر این برای

کنید. دنبال را زیر بخش بیشتر شرح

صفر فضای و قیدها ۴ . ١ . ۶
متقابل اثرات به مربوط قیدهای به و ͬ کنیم م شروع اصلͬ اثرات به مربوط قیدهای توجیح از
IGMRF ΁ی دقت ماتریس ،(٢٠٠۵) هلد و رو اساس بر ͬ رسیم. م چهارم و سوم دوم، نوع
پررتبه ماتریس این دادیم. نشان ساختاری ماتریس در دقت پارامتر ضرب با را اول مرتبه
است. بعدی ΁ی آن در صفر فضای که معنͬ این به دارد؛ ΁ی با برابر رتبه ای کمبود و نیست
متناظر ویژه بردار عناصر همه دارد. صفر با برابر ویژه مقدار ΁ی آن دقت ماتریس نتیجه، در
به ویژه بردار عناصر که مقداری سوم) (فصل (٢٠٠۵) هلد و رو بر بنا دارند. ی΄سانͬ مقدار هم
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ͬ گیریم، م نظر در را ١

n١ بردار این جا در بنابراین باشد. ΁ی ͬ تواند م ͬ دهد، م اختصاص خود
راه ΁ی شد، اشاره نیز چهارم فصل در که همان گونه هاست. ١ از برداری ١ از منظور آن در که
کنیم اضافه IGMRF فرایند دقت ماتریس عناصر به کوچ΄ͬ مقدار که است این کابردی حل
صفر، با برابر مجموع قید ΁کم به که است این دی·ر راه شود. عوض آن چ·الͬ این که بدون

کنیم. شناسایی پذیر را فرآیند
ماتریس است. ν مانند اول مرتبه IGMRF ΁ی δ در زمانͬ فرآیند دوم، نوع متقابل اثر برای
کمبود همه بنابراین، است. n بعد با همانͬ ماتریس ΁ی I آن در که است، Rν⊗I نیز ساختاری
زمانͬ اثر دقت ماتریس صفر فضای کرونه کر ضرب با است برابر صفر فضای است. n با برابر رتبه

یعنͬ n؛ بعد با همانͬ ماتریس در
W٢ =

١
n

١T×١ ⊗ In.

زمانͬ فرآیند n از کدام هر یا ناحیه ΁ی برای کدام هر صفر، با برابر مجموع قید n به بنابراین
داریم. نیاز

δ بنابراین ͬ دهد. م اختصاص فضایی میدان ΁ی t زمانͬ نقطه هر به سوم نوع متقابل اثر
فضای و است T برابر نیز IT ⊗Ru رتبه کمبود است. u مانند فضایی اول مرتبه IGMRF ΁ی

صفر،
W٣ = IT ⊗ ١

T
١n×١

است. فضایی میدان T از کدام هر برای صفر با برابر مجموع قید بنابراین، است.
این در رتبه کمبود است. زمانͬ و فضایی جهت دو در IGMRF ΁ی چهارم نوع متقابل اثر
برابر مجموع قید به نیاز زمانͬ فرآیند n برای ساده، بیان به زیرا است؛ n+T − ١ با برابر حالت
دی·ر، طریقͬ به زمانͬ. نقطه T −١ از ΁ی هر در فضایی میدان برای همین طور و داریم صفر با
برابر مجموع در که داریم نیاز دوم نوع اثر برای nتا و سوم نوع اثر برای قید T −١ گفت ͬ توان م
آن برازش سپس و چندجمله ای مدل در فضایی‐زمانͬ اثر کردن وارد برای .n+T −١ با است
ͬ گیریم م نظر در طوری را رده ها ͬ کنیم. م استفاده MP تبدیل از دوباره ،INLA روش ΁کم به
فضایی‐زمانͬ داده های تحلیل در که چرا باشد؛ فراوانͬ دارای چهارم فصل همانند ͺپاس که
برطرف برای ما حل راه برخوردارند. فراوانͬ از اغلب که هستیم روبرو چندجمله ای داده های با
صفر با برابر مجموع قید کردن اضافه فضایی‐زمانͬ، حالت در شناسایی پذیری مش΄ل شدن
INLA محدود نسبتاً توانایی که داریم مدل در زیادی قیدهای صورت، این  در است. مدل به

ͬ کند. م روبرو چالش با را ما قیدها به کارگیری در
در که گرفت، به کار مدل در را Aχ = e صورت به خطͬ قیدهای ͬ توان م INLA روش در
برابر A ماتریس ردیف و e بردار طول است. گوسͬ میدان ΁ی با پنهان مولفه های بردار χ آن
آن در n که O(nk٢) با است برابر INLA در قید k مثلا هزینه است. نیاز مورد قیدهای طول با
مرحله هر در هزینه این است. فضایی‐زمانͬ نقاط اندازه با برابر ما محاسبات در و نمونه اندازه
و پیچیدگͬ یابد، افزایش قیدها تعداد هرچه است بدیهͬ شود. تکرار باید INLA ال·وریتم از
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با INLA در قیدها به کارگیری برای متأسفانه بنابراین، رفت. خواهد بالاتر محاسباتͬ هزینه

دارد: وجود مش΄ل این از دوری برای راه دو کلͬ حالت در هستیم. مواجه مش΄ل
متفاوت پارامتربندی .١

پسین. توزیع نمونه های روی بر قیدها کردن پیاده .٢

اثرات در صفر با مساوی مجموع قید از دوری راه های ٢ . ۶
متقابل

ͬ کنیم. م بیان مش΄ل این ͽرف برای را خود پیشنهادی حل راه و موجود حل راه بخش این در
(١٩٩۶) کلیتون توسط بار اولین که است متفاوت پارامتربندی نوع ΁ی از استفاده اول حل راه
بیشتری جزئیات زیر در است. مدل برازش از بعد قید گرفتن نظر در دوم، حل راه شد. معرفͬ

ͬ کنیم. م تشریح را روش دو این از

متفاوت پارامتربندی ٢ . ١ . ۶
ͬ رود. م به کار باشیم، روبرو عاملͬ متغیرهای با که زمانͬ خطͬ رگرسیون در معمولا روش این
پایه ͹سط این با سطوح بقیه و ͬ شود م گرفته نظر در پایه به عنوان ͹سط ΁ی روش این در
پیشنهاد IGMRF بودن ذاتͬ از دوری برای را آن (١٩٩۶) کلیتون ͬ شوند. م تفسیر و مقایسه

کرد.
رتبه کمبود و Qx دقت ماتریس با اول مرتبه IGMRF ΁ی از تصادفͬ بردار ΁ی x کنید فرض
شد. خواهند صفر برابر x بردار از عنصر k متفاوت، پارامتربندی از استفاده دنبال به است. k
وقتͬ است. شدند، صفر که x از عناصری شناسایی برای k طول به بردار ΁ی I کنید فرض
شرط تحت باقیمانده عناصر شرطͬ توزیع دقت ماتریس آن گاه ͬ شود، م صفر x از عنصری که
΁ی x(I) کنید فرض حال .I ستون و I سطر بدون است قبلͬ دقت ماتریس همان x|xI = ٠
دقت ماتریس است. صفر برابر آن از ورودی عنصر I تعداد که باشد x بردار با طول هم بردار
ͬ توان م را Nx یعنͬ Qx صفر فضای است. x|xI = ٠ دقت ماتریس با برابر باقیمانده عناصر
΁ی ادامه در گرفت. به کار x|Nxx = ٠ صورت به قید کلͬ محاسبه در خطͬ ترکیب به عنوان

ͬ دهیم. م نشان اول مرتبه تصادفͬ زدن قدم مدل برای را ایده این از کاربرد

تصادفͬ زدن قدم مدل در متفاوت پارامتربندی
نظر در τνRν دقت ماتریس و ν = (ν١, . . . , νT )′ بردار با را اول مرتبه تصادفͬ زدن قدم مدل
مثلا ،ν عناصر از ی΄ͬ ،ν ′١ = ٠ یعنͬ صفر با مساوی مجموع قید از استفاده جای به ب·یرید.



١٠٣ متقابل اثرات در صفر با مساوی مجموع قید از دوری راه های
ماتریس که است گوسͬ توزیع ΁ی ،ν|νl = ٠ شرطͬ توزیع ͬ دهیم. م قرار صفر مساوی را νl
ستون و l ردیف که است اصلͬ اول مرتبه تصادفͬ زدن قدم فرآیند دقت ماتریس همان آن دقت
پارامتربندی شده مدل که است این کار این پیامد .(١٩٩۶ (کلیتون، باشد شده حذف آن l
اثرات حقیقت در ͬ کند. م مدل بندی را ν١ − νl, . . . , νT − νl تفاوت های ،ν(l) = (ν

(l)

١ , . . . , ν
(l)
T )′

این با نیست. خودش νl ͬ که حال در ͬ شوند، م منتقل νl١, . . . , ν
(l)

l−١, ν
(l)

l+١, . . . , ν
(l)
T به νl با اصلͬ

صورت به ν(l)t منتقل شده اثرات به وسیله را νt اصلͬ اثرات ͬ توان م وجود،

νt = ν
(l)
t − ١

T

T∑
t=١

ν
(l)
t

است. ν(l) روی تعریف شده خطͬ ترکیب ͽواق در که کرد، بازیابی

متقابل اثرات در متفاوت پارامتربندی
کنیم، پیاده فضایی‐زمانͬ متقابل اثرات برای را متفاوت پارامتربندی روش بتوانیم این که برای
سوم نوع متقابل اثر برای a فضایی نقطه ΁ی و دوم نوع متقابل اثر برای l زمانͬ نقطه ΁ی باید
͹سط به عنوان چهارم نوع متقابل اثر برای را a فضایی نقطه ΁ی و l زمانͬ نقطه ΁ی همزمان و
به زمانͬ اثر حالت همانند دوم نوع متقابل اثر برای خطͬ ترکیبات بنابراین کنیم. انتخاب پایه

صورت
δit = δ

(l)
it − ١

T

T∑
t=١

δ
(l)
it ,

ͬ توان م سوم نوع اثر برای مشابه به طور .δ(l)it = ٠ آن گاه باشد، t = l اگر ͬ شود. م بازنویسͬ
نوشت

δit = δ
(a)
it − ١

n

n∑
i=١

δ
(a)
it .

بنابراین ب·یریم. نظر در را زمان و فضا جهت دو هر باید چهارم نوع اثر برای

δit = δ
(a,l)
it − ١

n

n∑
i=١

δ
(a,l)
it − ١

T

T∑
t=١

δ
(a,l)
it +

١
nT

n∑
i=١

T∑
t=١

δ
(a,l)
it .

اساس بر و اصلͬ اثرات دقت ماتریس صفر فضای روی از بالا روابط که باشید داشته توجه
آمده اند. به دست (١٩٩۶) کلیتون

زیرا داشت، نگه بسته را ما بال و دست همچنان ما کار در ایده این به کارگیری متأسفانه
بر افزون باشد. شده عوض آن ترکیب نوع چه اگر هستیم رو به رو زیادی قیدهای با همچنان
فردی اگر یعنͬ این ͬ شود. م تکرار رده سه برای چندجمله ای مدل در قیدها این همه این،
را برابر سه یعنͬ ٣٠٠٠ حجم به داده ای مدل عمل در باشد، داشته ١٠٠٠ مثلا حجم به داده ای
نیز رده ها تعداد افزایش با حجم این ͬ شود. م تکرار آن در قیدها این همه که ͬ دهد م برازش



فضایی‐زمانͬ چندجمله ای داده های مدل بندی ١٠۴
است. شبیه شب کابوس به عزیز، ماریای نروژی ام، دوست قول به که چیزی ͬ یابد. م افزایش
دلخواه نتایج به را ما نیز پایین شبیه سازی شده داده حجم با آن اجرای که است ذکر به لازم

نرساند!

پسین توزیع نمونه های روی بر قیدها کردن پیاده ٢ . ٢ . ۶
همچنین است. Q دقت ماتریس با گوسͬ توزیع دارای Y کنید فرض ایده این تشریح در
ͽرف یا مدل بودن ذاتͬ ͽرف برای ͬ توانند م قیدها است. قیدها تعریف ماتریس A کنید فرض
انجام را زیر مراحل ،Q وارون پذیری فرض با باشند. مدل  پارامترهای شناسایی پذیری مش΄ل

ͬ دهیم: م

پسین. توزیع از نمونه تولید و قیدها بدون مدل برازش .١

پسینͬ. تولیدشده نمونه های روی بر قیدها کردن پیاده .٢

ͬ گیریم. م به کار ΁کلاسی زمانͬ مدل ΁ی روی بر را روش این ابتدا

معادله با ΁کلاسی مدل ΁ی کنید فرض .٢ . ١ . ۶ مثال

yi = α+ xi + ϵi,

دارای نیز ϵi مؤلفه ͬ کند. م پیروی اول مرتبه تصادفͬ قدم زدن مدل ΁ی از x آن در که داریم
ترکیب از دوری برای است. مشاهده هر ازای به متفاوت دقت و صفر میانگین با نرمال توزیع
حجم به نمونه ای مدل، این از ب·یریم. نظر در را ∑

i xi = ٠ قید باید α مبدأ از عرض با x شدن
برابر نیز را α مقدار گرفتیم. نظر در ٠٫١√

exp(N(n,١,٣)) صورت به را ϵi جمله دقت کردیم. تولید ۴٠
پیشین های و دقت ماتریس در رتبه کمبود گفتن نظر در با را مدل ابتدا بنابراین گرفتیم. ΁ی با
١٠٠٠ اندازه به حاصل پسین نمونه های از خروجͬ در و دادیم برازش R-INLA بسته پیش فرض
دلخواه قید به آن کردن پیاده با تا کردیم طراحͬ گونه ای را A ماتریس سپس کردیم. جدا نمونه
شده گزارش ١ . ۶ جدول در اول نمونه چند برای اعشار رقم چهار تا حاصل خروجͬ برسیم.
΁نزدی خیلͬ شبیه سازی شده مقادیر به برآوردشده مقادیر است، مشهود که همان طور است.

ͬ گیریم. م پی آن در را روش این اجرای و ͬ گردیم برم اصلͬ مدل به بنابراین، هستند.

متقابل اثرات به کارگیری اهمیت به خاطر روش این به کارگیری اهمیت که باشید داشته توجه
فقط (MCMC روش های ΁کم به (حتͬ افراد تاکنون که است چندجمله ای داده های تحلیل در
نیست! توجه مورد رو این از و ندارد ساختاری هم آن که شده اند اول نوع اثر از استفاده به موفق



١٠۵ شبیه سازی مطالعه
.٢ . ١ . ۶ مثال در شبیه سازی شده مقادیر با برآوردشده معیار انحراف و میانگین مقایسه :١ . ۶ جدول

برآوردشده استاندارد انحراف شبیه سازی شده استاندارد انحراف برآوردشده میانگین شبیه سازی شده میانگین
١٫۵١۵٨ ١٫۴٩٧۵ −١۶٫٧٩٩٧ −١۶٫٧٩٩۵
١٫۵١۵٨ ١٫۴٩٧۶ −١۴٫۴٨۶٢ −١۴٫۴٨۶١
١٫۵١۵٨ ١٫۴٩٧٧ −١٣٫٧١١٩ ١٣٫٧١١٧
١٫۵١۵٧ ١٫۴٩٧۵ −١٢٫۶۵۶۴ −١٢٫۶۵۶٣
١٫٢٣٣٣ ١٫٢٣٩١ −١٢٫۵٨٠٨ −١٢٫۵٨۵٨
١٫٢٣٣٨ ١٫٢۴٠١ −١١٫٣٩٨٣ −١١٫۴٠٣٠
١٫٢٣٣٣ ١٫٢٣٩٢ −١٠٫۵۵٩٢ −١٠٫۵۶۴٣
١٫٢٣٣٣ ١٫٢٣٩٢ −٩٫۵۵١٩ −٩٫۵۵۶٩
١٫٢٣٣٢ ١٫٢٣٩٣ −٨٫۶۵٢٣ −٨٫۶۵٧۴
٠٫٩٩٩٠ ١٫٠٠٠٣ −٨٫۵۶٩٧ −٨٫۵٧٠٨
٠٫٩٩٨٣ ٠٫٩٩٩۵ −٧٫۵٢١۶ −٧٫۵٢٢۵
٠٫٩٩٨٣ ٠٫٩٩٩۶ −۶٫۶۴۴٧ −۶٫۶۴۵۶
٠٫٩٩٨٣ ٠٫٩٩٩۴ −۵٫۵٣٢٩ −۵٫۵٣٣٧
٠٫٩٩٨٣ ٠٫٩٩٩۵ −۴٫۴۵١۴ −۴٫۴۵٢٣
٠٫٨۵٨٢ ٠٫٨۵٠٠ −۴٫۴١٠٨ −۴٫۴٢۶٣
٠٫٨۵٨٧ ٠٫٨۵٠٨ ٣٫۵۵١۴ −٣٫۵۶۶٣
٠٫٨۵٨٠ ٠٫٨۴٩٩ −١٫٩٩٩٩ −٢٫٠١۵٢
٠٫٨۵٨٢ ٠٫٨۵٠١ −٠٫٨٨۶٣ −٠٫٩٠٢٠
٠٫٨۵٨٠ ٠٫٨۴٩٩ ٠٫٠٢٠٣ ٠٫٠٠۴٩
٠٫٨۵٠١ ٠٫٨۵۴۴ ٠٫١٠١٢ ٠٫١٠٠٧
٠٫٨۵٠١ ٠٫٨۵۴۵ ١٫٠۵٣۴ ١٫٠۵٢٩
٠٫٨۵٠١ ٠٫٨۵۴۵ ١٫٩٧٧١ ١٫٩٧۶۶
٠٫٨۵٠۶ ٠٫٨۵۵١ ٣٫٢٢٧٢ ٣٫٢٢۶٧
٠٫٨۵٠٢ ٠٫٨۵۴۶ ٣٫٨٣١٩ ٣٫٨٣١٢
١٫٠٢٣٣ ١٫٠١۶٢ ۴٫٧٣٣۴ ۴٫٧٣۵٧

شبیه سازی مطالعه ٣ . ۶
درستنمایی تابع با (٢ . ۴) مدل از را داده ها بخش، این در ارایه شده شبیه سازی مطالعه در

جمعͬ پیش·وی گرفتن نظر در با (١ . ۴)
ηijt = xijtβj + uijt + νijt + δijt, i = ١, . . . , n, t = ١, . . . , T, j = ١, . . . , J, (٣ . ۶)

تمرکز و مدل سب΄ͬ برای شدند. انتخاب J = ٣ و n = ١۵ ،T = ۵ آن در که کردیم، تولید
زیر ترتیب به را رده سه برای زمان اثر کردیم. حذف را مبدأ از عرض متقابل، اثر روی بر بیشتر

کردیم. شبیه سازی
t١ = sin(٢π(١ : T )/۵٠), t٢ = log(١ : T ), t٣ = ((١ : T )/T )٢,



فضایی‐زمانͬ چندجمله ای داده های مدل بندی ١٠۶
اول مرتبه تصادفͬ زدن قدم فرآیند ΁ی ΁کم به را ν زمانͬ اثر برازش، و مدل بندی فرآیند در و
١٠×١٠ منظم مشب΄ه ΁ی روی بر را i = ١, . . . , n نواحͬ ،u فضایی، اثر تولید برای کردیم. مدل
R-INLA بسته در qsample تابع ΁کم به ΃بی سی مدل ΁ی از را آن تحقق های و کردیم تعریف
ماتریس محاسبه برای کردیم. شبیه سازی چهارم نوع از نیز را δ متقابل اثر کردیم. شبیه سازی
،΃بی سی مدل فضایی دقت ماتریس و زمانͬ اثر دقت ماتریس کرونه کر ضرب از متقابل اثر دقت
و شد شبیه سازی استاندارد نرمال توزیع از رده ها همه برای x تبیینͬ متغیر کردیم. استفاده
ͽجم که شدند مقیاس بندی گونه ای به و تولید استاندارد نرمال توزیع ΁ی از نیز βj ضرایب

شود. صفر برابر آن ها
(تعریف شده مدل مقیاس بندی از هم با اثرها نشدن ترکیب از جلوگیری برای است ذکر به لازم
یا مدل در تعریف شده پیشین های مقیاس بندی این جا در شدیم. بهره مند چهارم) فصل در
برآوردهای و نشوند ترکیب هم با اثرها تا ͬ کند م ΁کم ما به تنها نه IGMRFها همان به عبارتͬ
برای بتوانیم تا ͬ دهد م را ام΄ان این بل΄ه باشند، مقایسه قابل ابرپارامترها برای پسین از حاصل
IGMRF دقت پارامتر که است علت آن به این ب·یریم. نظر در پیشین توزیع نیز ابرپارامترها
کناری استاندارد انحراف معکوسش دوم ریشه بنابراین است. کناری دقت مقیاس بندی شده،
در بدون نیز مدل برازش ͬ کند. م اندازه گیری خطͬ پیش·وی مقیاس در را اثر اندازه که است

شد. اجرا قیدها گرفتن نظر
اصلͬ ایده کردیم. استفاده مدل ابرپارامترهای برای PC پیشین توزیع از مدل برازش برای
ساختار با مدل ΁ی و پایه (ساده) مدل ΁ی اختلاف کردن جریمه پایه بر پیشین توزیع این
را پایه مدل از انحراف که ͬ شود م گرفته نظر در طوری پارامتر ایده، این در است. پیچیده تر
واریانس که است مستقیم خط ΁ی پایه مدل تصادفͬ، اثر برای ͬ کند. م جریمه و اندازه گیری
اندازه گیری را پیچیده تر مدل از پایه مدل اختلاف معیار) (انحراف واریانس بنابراین دارد. صفر

ͬ  کند. م
مدل باشد، بزرگتر υ هرچه ͬ کند. م کنترل را مدل که باشد پارامتری υ > ٠ کنید فرض
در که P(υ > q) = α آن ها در که است توزیع هایی تعریف ،PC پیشین ایده است. پیچیده تر
پیشین توزیع بر را او پیشینͬ باور که ͬ شوند م تعیین گونه ای به کاربر توسط α و q مقادیر آن
q = ٠٫۵ نهایت در و کردیم بررسͬ را مختلف مقادیر تجربی، به طور مثال، این در کنند. القا
نمونه به عنوان هستند: درک قابل سادگͬ به مقادیر این تفسیر کردیم. انتخاب را α = ٠٫۵ و
که است معنͬ این به منتخب مقادیر این با ΃بی سی مدل دقت پارامتر برای PC پیشین توزیع

بشود. داده توضیح فضایی ساختار با تغییرات %۵٠ داریم انتظار
داده نمایش ٣ . ۶ و ٢ . ۶ ،١ . ۶ ش΄ل های و ٢ . ۶ جدول در مدل برازش از حاصل نتایج
اثرات هم و رگرسیونͬ ضرایب هم پسینͬ برآوردهای گفت ͬ توان م نتایج به توجه با شده اند.
نتایج حاوی شبیه سازی مطالعه برخوردارند. قبول قابل دقت از آن ها متقابل و زمانͬ فضایی،
زمان تا کرد، مجبور را ما تاییدکننده نظری نتایج به نرسیدن حال، این با است. ͬ کننده ای راض

کنیم. استفاده کار ادامه برای دی·ری روش از آن، ریاضͬ اثبات برای نظری مبانͬ یافتن



١٠٧ گوشه رده قید با فضایی‐زمانͬ اثر با مدل برازش
ناچار، به نرسیدیم دلخواه نتیجه به فضایی‐زمانͬ مدل در دی·ر روش های با که آن جایی از
دقت از مدل برآورد حالت این در که اگرچه ͬ دهیم. م برازش گوشه رده قید با را مدل ادامه، در
چندجمله ای فضایی‐زمانͬ مدل برازش راه تنها حاضر حال در اما است، برخوردار پایین تری

ͬ رود. م شمار به

ثابت. رگرسیونͬ اثرات پسینͬ استاندارد) (انحراف میانگین برآورد :٢ . ۶ جدول
برآورد واقعͬ مقدار پارامتر

−٠٫١٢١ (٠٫٠٠۶) −٠٫١٧٣ β١
١٫۵٣١ (٠٫٠٠٣) ١٫١٧٣ β٢
−١٫١٠٨ (٠٫٠٠٩) −١٫٠٠ β٣
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رده. سه

گوشه رده قید با فضایی‐زمانͬ اثر با مدل برازش ۴ . ۶
قید گرفتن نظر در با را فضایی‐زمانͬ اثر با جمعͬ‐ساختاری چندجمله ای مدل بخش این در
متقابل اثرات همه به مربوط نتایج اگرچه ͬ کنیم. م مطالعه شناسایی پذیری برای گوشه رده
فقط و کرده خودداری نتایج همه آوردن از رساله فضای محدودیت دلیل به اما بودند، خوب
دی·ر علوم کاربران از بسیاری باور در که ͬ کنیم م ذکر را چهارم نوع متقابل اثر به مربوط نتایج

است. کرده جلوه پرثمرتر و مهمتر
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رده. سه هر برای مش΄ͬ)

شبیه سازی مطالعه ١ . ۴ . ۶
پیش·وی اساس بر را داده ها مثال، این در

ηijt = αj + xijtβj + uijt + νijt + δijt, i = ١, . . . , n, t = ١, . . . , T, j = ١, . . . , J



١٠٩ گوشه رده قید با فضایی‐زمانͬ اثر با مدل برازش
این در کردیم. شبیه سازی رده J = ٣ و زمانͬ نقطه T = ۵ فضایی، ناحیه n = ٣٠ با

دادیم قرار بنابراین گرفتیم. نظر در گوشه رده به عنوان را اول رده شبیه سازی،

α١ = ٠, ui١t = ٠, δi١t = ٠, νi١t = ٠, β١ = ٠.

استاندارد نرمال توزیع از را رگرسیونͬ ضرایب و مبدأ از عرض پارامترهای و تبیینͬ متغیر
برای PC پیشین توزیع و مدل مقیاس بندی از قبل شبیه سازی مثال با مشابه کردیم. تولید

توابع ΁کم به را زمانͬ اثر کردیم. استفاده پنهان اثرات دقت پارامترهای

t١ = sin(t/٠٫٣), t٢ = cos(t/٠٫۶), t٣ = cos(t/٠٫۴),

پارامترهای برای مدل برازش نتایج است. قبل مثال مشابه جزئیات سایر کردیم. تولید
در ترتیب به فضایی‐زمانͬ و زمانͬ فضایی، اثرات برآوردهای و ۴ . ۶ ش΄ل در رگرسیونͬ
راست به چپ از ترتیب به ش΄ل ها این در شده اند. داده نمایش ٧ . ۶ و ۶ . ۶ ،۵ . ۶ ش΄ل های
و ١ . ۴ . ۶ ش΄ل در نیز دقت ها به مربوط کناری پسین است. سوم تا اول رده های به مربوط
به لازم شده اند. رسم ٩ . ۶ ش΄ل در فضایی نقطه ١٠٠ برای رده هر برآوردشده پسین احتمال
نتایج باشد. شناسایی قابل ΃بی سی مدل تا شد گرفته به کار نیز ∑

i uij = ٠ قید است ذکر
تفاوت نواحͬ، اکثر در فضایی‐زمانͬ و زمانͬ فضایی، اثر نوع سه هر برآوردهای به مربوط
پسینͬ میانگین برآورد ͬ دهد. م نشان واقعͬ مقدار و برآوردشده مقادیر بین را کمͬ نسبتاً
هر در برآوردشده احتمال های است. اثرها سایر به مربوط برآورد از بهتر زمان اثر به مربوط
پسین کناری ͬ  های چ·ال اما ͬ دهد. م نشان را شبیه سازی شده مقادیر به ΁نزدی مقادیر رده،

ͬ دهند. م نشان را کم برآوردی و هستند نادقیق زمانͬ، اثر از به غیر دقت پارامترهای
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فضایی‐زمانͬ چندجمله ای داده های مدل بندی ١١٠

−0.6

−0.3

0.0

0.3

30 40 50
category1

m
e

a
n

cornerpoint spatial effect

−0.4

0.0

0.4

60 70 80
category2

m
e

a
n

−0.6

−0.3

0.0

0.3

0.6

90 100 110
category3

m
e

a
n

به ترتیب چپ سمت از ش΄ل در رده ها .%٩۵ اطمینان فاصله با رده هر در فضایی اثر پسین میانگین برآوردهای :۵ . ۶ ش΄ل
هستند. قرمز رنگ به برآوردها و مش΄ͬ رنگ به واقعͬ مقادیر هستند. سوم تا اول

نتیجه گیری و فصل خلاصه ۵ . ۶
هم زمان که داده هایی به دسترسͬ و داده ها ذخیره سازی و ثبت فن آوری در پیشرفت با ͬ دانیم م
گذشته از آسانتر بسیار ͬ کنند، م طͬ را تغییر فرآیند و ͬ شوند م تحول دچار م΄ان و زمان در
و باشند داده ها در موجود فرآیند کشف پی در افراد تا است شده موجب امر همین است.
در که چندجمله ای داده های میان این در گیرند. به کار را آماری روش های و مختلف مدل های
ضروری قبل از بیشتر آن ها به توجه و نیستند مستثنͬ امر این از هستند، طبیعت خود ذات
و بررسͬ مورد را فضایی‐زمانͬ اثر با جمعͬ‐ساختاری چندجمله ای مدل فصل این در است.
کردیم. ارزیابی و بحث را حل ها راه و شناسایی پذیری روی پیش مش΄لات دادیم. قرار مطالعه
ریاضͬ نظری پشتوانه که موجود حل راه توجیه پذیرترین به عنوان را گوشه رده قید سرانجام

دادیم. نشان شبیه سازی مطالعه ΁ی در را آن قبول قابل عمل΄رد و پذیرفتیم دارد،

پژوهش آینده ۶ . ۶
داده های مدل بندی و شناسایی پذیری باب در گذشته سال های طول در که مطالعاتͬ به توجه با
در کردیم، شناسایی را موجود مش΄لات و داده ایم انجام چندجمله ای نوع از به ویژه رسته ای



١١١ پژوهش آینده
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به ترتیب چپ سمت از ش΄ل در رده ها .%٩۵ اطمینان فاصله با رده هر در زمانͬ اثر پسین میانگین برآوردهای :۶ . ۶ ش΄ل
هستند. قرمز رنگ به برآوردها و مش΄ͬ رنگ به واقعͬ مقادیر هستند. سوم تا اول

کرد: ͬ توان م بررسͬ زیر شرح به کار ادامه برای را راه سه کلͬ حالت
ͬ تر کل حالت از صفر با مساوی مجموع به صورت قید بررسͬ به جای قید نوع کردن عوض .١
و نمونه ها روی بر ͬ تواند م که دارد وجود قیدها از دی·ر نوع نماییم. استفاده Ax ≤ b

هر برای آزمایش ها مجموع یعنͬ ni ≥ (٢J − ١) قید برسͬ مثلا شود. تعریف احتمال ها
باشد. ΁ی از رده ها کل تعداد تفاضل برابر دو از بشتر فرد

به در INLA شد، گفته نیز قبلا که همان گونه مدل به کارگیری رهیافت کردن عوض .٢
محدودی توانایی خطͬ قیدها به کارگیری در و است ناتوان خطͬ غیر قیدهای  کارگیری
داشته INLA روش با برابر کارایی که باشیم دی·ری روش به دنبال باید بنابراین دارد.
و (بلͬ ١ تغییراتͬ استنباط ͬ تواند م روش این باشد. هم کاراتر آن از حتͬ یا و باشد
باید که باشد فضایی‐زمانͬ و فضایی اثر واردکردن و بیزی توسعه با (٢٠١٧ هم΄اران،
قطعا که دهیم قرار مقایسه مورد INLA با را آن کارایی و ب·یریم به کار را آن ابتدا در

نیست. آن گفتن سادگͬ به آن پیاده کردن
مدل های از چندجمله ای جمعͬ‐ساختاری مدل های از استفاده جای به مدل تغییر .٣
برای و است LGM ΁ی که کنیم استفاده بیزی درختͬ رگرسیون جمعͬ‐ساختاری

١Variational inference
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چپ سمت از ش΄ل در رده ها .%٩۵ اطمینان فاصله با رده هر در فضایی‐زمانͬ اثر پسین میانگین برآوردهای :٧ . ۶ ش΄ل
هستند.. قرمز رنگ به برآوردها و مش΄ͬ رنگ به واقعͬ مقادیر هستند سوم تا اول به ترتیب

INLA کارای روش از تا بود خواهیم قادر همچنان بنابراین ندارد. قید به نیاز شناسایی
و زیاد زمان به نیاز و نیست آن گفتن سادگͬ به آن پیاده کردن البته که کنیم استفاده

دارد. مدل به خاص ͬ های وابستگ واردکردن برای روشͬ پیداکردن
دست یافته ایم آن ها به اخیر سال ΁ی در خود تحقیقات طول در که بالا در شده بیان روش های
تا داد ارائه قبولͬ صورت در را آن نتایج و گرفت کار به بیشتر زمان مدت صرف با ͬ توان م را
تعداد که آمار غیر رشته های در به خصوص چندجمله ای مدل کاربران همه به کم΄ͬ این گونه
کرده ایم. دوری نیز گوشه رده قید به مربوط مش΄لات از طرفͬ از باشیم. کرده نیست، کم آن ها



١١٣ پژوهش آینده
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اثر. هر برای دقت کناری ͬ های چ·ال برآوردهای :٨ . ۶ ش΄ل
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اول به ترتیب چپ سمت از ش΄ل در رده ها فضایی‐زمانͬ. نقطه ١٠٠ برای رده هر به مربوط پسین احتمال برآورد :٩ . ۶ ش΄ل
هستند. سوم تا
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Abstract

A categorical variable is a random variable that groups observations. For example, clas-
sifying people with different characteristics according to their blood type results in a
categorical variable. Nowadays, the widespread of various sciences has made analyzing
categorical data very essential. Hence, different scientific disciplines pursue more accu-
rate methods for analyzing such data. In classical statistics, several methods have been
proposed to analyze categorical data. These existing methods and relevant software pack-
ages are not efficient enough for analyzing data with complex spatial and spatio-temporal
structures. Bayesian analysis and inference of categorical data require sampling meth-
ods such as the MCMC algorithms, while they are not also efficient for categorical data
with complex structures. Our proposed approach, in this thesis, is to use an approximate
Bayesian method, called integrated nested Laplace approximation (INLA), which is not
accompanied by the significant problems seen in the MCMC algorithms for implementing
the Bayesian analysis of spatial models. To deal with the inherent identifiability problem
of the multinomial models, we consider two different types of identifiability constraints and
compare their performances. We use the Poisson-multinomial transformation to develop
the model in the class of latent Gaussian models applicable for INLA. We also utilize the
individualized logit model as another type of modeling depending on the response variable
type. Finally, we assess and compare the proposed models through both simulated and
real data examples.

Keywords: Bayesian inference; fractional split multinomial model; identifiability; indi-
vidualized logit; INLA method; multinomial-Poisson transformation; spatial multinomial
model; spatio-temporal dependency structure.
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