


ریاضی علوم دانشکده
مالی ریاضی ارشد کارشناسی پایان نامه

چند بیضوی های ریسک ورتبه بندی جینی شاخص های اساس بر هایمتغیره منحنی مبنای بر مدل لورنزانتخاب و تمرکز
جهانی مجید نگارنده:

راهنما استادان

خدّامی علیرضا دکتر
جم میرباقری محمد دکتر

١٣٩٩ بهمن



مقدس: وجود سه به تقدیم
برسیم... توانایی به ما تا شدند ناتوان که آنان

شویم... ماروسفید تا شد سپید موهایشان
باشند... راهمان روشنگر و ما وجود گرمابخش تا سوختند عاشقانه و

پدرانمان
مادرانمان

استادانمان

و



سپاس گزاری...

علیرضا دکتر آقای جناب محترم اساتید بی دریغ تلاش های و زحمات از وسیله بدین
سپاسگزاری صمیمانه عزیزم خانواده و جم میرباقری محمد دکتر آقای جناب و خدّامی
این تهیه در نحوی به کدام هر که دوستانی و همکاران سایر از همچنین و می نمایم
خداوند از را آنها همه موفقیت و نموده تشکر اند داشته همکاری جانب این با مجموعه

خواهانم. متعال

جهانی مجید
١٣٩٩ بهمن

ز



نامه تعهد
ریاضی علوم دانشکده مالی ریاضی رشته ارشد کارشناسی دانشجوی جهانی مجید اینجانب
چند بیضوی های ریسک رتبه بندی عنوان با پایان نامه نویسنده شاهرود، صنعتی دانشگاه
لورنز، و تمرکز های منحنی مبنای بر مدل انتخاب و جینی شاخص های اساس بر متغیره

می شوم: متعهد جم میرباقری محمد دکتر و خدّامی علیرضا دکتر راهنمایی تحت
برخوردار اصالت و صحت از و است شده انجام اینجانب توسط پایان نامه این در تحقیقات •

است.
شده استناد استفاده مورد مرجع به پژوهش گران، دیگر پژوهش های نتایج از استفاده در •

است.
مدرک نوع هیچ دریافت برای دیگری فرد یا خود، توسط کنون تا پایان نامه، این مطالب •

است. نشده ارایه هیچ جا در امتیازی یا
نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتی دانشگاه به اثر، این معنوی حقوق •
خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتی دانشگاه “

رسید.
بوده اند، تاثیرگذار پایان نامه اصلی نتایج آوردن به دست در که افرادی تمام معنوی حقوق •

می گردد. رعایت پایان نامه از مستخرج مقالات در
آنها) بافت های (یا زنده موجود از که مواردی در پایان نامه، این انجام مراحل تمام در •

است. شده رعایت اخلاقی اصول و ضوابط است، شده استفاده
افراد شخصی اطلاعات حوزه به که مواردی در پایان نامه، این انجام مراحل تمام در •
شده رعایت انسانی اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته دسترسی

است.
جهانی مجید
١٣٩٩ بهمن

نشر حق و نتایج مالکیت
برنامه های کتاب، مستخرج، ( مقالات آن محصولات و اثر این معنوی حقوق تمام •
شاهرود صنعتی دانشگاه به متعلق شده) ساخته تجهیزات و نرم افزارها رایانه ای،

شود. ذکر مربوطه علمی تولیدات در مقتضی، نحو به باید مطلب این می باشد.
نمی باشد. مجاز منبع ذکر بدون پایان نامه این در موجود نتایج و اطلاعات از استفاده •

ح



چکیده
اندازه گیری برای معمولا که است، اقتصاد در شده شناخته ابزارهای از یکی جینی، شاخص
برای آن تعمیم یافته و شاخص این بیمه، در شود. می گرفته کار به درآمد تساوی عدم
امتیازات جمع بندی و اتکایی بیمه قراردادهای بندی رتبه ها، سبد ریسک میزان مقایسه
شاخص های بین تصادفی ترتیب چندین پایان نامه، این در می روند. کار به (نسبیت ها) بیمه
وابستگی ساختار های اما یکسان، حاشیه ای توزیع های با متغیره چند بیضوی ریسک های جینی
برآورد ریسک (مقادیر جینی شاخص های مقایسه با پایان نامه این در می شود. ارائه متفاوت
علاوه، به می شود. ارائه آماری پدیده این برای نظری تفسیر یک ،( تجربی صورت به شده
و شود می تقویت شده اند، انجام بیضوی توزیع های مرکزی تمرکز مسئله روی بر که مطالعاتی

می یابد. تعمیم ،١٩٨۵ سال در Tong و Shaked توسط شده پیشنهاد pd− 1 ترتیب
انتخاب هنگام به آماری برازش نیکویی ضوابط از بایستی مناسب، بیمه حق تعیین منظور به
های منحنی که شود می داده نشان پایان نامه این در کرد. استفاده مفروض بیمه حق یک
کنند تعیین تا دهند می قرار گران بیمه اختیار در موثری ابزارهای لورنز، های منحنی و تمرکز
اصلی، ایده کنند. مقایسه رقیب گزینه های با را آن اینکه یا است، مناسب بیمه حق آیا که
(که اند کرده گردآوری را کم های ریسک که هایی زیرپرتفوی برای بیمه حق درآمد مقایسه
است. واقعی های زیان با آن، ارز هم یا صحیح بیمه حق با شوند) می نامیده پایین بیمه حق
پیشنهادی رویکرد سودمندی حقیقی، های داده و فرضی های داده اساس بر عددی مثال های

می دهند. نشان را
اثر گذار عوامل لورنز و تمرکز منحنی های و تعمیم یافته خطی مدل های از استفاده با نهایت در
پیش بینی که مدلی و می دهیم، قرار بررسی مورد را تهران بهادار اوراق بورس کل شاخص بر

می کنیم. انتخاب می دهد، ارائه را بورس شاخص از بهتری

ترتیب معمولی، تصادفی ترتیب هم یکنوایی، وابستگی، ساختار بیضوی، توزیع کلیدی: کلمات
منحنی ریسک، رده بندی قیمت گذاری، ،pd-1 ترتیب فوق مدولی، ترتیب صعودی، محدب
مدل. انتخاب تهران، بهادار اوراق بورس ،(GLM)تعمیم یافته خطی مدل لورنز، منحنی تمرکز،

ی



مطالب فهرست
ف تصاویر فهرست
ق جداول فهرست
ش پیشگفتار
١ مقدماتی تعاریف و پیش نیاز ها ١
١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ١. ١
١ . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدماتی تعاریف ١. ٢
١٠ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مفصل تابع ١. ٣
١٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . خطی رگرسیون ۴ .١
١۴ . . . . . . . . . . . . . کاری و خالص بیمه های حق به مربوط مفاهیم ۵ .١
١۴ . . . . . . . . . . . . . . . . . . . . . . . . . . فرضیات ١ .۵ .١
١۶ . . . . . . . . . . . . . . . . . . . . . . . . . . نمادگذاری ٢ .۵ .١
١۶ . . . . . . . . . . . . . . . . . . . . . . . . محدب ترتیب ٣ .۵ .١
١٧ . . . . . . . . . . . . . . . . . . عملکرد منحنی های تعاریف ۴ .۵ .١

٢١ لورنز و تمرکز منحنی های اساس بر مدل انتخاب و جینی شاخص های رتبه بندی ٢
٢١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ٢. ١
٢١ . . . . . . . . . . . ≤icx ترتیب براساس جینی شاخص های رتبه بندی ٢. ٢
٢۵ . . . . . . . . . . . .≤st ترتیب اساس بر جینی شاخص های رتبه بندی ٢. ٣
٢۵ . . . . . . . . . . . . . . . . . . . . . . شرطی تبادلی حالت ٢. ٣. ١
٢٨ . . . . . . . . . . کوواریانس های ماتریس بین تسلط ‐ شبه ٢. ٣. ٢
٣١ . . . . . . . . . . . . . . . . . . . . . یکنوایی هم با مقایسه ٢. ٣. ٣
٣٢ . . . . . . . . . . . . . . . . . . . . . . pd− ١ مرتبه درباره بحث ۴ .٢
٣۴ . . . . . . . . . . . . . . . . . . . . . . . . . عملکرد های منحنی ۵ .٢
٣۴ . . . . . . . . . . . . . . . . لورنز و تمرکز منحنی های برآورد ١ .۵ .٢

م



مطالب فهرست ن
٣۶ . . . . . . . . . . . . . . . . . . . . ها مرتبه تا بیمه حق از ٢ .۵ .٢
٣۶ . . . . . . . . . . . . . . . . تمرکز و لورنز منحنی ویژگی های ٣ .۵ .٢
٣٩ . . . . . . . . . . . . . . . . . . . برازش نیکویی اندازه گیری ۴ .۵ .٢
۴٠ . . . . . . . . . . . . . . . . . . . پیش بین دو های عملکرد مقایسه ۶ .٢
۴٠ . . . . . . . . . . . . . . . . . . . لورنز و تمرکز های منحنی ١ .۶ .٢
۴٣ . . . . . . . . . . . . . . انتگرال دار لورنز و تمرکز منحنی های ٢ .۶ .٢
۴۴ . . . . . . . . . . . . . . . . . . . . بیمه سودمند های معیار برخی ٢. ٧
۴۴ . . . . . . . . . . . . . . . . . . . . . . . . جینی شاخص ٢. ٧. ١
۴۵ . . . . . . . . . . . . . (Area Between two Curves) ABC معیار ٢. ٧. ٢
۴٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . عددی مثال های ٢. ٨
۴٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . فرضیات ٢. ٨. ١
۴٨ . . . . . . . . . . . . . . . . . . . . . . . . . . تغییرپذیری ٢. ٨. ٢
۴٩ . . . . . . . . . . . . . . . . . . . . . . . . . . . وابستگی ٢. ٨. ٣
۵٠ . . . . . . . . . . . . . . . . . . . . . . . . . . . . توزیع ۴ .٢. ٨
۵١ . . . . . . . . . . . . . . . . . . . . . . متقاطع های مفصل ۵ .٢. ٨
۵٢ . . . . . . . . . . . . . . رگرسیونی غیر وابستگی با مفصل اثر ۶ .٢. ٨
۵۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پژوهی مورد ٢. ٩
۵۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . فراوانی ٢. ٩. ١
۵٨ . . . . . . . . . . . . . . . . . . . . . . . شدت و فراوانی ٢. ٩. ٢
۵٩ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . گیری نتیجه ٢. ١٠

۶١ تحقیق سنجی اعتبار ٣
۶١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ٣. ١
۶٢ . . . . . . . . . . . . . تحقیق دوره طی بورس شاخص وضعیت تحلیل ٣. ٢
۶٢ . . . . . . . . . . . . . . . . مربوطه داده های و تحقیق دوره ٣. ٢. ١
۶٣ . . . . . . . . . . سهام حد از کمتر و حد از بیش قیمت گذاری ٣. ٢. ٢
۶۴ . تحقیق دوره در موازی بازار های سایر با بورس موثر بازده مقایسه ٣. ٢. ٣
۶۵ . . . . . . . . تهران بهادار اوراق بورس شاخص بر موثر عوامل شناسایی ٣. ٣
۶۶ . . یافته انجام تجربی مطالعات در بورس شاخص بر موثر عوامل ٣. ٣. ١
۶٧ . کننده تعیین عوامل با (TSE) بورس کل شاخص ارتباط سنجش ٣. ٣. ٢
٧٠ . . . . . . . تهران بهادار اوراق بورس کل شاخص وپیش بینی مدل سازی ۴ .٣
٧٠ . . . . . . . بورس کل شاخص پیش بینی رویکرد های و مدل ها ١ .۴ .٣
٧٢ . . . . . . . . . بورس کل شاخص پیش بینی در GLM مدل های ٢ .۴ .٣
٧۴ . . . . ABC معیار مبنای بر کل شاخص پیش بینی مدل انتخاب ٣ .۴ .٣



س مطالب فهرست
٧۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . گیری نتیجه ۵ .٣
٧۶ . . . . . . . . . . . . . . . . . . . . . . . . . . سوم فصل خلاصه ۶ .٣

٧٧ مراجع
٨٣ ضمیمه آ 
٨٣ . . . . . . . . . . . . . تحقیق متغیر های ارتباط سنجش جدول های آ. ١

٨۵ انگلیسی به فارسی واژه نامه
٨٩ فارسی به انگلیسی واژه نامه



تصاویر فهرست
٢٢ . . . . . . . . . . . . . . . . . . . . .∂C−،∂C+ جهت دار منحنی های ٢. ١
٢۶ . . . . . . . . . . . . . . . . . . . . .∂C−،∂C ′

+ جهت دار منحنی های ٢. ٢
در مختلف واریانس های برای مختلف تمرکز منحنی های و لورنز منحنی ٢. ٣

۴٩ . . . . . . . . . . . . . . . . . . . . . شرطی. انتظاری مقدار توزیع
متفاوت تاو پارامترهای برای مختلف تمرکز منحنی های و لورنز منحنی ۴ .٢

۵٠ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مفصل.
مقدار از مختلف توزیع های برای مختلف تمرکز منحنی های و لورنز منحنی ۵ .٢

۵١ . . . . . . . . . . . . . . . . . . . . . . . . . . . شرطی. انتظاری
۵٢ . . . . . . . . مختلف. مفصل های برای تمرکز منحنی دو و لورنز منحنی ۶ .٢
۵٣ . غیررگرسیونی. وابستگی با مفصل برای تمرکز منحنی های و لورنز منحنی ٢. ٧
۵۵ . . . مدنظر. مدل های برای نمونه بیرون و نمونه درون برآورد خطاهای ٢. ٨
۵٧ . . . . . . . . . . . . . . . . . . . مطالعه. مورد مدل های برای ĈC ٢. ٩
۵٧ . . . . . . . . . مدنظر. مدل های برای شده برآورد ICC و ABC مقادیر ٢. ١٠
۵٩ . . . . . . . . . . مدنظر. مدل های برای شده برآورد ICC و ABC مقادیر ٢. ١١
۵٩ . .(Tweedie)توئیدی و فراوانی شدت مدل های برای تمرکز منحنی های ٢. ١٢
۶۴ . . . . . . . . . . . . . . . . . . . . . . . . . TSE و TSE* مقایسه ٣. ١
۶۵ . . . . . . . . . . . . . . . . . . . . . داده ها. روزانه بازده میانگین ٣. ٢
٧٠ . . . . . . . . . . . بورس. شاخص کننده تعیین عوامل تمرکز منحنی ٣. ٣
٧۴ . . . . . . . . . . . . . . . . ٣. ٨ جدول مدل های نمونه تمرکز منحنی ۴ .٣
٧۵ . . . . . . . . . . . . . . . . . . برتر. مدل های لورنز و تمرکز منحنی ۵ .٣

ف



جداول فهرست
۴ . . . . . . . . . . . . . . . . . . . اسپیرمن رتبه ای همبستگی مثال ١. ١
۴٨ . . . . . . . . . . . . . . . . . . . . نمودار٢. ٨ از آمده بدست نتایج ٢. ١
۴٩ . . . . . . . . . . . . . . . . . . . . نمودار٢. ۴ از آمده بدست نتایج ٢. ٢
۵١ . . . . . . . . . . . . . . . . . . . . ۵ .٢ نمودار از آمده بدست نتایج ٢. ٣
۵٢ . . . . . . . . . . . . . . . . . . . . ۶ .٢ نمودار از آمده بدست نتایج ۴ .٢
۵٣ . . . . . . . . . . . . . . . . . . . . ٢. ٧ نمودار از آمده بدست نتایج ۵ .٢
۵٨ . . . . . . . . . . . . . . . . . . . . نمودار٢. ١١ از آمده بدست نتایج ۶ .٢
۶۵ . . . . . . . . . . . . . . . . . . . . . . . متغیر ها مشخصات جدول ٣. ١
۶٨ . . . . . . . . . . . . . متغیر ها برای پیرسون همبستگی ضریب مقادیر ٣. ٢
۶٩ . . . . . . . . . . . . . . متغیر ها برای اسپیرمن رتبه ای ضریب مقادیر ٣. ٣
۶٩ . . . . . . . . . . . . متغیر ها برای کندال تاو هماهنگی ضریب مقادیر ۴ .٣
۶٩ . . . . . . . . . . . TSE با متغیرها تمرکز منحنی ضریب معیار مقایسه ۵ .٣

مطالعات در بورس شاخص پیش بینی و استفاده مورد رویکرد های از خلاصه ای ۶ .٣
٧٢ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشین
٧٣ . . . . . . . . . . . . . . . . . شده برآورد GLM مدل های از نمونه ای ٣. ٧
٧٣ . . . . . ٣. ٧ جدول مدل های نمونه ABC و لورنز ، تمرکز منحنی مقادیر ٣. ٨
٧۵ . . . . . . . . . . . . برتر مدل های ABC و لورنز تمرکز، منحنی مقادیر ٣. ٩
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پیشگفتار
تساوی عدم یا تمرکز اندازه گیری برای شاخص یک جینی١ کورادو پیش، سال صد از بیش
حوزه های در و شد معروف جینی٢ شاخص به بعدها شاخص این .[٣۶] کرد معرفی درآمدها
در مثال، عنوان به کرد. پیدا گسترده ای کاربرد آمار و مالی دانش بیمه، اقتصاد، مانند متعدد
است گرفته استفاده مورد قیمت توزیع و ریسک توزیع مقایسه برای شاخص این آمار، و بیمه

.[٣١]
«نسبیت» به که هستند بیمه هزینه به نسبت بیمه امتیازات بر مبتنی معمولا˟ ها مقایسه این
از بعد می پردازند. قیمت توزیع و ریسک توزیع بین احتمالی توافق عدم به و هستند معروف
توان می که می رسیم شده مرتب لورنز منحنی به نسبیت، اساس بر قیمت و ریسک بندی رتبه
جینی شاخص و لورنز منحنی که است جالب کرد. جمع بندی جینی، شاخص از استفاده با را آن
به کنند، بررسی را انتخابی مجموعه نوع هر توانند می شوند، می تعریف نسبیت طریق از که
مورد بین پیش های مدل در مفیدی ابزارهای عنوان به و کنند کمک بالقوه سود گیری اندازه

نمود. مراجعه [٣١] مرجع به می توان بیشتر اطلاعات برای گیرند. قرار استفاده
هستند، جینی شاخص به نزدیک بسیار مفاهیمی که لورنز ترتیب و لورنز منحنی علاوه، به
گرفته اند قرار استفاده مورد اتکایی بیمه قراردادهای رتبه بندی برای همکارانش و Denuit توسط

.[٢۴]
یکL−آماره ا  ست، جینی، شاخص که دارند تاکید حقیقت این بر بیمه در دیگر آماری کاربردهای
ابزارهای ایجاد برای آن از توان می بنابراین و است شده تعیین کاملا́ آن نظری خصوصیات که
آزمون چندین ،[١١] و [۴۴] ،[۴۵] مقالات در مثال، عنوان به گرفت. بهره آماری استنباطی
قرار استفاده مورد جینی شاخص از استفاده با بیمه سبدهای ریسک میزان مقایسه برای فرض٣
آن در که دادند، انجام مبسوط شبیه سازی مطالعه یک همکارانش، و Samanthi است. گرفته
همبستگی سبدها، که زمانی دریافتند و گرفتند نظر در را سبدها بین وابستگی مختلف انواع
این در .[۶١] می یابد افزایش مربوطه، فرض آزمون توان تابع باشند، داشته بیشتری مثبت
با همراه تجربی) صورت به شده برآورد ریسک (مقادیر جینی شاخص های مقایسه پایان نامه

بود. خواهد آماری پدیده این برای نظری توضیح
1Corrado Gini
2Gini index
3Hypothesis test

ش



پیشگفتار ت
فرض آزمون توان تابع است، شده داده شرح همکارانش و Samanthi توسط که همانگونه
آن، در که دارد ١

n٢
∑

١≤i,j≤n |Xi − Xj | جینی شاخص که است احتمالی رویداد یک مدنظر،
مشاهدات از که می دهند نشان را تجربی ریسک مقادیر X١, X٢, . . . , Xn تصادفی متغیرهای
توزیع یک از X = (X١, X٢, . . . , Xn) تصادفی بردار همچنین است. شده برآورد بیمه سبد n

آزمون طراحی با ارتباط در بیشتر جزییات برای .[۶١] می کند تبعیت مجانبی چندمتغیره نرمال
نماید. مراجعه [١١ ،۶١] مراجع به می تواند خواننده فرض،

می شود. ارائه زیر حدس وابستگی، قدرت نظر از آزمون توان تابع یکنوایی شرح برای
ماتریس و 0 میانگین با چندمتغیره نرمال توزیع دارای (X١, X٢, . . . , Xn) کنید فرض حدس:
این صورت، در .(X١, . . . , Xn) ∼ MVN(0,Σ) کنید فرض دیگر عبارت به باشد. Σ کواریانس
آن قطری مولفه های اما می یابد افزایش مولفه ای صورت به Σ کوواریانس ماتریس که زمانی
تصادفی ترتیب اساس بر ١

n٢
∑

١≤i,j≤n |Xi − Xj | جینی شاخص می مانند، باقی تغییر بدون
کنید). رجوع (١. ٢) بخش به تعریف، مشاهده (برای می یابد کاهش معمولی

با چندمتغیره نرمال ریسک های جینی شاخص های بندی رتبه فوق، حدس از هدف اساساً،
است. چالش  برانگیزی کار حدس، اثبات است. متفاوت وابستگی قدرت اما یکسان حاشیه های
مربوطه نتیجه همچنین و می شود انجام جزئی صورت به حدس این اثبات پایان نامه، این در
مقایسه هستند. باز همچنان مسائل برخی اما می شود. داده تعمیم بیضوی توزیع های به
حائز آماری کاربردهای در اینکه بر علاوه چندمتغیره بیضوی ریسک های جینی شاخص های
Σ افزایش با که می کند بیان حدس اساساً است. توجه جالب  خود خودی به است، اهمیت
مطالعه بنابراین، می یابد. افزایش P{ ١

n٢
∑

١≤i,j≤n |Xi − Xj | ≤ t} احتمال ، t ≥ ٠ هر برای
می شود. فرمول بندی زیر صورت به بیضوی توزیع های مرکزی تمرکز مسئله حوزه در حدس

زیر احتمال ،C ∈ B(Rn) ازای به
PΣ(C) = P{(X١, . . . , Xn) ∈ C} (١)

تبعیت Σ پراکندگی ماتریس و 0 میانگین با بیضوی توزیع از (X١, . . . , Xn) اینکه، بر مشروط
شده مطالعه [۶۶] مرجع در بار اولین برای که مسئله این می کند؟ تغییر Σ تغییر با چگونه کند،
ماتریس و 0 میانگین با چندمتغیره نرمال توزیع از (X١, . . . , Xn) اگر که می دارد بیان است،
قطری مولفه های ولی می یابد افزایش مولفه ای طور به Σ که همچنان کند، تبعیت Σ پراکندگی
می یابد. افزایش ،C پایینی مستطیلی مجموعه هر برای PΣ(C) آنگاه بماند، باقی تغییر بدون آن
شکل های از نواحی ای که شکلی به دادند بسط بیضوی توزیع های به را مطالعه این مقالاتی،
متقارن نواحی و مستطیل ها بالایی، مستطیلی مجموعه های مثلا́ گرفتند، نظر در را مختلف
[۴٣] ،[١٧] مقالات به می توانند هستند علاقه مند موضوع این به که کسانی محدب. و مرکزی
ماتریس ساختار درباره خاصی فرض های مطالعات، این همه در کنند. مراجعه [٩] و [٢٧]
غنای به لحاظ این از پایان نامه، این در آمده بدست نتایج است. شده گرفته نظر در کواریانس

می دهد. انجام C مجموعه روی مبسوط   تری انتخاب که می افزاید، حوزه این مطالعات



ث
تعمیم برای می توان را روش ها این است. جینی شاخص مقایسه در آن دیگر اهمیت علاوه، به
قدرت مقایسه برای و است شده پیشنهاد [۶۵] در pd− 1 ترتیب برد. کار به pd− 1 ترتیب
از را مفهوم این [١۴] مرجع در Chang است. رفته کار به تبادلی تصادفی بردارهای وابستگی
آن برای عملیاتی تحقیقات حوزه در کاربردهایی و است داده گسترش تصادفی تعمیم منظر
روی شده انجام مطالعات جمع بندی مشاهده برای می توانند علاقه مندان .[١۴] است یافته
pd− 1 ترتیب کاربرد موجود، مقالات در کنند. مراجعه [۶٣] کتاب ٩ فصل به ، pd− 1 ترتیب
این در می شود. انجام تبادلی تصادفی بردارهای روی بر تنها مقایسه زیرا است، محدود بسیار

می شود. داده تعمیم غیرتبادلی تصادفی بردارهای به pd− 1 ترتیب پایان نامه،
را بیمه گذاران ریسک پروفایل می توانند پیشرفته آماری ابزارهای کمک به گران بیمه امروزه،
تجاری بیمه حق خلاف (بر هزینه بر مبتنی فنی بیمه حق کنند. ارزیابی دقیق صورت به
را بیمه گذار هر ریسک باید می شود)، پرداخت بیمه گذاران به واقع در که تقاضا بر مبتنی
گروه هایی به داده ها اگر کند. ارزیابی صحیح صورت به خودش، فردی مشخصات با مطابق
جمعیتی ریسک رده های با گران بیمه دارند، را خود خاص مشخصات که شوند تقسیم بندی
باید و می گیرد قرار تردید مورد ساده میانگین گیری که گونه ای به می شوند، مواجه پراکنده
ویژگی ها تابع اساس بر را پاسخ متغیر رگرسیونی، مدل های شوند. تولید رگرسیونی مدل های
بین ارتباط ایجاد طریق از آنها می کنند. پیش بینی پارامترها و توصیفی١) متغیرهای (یا
مقادیر حاصل که می پردازند شده ای بخش بندی کاملا́ مسائل به مختلف، ریسک پروفایل های
مدل های دارد. قرار بیمه گر اختیار در اکنون که است، بیمه گذاران درباره موجود اطلاعات عظیم
(در شود بهینه برازش نیکویی معیار که می شوند کالیبره گونه ای به معمولا˟ آماری قیمت گذاری
از تبعیت اساس بر برازش٢ نیکویی ضوابط لگاریتمی). درست نمایی یا انحراف موارد، اغلب
بیرون خطاهای و نمونه درون خطاهای حاوی آنها هستند. پیشین شده مشاهده داده های
این با می شود. گرفته نظر در نیز پیش بین عملکرد ضابطه عنوان به دوم، مورد که هستند نمونه
داشته نیز بیمه با مرتبط معیارهای محض، آماری معیارهای بر علاوه باید گران بیمه وجود،
بیمه، کاربردهای در می کنند. مقایسه را مختلف قیمت گذاری مدل های وقتی ویژه به باشند
مدل یک آیا که گرفت تصمیم بتوان تا گیرند قرار استفاده مورد بیشتری اقتصادی ضوابط باید
با مقایسه در که نتیجه گران قیمت در و دقیق بسیار مدل یک خیر. یا دارد پیاده سازی ارزش
بالابری مفهوم شد. خواهد سپرده فراموشی به مطمئناً دارد، کمتری بهره موجود، ساده مدل
به .[۵٣] است بوده سودمند زمینه این در است، شده پیشنهاد کامینگز و میرز توسط که
به می کند. اندازه گیری را مغایر انتخاب از جلوگیری برای مدل توانایی بالابری، خلاصه، طور
در و شده بیمه هر به مناسب آماری آهنگ یک انتساب برای مدل توانایی دقیق تر، عبارت
قیمت فهرست های از استفاده با رقبا توسط تجارت رفتن دست از احتمال کردن کمینه نتیجه
است، زیر ویژگی دو اساس بر انتخابی بیمه حق عملکرد ارزیابی می کند. مشخص را کوچکتر
1Explanatory variable
2Goodness of fit



پیشگفتار خ
بالابری بیمه، حق بزرگتر تغییرپذیری های زیرا حاصله بیمه حق مقادیر تغییرپذیری •

می کنند. القا را بیشتری
پروفایل های افزایش منظور به صحیح مورد با انطباق برای بیمه حق درآمد توانایی •

ریسک.
لورنز منحنی های کمک به که کرد، فرمول بندی محدب ترتیب کمک به می توان را اولی
تغییرپذیری مقایسه برای کاربردی احتمالات در معمولا˟ مفهوم این می شود. مشخصه یابی

می رود. کار به معیار) انحراف (ورای احتمال توزیع های ذاتی
درصد که زیرپرتفوی گرفتن نظر در با می شود. ارزیابی تمرکز منحنی های وسیله به دوم، مورد
از دسته آن (یعنی است کرده گردآوری را بیمه حق میزان کمترین با بیمه نامه ها از مشخصی
می گیرند)، قرار رقبا توسط هدف گیری خطر در پایین، ریسک پروفایل علت به که بیمه گذارانی
می کند ارزیابی قراردادها از گروه این با متناظر را بیمه حق کل درآمد سهم غلظت، منحنی
گراف های نسبی مکان کمک به می تواند بیمه گر می کند. مقایسه متناظر زیان های با را آن و
بر [٢٣] مقاله کند. ارزیابی دقت به را مدنظر بیمه حق عملکرد تمرکز، منحنی های و لورنز
فریز و ببینید) را [٣٩] همچنین ،[٣٨] ) گوریروکس توسط که است پیشین مطالعات اساس
ابتدا را عملکرد های منحنی نویسندگان، این است. شده انجام ([٣٢]،[٣١] ) همکاران و
مقایسه در کردند. تعریف عمومی بیمه زیان مدل سازی برای سپس و اعتباری امتیازدهی در
توصیف بعدی بخش های در که ICC و ABC (مانند جدیدی معیارهای پیشین، کارهای با
و وابستگی مفاهیم از استفاده با روش شناسی ویژگی های نظر از آنها که دارند وجود می شوند)

می شوند. داده  توسعه تصادفی ترتیب



١ فصل
مقدماتی تعاریف و پیش نیاز ها

مقدمه ١. ١
خواهیم داریم، نیاز آن ها به نامه پایان این سرتاسر در که تعاریفی و مفاهیم بیان به فصل دراین

پرداخت.

مقدماتی تعاریف ١. ٢
استفاده تصادفی ماتریس یا بردار نمایش برای برجسته حروف از پایان نامه، این سراسر در
یک Σ = (σij)n×n و است سطری بردار یک X = (X١, . . . , Xn) مثال، عنوان به می کنیم.
درایه های تمامی که است سطری ای بردار بیانگر 0 نماد خاص، طور به است. n × n ماتریس
١ با برابر آن های درایه تمامی که است n × n ماتریس یک بیانگر 1n×n و باشند ٠ با برابر آن
عنوان به دهد. می نشان را ای مولفه نامساوی ها، ماتریس یا بردارها بین نامساوی باشند.
xi ≤ yi رابطه ، i = ١, . . . , n هر برای که است این بیانگر (x١, . . . , xn) ≤ (y١, . . . , yn) مثال،

است. برقرار

مجموعه یا Ω توانی مجموعه ٢Ω ) F ⊆ ٢Ω و ناتهی مجموعه یک Ω کنید فرض .١. ٢. ١ تعریف
گاه، هر گوییم σ‐جبر یا σ‐میدان یک را F این صورت در است). Ω زیرمجموعه های تمام

١



مقدماتی تعاریف و پیش نیاز ها ٢
∅ ∈ F •

AC ∈ F آنگاه A ∈ F اگر •
.⋃∞

i=١Ai ∈ F آنگاه A١, A٢, A٣, · · · ∈ F اگر •
گوییم. اندازه پذیر فضای یک (Ω, F ) دوتایی به آنگاه باشد Ω روی σ‐میدان یک F گاه هر

می نامیم بورل σ‐جبر را باز بازه های تمام توسط شده تولید σ‐جبر آنگاه Ω = R اگر نکته:
می دهیم. نمایش B(R) نماد با را آن و

نظر در تابع یک X : Ω → R و باشد اندازه پذیر فضای یک (Ω, F ) کنید فرض .١. ٢. ٢ تعریف
X این صورت در ،X−١(B) ∈ F باشیم، داشته B ∈ B(R) هر ازای به که طوری به شود گرفته

می گوییم. تصادفی متغیر یک X به و می نامیم اندازه پذیر F را
هم چنین باشد. Ω روی σ‐میدان یک F و ناتهی مجموعه یک Ω کنید فرض .١. ٢. ٣ تعریف

شود. گرفته نظر در زیر خواص با تابع یک P : F → [٠, ١] کنید فرض
P(Ω) = ١ •

{Ai}∞i=١ ⊆ F مانند دنباله هر ازای به یعنی F مجزای دو به دو اعضای از دنباله هر ازای به •
،i 6= j ⇒ Ai ∩Aj = ∅ شرط با

P(
∞⋃
i=١

Ai) =
∞∑
i=١

P(Ai)

گفته احتمال فضای (Ω, F,P) تایی سه به و می نامیم احتمال اندازه را P این صورت در
می شود.

متغیر دو X,Y : Ω → R و باشد احتمال فضای یک (Ω, F,P) کنید فرض .۴ .١. ٢ تعریف
X = Y a.s. می نویسیم و برابرند هم با یقین به قریب X,Y گوییم این صورت در باشند تصادفی

هرگاه،
P(
{
ω ∈ Ω|X(ω) 6= Y (ω)

}
) = ٠

یک X =
∑n

i=١ αiχAi و باشد احتمال فضای یک (Ω, F,P) کنید فرض • .۵ .١. ٢ تعریف
X انتگرال این صورت در شود. لحاظ استاندارد نمایش با نامنفی ساده تصادفی متغیر

می شود. تعریف ∫ΩXdP =
∑n

i=١ αiP(Ai) صورت، به P احتمال اندازه به نسبت
به نسبت X انتگرال این صورت در باشد نامنفی تصادفی متغیر یک X : Ω → [٠,∞) اگر •

می شود، تعریف زیر صورت به P∫
ΩXdP = sup

{∫
Ω φdP

∣∣٠ ≤ φ ≤ Xکه است ساده ای تصادفی {φمتغیر
.٠ ≤ φ(ω) ≤ X(ω) ،ω ∈ Ω هر ازای به یعنی ٠ ≤ φ ≤ X از منظور
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∫
ΩX

−dP انتگرال دو از یکی حداقل آنکه شرط به باشد تصادفی متغیر Xیک : Ω → R اگر •
.∫ΩXdP =

∫
ΩX

+dP−
∫
ΩX

−dP می کنیم، تعریف آنگاه باشد متناهی ∫ΩX+dP یا
پذیر انتگرال تصادفی متغیر یک X : Ω → R و احتمال فضای یک (Ω, F,P) اگر .۶ .١. ٢ تعریف

می  شود. تعریف زیر صورت به X تصادفی متغیر واریانس و ریاضی امید آنگاه باشد،
E(X) =

∫
Ω
XdP

V ar(X) = E
(
(X − E(X))٢)

.V ar(X) = E(X٢)− (E(X))٢ که داد نشان می توان سادگی به
در باشند، تصادفی متغیر دو Y ،X و احتمال فضای یک (Ω, F,P) کنید فرض .١. ٢. ٧ تعریف

گاه، هر  X
d
= Y می نویسیم و می نامیم توزیع هم را Y ،X این صورت

∀B ∈ B(R),P(X−١(B)) = P(Y −١(B))

تصادفی متغیر n ،X١, X٢, . . . , Xn و احتمال فضای یک (Ω, F,P) کنید فرض .١. ٢. ٨ تعریف
بردار یک X(ω) = (X١(ω), . . . , Xn(ω)) ضابطه با X = (X١, . . . , Xn) : Ω → Rn آنگاه باشند

می شود. نامیده تصادفی
انتگرال پذیر تصادفی متغیر های از تصادفی بردار یک X = (X١, . . . , Xn) اگر .١. ٢. ٩ تعریف

از عبارت است و می شود داده نمایش E(X) یا µX نماد با X امید آنگاه باشد
µX = E(X) = (E(X١), . . . , E(Xn))

E(Y ) = ν و E(X) = µ آنها ریاضی امید که Y Xو تصادفی متغیر های برای .١. ٢. ١٠ تعریف
می شود، تعریف زیر صورت به کوواریانس هستند

Cov(X,Y ) = E
(
(X − E(X))(Y − E(Y ))

)
= E((X − µ)(Y − ν)) = E(XY )− E(X)E(Y ).

بنابراین است، برقرار E(XY ) = E(X)E(Y ) رابطه باشند، مستقل Y Xو اگر که این به توجه با
.Cov(X,X) = V ar(X) که است واضح بود. خواهد صفر آنها کوواریانس

همبستگی همبستگی(ضریب ضریب آنگاه باشند، تصادفی متغیر دو Y Xو اگر .١. ٢. ١١ تعریف
از است عبارت آن و می شود داده نمایش ρ(X,Y ) نماد با آنها پیرسون)
ρ(X,Y ) =

Cov(X,Y )

(V ar(X)V ar(Y ))
١٢
=
Cov(X,Y )

σXσY

که، داد نشان می توان سادگی به هستند. Y Xو معیار انحراف ترتیب به σY آنσXو در که
.ρ(X,Y ) = ρ(Y,X)
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تصادفی متغیر دو بین وابستگی اندازه گیری شیوه های مشهورترین از یکی همبستگی ضریب

است.
می کنیم. بیان را تصادفی متغیر یک از مقدار n رتبه محاسبه شیوه زیر مثال در

مقادیر x۵ = ١٨ و x۴ = ٢/٣ ،x٣ = ١/٢ ،x٢ = ١/٢ ،x١ = ٠/٨ کنید فرض .١. ٢. ١ مثال
مرتبه های شده اند. مرتب صعودی به صورت که باشند X مانند تصادفی متغیر یک به مربوط
جدول در شده بیان به صورت می شوند، داده نمایش rx۵،rx۴،rx٣،rx٢،rx١ با ترتیب به که آنها

است. محاسبه قابل ١. ١
اسپیرمن رتبه ای همبستگی مثال :١. ١ جدول

xi رتبه صعودی ترتیب در xi موقعیت xi متغیر مقدار
١ ١ ٠/٨

٣٢+٢ = ٢/۵ ٢ ١/٢
٣٢+٢ = ٢/۵ ٣ ١/٢

۴ ۴ ٢/٣
۵ ۵ ١٨

به rx١ , rx٢ , . . . , rxn و باشند Xتصادفی متغیر از مقدار n ،x١, x٢, . . . , xn اگر .١. ٢. ١٢ تعریف
تصادفی متغیر از مقدار n ،y١, y٢, . . . , yn مشابه به طور و شوند گرفته نظر در آنها رتبه های ترتیب
به که اسپیرمن رتبه ای همبستگی ضریب آنگاه شوند، لحاظ ry١ , ry٢ , . . . , ryn رتبه های با Y

می شود. تعریف زیر رابطه طبق می شود داده نشان rs صورت

rs(X,Y ) =
Cov(rx, ry)

σrxσry
=

∑
i(rxi − rx)(ryi − ry)

(
∑

i(rxi − rx)٢∑i(ryi − ry)٢) ١٢

Xمتغیرهای مشاهدات (x١, y١), (x٢, y٢), . . . , (xn, yn) زوج های کنید فرض .١. ٢. ١٣ تعریف
آنگاه  xj ≥ xi اگر می گویند «هماهنگ»١ را (xj , yj) و (xi, yi) زوج تشکیل دهند. را Y و
کنیم،  مرتب دوم یا اول مولفه براساس را زوج ها این داده های اگر دیگر بیان به . yj ≥ yi

می نامند. «ناهماهنگ»٢ را زوج ها این عکس حالت در بود. خواهند یکسانی رتبه های دارای
را هماهنگ زوج های تعداد اگر زوج ها، برای ناهماهنگ و هماهنگ تعریف براساس حال
کندال تاو هماهنگی ضریب دهیم، نشان |Dis| با نیز را ناهماهنگ زوج های تعداد و |Con| با

می شود. محاسبه زیر صورت به
τ =

|Con| − |Dis|
n(n−١)٢

1Concordant
2Discordant
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بردار یک X = (X١, . . . , Xn) و احتمال فضای یک (Ω, F,P) کنید فرض .١۴ .١. ٢ تعریف
.V ar(Xi) < ∞ و E(Xi) < ∞ باشیم داشته ١ ≤ i ≤ n هر ازای به طوری که به باشد تصادفی
که است n× n ماتریس یک می شود داده نمایش Σ با که X کوواریانس ماتریس این صورت در

دیگر، عبارت  به .Cov(Xi, Xj) از است عبارت آن jام ستون و iام درایه
Σ =

[
Cov(Xi, Xj)

]
n×n

گفت، می توان همچنین
Σ = V ar(X) = Cov(X,X) = E((X− µX)(X− µX)T ) = E(XXT )− µXµX

T

با نرمال توزیع دارای تصادفی بردار یک X = (X١, . . . , Xn) کنید فرض .١۵ .١. ٢ تعریف
.X ∼MVN(٠,Σ) می نویسیم، این صورت در باشد. Σ کوواریانس ماتریس و ٠ میانگین

در تصادفی متغیر یک X : Ω → R و احتمال فضای یک (Ω, F,P) کنید فرض .١۶ .١. ٢ تعریف
این صورت، در شود گرفته نظر

φX : R → C

φX(t) = E(eitX)

=

∫
R
eitxdFX(x)

=

∫
R
eitxfX(x)dx
می شود. تعریف X تصادفی متغیر مشخصه تابع

توزیع تابع همانند است. تصادفی متغیر یک توصیف برای دیگری روش یک مشخصه تابع
تعیین را X تصادفی متغیر ویژگی های و رفتار کامل طور به که FX(x) = E(χ{X≤x}) تجمعی
متغیر احتمال توزیع ویژگی های و رفتار کامل طور به φX(t) = E(eitX) مشخصه تابع می کند،
شناسایی که معنی این به هستند، معادل شناسایی برای روش دو این می نماید. مشخص را X

بود. خواهد دیگری کردن پیدا به منجر آن ها از یکی
این صورت در باشد، Rn در تصادفی بردار یک X=(X١, . . . , Xn

) کنید فرض .١. ٢. ١٧ تعریف
ضابطه با تابع ،t=(t١, . . . , tn) هر برای

φX : Rn → C

φX(t) = E(eitX
′
)

می شود. نامیده X تصادفی بردار مشخصه تابع است، X بردار ترانهاده X′ آن در که
گرفته نظر در X مشخصه تابع φX و باشد تصادفی بردار یک X=(X١, . . . , Xn

) هرگاه نکته:
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آنگاه، t=(t١, . . . , tn) و شود

φX(t) = φtX′(١)
φX((t, . . . , t)) = φX١+X٢+···+Xn(t)

φX((t, ٠, . . . , ٠)) = φX١(t)

این صورت، در باشد. m× n تصادفی ماتریس یک X کنید فرض .١. ٢. ١٨ تعریف
φX : Rm×n → C

φX(t) = E(eitr(t
′X))

t′X مربعی ماتریس اثر tr(t′X) آن در که می شود. نامیده X تصادفی ماتریس مشخصه تابع
می باشد.

گاه، هر می نامیم مثبت معین را Mn×n ماتریس .١. ٢. ١٩ تعریف
∀X ∈ Rn − {٠},XMX′ > ٠

است. X = (x١, x٢, . . . , xn) فرم به ١ × n ماتریس X ∈ Rn هر که کنید دقت
هرگاه، می نامیم مثبت معین نیمه را Mn×n ماتریس .١. ٢. ٢٠ تعریف

∀X ∈ Rn,XMX′ ≥ ٠
می نامیم. هم نامنفی معین را مثبت معین نیمه ماتریس

مشخصه آن تابع هرگاه است، بیضوی١ توزیع دارای X بعدی n تصادفی بردار .١. ٢. ٢١ تعریف
باشد. زیر به صورت

φX(t) = E(eitX
′
) = eitµ

′
ψ(tΣt′) (١. ١)

مشخصه مولد ψ : [٠,∞) → R و مثبت نیمه معین٢ ماتریس یک Σ ∈ Rn×n ،µ ∈ Rn آن در که
ماتریس Σ و مکان بردار می شود گرفته نظر در X میانگین همان که µ است. بیضوی توزیع

می شوند. نامیده پراکندگی) کوواریانس(
.X ∼ ECn(µ,Σ, ψ) می نویسیم آنگاه باشد، µ و Σ, ψ پارامتر های با بیضوی توزیع دارای X هرگاه
آنگاه شود اختیار ψ(Z) = e−

z٢ باضابطه ψ : [٠,∞) → R و X ∼ ECn(µ,Σ, ψ) هرگاه نکته:
بود. خواهد Σ و µ پارامتر های با نرمال توزیع دارای X یعنی .X ∼ Nn(µ,Σ)

1Elliptical distribution
2Semidefinite matrix
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کنید فرض .١. ٢. ٢٢ تعریف

Ψn = {ψ : [٠,∞) → R|باشد مشخصهnبعدی تابع یک t → ψ(‖t‖٢) ضابطه Rnبا → Rتابع}
می کنند. تولید nبعدی مشخصه توابع Ψn اعضای .Ψ١ ⊇ Ψ٢ ⊇ Ψ٣ ⊇ · · · ⊇ Ψn وضوح به

شوند تولید دلخواه بعد های با مشخصه توابع آنها، توسط که ψ : [٠,∞) → R چون توابعی
می دهیم. نمایش Ψ∞ نماد با را

تنها را مشخصه مولدهای کل، در که ساختند نشان خاطر (٢٠٠۵) همکارانش و McNeil

از خاصی رده بر ما پایان نامه، این در داد[۵٢]. قرار استفاده مورد خاص ابعاد در توان می
از ناشی بیضوی توزیع خانواده می شویم. متمرکز رده این از ناشی بیضوی توزیع های و مولدها
در را چندمتغیره t توزیع و چندمتغیره نرمال توزیع جمله از مهم توزیع های از بسیاری ، Ψ∞

می گیرد. بر
صورت به آن جینی شاخص بگیرید. نظر در را X=(X١, . . . , Xn

) تصادفی بردار .١. ٢. ٢٣ تعریف
بردار های مولفه پراکندگی میزان جینی، شاخص شود. می تعریف ١

n٢
∑

١≤i,j≤n |Xi − Xj |

شاخص آنگاه باشند، برابر ها مولفه همه اگر مثال، عنوان به می کند. گیری اندازه را تصادفی
کنیم، می استفاده زیر نمادگذاری از سادگی، برای . است صفر جینی

G(X) =
∑

١≤i,j≤n

|Xi −Xj | (١. ٢)

خواهیم می ما که است تصادفی ای متغیر همان و است شده مقیاس جینی شاخص G(X)

حسب بر توان می را G(X) که دید توان می آسانی به کنیم. مطالعه پایان نامه، این سراسر در
کرد، بازنویسی زیر صورت به ترتیبی١ آماره

G(X) =
n∑

i=١
(۴i− ٢n− ٢)X(i) (١. ٣)

دهد. می نشان را {X١, . . . , Xn} بزرگ مولفه امین، i ،X(i) آن، در که
کنیم. می ارائه را تصادفی ترتیب تعاریف از برخی جینی، های شاخص مقایسه برای

معمولی٢ تصادفی ترتیب در را X باشند. تصادفی متغیر دو Y و X کنید فرض .٢۴ .١. ٢ تعریف
ها t ∈ R همه برای اگر شود)، می داده نشان X ≤st Y صورت به (که گوییم می Y از کوچکتر

. P{X > t} ≤ P{Y > t} باشیم، داشته
نشان X ≤icx Y صورت به (که گوییم می Y از کوچکتر ، صعودی٣ محدب ترتیب در را X
E
(
u(X)

)
≤ E

(
u(Y )

) باشیم، داشته u صعودی محدب تابع هر برای اگر شود)، می داده
باشد. موجود ریاضی امید های اینکه بر مشروط

1Order statistics
2stochastic order
3Usual stochastic order
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است. شده بیان معمولی تصادفی ترتیب برای نیز زیر مشخصات پایان نامه، این در

اگر تنها و اگر است X ≤st Y باشند. تصادفی متغیر دو Y و X کنید فرض .١. ٢. ١ گزاره
ریاضی های امید اینکه به مشروط باشد، برقرار u صعودی تابع هر برای E(u(X)

)
≤ E

(
u(Y )

)
باشند. موجود مربوطه

است. موردنیاز فوق مدولی١ ترتیب مفهوم تصادفی، بردارهای مقایسه منظور به علاوه، به
زیر رابطه x,y ∈ Rn هر برای اگر می گوییم فوق مدولی را f : Rn → R تابع .٢۵ .١. ٢ تعریف

باشد. برقرار
f(x) + f(y) ≤ f(x ∧ y) + f(x ∨ y)

یعنی هستند، مولفه ای بیشینه و کمینه ترتیب به ،∨ و ∧ عملگرهای آن، در که
(x١, . . . , xn) ∧ (y١, . . . , yn) =

(
min(x١, y١), . . . ,min(xn, yn)

)
(x١, . . . , xn) ∨ (y١, . . . , yn) =

(
max(x١, y١), . . . ,max(xn, yn)

)
X ≤sm Y صورت به (که می گوییم Y از کوچکتر فوق مدولی، ترتیب در را X تصادفی بردار
E
(
f(X)

)
≤ E

(
f(Y)

) باشیم داشته f فوق مدولی تابع هر برای اگر می شود)، داده نمایش
باشد. موجود مربوطه ریاضی امید های اینکه بر مشروط

برقرار X d
= Y آنگاه باشند، برقرار X ≥sm Y و X ≤sm Y اگر که کرد ثابت می توان آسانی به

نتیجه ،(١) ادعای ،[۴٨] مقاله با مطابق است. توزیع» در «تساوی بیانگر d
= آن، در که است،

شود. می حاصل زیر
تابعی عنوان به f(x١, . . . , xn) اگر تنها و اگر است، فوق مدولی f : Rn → R تابع .١. ٢. ٢ گزاره
باشیم داشته ١ ≤ i ≤ j ≤ n هر برای آن در که باشد، فوق مدولی ثابت xk هر برای (xi, xj) از

. k 6= i, j

کافی ،[١١] توسط شده پیشنهاد فرض آزمون به آزمون آماره وابستگی اثر بررسی برای
تجربی ریسک مقادیر مجانبی، توزیع زیرا کنیم، مطالعه را چندمتغیره نرمال توزیع که است
بسط بیضوی توزیع های به را خود مطالعه می خواهیم علاقه، روی از تنها وجود، این با است.
تعریف می کنیم. ارائه را بیضوی های توزیع به راجع پایه مفاهیم برخی ابتدا بنابراین، دهیم.

است. شده گرفته [۵٢] مقاله از بیضوی توزیع برای زیر مشخصات و
یک علاوه، به کنید. مراجعه [۵٢] سوم فصل به خانواده، این به راجع بیشتر بحث برای
چندمتغیره نرمال توزیع حسب بر تصادفی نمایش یک که است این خانواده این مفید ویژگی
٢۵ – ٣ قضیه از ترکیبی اساساً ،١. ٢. ٣ گزاره است. شده بیان ١. ٢. ٣ گزاره صورت به که دارد

است. نشده ارائه آنها اثبات بنابراین، است [۵٢] در ٢۶ – ٣ تعریف و
1Supermodular



٩ مقدماتی تعاریف
بردار اگر تنها و اگر است، موجود ψ ∈ Ψ∞ با X ∼ ECn(µ,Σ, ψ) تصادفی بردار .١. ٢. ٣ گزاره

شود، برآورده زیر رابطه که باشند موجود ای گونه به R تصادفی متغیر و Z تصادفی
X

d
= µ+RZ (۴ .١)

است. Z از مستقل تصادفی متغیر یک R ≥ ٠ و Z ∼MVN(0,Σ) آن در که
با نشان می دهد. را چندمتغیره نرمال و بیضوی های توزیع بین مهم رابطه یک ١. ٢. ٣ گزاره
بیضوی توزیع به را چندمتغیری نرمال توزیع خصوصیات از بسیاری می توان نمایش، نحوه این

شود. می ارائه مثال چند بعدی بخش های در داد. تعمیم
است کامل مثبت وابستگی یک ، هم یکنوایی است. وابستگی ساختار به راجع پایان نامه، این
یک (٢٠٠٢) همکارانش و Dhaene دارد. مالی دانش و آماری علوم در مهمی کاربردهای و
تعاریف ذیل، در .[٢۵] دادند انجام آن کاربردهای و هم یکنوایی مفهوم روی مقایسه ای مطالعه

می شوند. ارائه هم یکنوایی هم ارز مشخصه چندین و آنها
x ≤ y رابطه ،x,y ∈ A هر برای اگر می نامیم هم یکنوا را A ⊂ Rn مجموعه .٢۶ .١. ٢ تعریف
صورت به اگر تنها و اگر است ١ هم یکنوا مجموعه یک که است مسلم باشند. برقرار y ≤ x یا

باشد. مرتب کلی
می شود، تعریف زیر صورت به آن تکیه گاه تصادفی، بردار یک برای .١. ٢. ٢٧ تعریف

supp(X) = {x ∈ Rn : P{X ∈ B(x, r)} > ٠, ∀r > ٠}, (۵ .١)
است. r شعاع و x مرکز با گوی هایی B(x, r) آن، در که

باشد. هم یکنوا آن  تکیه گاه اگر است، هم یکنوا X تصادفی بردار .١. ٢. ٢٨ تعریف
اند داده توسعه را هم یکنوایی معروف مشخصه چندین (٢٠٠٢) همکارانش و Dhaene

هستند. هم ارز ذیل عبارات مثال، عنوان به .[٢۵]
است. هم یکنوا X = (X١, . . . , Xn) •

رابطه که، گونه ای به دارند وجود f١, . . . , fn صعودی توابع و Z تصادفی متغیر یک •
است. برقرار (X١, . . . , Xn)

d
=
(
f١(Z), . . . , fn(Z)

)
داریم، (x١, . . . , xn) ∈ Rn همه برای •

P{X١ ≤ x١, . . . , Xn ≤ xn} = min{P{X١ ≤ x١}, . . . ,P{Xn ≤ xn}}

چندمتغیری نرمال توزیع برای را هم یکنوایی مشخصه یک [٢۵] مقاله در ۵ قضیه علاوه، به
X = (X١, . . . , Xn) ∼MVN(µ,Σ) خاص، طور به می کند. ارائه آن کوواریانس ماتریس طریق از

1Comonotonicity



مقدماتی تعاریف و پیش نیاز ها ١٠
rank(Σ) = ١ (یعنی باشد برقرار ها i, j همه برای corr(Xi, Xj) = ١ اگر تنها و اگر است هم یکنوا
هم یکنوایی آنگاه باشند، داشته ١ مشابه واریانس حاشیه ای، توزیع های همه اگر علاوه، به .(

است. Σ = ١n×n با ارز هم X

حالت در داد. بسط Ψ∞ از ناشی بیضوی های توزیع به توان می را مشخصه این واقع، در
١ رتبه پراکندگی، ماتریس اگر تنها و اگر یکنواست هم ، ψ ∈ Ψ∞ با بیضوی توزیع خاص،
بیان چندمتغیره t توزیع برای را حقیقت این ،(٢٠٠۵) همکارانش و McNeil باشد. داشته
آن اثبات و شود می بیان رسمی صورت به مشخصه این ذیل، در .(۵ فصل (در [۵٢] داشتند

شود. می داده عمومی حالت در
و اگر هم یکنواست X هستند. برقرار ψ ∈ Ψ∞ با X ∼ ECn(µ,Σ, ψ) کنید فرض .۴ .١. ٢ گزاره

باشد. rank(Σ) = ١ اگر تنها
گونه به دارد وجود Z از مستقل R ≥ ٠ و Z ∼MVN(0,Σ) ،(٢. ٢. ١) رابطه به توجه با برهان.
آنگاه باشد، rank(Σ) = ١ کنید فرض «اگر». بخش است. برقرار X d

= µ + RZ رابطه که ای
گونه ای به دارد وجود Z ∼ N(٠, ١) بنابراین، است. برقرار ها jوi همه برای corr(Zi, Zj) = ١
X که می شود نتیجه بلافاصله باشد. برقرار ها i = ١, . . . , n همه برای ai ≥ ٠ با Zi = aiZ که

می آید. بدست هم یکنوا تابعی مشخصا و است هم یکنوا ٢. ٢. ٢ تصادفی نمایش به توجه با
آنجا از بگیرید. نظر در را y, z ∈ supp(Z) باشد. یکنوا هم X کنید فرض اگر». «تنها بخش
از . µ+ ry, µ+ rz ∈ supp(X) ، ٠ < r ∈ supp(Z) هر برای بنابراین است، Z از مستقل R که
رابطه بر دلالت که µ + ry ≥ µ + rz یا µ + ry ≤ µ + rz که می گیریم نتیجه X یکنوایی هم
rank(Σ) = ١ نتیجه در و است هم یکنوا Z که می گیریم نتیجه بنابراین، دارد. y ≥ z یا y ≤ z

است.

مفصل تابع ١. ٣
مطالعه را زیر مسئله او شد. آغاز [٣٠] مرجع در فرشه توسط مفصل تاریخچه گفت می توان
دو به مربوط F٢ و F١ توزیع توابع اگر است. شده بیان بعدی ٢ صورت به اینجا در كه كرد،
آنگاه باشد، اند شده تعریف (Ω, F,P) یکسان احتمال فضای روی که X٢ و X١ تصادفی متغیر
، F١ آنها حاشیه ای توابع که X٢ ، X١ توام توزیع توابع از متشکل Γ (F١, F٢) مجموعه مورد در

گفت؟. می توان چه باشد، F٢
مستقل X٢ و X١ اگر مثال به عنوان می شود. نامیده F٢ و F١ فرشه کلاس Γ (F١, F٢) مجموعه
با F : R٢ → [٠, ١] آنگاه شوند، گرفته نظر در آنها توزیع توابع ترتیب به F٢ و F١ و باشند هم از
را این ،F ∈ Γ (F١, F٢) لذا آنهاست، توام توزیع توزیع تابع F (x١, x٢) = F١(x١)F٢(x٢) ضابطه

.Γ (X١, X٢) 6= ∅ که نشان می دهد



١١ مفصل تابع
١ اسکلار ١٩۵٩ سال در اما شد، انجام افرادی توسط فوق مسئله مورد در جزئی مطالعات
در و آورد بدست مفصل نام به مفهومی معرفی با را مسئله این با ارتباط در نتیجه عمیق ترین

شد. معروف خودش به نام که نمود اثبات قضیه ای خصوص این
چگالی تابع هرگاه است، [a, b] بازه روی یکنواخت توزیع دارای X تصادفی متغیر .١. ٣. ١ تعریف

شود. تعریف زیر به صورت آن احتمال
f =

١
b− a

χ[a,b]

دیگر عبارت به

f(t) =


١

b−a a < t < b

٠ اینصورت غیر در
.X ∼ U([a, b]) می نویسیم باشد [a, b] روی یکنواخت توزیع دارای X هرگاه همچنین

n−بعدی مفصل یک این صورت در باشد. طبیعی عدد یک n ≥ ٢ کنید فرض .١. ٣. ٢ تعریف
توابع که است، C مانند [٠, ١]n روی n−متغیره توزیع تابع یک n−مفصل) یک خلاصه بطور (یا

هستند. [٠, ١] روی استاندارد یکنواخت آن حاشیه ای توزیع
مربوط شود U = (U١, U٢, . . . , Un) مانند تصادفی بردار یک به می تواند n−مفصل هر بنابراین

.U ∼ C و Ui ∼ U([٠, ١]) ،١ ≤ i ≤ n هر ازای به به طوریکه
متناظر باشند، یکنواخت توزیع دارای [٠, ١] روی آن مولفه های که تصادفی بردار هر همچنین

می باشد. مفصل یک با
زیر موارد اگر فقط و اگر است، n−بعدی مفصل یک C : [٠, ١]n → [٠, ١] تابع .١. ٣. ١ قضیه

باشند. برقرار
C(١, . . . , ١, uj , ١, . . . , ١) = uj ،١ ≤ j ≤ n هر برای •

C(u) ≤ C(v) ، u ≤ v که u, v ∈ In هر ازای به •
آنگاه ai ≤ bi باشیم داشته ١ ≤ i ≤ n هر ازای به هرگاه •

٢∑
i١=١

· · ·
٢∑

in=١
(−١)i١+···+inC(u١,i١ , . . . , un,in) ≥ ٠

.bj = uj,٢, aj = uj,١ ،١ ≤ j ≤ ٢ برای آن در که
متناظر C(x١, x٢, . . . , xn) = x١x٢ . . . xn ضابطه با ،C : [٠, ١]n → [٠, ١] اگر • .١. ٣. ١ مثال
دارای و هم از مستقل آن مولفه های که باشد U = (U١, U٢, . . . , Un) تصادفی بردار با

می نامند. مستقل مفصل را C آنگاه باشند، [٠, ١] روی یکنواخت توزیع
1Sklar



مقدماتی تعاریف و پیش نیاز ها ١٢
بردار با متناظر C(x١, . . . , xn) = min{x١, . . . , xn} ضابطه با ،C : [٠, ١]n → [٠, ١] اگر •
و [٠, ١] روی یکنواخت توزیع دارای مولفه هایش که باشد U = (U١, U٢, . . . , Un) تصادفی

می نامند. هم یکنوا مفصل را C آنگاه U١ = U٢ = · · · = Una.s.

بردار با متناظر C(x١, x٢) = max{x١ + x٢ − ١, ٠} ضابطه با ،C : [٠, ٢[١ → [٠, ١] اگر •
هستند [٠, ١] روی یکنواخت توزیع دارای آن مولفه های که باشد، U = (U١, U٢) تصادفی

می نامند. یکنوایی عدم مفصل را C آنگاه U١ = ١ − U٢a.s. و
نظر در را F١, F٢, . . . , Fn حاشیه های با F n−بعدی تجمعی توزیع تابع اسکلار:١ .١. ٣. ٢ قضیه
،١ ≤ i ≤ n هر برای که است، موجود چنان C : [٠, ١]n → [٠, ١] مفصل این صورت در بگیرید.

xi ∈ (−∞,∞)

F (x١, . . . , xn) = C(F١(x١), . . . , Fn(xn)).

است. به فرد منحصر C مفصل آنگاه باشد، پیوسته Fi ،١ ≤ i ≤ n هر برای گاه هر
تعریف به فرد منحصر به طور Ran(F١)×· · ·×Ran(Fn) روی C آنگاه نباشند، پیوسته Fiها هرگاه

می شود.
است، ψ : [٠,∞] → [٠, ١] مانند پیوسته و نزولی تابعی ارشمیدسی٢ مولد یک .١. ٣. ٣ تعریف

کند. صدق زیر شرایط در که
ψ(٠) = ١ •

limt→∞ ψ(t) = ٠ •
باشد. نزولی اکیدا [٠, inf{t|ψ(t) = ٠}) روی •

U ∈ [٠, ١]n هر برای هرگاه می نامیم، ارشمیدسی٣ را C متغیره −n مفصل یک .۴ .١. ٣ تعریف
باشیم. داشته

C(U) = ψ(ψ−١(u١) + ψ−١(u٢) + · · ·+ ψ−١(un))

است. ارشمیدسی مولد تابع ψ[٠,∞] → [٠, ١] آن در که
است. زیر صورت به آن معکوس همچنین

ψ−١(t) =


ψ−١(t) ٠ ≤ t ≤ ψ(٠)
٠ ψ(٠) ≤ t ≤ ∞

(١. ١)
1Sklar’s Theorem
2Archimedean generator
3Archimedean copula



١٣ خطی رگرسیون
می شود. تعریف زیر شکل به متغیر دو برای کلایتون١ مفصل تابع .۵ .١. ٣ تعریف

Cclayton
θ (u, υ) = max{(u−θ + υ−θ − ١)− ١

θ , ٠}
توسط مفصل ها از خانواده این ارشمیدسی مولد تابع و

ψθ(t) =
(
max{١ + θt, ٠})− ١

θ

نامتقارن توزیع دارای کلایتون مفصل تابع بود. خواهد θ ∈ [−١,+∞] آن در که می شود، بیان
است. بیشتر مثبت دنباله به وابستگی از منفی دنباله به وابستگی تابع این در به طوریکه است،

می شود. تبدیل زیر به صورت کلایتون مفصل آنگاه θ > ٠ گاه هر نکته:
Cclayton
θ (u, υ) = (u−θ + υ−θ − ١)− ١

θ

می شود. تعریف زیر صورت به فرانک٢ n−بعدی مفصل تابع .۶ .١. ٣ تعریف
CFrank
θ (u) = −١

θ
log
(١ +

Πn١ (e−θui − ١)
(e−θ − ١)n−١

)
در می شود. تبدیل مستقل مفصل به فرانک مفصل آنگاه θ → ٠+ وقتی است. θ > ٠ آن در که
از خانواده این ارشمیدسی مولد تابع شود. تعریف θ < ٠ برای می تواند θ پارامتر n = ٢ حالت

می شود. تعریف ψθ(t) = − ١
θ log

(١ − (١ − e−θ)e−t
) توسط مفصل ها

می شود. تعریف زیر صورت به گامبل٣ دومتغیره مفصل تابع .١. ٣. ٧ تعریف
CGu
θ (u, υ) = e−

(
(− lnu)θ+(− ln υ)θ

) ١
θ

در می شود. تبدیل مستقل مفصل به گامبل مفصل θ = ١ حالت در .θ ∈ [١,∞) آن در که
شد. خواهد تبدیل هم یکنوا مفصل به گامبل مفصل θ → ∞ که حالتی

می شود. تعریف ψ(t) = e−t
١
θ توسط مفصل ها از خانواده این ارشمیدسی مولد تابع

خطی رگرسیون ۴ .١
بر دیگری متغیر به متغیر یک مقدار که نشان می دهد و است بازگشت معنی به رگرسیون واژه
پیدا دیگر متغیر چند یا دو میزان به توجه با را متغیری میزان آن با بتوان که روابطی می گردد.

بود. خواهد چندگانه رگرسیون به مرتبط کرد
کمیت بتوان آن با که به طوری هستیم، آن تحلیل و ریاضی رابطه ای برآورد به دنبال رگرسیون در

1Clayton copula
2Frank copula
3Gumbel copula



مقدماتی تعاریف و پیش نیاز ها ١۴
همبستگی در سپس کنیم. تعیین معلوم متغیر های یا متغیر از استفاده با را مجهول متغیری

ربط می دهد. هم به را متغیر ها که هستیم، ارتباطی میزان و رابطه نوع تعیین دنبال به
این صورت، در Y = a+ bX که به طوری باشند، تصادفی متغیر دو Y ، X اگر مثال عنوان به

نیز دیگری یکی افزایش با یعنی هستند، مستقیم رابطه دارای Y ،X آنگاه b > ٠ اگر •
خطی Y ، X بین رابطه لذا می یابد، کاهش نیز دیگری یکی کاهش با و می یابد افزایش

است. مستقیم
افزایش با که معنی بدین است. معکوس متغیر دو بین رابطه این صورت در b < ٠ اگر •
بین  رابطه دیگر به عبارت می یابد. افزایش دیگری یکی کاهش با و کاهش دیگری یکی

است. معکوس خطی Y ،X
مستقل و نداشته خطی رابطه Y ،X متغیر دو که است، آن نشان دهنده b = ٠ اگر •

هستند.

کاری و خالص بیمه های حق به مربوط مفاهیم ۵ .١
فرضیات ١ .۵ .١

بگیرید. نظر در را شده اند گردآوری X بردار تحت ,X١که . . . , Xp ویژگی های مجموعه و Y پاسخ
X در موجود اطلاعات استخراج برای (Y,X١, . . . , Xp) تصادفی بردار درون وابستگی ساختار
خالص بیمه حق ارزیابی آماری، قیمت گذاری از هدف می گیرد. قرار استفاده مورد Y درباره
شرطی ریاضی امید مقدار هدف، این که است معنی بدین این است. ممکن دقت بیشترین با
از است. X موجود اطلاعات اساس بر ادعا) مقدار یا ادعا (تعداد Y پاسخ از µ(X) = E

(
Y |X

)
باشید داشته توجه می گیریم. نظر در (خالص) صحیح بیمه حق عنوان به را µ(X) بعد، به اینجا
رفتار است ممکن و است ناشناخته بیمه گر برای معمولا˟ x 7→ µ(x) = E

(
Y |X = x

) تابع که
واقعی) یا (کاری بیمه حق با را تابع این که است دلیل این به دهد. نشان x حسب بر پیچید ه ای
نسبتاً ساختار x 7→ µ(x) مجهول رگرسیون تابع با مقایسه در که می زنند، تقریب x 7→ π(x)

با می توان را شده داده قیمت گذاری ابزار شایستگی که است، معنی بدین این دارد. ساده ای
داشته وجود X در ویژگی هزارها اگر که گونه ای به کرد، ارزیابی (µ(X), π(X)

) زوج از استفاده
در دیگر مهم مولفه یک بالابری، اندازه گیری برمی گردیم. دومتغیری حالت به هم باز باشد،
پیش بینی در آن عملکرد باید شد، ساخته پیش بین مدل یک که زمانی است. مدل اعتبارسنجی
Y پاسخ که کنید توجه شود. تعیین X در موجود ویژگی های اساس بر صحیح µ(X) بیمه حق
مدل کالیبراسیون و µ(X) تعریف (ورای نمی کند ایفا بیمه حق تعیین در مستقیمی نقش خود
روی Y − µ(X) خروجی های از وقتی زیرا نشان می دهد)، را π قیمت که پیشنهادی رگرسیون
(این می کنند حذف را همدیگر آنها می شود، میانگین گیری بزرگ کافی اندازه به پرتفوی یک



١۵ کاری و خالص بیمه های حق به مربوط مفاهیم
باشد. نزدیک µ(X) صحیح بیمه حق با ممکن حد تا باید π(X) بیمه حق است). بیمه لازمه
مراجعه [۵٣] به نرخ گذاری مهم هدف به راجع بیشتر اطلاعات کسب برای می تواند خواننده
می آید بدست µ(X) از دقیقی برآوردهای بلکه نمی کند، پیش بینی را Y واقعی زیان های که کند،

نشده اند. مشاهده که
ترکیب X ویژگی های می روند، کار به بیمه مطالعات در که مدل هایی از بسیاری در نکته:
حق و (X١, . . . , Xp) ویژگی های با حقیقی مقدار تابع (یعنی دهند شکل را S امتیاز تا می شوند
تابع یک برای π(X) = h(S) قرارداد طبق است. S از صعودی) (یعنی یکنوا تابع یک π بیمه

است. برقرار h صعودی
به شده منتقل هزینه از خاص جنبه یک کدام هر که دارند، متعددی امتیازات مدل ها، برخی
آنها، در که صفر افزوده رگرسیون مدل های مورد در مثال عنوان به نشان می دهد. را بیمه گر
ویژه امتیاز یک با دو هر ادعانامه، کردن پر زمان در انتظاری هزینه و صفر در احتمال جرم
این در هستند، موجود ویژگی ای از توابعی همگی امتیازات این که آنجا از می شوند. مدل سازی

می کنیم. حفظ عمومی حالت در ممکن، حد تا را π(X) نماد پایان نامه،
انتظاری مقادیر همچنین و مدنظر π(X) بیمه حق که کنید فرض تفسیر، راحتی برای
می پذیرند. را احتمال چگالی توابع که هستند، پیوسته ای تصادفی متغیرهای µ(X) شرطی
تابع یک π تابع و باشد داشته وجود X موجود اطلاعات در پیوسته ویژگی یک حداقل که زمانی
است ممکن وجود، این با است. صادق مسئله این باشد، S حقیقی امتیاز از پیوسته صعودی
یک مانند ای تکه ثابت های پیش بین همچنین و گسسته های ویژگی بر مبتنی پیش بینی های
که آنجا از پذیرد. می ورودی محدودی تعداد تنها π(X) واقع، در نگیرند. نظر در را، تنها درخت
درخت هایی مثال، عنوان (به است پیچیده تر مدل های بر مبتنی آماری گذاری قیمت امروزه،
دار خدشه را رویکرد عمومیت پیوستگی، فرض این می شوند)، ترکیب تصادفی جنگل های با که
داریم، یعنی است، صحیح میانگین صورت به پیش بین که می کنیم فرض علاوه، به نمی کند.

E
(
π(X)

)
= E

(
µ(X)

)
= E

(
Y
) (١. ١)

برقرار E(Y ) < ∞ و باشند غیرمنفی π پیش بین و Y پاسخ دو هر که می کنیم فرض همچنین
به پایان نامه این که باشید داشته توجه شده اند. حفظ پایان نامه سراسر در فرضیات این باشد.
پیوستگی فرض که می شود سبب امر این دارد. اختصاص فنی بیمه های حق به کامل صورت
دارند دسترسی بیشتری بسیار ویژگی های به گران بیمه امروزه زیرا باشد، معقول کاملا́ π(X)

آماری ابزارهای به کنند، ارزیابی دقت به را بیمه گذاران ریسک پروفایل بتوانند اینکه برای و
را بیمه گذار هر ریسک بتواند باید فنی بیمه حق وجود، این با می شوند. متوسل پیشرفته
به شده پرداخت تجاری بیمه حق هدف و کند ارزیابی دقت به فردی مشخصات با مطابق
ناظر مقامات توسط شده اعمال قوانین با باید که است، بیمه گر سود بهینه سازی بیمه گذار،
و حراج کانال های محدودیت های و IT محدودیت های تحت و باشد داشته مطابقت محلی
منجر می انجامد، تجاری قیمت به که فنی قیمت ساده سازی است. بازاریابی دپارتمان های



مقدماتی تعاریف و پیش نیاز ها ١۶
بیمه گزار سن مانند پیوسته ویژگی خاص، طور به می شود. گسسته قیمت گذاری طرح به
کمک به فنی بیمه حق در حالیکه در می شود رده بندی تجاری قیمت فهرست در معمولا˟
عمل، در بنابراین می شود. گرفته نظر در پیوسته متغیر عنوان به تعمیم یافته، افزوده مدل های
احتمال بیشترین (که داد قرار تجاری قیمت فهرست در نمی توان را ذیل در آمده بدست نتایج
بیشترین با (که باشد فنی قیمت فهرست در باید حالیکه در دارند) را بودن گسسته برای
۶ .٢ و ۵ .٢ بخش های در آمده بدست فنی نتایج اگر حتی اکنون، هستند). پیوسته احتمال
و شده» انتگرال گیری تمرکز «منحنی های کلیدی معیارهای باشند، پیوسته حق بیمه های برای
حق برای همچنان می شوند، معرفی ٢. ٧ و ٢ .۶ .٢ بخش های در که منحنی ها» بین «مساحت
توضیحات مشاهده برای می توانند علاقه مند خوانندگان هستند. معنادار گسسته بیمه های
قیمت فهرست به رسیدن برای فنی قیمت فهرست در احتمالی ساده سازی به راجع شفاف
۴ ‐٢ بخش کنند. مراجعه [۴١] مقاله به طبقه ای، درجه بندی ضرایب از استفاده با تجاری
توجه وجود این با می کند. بیان را گسسته توزیع های برای موردنیاز تنظیمات [٧٢] مقاله در
با ریسک رده محدودی تعداد باشد، ساده خیلی قیمت فهرست که زمانی که باشید داشته
از استفاده با و کرد جمع آوری سطح آن در را تجارب می توان که می شود ایجاد کافی مواجهه

کرد. مقایسه انتظار مورد مقادیر با انتظاری، گراف های مقابل در ساده واقعی گراف های

نمادگذاری ٢ .۵ .١
می شود، تعریف زیر صورت به π(X) ١ توزیع تابع

Fπ(t) = P[π(X) ≤ t], t ≥ ٠
داریم، و است متناظر احتمال چگالی تابع fπ که

Fπ(t) =

∫ t

٠ fπ(s) ds , t ≥ ٠
Fπ تعمیم یافته وارون صورت به که است خطر) در دارایی (یا مربوطه چندک تابع F−١

π و
داریم، یعنی می شود تعریف

αاحتمال سطح برای F−١
π (α) = inf{t|Fπ(t) ≥ α}

همه برای Fπ

(
F−١
π (α)

)
= α اتحاد که کند می تضمین ما پیوستگی فرض احتمال سطح برای

باشد. برقرار احتمال سطوح

محدب ترتیب ٣ .۵ .١
است. واقعی بیمه حق به راجع بیشتری اطلاعات حاوی باشد، پراکنده تر π(X) چه هر مشخصاً
ریسک به راجع اطلاعاتی هیچ دارد، را پراکندگی کمترین که π(X) = E

(
Y
) ثابت پیش بین

1Distribution function
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تغییرپذیری مقایسه که می رسد نظر به بنابراین، ندارد. همراه به مختلف نامه های بیمه نسبی
برای موثر احتمالاتی ابزار یک ، محدب١ ترتیب باشد. اهمیت حائز مطالعه، مورد مسئله در آن
مطالعه از است. معیار انحراف مانند ساده شاخص های از فراتر متغیرها تصادفی پخش ارزیابی
داریم، T و Z تصادفی متغیر دو وقتی که می دانیم (۴ ‐٣ بخش ، [١٩] ) همکارانش و دنویت

اگر می شود) داده نشان T �cx Z (با است Z از کوچکتر محدب ترتیب در T می گوییم

E
(
g(T )

)
≤ E

(
g(Z)

) (١. ٢)

باشد. موجود ریاضی امید اینکه بر مشروط باشد، برقرار g محدب توابع همه برای
امید کمک به یکسان احتمال فضای ایجاد محدب، ترتیب مهم مشخصه یابی روش های از یکی
می سازند برآورده را T �cx Z رابطه T و Z تصادفی متغیرهای ویژه، به است. شرطی ریاضی
تعریف احتمال فضای یک روی و باشند داشته وجود Z̃ و F̃ تصادفی متغیر دو اگر تنها و اگر
مارتینگل یک {F̃ , Z̃} و شود توزیع Z صورت به Z̃ و شود توزیع T صورت به F̃ و باشند شده
که می شود نتیجه آن از مستقیماً باشد. برقرار قطعی تقریباً صورت به E[Z̃|F̃ ] = F̃ یعنی باشد

باشیم، داشته که است سودمند زمانی ویژگی ها تعداد افزایش
. X١ ⊆ X٢ ⇒ µ(X١) �cx µ(X٢)

می شود. تولید بیشتری (µ) شده پخش بیمه های حق برویم، X٢ غنی تر اطلاعات به X١ از وقتی

عملکرد منحنی های تعاریف ۴ .۵ .١
منحنی روی را پیش بین پایه عملکرد معیار ،([٣٢] ،[٣١]) همکارانش و Frees مطالعه اساس بر

می شود. یادآوری متن ادامه در آنها تعریف که کنیم می پیشنهاد آن لورنز و تمرکز های
اساس بر π کاری بیمه حق به نسبت µ(X) واقعی بیمه حق تمرکز٢ منحنی .١ .۵ .١ تعریف

کرد. تعریف زیر صورت به می توان را X بردار در موجود اطلاعات

α 7→ CC[µ(X), π(X);α] =
E
(
µ(X)I[π(X) ≤ F−١

π (α)]
)

E
(
µ(X)

)
درنظر را بیمه حق دو نسبت که ([٣٢] ،[٣١]) همکارانش و فریز مطالعه خلاف بر اینجا در
عملکرد معیارهای بنابراین می شود. وارد تمرکز منحنی تعریف در π(X) بیمه حق خود گرفتند،
[٣٩]،[٣٨] ) جاسیاک و جوریروکس توسط که Y ∈ {٠, ١} دوتایی پاسخ برای π(X) پیش بین
خواننده غلظت، منحنی خصوصیات جامع مطالعه برای می یابد. توسعه بود، شده پیشنهاد (

می دهیم. ارجاع [٧٢] مطالعه به را علاقه مند
1Convex order
2concentration curve
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می بینیم ١ .۵ .١ تعریف طبق می دهیم. شرح را π(X) غلظت منحنی شهودی معنای اکنون
π(X) ≤ F−١

π (α) پرتفوی زیر در را واقعی بیمه حق از کلی درآمد سهم CC[µ(X), π(X);α] که
این که آنجا از است. π بیمه حق کمترین با قراردادها ١٠٠α٪ با متناظر یعنی نشان می دهد
رقیب توسط جذب و پرتفوی ترک خطر معرض در دارند، پایینی ریسک پروفایل نامه ها، بیمه
اهمیت نتیجه، در نکنیم. غلو بیمه گزاران، از گروه این روی که است مهم بنابراین، هستند.

است. π نظر مد بیمه حق شایستگی ارزیابی برای تمرکز منحنی
توان می زیر مقایسه در را آن دلیل نیست. کافی π عملکرد ارزیابی برای تنهایی به تمرکز منحنی
متقاضیان اولیه انتخاب یعنی اعتباری امتیازدهی به ([٣٨]) جاسیاک و گورریروکس دریافت.
نداشت، اهمیتی π واقعی مقدار بنابراین، بودند. علاقه مند وام بازپرداخت به تمایل اساس بر
اهمیت کرد، می تعیین را تقاضانامه رد یا پذیرش که ای آستانه و کردند می القا که ای رتبه تنها
حق درآمد با همراه را π(X) بیمه حق مقادیر باید ما گذاری، قیمت در وجود، این با داشت.
نیز پیش بین لورنز منحنی از که است دلیل این به بگیریم. نظر در µ(X) اساس بر واقعی بیمه

می کنیم. استفاده پیش بین به نسبت پاسخ تمرکز منحنی همراه به
می شود، تعریف زیر صورت به π(X) پیش بین به مربوط (LC) لورنز منحنی .٢ .۵ .١ تعریف

α 7→ LC[π(X);α] = CC[π(X), π(X);α]

=
E
(
π(X)I[π(X) ≤ F−١

π (α)]
)

E
(
π(X)

)
بر دارد. تغییرپذیری) (یا پراکندگی به کامل وابستگی تعریف، طبق لورنز منحنی بنابراین،
پیش بین افزایش که می دانیم ،(۴١ – ۴ – ٣ ویژگی [١٩]) همکارانش و دنویت مطالعه اساس

حرکت می دهد. پایین سمت به را لورنز منحنی محدب، ترتیب در π(X)

دسترسی X در موجود اطلاعات اساس بر µ(X) واقعی بیمه حق به بیمه گر یک اگر نکته:
اگر که است دلیل بدین این کند. متمایز LC از را CC که نیست نیازی آنگاه باشد، داشته

داریم، باشد، π(X) = µ(X)

LC[π(X);α] = CC[µ(X), π(X);α]

است. برقرار α احتمال سطوح همه برای که
بدین این می یابند. کاهش µ(X) لورنز منحنی به عملکرد، منحنی دو دیگر، عبارت به
امید با بیمه حق زیرا است، تعادل در π(X) ≤ F−١

π (α) با متناظر زیرپرتفوی که است معنی
که نشان می دهد عملکرد منحنی دو بین بالای اختلاف دارد. مطابقت میانگین شرطی ریاضی

می زند. تقریب ضعیفی شکل به را واقعی فنی بیمه حق مدنظر، پیش بین
عملکرد ارزیابی برای π(X) لورنز منحنی از تنها تجربی مطالعات از بسیاری که است دلیل بدین
در گیرند می اشتباه شرطی ریاضی امید با را π پیش بین آنها گیرند. می بهره پیش بین مدل



١٩ کاری و خالص بیمه های حق به مربوط مفاهیم
آن با واقعیت در که صورتی در بزند تقریب را µ(X) تنها π(X) که است محتمل بسیار حالیکه
و CC[µ(X), π(X);α] منحنی های زوج به دوباره باید ما اختلاف، این علت به دارد. تفاوت

کنیم. ارزیابی را قیمت گذاری مدل عملکرد تا شویم متوسل LC[π(X);α]





٢ فصل
انتخاب و جینی شاخص های رتبه بندی

و تمرکز منحنی های اساس بر مدل
لورنز

مقدمه ٢. ١
مبنای بر مدل انتخاب به محدب ترتیب اساس بر جینی ضرایب رتبه بندی ضمن فصل این در

می پردازیم. لورنز و تمرکز منحنی های

≤icx ترتیب براساس جینی شاخص های رتبه بندی ٢. ٢
داشته یعنی شود تعریف ٢۴ .١. ٢ صورت به G(x) = G(x١, . . . , xn) کنید فرض .٢. ٢. ١ لم

است. فوق مدولی −G(x) آنگاه G(x) =∑١≤i,j≤n |xi − xj | باشیم،

دهیم نشان است کافی ١. ٢. ٢ گزاره با مطابق ٢. ٢. ١ لم اثبات برهان.

−Gij(xi, xj) = −G(x١, . . . , xn)



لورنز و تمرکز منحنی های اساس بر مدل انتخاب و جینی شاخص های رتبه بندی ٢٢
فوق مدولی ١ ≤ i ≤ j ≤ n هر و k 6= i, j ثابت، xk هر برای (xi, xj) دومتغیره تابع یک عنوان به
xj ≤ yj ، xi ≤ yi هر و ١ ≤ i ≤ j ≤ n هر برای که دهیم نشان می خواهیم ویژه، طور به است.

داریم،

Gij(xi, xj) +Gij(yi, yj) ≤ Gij(yi, xj) +Gij(xi, yj)

که باشید داشته توجه
Gij(xi, xj) = ٢|xi − xj |+ ٢∑k ̸=i,j

(
|xi − zk|+ |xj − zk|

)
+
∑

k,l:{k,l}∩{i,j}=∅ |zk − zl|

است، زیر بیان با هم ارز که
٢|xi − xj |+ ٢|yi − yj | ≤ ٢|yi − xj |+ ٢|xi − yj |

است. آسان آن اثبات که
باشیم، داشته یعنی شود تعریف ٢۴ .١. ٢ صورت به G : R٣ → R کنید فرض .٢. ٢. ٢ لم
u هر برای −u

(
G(x١, x٢, x٣)

) آنگاه .G(x١, x٢, x٣) = ٢(|x١ − x٢| + |x٢ − x٣| + |x٣ − x١|)
است. فوق مدولی صعودی، محدب

نشان است کافی و است جایگشتی ناوردای u◦G که باشید داشته توجه ٢. ٢. ٢ لم اثبات برهان.
دهیم،

u
(
G(x١, x٢, x٣)

)
+ u
(
G(y١, y٢, y٣)

)
≤ u

(
G(y١, x٢, x٣)

)
+ u
(
G(x١, y٢, y٣)

)
است. برقرار (x١, x٢, x٣) ≤ (y١, y٢, y٣) هر برای که

.∂C−،∂C+ جهت دار منحنی های :٢. ١ شکل



٢٣ ≤icx ترتیب براساس جینی شاخص های رتبه بندی
. G(x١, x٢, x٣) +G(y١, y٢, y٣) ≤ G(y١, x٢, x٣) +G(x١, y٢, y٣) داریم، ٢. ٢. ١ لم با مطابق

داریم، a, b, c, d هر برای صعودی محدب تابع یک برای که کنیم می یادآوری
کافی است. max{a, b} ≤ max{c, d} و a+ b ≤ c+ d که ای گونه به u(a) + u(b) ≤ u(c) + u(d)

دهیم، نشان است
max{G(x١, x٢, x٣), G(y١, y٢, y٣)} ≤ max{G(y١, x٢, x٣), G(x١, y٢, y٣)} (٢. ١)

است. برقرار (x١, x٢, x٣) ≤ (y١, y٢, y٣) هر برای
است. برقرار G(x١, x٢, x٣) = ۴(max{x١, x٢, x٣} −min{x١, x٢, x٣}

) کنید توجه
بنابراین و y١ ≥ x١ > min{x٢, x٣} داریم، آنگاه باشد، x١ > min{x٢, x٣} اگر
G(x١, x٢, x٣) = ۴(max{x١, x٢, x٣} −min{x١, x٢, x٣}

)
≤ ۴(max{y١, x٢, x٣} −min{y١, x٢, x٣}

)
= G

(
y١, x٢, x٣

)
داریم، نتیجه در و x١ ≤ min{y٢, y٣} آنگاه باشد، x١ ≤ min{x٢, x٣} اگر این صورت غیر در

G(x١, x٢, x٣) =۴(max{x١, x٢, x٣} −min{x١, x٢, x٣}
)

=۴(max{x٢, x٣} − x١
)

≤۴(max{y٢, y٣} − x١
)

=۴(max{x١, y٢, y٣} −min{x١, y٢, y٣}
)

=G
(
x١, y٢, y٣

)
برقرار G(x١, x٢, x٣) ≤ max{

(
y١, x٢, x٣

)
, G
(
x١, y٢, y٣

)
} که، می کنیم نتیجه گیری بنابراین،

نیز G(y١, y٢, y٣) ≤ max{G(y١, x٢, x٣), G(x١, y٢, y٣)} که داد نشان می توان همچنین است.
است. برقرار

چندمتغیره نرمال توزیع های بین مدولی فوق ترتیب برای کافی و لازم شرط یک ٢٠٠١ سال در
می کنیم. بیان را آن ٢. ٢. ٣ لم در که شد داده توسعه [۵۵] مرجع در Muller توسط

کنید فرض .٢. ٢. ٣ لم
X = (X١, . . . , Xn) ∼MVN(µ١,Σ١)

و
Y = (Y١, . . . , Yn) ∼MVN(µ٢,Σ٢)

همه و باشند برقرار Σ١ ≤ Σ٢ و µ١ = µ٢ اگر وتنها اگر است، X ≤sm Y آنگاه باشند. برقرار
باشند. برابر قطری مولفه های
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های توزیع برای کافی و لازم شرط یک [۵۶] همچنین و ،(٣ – ٢ (نتیجه [١٠] اساس بر

آوریم. می بدست بیضوی

برقرار ψ ∈ Ψ∞ با Y ∼ ECn(µ٢,Σ٢, ψ٢) و X ∼ ECn(µ١,Σ١, ψ١) کنید فرض .٢. ٢. ١ گزاره
های مولفه همه و برقرار Σ١ ≤ Σ٢ و µ١ = µ٢ اگر تنها و اگر است X ≤sm Y آنگاه باشند.

باشند. برابر قطری

آوریم. می بدست را زیر نتیجه ، ٢. ٢. ٢ لم و ٢. ٢. ١ گزاره ترکیب با

Y = (Y١, Y٢, Y٣) ∼ و X = (X١, X٢, X٣) ∼ EC٣(0,Σ١, ψ) کنید فرض .٢. ٢. ٢ گزاره
برابر قطری های مولفه همه و باشد Σ١ ≤ Σ٢ اگر باشند. برقرار ψ ∈ Ψ∞ با EC٣(0,Σ٢, ψ)

. G(X) ≥icx G(Y) داریم، آنگاه باشند،

ابعاد دارای های ریسک برای را زیر نتیجه ، ٢. ٢. ١ لم و ٢. ٢. ١ گزاره ترکیب با همچنین
آوریم. می بدست بالا

باشند. برقرار ψ ∈ Ψ∞ با Y ∼ ECn(0,Σ٢, ψ) و X ∼ ECn(0,Σ١, ψ) کنید فرض .٢. ٢. ٣ گزاره
E
(
G(X)

)
≥ E

(
G(Y)

) داریم، آنگاه باشند، برابر قطری های مولفه همه و باشد Σ١ ≤ Σ٢ اگر
باشند. داشته وجود مربوطه ریاضی امید های اینکه بر مشروط

ریسک برای پراکندگی ماتریس که وقتی که است مطلب این دادن نشان نهایی، هدف
درترتیب G(X) می مانند، ثابت قطری مولفه های اما می یابد افزایش X چندمتغیره بیضوی
را بعدی سه حالت در مهم گام یک ٢. ٢. ٢ گزاره اکنون می یابد. کاهش معمولی تصادفی
را ٢. ٢. ٢ گزاره اثبات به مربوط مباحث وجود، این با می کند. تکمیل هدف این راستای در
ترکیبی تابع بالاتر، ابعاد مورد در که است این اصلی مشکل داد. تعمیم بالاتر ابعاد به نمی توان
لم یعنی نیست، سه بعدی لزوماً ،u صعودی تابع هر برای بعدی سه حالت همانند ،u(G(x))
بنابراین، می دهد. نشان را نکته این زیر، مثال داد. تعمیم بالاتر ابعاد به نمی توان را ٢. ٢. ٢
بالاتر، ابعاد در ریسک برای صعودی محدب ترتیب در G(X) رتبه بندی که می کنیم نشان خاطر

است. مانده باقی نشده حل مسئله یک هنوز

محدب ،x ≥ ٠ در u آنگاه . u(x) = x٢ کنید فرض بگیرید. نظر در را n = ۴ .٢. ٢. ١ مثال
فرض کار، این برای است. فوق مدولی −u

(
G(x١, x٢, x٣, x۴)) دهیم نشان باید است. صعودی

x ∨ y = و x ∧ y = (٢, ١, ٠, ٠) آنگاه باشیم. داشته را y = (٢,٢, ٠, ٠) و x = (٣, ١, ٠, ٠) کنید
، u(G(x)) = ٢٠٢ = ۴٠٠ که می دهند نشان مستقیم محاسبات هستند. برقرار (٣,٢, ٠, ٠)
برقرار u(G(x ∨ y)

)
= ٢٢٢ = ۴٨۴ و u(G(x ∧ y)

)
= ١۴٢ = ١٩۶ ، u(G(y)) = ١۶٢ = ٢۵۶

نمی سازد. برآورده را −u
(
G(x)

)
− u
(
G(y)

)
≤ −u

(
G(x∧y)

)
− u
(
G(x∨y)

) رابطه که هستند



٢۵ .≤st ترتیب اساس بر جینی شاخص های رتبه بندی

.≤st ترتیب اساس بر جینی شاخص های رتبه بندی ٢. ٣

بر خاص فرض های اعمال با معمولی تصادفی ترتیب در را G(X) هم یکنوایی بخش، این در
می دهیم. قرار بررسی و بحث مورد پراکندگی ماتریس

شرطی تبادلی حالت ٢. ٣. ١

و 0 میانگین با چندمتغیری نرمال توزیع یک از X = (X١, . . . , Xn) کنید فرض .٢. ٣. ١ گزاره
همه برای σ١k = σ٢k اگر می کند. تبعیت Σ = (σij) ∈ Rn×n مثبت معین کوواریانس ماتریس

است. صعودی t ≥ ٠ هر برای در P{G(X) ≤ t} آنگاه باشد، σ١١ = σ٢٢ و برقرار k = ٣, . . . , n

می گیریم. بهره زیر لم از ، ٢. ٣. ١ گزاره اثبات منظور به

همبستگی ضریب با تبادلی دومتغیره نرمال تصادفی بردار یک (X,Y ) کنید فرض .٢. ٣. ١ لم
آن، در که باشد محدبی مجموعه هر C ⊂ R٢ کنید فرض همچنین باشد. داشته ρ

است. صعودی ρ در P{(X,Y ) ∈ C} بنابراین، است. برقرار {(x, y)|(y, x) ∈ C} = C

حد مبحث با می توان را کران بدون حالت است. کراندار C می کنیم فرض سادگی، برای برهان.
علت به ∂C بنابراین، می دهیم. نشان ∂C با را (پادساعتگرد) مثبت جهت با C مرز زد. تقریب
∂C+ = {(x, y) ∈ ∂C|y ≥ x} داریم، علاوه، به است. هموار تکه ای صورت به C بودن محدب
∂C+ همان ∂C ′

+ کنید فرض . ∂C = ∂C+ ∪ ∂C− بنابراین ، ∂C− = {(x, y) ∈ ∂C|y ≤ x} و
y = x خط به نسبت همدیگر بازتاب ∂C− و ∂C ′

+ آنگاه (ساعتگرد). مخالف جهت در اما باشد
هستند. جهت دار منحنی های از دقیق) نمایش (نه تصویری ٢ و ١ شکل های هستند.
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.∂C−،∂C ′
+ جهت دار منحنی های :٢. ٢ شکل

V ar(X) = V ar(Y ) = و E(X) = E(Y ) = ٠ می کنیم فرض عمومیت، دادن دست از بدون
است. f(x, y) = ١

٢π√١−ρ٢ exp

{
−x٢+y٢−٢ρxy

٢(١−ρ٢)

}
صورت به (X,Y ) چگالی تابع بنابراین، .١

برقرار ∂
∂ρf(x, y) = ∂٢

∂x∂yf(x, y) رابطه که می کند بیان [۵٩] مرجع در Plackett پلاکت اتحاد
داریم، فوبینی قضیه با مطابق است.

∂

∂ρ
P{(X,Y ) ∈ C} =

∂

∂ρ

∫
c
f(x, y)dxdy =

∫
c

∂

∂ρ
f(x, y)dxdy

=

∫
c

∂٢
∂x∂y

f(x, y)dxdy ∗
=

∮
∂C

∂

∂y
f(x, y)dy

=

(∫
∂C+

+

∫
∂C−

)
∂

∂y
f(x, y)dy

=

(
−
∫
∂C′

+

+

∫
∂C−

)
∂

∂y
f(x, y)dy

(٢. ١)

است. آمده بدست گرین قضیه از (∗) تساوی آن، در که
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داریم، (٢. ١) از استفاده با است. برقرار ∂

∂yf(x, y) =
ρx−y

١−ρ٢ f(x, y) که کنید توجه
∂

∂ρ
P{(X,Y ) ∈ C} = −

∫
∂C′

+

ρx− y

١ − ρ٢ f(x, y)dy +
∫
∂C−

ρx− y

١ − ρ٢ f(x, y)dy
= −

∫
∂C′

+

f(x, y)dy ×
∫
∂C′

+

ρx− y

١ − ρ٢
f(x, y)∫

∂C′
+
f(x, y)dydy

+

∫
∂C−

f(x, y)dy ×
∫
∂C−

ρx− y

١ − ρ٢
f(x, y)∫

∂C−
f(x, y)dydy

= −
∫
∂C′

+

f(x, y)dy × E

(
ρX − Y

١ − ρ٢
∣∣∣∣∣(X,Y ) ∈ ∂C ′

+

)

+

∫
∂C−

f(x, y)dy × E

(
ρX − Y

١ − ρ٢
∣∣∣∣∣(X,Y ) ∈ ∂C−

)

داریم، ،( f(x, y) (یا (X,Y ) تبادل پذیری و ∂C ′
− و ∂C+ بین تقارن علت به

و ∫∂C′
+
f(x, y)dy =

∫
∂C−

f(x, y)dy

E

(
ρX − Y

١ − ρ٢
∣∣∣∣∣(X,Y ) ∈ ∂C ′

+

)
=E

(
ρY −X

١ − ρ٢
∣∣∣∣∣(Y,X) ∈ ∂C ′

+

)

=E

(
ρY −X

١ − ρ٢
∣∣∣∣∣(X,Y ) ∈ ∂C−

)

بنابراین،
∂

∂ρ
P{(X,Y ) ∈ C} =

∫
∂C−

f(x, y)dy

×

(
− E

(
ρX − Y

١ − ρ٢
∣∣∣∣∣(X,Y ) ∈ ∂C

′
+

)
+ E

(
ρX − Y

١ − ρ٢
∣∣∣∣∣(X,Y ) ∈ ∂C−

))

=

∫
∂C−

f(x, y)dy

×

(
− E

(
ρY −X

١ − ρ٢
∣∣∣∣∣(X,Y ) ∈ ∂C−

)
+ E

(
ρX − Y

١ − ρ٢
∣∣∣∣∣(X,Y ) ∈ ∂C−

))

=

∫
∂C−

f(x, y)dy × E

(
(١ + ρ)(X − Y )

١ − ρ٢
∣∣∣∣∣(X,Y ) ∈ ∂C−

)
≥ 0

بلافاصله دارد. X ≥ Y بر دلالت (X,Y ) ∈ ∂C− که است برقرار دلیل این به آخر نامساوی
است. صعودی ρ در P{(X,Y ) ∈ C} که شود می نتیجه

توزیع ویژگی با مطابق می کنیم. استفاده شرط گذاری مبحث از ٢. ٣. ١ گزاره اثبات برهان.
توزیع یک (X١, X٢) ،{X٣ = x٣, . . . , Xn = xn} به مشروط که می دانیم چندمتغیره، نرمال
دیگر های مولفه با s آن، در که دارد ∂∗١٢ = ∂١٢ − s کوواریانس با تبادلی دومتغیره نرمال

داریم، ، t ≥ ٠ و ثابت x٣, . . . , xn هر برای می شود. تعیین کوواریانس ماتریس
چندوجهی یک C ⊂ R٢ که باشید داشته توجه .C = {(x١, x٢)|G(x١, x٢, x٣, . . . , xn) ≤ t}
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،٢. ٣. ١ لم با مطابق است. متقارن x١ = x٢ خط به نسبت و است محدب

و σ∗١٢ در P{G(X) ≤ t|X٣ = x٣, . . . , Xn = xn} = P{(X١, X٢) ∈ C|X٣ = x٣, . . . , Xn = xn}

P{G(X) ≤ t} = E
(
P{G(X) ≤ t|X٣, . . . , Xn}

) بنابراین، است. صعودی σ١٢ در ، نتیجه در
است. صعودی σ١٢ در نیز

نرمال تصادفی بردار بر را شرطی تبادلی ساختار یک اگر که می کند پیشنهاد ٢. ٣. ١ گزاره
باشد، تبادلی شرطی باقیمانده مولفه های روی (X١, X٢) یعنی کنیم، اعمال X متغیره چند
می تصادفی نزولی است، کوواریانس ماتریس از مولفه یک که Cov(X١, X٢) در G(X) آنگاه
می آید. بدست بیضوی توزیع برای ١. ٢. ٣ گزاره از استفاده با مشابه نتیجه یک ذیل، در باشد.
باشند. برقرار ψ ∈ Ψ∞ و Σ = (σij) ∈ Rn×n با X ∼ ECn(0,Σ, ψ) کنید فرض .٢. ٣. ٢ گزاره
P{G(X) ≤ t} آنگاه باشد، σ١١ = σ٢٢ و σ١k = σ٢k باشیم داشته k = ٣, . . . , n همه برای اگر

است. صعودی σ12 در t ≥ ٠ هر برای
برای آنها در که باشند برقرار Σ′ = (σ′ij) ∈ Rn×n با X′ ∼ ECn(0,Σ

′, ψ) کنید فرض برهان.
،١. ٢. ٣ گزاره با مطابق .σ′12 ≥ σ12 و σ′ij = σij داریم، (i, j) 6= (١,٢) و ١ ≤ i ≤ j ≤ n همه
دارد وجود Y′ و Y از مستقل R ≥ ٠ تصادفی متغیر و Y′ ∼MVN(0,Σ′) ،Y ∼MVN(0,Σ)

r > ٠ هر برای که کنید توجه هستند. برقرار X′ d
= RY′ و X

d
= RY روابط که ای گونه به

کوواریانس های ماتریس و می کنند تبعیت چندمتغیره نرمال های توزیع از rY′ و rY معین،
P{G(rY) ≤ t} ≤ P{G(rY′) ≤ t} داریم، ما بنابراین، می سازند. برآورده را ٢. ٣. ١ گزاره شرط

نتیجه در .
P{G(x)} = P{G(RY) ≤ t} = E

(
P{G(RY) ≤ t}|R

)
≤ E

(
P{G(RY′) ≤ t}|R

)
= P{G(RY′) ≤ t} = P{G(X′) ≤ t}.

کوواریانس های ماتریس بین تسلط ‐ شبه ٢. ٣. ٢
می کنیم بیان ذیل در را [٢٧] مرجع در Eaton and Perlman توسط شده بیان ١ ‐۴ قضیه ابتدا،

.[٢٧]
نیمه معین Σ٢−Σ١ اگر باشد. برقرار i = ١,٢ برای Xi ∼MVN(0,Σi) کنید فرض .٢. ٣. ٢ لم
C محدب و مرکزی متقارن مجموعه هر برای P{X٢ ∈ C} ≤ P{X١ ∈ C} آنگاه باشد، مثبت

است. برقرار (C = −Cیعنی)
باشد. مثبت نیمه معین P − Q اگر است، غالب Q دیگر ماتریس بر P ماتریس می گوییم
ماتریس که است این بیانگر ٢. ٣. ٢ لم نامیم. می تسلط شبه را ٢. ٣. ١ تعریف حالت، این در



٢٩ .≤st ترتیب اساس بر جینی شاخص های رتبه بندی
چه هر ویژه، به می کند. تعیین را چندمتغیره نرمال توزیع یک مرکزی تمرکز درجه کوواریانس
محدب، و مرکزی متقارن ناحیه یک در نرمال تصادفی بردار باشد، کوچکتر کوواریانس ماتریس

است. متمرکزتر
a ∈ R اگر باشند. برقرار Y ∼MVN(0,ΣY ) و X ∼MVN(0,ΣX) کنید فرض .٢. ٣. ٣ گزاره

که، گونه ای به باشد داشته وجود
a1n×n +ΣX −ΣY (٢. ٢)

است. برقرار G(X) ≥st G(Y) آنگاه باشد، مثبت معین نیمه
کنیم، می یادآوری را (١. ٣) رابطه ٢. ٣. ٣ گزاره اثبات برهان.

G(X) =

n∑
k=١

(۴k − ٢n− ٢)X(k)∆
=

n∑
k=١

ckX(k)

صعودی دنباله یک {ck, k = ١,٢, . . . , n} که باشید داشته توجه .ck = ۴k−٢n−٢ آن، در که
داریم، نامساوی، بازآرایی با و است

G(X) = max
π∈P

{
n∑

k=١
ckXπ(k)

}
= max

π∈P

{
n∑

k=١
cπ(k)Xk

}

C ∈ کنید فرض دهد. می نشان را (١,٢, . . . , n) های جایگشت همه مجموعه P آن، در که
نتیجه، در است. شده تولید (c١, . . . , cn) مختلف های جایگشت همه با که باشد ماتریسی Rn!×n

از هستند. CYT و CXT تصادفی بردارهای ترتیبی آمار بزرگترین ترتیب به G(Y) و G(X)

CXT نتیجه در می کنند، تبعیت چندمتغیره نرمال توزیع های از Y و X که آنجا از دیگر، سوی
داریم، ویژه به هستند. همین گونه نیز CYT و

.CYT ∼MVN(0,CΣY C
T ) و CXT ∼MVN(0,CΣXCT )

ماتریس مقایسه از است، ∑n
k=١ ck = ٠ زیرا است C1n×nC

T = 0 که، باشید داشته توجه
می گیریم، نتیجه CYT و CXT کواریانس های

CΣXCT −CΣY C
T =CΣXCT −CΣY C

T + aC1n×nC
T

=C(ΣX −ΣY + a1n×n)C
T

می کنیم یادآوری است. مثبت نیمه معین ΣX −ΣY + a1n×n زیرا است مثبت نیمه معین که
است، {c١, . . . , cn} = {−c١, . . . ,−cn} که آنجا از .G(X) = max{rowiCXT , i = ١, . . . , n!} که

داریم، بنابراین . {rowiCXT , i = ١, . . . , n!} = {−rowiCXT , i = ١, . . . , n!} داریم، بنابراین

P{G(X) ≤ t} =P{CXT ≤ (t, . . . , t)T } = P{−CXT ≤ (t, . . . , t)T }

=P{(−t, . . . ,−t)T ≤ CXT ≤ (t, . . . , t)T }

∆
=
P{CXT ∈ Qt}



لورنز و تمرکز منحنی های اساس بر مدل انتخاب و جینی شاخص های رتبه بندی ٣٠

مشخص است. ٢t آن ضلع طول و است مبدأ در آن مرکز که است ابرمکعبی Qt آن، در که
داریم، ٢. ٣. ٢ لم با مطابق است. مرکزی متقارن و محدب Qt که است

P{G(X) ≤ t} = P{CXT ∈ Qt} ≤ P{CYT ∈ Qt} = P{G(Y) ≤ t}

دارد. G(X) ≥st G(Y) بر دلالت ، ٢۴ .١. ٢ تعریف طبق که t هر برای

این می پردازیم. حاشیه ها تغییر بدون وابستگی ساختار مقایسه به ما پایان نامه، این در
مشابهی قطری های مولفه می کنیم، مقایسه که ای پراکندگی های ماتریس که است معنی بدین
ما حالت، این در می شوند. صفر قطری های مولفه می شود، محاسبه تفاضل که زمانی دارند.
معین نیمه تفاضل، ماتریس زیرا شود غالب دیگری بر پراکندگی ماتریس یک که نداریم انتظار
می تبدیل ٢. ٣. ١ در تسلط «شبه» شرط به ٢. ٣. ٢ لم در تسلط شرط بنابراین، نیست. مثبت

است. متناسب شرایط این با که شود

سازند. می برآورده را ٢. ٣. ١ شرط که هایی مثال .٢. ٣. ١ مثال
یعنی می یابند افزایش میزان یک به کوواریانس، ماتریس غیرقطری های مولفه همه •
آن، در که است حالتی بیانگر این است. برقرار σ ≥ ٠ با ΣY = ΣX + σ(1n×n − In)

استفاده با تبادلی، Y و X برای ٢. ٣. ٣ گزاره نتیجه باشند. تبادل قابل دو هر Y و X

مقاله در ٢۵ – ۶ قضیه به می توان مثال عنوان به است شده اثبات دیگر رویکردهای از
.[۶٧] کرد مراجعه Tong

می یابند افزایش میزان یک به kام، ستون و سطر روی کوواریانس غیرقطری مولفه های •
عدد با ماتریسی ∆kj آن، در که σ > ٠ و ΣY = ΣX +σ

∑
j ̸=k

(
∆jk+∆kj

) داریم، یعنی
بحثی از استفاده با دهد. می نشان را دیگر های موقعیت در ٠ و (k, j) موقعیت در ١
بیضوی های توزیع به را ٢. ٣. ٣ گزاره نتیجه می توان آسانی به ،٢. ٣. ٢ گزاره با مشابه
می نظر صرف آن از نتیجه در و است ،٢. ٣. ٢ گزاره اثبات مشابه آن اثبات داد. تعمیم

شود.

برقرار ψ ∈ Ψ∞ با Y ∼ ECn(0,ΣY , ψ) و X ∼ ECn(0,ΣX , ψ) کنید فرض .۴ .٢. ٣ گزاره
مثبت معین نیمه a1n×n +ΣX −ΣY که ای گونه به باشد داشته وجود a ∈ R یک اگر باشند.

. G(X) ≥st G(Y) داریم، آنگاه باشد،



٣١ .≤st ترتیب اساس بر جینی شاخص های رتبه بندی

یکنوایی هم با مقایسه ٢. ٣. ٣
خاص، ساختارهای از پراکندگی های ماتریس تبعیت با که کردیم اتخاد ترتیبی ما بالا، در
با سروکار دیگر، سوی از شوند. مرتب چندمتغیره بیضوی های ریسک جینی شاخص های
می شود اثبات بخش، این در است. دشواری کار عمومی ساختار با پراکندگی های ماتریس
بیضوی های ریسک همه میان در را تصادفی جینی شاخص کوچکترین یکنوایی، هم که
این در استفاده مورد هندسی مباحث می کند. ایجاد مشترک های حاشیه با چندمتغیری
بیضوی های توزیع بین هماهنگی ترتیب که هستند، [۴٣] مرجع در A٢ قضیه بر مبتنی بخش،

کنند. می مشخص را
چندمتغیره نرمال های توزیع از Y = (Y١, Y٢, Y٣) و X = (X١, X٢, X٣) کنید فرض .۵ .٢. ٣ گزاره
باشد، هم یکنوا (Y١, Y٢, Y٣) اگر کنند. تبعیت مشترک ای حاشیه های توزیع و ٠ میانگین با

است. برقرار G(Y) ≤st G(X) آنگاه
می دهیم. نشان σ٢١ ≤ σ٢٢ ≤ σ٢٣ با را ای حاشیه توزیع های واریانس های برهان.

و باشد (Y١, Y٢, Y٣) d
= (σ١Z١, σ٢Z١, σ٣Z١) که گونه ای به دارند وجود {Z١, Z٢, Z٣} i.i.d∼ N(٠, ١)

(X١, X٢, X٣) d
=


σ١ ٠ ٠
٠ σ٢ ٠
٠ ٠ σ٣



l١١ ٠ ٠
l٢١ l٢٢ ٠
l٣١ l٣٢ l٣٣



Z١
Z٢
Z٣



است (X١, X٢, X٣
) همبستگی ماتریس چولسکی تجزیه LX =


l١١ ٠ ٠
l٢١ l٢٢ ٠
l٣١ l٣٢ l٣٣

 آن، در که

بنابراین، هستند. برقرار l٢٣١ + l٢٣٢ + l٢٣٣ = ١ و l٢٢١ + l٢٢٢ = ١ و l١١ = ١ که است معنی بدین و
برقرار P{G(Y) ≤ t} = P{(Z١, Z٢, Z٣) ∈ RY (t)} و P{G(X) ≤ t} = P{(Z١, Z٢, Z٣) ∈ RX(t)}

داریم، آن در که است
RY (t) = {(z١, z٢, z٣)۴(σ٣ − σ١)|z١| ≤ t}

RX(t) = {(z١, z٢, z٢(٣|σ١z
′

١ − σ٢z
′

٢|+
٢|σ٢z

′

٢ − σ٣z
′

٣|+ ٢|σ٣Z
′

٣ − σ١Z
′

١| ≤ t}

= {(z١, z٢, z٣) : ۴|σ١z
′

١ − σ٢z
′

٢| ≤ t}

∩ {(z١, z٢, z٣) : ۴|σ٢z
′

٢ − σ٣z
′

٣| ≤ t}

∩ {(z١, z٢, z٣) : ۴|σ٣z
′

٣ − σ١z
′

١| ≤ t}

اکنون، هستند. برقرار z′

٣ = l٣١z١ + l٣٢z٢ + l٣٣z٣ و z′

٢ = l٢١z١ + l٢٢z٢ ، z′

١ = z١ آن، در که
کنید توجه می کنیم. مقایسه را R١

X(t) = {(z١, z٢, z٣) : ۴|σ٣z′

٣ − σ١z′

١| ≤ t} و RY (t) ناحیه دو
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صفحات بین فاصله RY (t) برای هستند. موازی صفحه زوج یک بین نواحی ای آنها، دو هر که

t

٢√σ٢١+σ٢−٣٣l٣١σ١σ٣
≤ t٢(σ٣−σ١) مرزی، صفحات بین فاصله ، R١

X(t) برای است. t٢(σ٣−σ١) مرزی،
در و R١

X(t) که می گیریم نتیجه دارند، مبدأ در مرکزی R١
X(t) هم و RY (t) هم که آنجا از است.

به خاصی چرخشی تبدیلات طریق از می توان را R١
X(t) زیرمجموعه عنوان به ، RX(t) نتیجه،

بلافاصله ناورداست، چرخش به نسبت توزیع (Z١, Z٢, Z٣) که آنجا از کرد. منتقل RY (t) درون
t ≥ ٠ هر برای یعنی P{(Z١, Z٢, Z٣) ∈ RX(t)} ≤ P{(Z١, Z٢, Z٣) ∈ RY (t)} شود، می نتیجه

دارد. G(X) ≥st G(Y) رابطه بر دلالت که P{G(X) ≤ t} ≤ P{G(Y) ≤ t} داریم،

بیضوی های توزیع به نیز را ۵ .٢. ٣ گزاره می توان ٢. ٣. ٣ و ٢. ٣. ٢ های گزاره با مشابه
شود. می نظر صرف آن اثبات از قبل همانند داد. تعمیم

بردار با بیضوی های توزیع از Y = (Y١, Y٢, Y٣) و X = (X١, X٢, X٣) کنید فرض .۶ .٢. ٣ گزاره
Y اگر کنند. تبعیت ψ ∈ Ψ∞ مشترک مولد یک و مشترک ای حاشیه های توزیع ، 0 میانگین

است. برقرار G(Y) ≤st G(X) آنگاه باشد، یکنوا هم

pd− ١ مرتبه درباره بحث ۴ .٢
ترتیب تعمیم برای می توان را بالا های بخش در جینی شاخص تحلیل برای استفاده مورد روش
یک ،pd−١ ترتیب برد. کار به شده، پیشنهاد [۶۵] مرجع در Shaked and Tong توسط که pd−١
تعریف ما می کند. مقایسه را تبادلی تصادفی بردارهای پراکندگی درجه که است جزئی ترتیب

کنیم. می بیان زیر صورت به را pd− ١ ترتیب
با تبادلی تصادفی بردار دو Y = (Y١, . . . , Yn) و X = (X١, . . . , Xn) کنید فرض .١ .۴ .٢ تعریف
برای ∣∣∑n

i=١ ciX(i)

∣∣ ≥st

∣∣∑n
i=١ ciY(i)

∣∣ اگر X ≤pd−١ Y نویسیم می باشند. مشترک حاشیه های
باشد. برقرار ∑n

i=١ ci = ٠ هر
می برآورده را ترتیب این که کردند ارائه مثال چندین ، ١٩٨۵ سال در Shaked and Tong

بیشتر اطلاعات کسب برای نمایی. های توزیع و چندمتغیره نرمال های توزیع جمله از کرد
مراجعه [۶٣]،[۶۵] مراجع به می تواند خواننده مربوطه، های ترتیب دیگر و ترتیب این به راجع

کند.
اعمال تبادلی تصادفی بردارهای بر تنها که نظر این از است محدود ترتیب، این که کنید توجه
ضعیف تر ترتیب از می توانیم غیرتبادلی، تصادفی بردارهای بر آن اعمال منظور به شود. می

کنیم. برقرار بیضوی تصادفی بردارهای میان در را رتبه بندی این و کنیم استفاده
حاشیه با تصادفی بردار دو Y = (Y١, . . . , Yn) و X = (X١, . . . , Xn) کنید فرض .١ .۴ .٢ گزاره
همه برای ∣∣∑n

i=١ ciX(i)

∣∣ ≥st

∣∣∑n
i=١ ciY(i)

∣∣ اگر X ≤wpd−١ Y می نویسیم باشند. مشترک های



٣٣ pd− ١ مرتبه درباره بحث
. {c١, . . . , cn} = {−c١, . . . ,−cn} باشیم، داشته که ای گونه به باشد برقرار ها c١ ≤ · · · ≤ cn

دلالت {c١, . . . , cn} = {−c١, . . . ,−cn} زیرا دارد، X ≤wpd−١ Y بر دلالت X ≤pd−١ Y مشخصاً
می تعریف عمومی تصادفی بردار برای ضعیف، pd − ١ ترتیب که آنجا از دارد. ∑n

i=١ ci = ٠ بر
کنار از ناشی تقارن عدم تا شود می افزوده آن به {c١, . . . , cn} = {−c١, . . . ,−cn} قید شود،

کند. جبران را تبادل فرض گذاشتن

توزیع Y و X و باشد برقرار ψ ∈ Ψ∞ با ، X ∼ ECn(0,ΣX , ψ) کنید فرض .٢ .۴ .٢ گزاره
که ای گونه به باشد داشته وجود a ∈ R یک اگر باشند. داشته مشترک ای حاشیه های

است. برقرار X ≤wpd−١ Y آنگاه باشد، مثبت معین نیمه a1n×n +ΣX −ΣY

c١, . . . , cn هر برای همچنان ٢. ٣. ٢ گزاره اثبات برای شده مطرح مباحث که کنید توجه برهان.
و ٢. ٣. ٣ گزاره ترکیب با سادگی به سازند. می برآورده را ١ .۴ .٢ تعریف شرایط و هستند برقرار

است. شده نظر صرف جزئیات از رسیم. می دلخواه نتیجه به ، ۴ .٢. ٣

همه پایین کران یکنوا، هم بیضوی ریسک که کرد اثبات می توان ، ۶ .٢. ٣ گزاره همانند
است. ضعیف pd− ١ مرتبه اساس بر مشترک حاشیه با چندمتغیره بیضوی های ریسک

با بیضوی های توزیع از ، Y = (Y١, Y٢, Y٣) و X = (X١, X٢, X٣) کنید فرض .٣ .۴ .٢ گزاره
آنگاه باشد، یکنوا هم Y اگر کنند. تبعیت ψ ∈ Ψ∞ مشترک مولد یک و مشترک های حاشیه

است. برقرار X ≤wpd−١ Y

باشد، برقرار {c١, c٢, c٣} = {−c١,−c٢,−c٣} که ای گونه به c١ ≤ c٢ ≤ c٣ هر برای ٣∑برهان.
i=١ ciX(i) = c٣

(
X(٣) − X(١)

)
=

c٣
4
G(X) بنابراین، . c٣ = −c١ ≥ ٠ و c٢ = ٠ داریم

داریم بنابراین، و است G(X) ≥st G(Y) که دانیم می ، ۶ .٢. ٣ گزاره با مطابق است. برقرار
دارد. X ≤wpd−١ Y رابطه بر دلالت که c٣

4
G(X) ≥st

c٣
4
G(Y)

وابستگی ساختار از تصادفی بردار فاصله گیری اندازه ضعیف، pd− ١ ترتیب جالب کاربرد یک
صورت به جدید ضریب یک ، X = (X١, . . . , Xn) تصادفی بردار برای است. هم یکنوا

شرایط ترتیبی، آمار ضرایب مشخصاً کنیم. می تعریف H(X) =
∑[n+١٢ ]

i=١
(
X(n+١−i) − X(i)

)
از دارد. H(X) ≥st H(Y) رابطه بر دلالت علاوه، به سازند. می برآورده را ١ .۴ .٢ تعریف
می شود داده نشان l = {(t, . . . , t), t ∈ R} خطر با هم یکنوا، وابستگی ساختار هندسی، منظر
هندسی فاصله با می توان را هم یکنوا وابستگی ساختار و X وابستگی ساختار بین فاصله و
کنیم، استفاده ١ مرتبه مینکوفسکی نرم از اگر کرد. گیری اندازه ١ خط و (X١, . . . , Xn) بین
خط و (X١, . . . , Xn) بین فاصله آنگاه ، d١

(
(x١, . . . , xn), (y١, . . . , yn)

)
=
∑n

i=١ |xi − yi| یعنی
توجه است. d١

(
(X١, . . . , Xn), l

)
= inft d١

(
(X١, . . . , Xn), (t, . . . , t)

)
= inft

∑n
i=١ |Xi − t| ، l
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که، باشید داشته

n∑
i=١

|Xt − t| =
n∑

i=١
|X(i) − t| =

[n+١٢ ]−١∑
i=١

(∣∣X(i) − t
∣∣+ ∣∣X(n+١−i) − t

∣∣)

+

n+١−[n+١٢ ]∑
i=[n+١٢ ]

∣∣∣X(i) − t
∣∣∣

≥
[n+١٢ ]∑
i=١

(
X(n+١−i) −X(i)

)
= H(X)

.d١(X, l) = H(X) داریم، بنابراین، می آید. بدست t ∈
[
X([n+١٢

]), X(
n+١−[n+١٢

])] در تساوی
درجه یا هم یکنوا وابستگی ساختار از تصادفی بردار یک فاصله H(X) شاخص مورد، این در
تصادفی، بردار باشد، کوچکتر H(X) چه هر که است مشهود دهد. می نشان را هم یکنوایی

دارد. بالاتری هم یکنوایی درجه
که حالتی در بیمه، و مالی دانش در دارد. گسترده ای کاربردهای هم یکنوایی، وابستگی ساختار
دیگر، سوی از است. فرض محافظه کارانه ترین هم یکنوایی، است، نامشخص وابستگی ساختار
ساختار بین فاصله بررسی با که است، مهم بسیار هم یکنوایی فرض شایستگی ارزیابی هم هنوز
جمعیت رفتار ٢٠١٢ سال در همکاران و Dhaene می شود. انجام هم یکنوایی و مربوطه وابستگی
می دهد. نشان را خاصی سهام هم یکنوایی درجه اساسا، که کردند مطالعه بورس بازار در را
که کردند پیشنهاد سهام همزمان حرکت درجه اندازه گیری برای را جمعیت رفتار ضریب آنها
نتایج می شود. تعریف هم یکنوایی با سبد همان وایانس و سبد یک واریانس نسبت صورت به
E
(
H(X)

) مانند آن با مرتبط کمیت یا H(X) ضریب که می دهند نشان بخش این در شده ارائه
Dhaene مطالعات بنابراین، است استفاده مورد هم یکنوایی درجه از معیاری عنوان به همچنان

.[٢۶] می کند تکمیل را ٢٠١٢ سال در همکارانش و

عملکرد های منحنی ۵ .٢
لورنز و تمرکز منحنی های برآورد ١ .۵ .٢

دشوار را CC[µ(X), π(X);α] برآورد مسئله، این و نمی شود مشاهده حقیقت در واقعی بیمه حق
است، قرار بر α احتمال سطح هر برای زیر اتحاد که است شده دریافته سازد. می
CC[µ(X), π(X);α] = CC[Y, π(X);α] =

E(Y I[π(X) ≤ F−١
π (α)])

E(Y )
(٢. ١)

آید، می آمده بدست زیر کل انتظاری قانون از (٢. ١) اتحاد
E
(
E(Y |X)I

(
π(X) ≤ t

))
= E

(
E
(
Y I[π(X) ≤ t]|X

))
= E

(
Y I[π(X) ≤ t]

)



٣۵ عملکرد های منحنی
سهم که زیرپرتفوی به مربوط Y کلی های زیان صورت به می توان را تمرکز منحنی این بنابر
(٢. ١) فرمول کرد. تفسیر می کند، گردآوری ها بینی پیش کمترین با را ها نامه بیمه α معین
کرد. جایگزین Y پاسخ با تمرکز منحنی در را µ(X) خالص بیمه حق می توان که دهد می نشان
مطالعه مورد بین پیش عملکرد ارزیابی در می تواند گر بیمه زیرا است مهم بسیار ویژگی این
بنابراین، کند. جایگزین واقعی پاسخی مقادیر با را µ(X) صحیح نشده مشاهده بیمه حق ،
یکسان صورت به و هستند مستقل ، (Yi, Xi) های نمونه i = ١, . . . , nهر برای اینکه فرض با

کرد، برآورد زیر صورت به می توان را خالص بیمه حق تمرکز منحنی اند، شده توزیع

ĈC[µ(X), π(X);α] = ĈC[Y, π(X);α]

=
١
nȲ

∑
i|π̂(Xi)≤F̂−١

π (α)

Yi

=

∑
i|π̂(Xi)≤F̂−١

π (α)
Yi∑n

i=١ Yi
.

،مقادیر GLM بیمه حق مدل برای مثال، عنوان به است. شده برآورد پیش بین π̂ اینجا در
تابع برآورد F̂π دهد. می نشان را شده برآورد رگرسیون های پارامتر برر مبتنی شده بینی پیش

دهد، می نشان را حاصله بینی های پیش تجمعی توزیع

F̂π(t) =
١
n

n∑
i=١

I[π̂(Xi) ≤ t]

نسبت کرد، تفسیر زیر صورت به می توان را CC جمعیت تمرکز منحنی برای ĈC تجربی همتای
تجربی چندک زیر در آنها π̂ شده برآورد پیش بین که هایی بیمه نامه آن با شده تولید کل زیان
زیان این CC که است معنی بدین این پرتفوی. کل در تجمعی زیان و دارد قرار α سطح در
بیان پرتفوی کلی سطح در تجمعی زیان درصد صورت به و نسبی شکل به را زیرپرتفوی کلی

می کند.
آورد، بدست زیر صورت به می توان را لورنز منحنی تجربی نسخه

L̂C
(
π(X);α) =

∑
i|π̂(Xi)≤F̂−١

π (α)
π̂(Xi)∑n

i=١ π̂(Xi)
.

است، کوچکتر های بیمه حق ١٠٠α٪ با متناظر کل بیمه حق درآمد درصد L̂C دیگر، عبارت به
برقرار ∑n

i=١ π̂(Xi) =
∑n

i=١ Yi کلی تعادل اگر اند. شده محاسبه π بین پیش از استفاده با که
است)، برقرار ها GLM روند،برای کار به کانونی اتصال توابع که مادامی مثال عنوان به (که باشد

می کند. بیان کل پرتفوی سطح در تجمعی زیان اساس بر را نسبت این L̂C آنگاه
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ها مرتبه تا بیمه حق از ٢ .۵ .٢
کنید، توجه زیر رابطه به

π(X) ≤ F−١
π (α) ⇔ Fπ

(
π(X)

)
≤ α

یعنی بگیریم، نظر در را پیش بین از حاصل رتبه بندی است، کافی که است معنی بدین این
کنیم، جایگزین زیر متناظر مرتبه با را π(X) پیش بین هر می توانیم

Π = Fπ

(
π(X)

)
مرتبه Π است. زیر صورت به Π شهودی معنای می کند. تبعیت واحد یکنواخت توزیع از که
صعودی) ترتیب (به متناظرشان های بیمه با مطابق قراردادها همه وقتی است بیمه گذار یک
در دارند. اهمیت پذیرش آستانه و Π تنها اعتباری، گذاری امتیاز در باشند. شده رتبه بندی
منحنی با می توان را اطلاعات این و هستند مهم نیز π(X) واقعی مقادی بیمه، گذاری قیمت
حق و ها زیان بین وابستگی رابطه حسب بر را تمرکز منحنی می توانیم ما آورد. بدست لورنز
صورت به را تمرکز منحنی کسری صورت می توانیم ویژه به کنیم. بیان شده مدل سازی بیمه

بنویسیم. زیر
داریم، دهیم نشان C با را (Y,Π) زوج مفصل اگر

E
(
Y I[π(X) ≤ F−١

π (α)]
)
= E

(
Y I[Π ≤ α]

)
=

∫ ∞

٠
∫ ١

٠ yI[z ≤ α]dFY,Π(y, z)

=

∫ ∞

٠
∫ ١

٠ yI[z ≤ α]dC(Fy(y), z
)

=

∫ ١
٠ F−١

y (u).Ć١(u, a)du

(
Y, π(X)

زوج( مفصل ،C واقع، در است. آن اول آرگومان به Cنسبت جزیی Cمشتق ′١ آن در که
است.

تمرکز و لورنز منحنی ویژگی های ٣ .۵ .٢
می کنیم. مرور خلاصه صورت به را تمرکز و لورنز منحنی های مهم خصوصیات برخی اکنون
به خاص حالت یک عنوان به را تمرکز منحنی خصوصیات لورنز، منحنی که می کنیم یادآوری

می برد. ارث
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یکنوایی
π(X) های چندک آن در که است. t 7→ E

(
Y I[π(X) ≤ t]

)
/E(Y ) تابع بر مبتنی تمرکز منحنی

رسد. می (١, ١) به و شده شروع (٠, ٠) از و است غیرنزولی تابع،مشخصا این است. شده ارزیابی
سازد، می برآورد را زیر رابطه و است نزولی غیر α 7→ CC[Y, π(X);α] بنابراین

lim
α→٠CC[Y, π(X);α] = ٠ و lim

α→١CC[Y, π(X);α] = ١

استقلال/تساوی خط
به دو π(X) و Y (چون نمی دهد پاسخ به راجع اطلاعاتی هیچ بیمه، حق که خاص حالت در
استقلال خط به مقالات در که است درجه ۴۵ خط یک تمرکز، منحنی هستند)، مستقل دو

است، برقرار زیر اتحاد باشند، مستقل π(X) و Y اگر قرارداد، طبق است. مشهور

CC[µ(X), π(X);α] =
E(Y )P

[
π(X) ≤ F−١

π (α)
]

E(Y )
= α

زیادی اطلاعات π اگر می کنیم. مطالعه درجه ۴۵ خط به نسبت را تمرکز منحنی مکان اکنون،
تصادفی متغیرهای این که است معنی بدین باشد، داشته همراه به µ(X) بیمه حق به راجع
منحنی شکل علاوه، به باشد. استقلال خط از دور باید تمرکز منحنی و دارند قوی وابستگی
تحت که می دهد نشان بعدی نتیجه دارد. بستگی π(X) و µ(X) بین رابطه نوع به تمرکز،

می گیرد. قرار استقلال خط زیر تمرکز، منحنی هر ضعیف، مثبت وابستگی
نامساوی اگر یعنی باشد. π(X) به وابسته مثبت انتظاری مقدار µ(X) اگر ١ ‐۵ ‐٢ ویژگی

باشد، برقرار ها t همه برای زیر
E
(
µ(X)

)
≥ E(µ(X)|π(X) ≤ t)

داریم، α احتمال سطوح همه برای یعنی می گیرد قرار درجه ۴۵ خط زیر تمرکز منحنی آنگاه
CC[µ(X), π(X);α] ≤ α

بنویسیم، است کافی اثبات برای
E
(
µ(X)I[π(X) ≤ t]

)
E(Y )

=
P [π(X) ≤ t]E(µ(X)|π(X) ≤ t)

E(Y )

≤ P [π(X) ≤ t]

می شود. اثبات قضیه ، F−١
π α با t جایگزینی با سپس

به دیگر محدودکننده حالت یک به رامی توان درجه ۴۵ خط ،LC[π(X);α] گرفتن نظر در با
π(X) = E(Y ) باشیم داشته یعنی باشد، ثابت π که کنید فرض کرد. منتسب تساوی خط نام
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به X در موجود ویژگی های از هیچکدام که باشد حقیقت این اساس بر می تواند رابطه این .

داریم، بنابراین ندارند). ارتباط استقلال خط با نتیجه (در نمی یابند ارتباط Y پاسخ
π(X) = E(Y ) ⇒ LC[π(X);α] = α

باید که باشید داشته توجه است. درجه ۴۵ خط با متناظر خاص، مورد این که گونه ای به
پیوسته تصادفی متغیر یک ثابت پیش بین زیرا گیریم کار به دقت با را کننده محدود مورد این
ارائه فرمول های از برخی و است تناقض در ۵ .١ بخش در شده بیان فنی فرضیات با (زیرا نیست

می کند). نقص را مقاله این در شده

تحدب
محدب تمرکز منحنی شرط، این تحت که می کند بیان را مثبت وابستگی شرط بعدی، نتیجه
برای دارد. بستگی پیش بین و پاسخ بین موجود رابطه نوع به منحنی شکل هم باز است.

کنید. مراجعه [٧٢] مرجع به می توانید اثبات

،µ(X) اگر تنها و اگر است محدب α 7→ CC[µ(X), π(X);α] تمرکز منحنی ٣ ‐۵ ‐٢ ویژگی
زیر تابع اگر یعنی است π(X) به وابسته که باشد مثبت رگرسیون

t 7→ E(µ(X)|π(X) = t) (٢. ٢)
باشد. غیرنزولی

π(X) = t شرط کل، در می کنیم. صحبت (٢. ٢) شرط مورد در مختصر صورت به اکنون
لگاریتمی – خطی GLM بیمه حق امر، این تحقق برای نمی دارد. نگه ثابت را µ(X) مقدار

بگیرید، نظر در را زیر کلاسیکی

π(X) = exp
(
β٠ +

p∑
j=١

βjXj

)

به (٢. ٢) شرط بنابراین است، برقرار π(X) = t ⇔
∑p

j=١ βjXj = ln t − β٠ مورد، این در
می شود، بازنویسی زیر صورت

E
(
µ(X)|

p∑
j=١

βjXj = ln t− β٠
)

دلخواه شکل به بلکه ∑p
j=١ βjXj خطی ترکیب طریق از تنها نه را Xj ویژگی های که آنجا از

می ماند. باقی GLM امتیاز به مشروط تصادفی µ(X) کرد، وارد µ(X) در می توان
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نموهای که می کند تضمین α 7→ CC[Y, π(X);α] تمرکز منحنی تحدب گردیم، باز Y پاسخ به

زیر تابع

CC[Y, π(X);α+∆]− CC[Y, π(X);α] =
E
(
Y I[F−١

π (α) < π(X) ≤ F−١
π (α+∆)]

)
E(Y )

معنی بدین این است. α + ∆ ≤ ١ که گونه ای به هستند، غیرنزولی α در مثبت ∆ هر برای
حق با بیمه نامه ها از ∆ سهم یک جداسازی طریق از شده، ایجاد زیرپرتفوی های که، است
میانگین صورت به را زیان سهم ،α افزایش با F−١

π (α + ∆) و F−١
π (α) بین محدود بیمه های

می دهند. افزایش
شده توصیف ٢٠١٣ سال در Tevet مقاله در که است، ترفیع نمودارهای با مرتبط ویژگی این
شود. مرتب π(X) مقادیر اساس بر باید داده مجموعه گراف ها، این رسم برای .[۶٨] است
می شوند. طبقه بندی مساوی جمعیت با رده هایی صورت به چندک ها، اساس بر داده ها آنگاه
می شود. محاسبه Y واقعی زیان هزینه و π کمک به شده، پیش بینی زیان میانگین دسته، هر در
صورت به رده هر برای میانگین واقعی زیان و میانگین شده پیش بینی زیان هزینه های آنگاه،
سمت به وقتی آیا که کند، بررسی π استواری ارزیابی برای باید تحلیل گر می شوند. رسم گراف
در تعریف، (طبق خیر یا می یابد افزایش یکنوا صورت به واقعی پاسخ می رویم، بالاتر دسته های
این در افزایشی روند مشاهده برای لازم شرط ،٣ .۵ .٢ ویژگی است). اینگونه پیش بینی ها مورد

می کند. مشخص را ترفیع نمودار

عنوان (به دارد مثبت انتظاری مقدار وابستگی بر دلالت مثبت رگرسیون وابستگی که آنجا از
و غیرنزولی تمرکز منحنی که می کند تضمین ٣ .۵ .٢ ویژگی شرط کنید)، مراجعه [٧٠] به مثال
درجه ۴۵ خط زیر در آن گراف و می یابد پایان (١, ١) در و شده شروع (٠, ٠) از و است محدب

است. محدب ٣ .۵ .٢ ویژگی اساس بر لورنز منحنی هر که کنید توجه می گیرد. قرار

برازش نیکویی اندازه گیری ۴ .۵ .٢
می کنیم. ارزیابی منحنی دو نسبی مکان های کمک به را π(X) پیش بین عملکرد بعد، به اینجا از

α 7→ CC[µ(X), π(X);α] و α 7→ LC[π(X);α]

کمترین با پرتفوی از بیمه نامه ها ١٠٠α٪ از شده گردآوری بیمه های حق سهم اول، عبارت
که می دهد بدست را واقعی بیمه حق متناظر سهم دوم، عبارت می دهد. نشان را π(X) مقادیر
زیان کل با مطابق µ و π کل انتظاری درآمد که آنجا از شود. گردآوری زیرپرتفوی این از باید
در هستند. مقایسه قابل مستقیم صورت به نسبت دو است، (١. ١) رابطه تحت انتظار مورد
می آید بدست π(٠) با که درصدی یکی کنیم. مقایسه همدیگر با را درصد دو می توانیم ما واقع،
امکان حد تا CC گراف که داریم دوست گر، بیمه عنوان به ما است. µ(٠) با متناظر دیگری و
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بهتر باشد، کوچکتر منحنی دو بین مساحت چه هر دیگر، عبارت به باشد. نزدیک LC گراف به

است.

پیش بین دو های عملکرد مقایسه ۶ .٢
لورنز و تمرکز های منحنی ١ .۶ .٢

مجهول خالص بیمه حق تا می کنند تلاش دو هر دارید. π٢ و π١ پیش بین دو که کنید فرض
شده گزارش پیش بین ها این آوردن بدست برای مختلفی روش های کنند. پیش بینی را µ(X)

شبکه های یا درختی پایه روش های و کلاسیک GLM تا تجربی براکت میانگین از که است
هستند. متغیر عصبی

ویا (π٢ جای به π١) تابعی شکل نظر از است ممکن پیش بین ها این که باشید داشته توجه
مهم نکته دو باشند. داشته فرق می کنند عمل آن اساس بر که (X٢ جای (X١به اطلاعاتی
یعنی آنها نسبی تغییرپذیری مورد، اولین دارد. وجود پیش بین دو عملکرد ارزیابی زمان در
با آنها همبستگی دوم، مورد است. مختلف ریسک پروفایل های شناسایی برای آنها توانایی

می دهند. خالص بیمه حق درباره که اطلاعاتی میزان یعنی است، µ(X)

ناشی جابه جایی درجه اندازه گیری برای مناسب ابزار یک محدب، ترتیب که می رسد نظر به
و ارزان ترین بین ناسازگاری واقع، در احتمالاتی، ابزار این باشد. π منتخب بیمه حق از
به حالت این در می کند. ارزیابی را مدل در شده شناسایی ریسک پروفایل های پرهزینه ترین
استراتژی یک است، محدب ترتیب بر مبتنی که دیگر متغیر یک با π جایگزینی که می رسد نظر

که، درمی یابیم (١. ٢) رابطه در g(X) = x٢ خاص حالت گرفتن نظر در با باشد. نویدبخش
π٢(X٢) �cx π١(X١) ⇒ V ar(π٢(X٢)) ≤ V ar(π١(X١)) (٢. ١)

متغیرهای بر تنها زیرا است، تغییرپذیر ترتیب یک �cx چرا که می دهد شرح مسئله این
می کند. مقایسه را آنها نسبی پراکندگی و می شود اعمال یکسان انتظاری مقدار با تصادفی
حال این با نیست، متمرکز واریانس روی بر تنها که است پیچیده تر مقایسه یک محدب ترتیب
π٢(X٢) �cx می توانیم بنابراین دارد. مطابقت رویکرد این با که می دهد نشان (٢. ١) رابطه
نظر در باید و دارد π٢(X٢) به نسبت بیشتری تغییرپذیری π١(X١) زیرا کنیم تفسیر را π١(X١)

معیارهاست. انحراف ساده مقایسه ورای مدنظر، تغییرپذیری که داشت
بیان [٣٩] مرجع در ٢٠٠٧ سال که Gourieroux and Jasiak عملکرد منحنی های بعدی، تعریف

.[٣٩] می دهد توسعه دودویی پاسخ های ورای عمومی تر زیان های به را است شده
باشیم، داشته اگر تنها و اگر است π٢(X٢) از تمایزپذیرتر π١(X١) بیمه حق .١ .۶ .٢ تعریف

π٢(X٢) �cx π١(X١) ⇔ LC[π١(X١)] ≤ LC[π٢(X٢);α]



۴١ پیش بین دو های عملکرد مقایسه
نامساوی و باشد برقرار ها α همه برای

CC[µ(X), π١(X١);α] ≤ CC[µ(X), π٢(X٢);α]

باشد. داشته وجود α احتمال سطوح همه برای
متناظر کل بیمه حق درآمد سهم که است، معنی بدین تمرکز منحنی های مرتب سازی
π١ برای بیمه، حق کمترین با کرده اند، گردآوری را نامه ها بیمه ١٠٠α٪ که زیرپرتفوهایی با
پیش بین دو توزیع توابع کرد. بازنویسی زیر صورت به می توان را شرط این است. π٢ از کوچکتر
اکیداً و پیوسته Fπk

دو هر که می شود فرض می دهیم. نشان Fπ٢ و Fπ١ با ترتیب به π٢را π١و
تعریف را Π٢ = Fπk

(
π٢(X٢)

) و Π١ = Fπ١
(
π١(X١)

امتیازات( است. k = ١,٢ و هستند صعودی
بنابراین شده اند. توزیع [٠, ١] واحد بازه در یکنواخت صورت به دو هر که می کنیم

E(Y |π١(X١) ≤ F−١
π١ (α)) ≤ E(Y |π٢(X٢) ≤ F−١

π٢ (α))

⇔ E(Y |Π١ ≤ α) ≤ E(Y |Π٢ ≤ α)

زیرا است، Π١ به وابسته Π٢ جای به که باشد مثبت تری مقدار Yباید ریاضی امید بنابراین
این مثال عنوان به است. Π٢ از بزرگتر Π١ در Πk ≤ α به توجه با ریاضی امید مقدار کاهش

کرد. مشاهده [۶۴] ،[١٨] ،[۵۴] مراجع در می توان را شرط نوع
مرتبه و تحدب رابطه نظر از رقیب پیش بین های مقایسه برای کافی شرط یک بعدی، نتیجه
که می دانیم ٢٠٠۵ سال در همکارانش و Denuit مطالعه از می دهد. نشان را پاسخ با هماهنگی
شوند کوچک همدیگر با یا بزرگ همدیگر با دو هر اگر هستند، هماهنگ تصادفی متغیر دو
توزیعی با مرتبط معمولا˟ بزرگ و کوچک مقادیر که هستند این بیانگر هماهنگی مرتبه .[١٩]
توزیع های با (V١, V٢) و (Z١, Z٢) تصادفی زوج دو اکنون است. غالب دیگری بر که هستند،

داریم، k ∈ {١,٢} برای یعنی می گیریم، نظر در را یکسان حاشیه ای
.P [Zk ≤ t] = P [Vk ≤ t] = Fk(t)
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اگر

P [Z١ ≤ t١, Z٢ ≤ t٢] ≤ P [V١ ≤ t١, V٢ ≤ t٢] (٢. ٢)
اگر آن، ارز هم یا باشد، برقرار ها tو٢ t١ همه برای

P [Z١ > t١, Z٢ > t٢] > P [V١ > t١, V٢ > t٢] (٢. ٣)
(V١, V٢) به نسبت کمتری هماهنگی ،(Z١, Z٢) می گوییم آنگاه باشد، برقرار ها tو٢ t١ همه برای
معنای می شود. داده نشان (Z١, Z٢) �conc (V١, V٢) صورت به بعد به اینجا از نکته این دارند.
P [Z١ ≤ t١, Z٢ ≤ واقع، در دریافت. (٢. ٢) ازرابطه می توان را �conc به نسبت رتبه بندی شهودی
و هستند» کوچک دو Z٢هر «Z١و می شوند، خوانده زیر صورت به P [V١ ≤ t١, V٢ ≤ t٢] و t٢]
است t١ آستانه از کوچکتر (V١)Z١ که معنی بدین کوچک هستند». کوچک دو V٢هر و V١»
که زمانی که است معنی (٢. ٢)بدین رابطه بنابراین است. t٢ آستانه از کوچکتر (V٢)Z٢ و
این از بیشتر باشند کوچک دو هر V٢ و V١ اینکه احتمال باشد، برقرار (Z١, Z٢) �cx (V١, V٢)
می شود (٢. ٣)دریافته رابطه از همچنین باشند. کوچک دو هر Z٢ Z١و که است متناظر احتمال
کمتر باشند، بزرگ دو Z٢هر Z١و اینکه احتمال که است معنی ,Z١)بدین Z٢) �conc (V١, V٢) که
» است، متناظر زیر شهودی مفهوم با توضیح این V٢است. و V١ برای متناظر احتمال از
پواسون همبستگی ضریب علاوه، به ,Z١)دارند». Z٢) به نسبت بیشتری مثبت ,V١)وابستگی V٢)
مطابقت هماهنگی ترتیب با همگی اسپیرمن و کندال مرتبه همبستگی١ ضرایب همچنین و
وابستگی، شدت مقایسه برای ابزاری عنوان به �concرا شهودی معنای عوامل، این دارند.
پیش بین یک تشخیصی توان و هماهنگی ترتیب بین ارتباط می توانیم اکنون می کنند. تقویت

بیابیم. را
اگر ویژگی٢‐ ۶‐ ١.

π٢(X٢) �cx π١(X١) و (Y,Π٢) �cx (Y,Π١)

دارد. π٢(X٢) پیش بین به نسبت Y پاسخ برای بیشتری تشخیصی قدرت π١(X١) پیش بین آنگاه
می آید: بدست زیر رابطه از نتیجه برهان.

E
(
Y |Π٢ ≤ α

)
− E

(
Y |Π١ ≤ α

)
=

١
α

∫ ∞

٠
(
P
[
Y ≤ y,Π١ ≤ α

]
− P

[
Y ≤ y,Π٢ ≤ α

])dy
مقادیر همه برای انتگرال زیرا باشد، (Y,Π١) از هماهنگ تر  (Y,Π١) اگر است، مثبت واقع در که

است. غیرمنفی حالت این در Y

1correlation coefficient
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همزمان π١(X١) اگر دارد π٢(X٢) به نسبت Y پاسخ برای π١(X١) که می ببنیم بنابراین،
انتظاری مقدار وابستگی نظر (از بیشتری همبستگی و تحدب) ترتیب نظر (از بیشتر تغییرپذیری

باشد. داشته π٢(X٢) به نسبت Y پاسخ با قوی تر) هماهنگی ترتیب یا مثبت

انتگرال دار لورنز و تمرکز منحنی های ٢ .۶ .٢
پیش بین دو می دهد. انجام را جزئی رتبه بندی یک تنها ،١ .۶ .٢ تعریف در شده پیشنهاد مرجع
قطع را همدیگر آنها نسبی لورنز یا تمرکز منحنی های زیرا باشند، مقایسه غیرقابل است ممکن
در است. بدتر بالا ریسک های برای و بهتر پایین ریسک های برای پیش بین یک مثلا́ می کنند.
می توان یعنی باشیم. داشته تمرکز منحنی های انتگرال روی مقایسه ای می توانیم حالتی، چنین

کرد، تعریف زیر صورت به را انتگرال دار تمرکز منحنی
ICC

[
µ(X), π(X);α

]
=

∫ α

٠ CC
[
µ(X), π(X); ξ

]
dξ

=

∫ α

٠
E
(
µ(X)I[Π ≤ ξ]

)
E(Y )

dξ

=
E
(
µ(X)(α−Π)+

)
E(Y )

=
Cov

(
µ(X), (α−Π)+

)
E(Y )

+ E
(
(α−Π)+

)
یک تنها دوم جمله حالیکه در می آید بدست پیش بین و پاسخ بین همبستگی از اول جمله

است. واحد یکنواخت توزیع دارای Π زیرا است. ثابت

E
(
(α−Π)+

)
=

∫ α

٠ (α− ξ)dξ = α٢
٢

داریم، یعنی ,٠]است، ١] بازه کل در تمرکز منحنی انتگرال ،ICC از ما منظور
ICC = ICC

[
µ(X), π(X); ١]

=
Cov

(
µ(X), ١ −Π

)
E(Y )

+
١
٢

=
١
٢ −

Cov
(
µ(X),Π

)
E(Y )

داریم، چون هم باز
E
(
(α−Π)+

)
= E

(
E
(
(α−Π)+|X

))
= E

(
µ(X)(α−Π)+

)
معنی بدین این کنیم. جایگزین Y با را µ(X) انتگرال دار، تمرکز منحنی تعریف در می توانیم
مجهول خالص بیمه حق تولید در π(X) عملکرد اندازه گیری برای آن از می توانیم که است



لورنز و تمرکز منحنی های اساس بر مدل انتخاب و جینی شاخص های رتبه بندی ۴۴
بگیریم. بهره µ(X)

را π مقدار کمترین با نامه ها بیمه ١٠٠α٪ می کنیم. ارائه ICC برای شهودی تفسیر یک اکنون
بین کواریانس بر مبتنی ICC اکنون، می گیریم. درنظر α ≤ Π برای (α − Π)+ = ٠ صورت به
(α−Π)+ (یعنی باشد αکوچکتر به Πنسبت چه هر که است این ایده است. (α−Π)+ و µ(X)

µ(X) و π(X) بین مثبت رابطه بنابراین، بود. خواهد کوچکتر واقعی بیمه حق باشد)، بزرگتر
شده وارد کوواریانس جمله چه هر و است. (α − Π)+ و µ(X) بین منفی کوواریانس معنی به

است. بهتر متناظر منتخب بیمه حق باشد، منفی تر ICC تجزیه در
به را دار انتگرال لورنز منحنی می توانیم کنیم، اتخاذ را روند همین نیز لورنز منحنی برای اگر

کنیم، تعریف زیر صورت
ICC

[
π(X);α] =

∫ α

٠
E
(
π(X)I[Π ≤ ξ]

)
E(π(X))

dξ
=
E
(
π(X)(α−Π)+

)
E
(
π(X)

)
=
Cov

(
π(X), (α−Π)+

)
E
(
π(X)

) + E
(
(α−Π)+

)
.

بیمه سودمند های معیار برخی ٢. ٧
جینی شاخص ٢. ٧. ١

می برند. بهره پیش بین لورنز منحنی بر مبتنی جینی شاخص های از متعددی، تجربی مطالعات
را مشابهی بحث که باشید داشته توجه می دهیم. شرح را پیش بین این از استفاده دلیل اکنون
یک جینی، میانگین اختلاف که کنیم می یادآوری یافت. [٧١] مرجع ١ – ٢ بخش در می توان
صورت به Z غیرمنفی پیوسته تصادفی متغیر برای که است، تغییرپذیری برای احتمالی معیار

می شود. تعریف زیر
Gini[Z] = E

(
|Z١ − Z٢|

)
= E

(
max{Z١, Z٢}

)
− E

(
min{Z١, Z٢}

)
تفاضل میانگین رابطه، این شده اند. توزیع Z همانند و هستند مستقل Z٢ و Z١ آن، در که
نزدیکی ارتباط ضریب این می دهد. نشان را شده اند توزیع Z مانند که مشاهده دو بین مطلق

کرد، بیان زیر شکل به را آن هم ارز می توان و دارد واریانس با
V ar[Z] =

١
٢E
(
(Z١ − Z٢(٢

)
از واریانس در حالیکه در است، مطلق تفاضل بر مبتنی جینی تفاضل میانگین اینجا، در

که، داد نشان می توان آنگاه باشد، پیوسته Z اگر می شود. استفاده مربعی تفاضل
Gini[Z] = ۴Cov(Z,FZ(Z))



۴۵ بیمه سودمند های معیار برخی
می کند. اندازه گیری را آن رتبه و تصادفی متغیر بین ارتباط جینی، تفاضل میانگین بنابراین،
شده اند، رتبه بندی صعودی ترتیب به که مشاهدات از دنباله ای گرفتن نظر در با دیگر، عبارت به
مشخصاً می دهد. نشان را دنباله در آن مکان و Z واقعی مقدار بین رابطه جینی، تفاضل میانگین
میان در (یعنی است بیشتر بالا رتبه در آن واقعی مقدار باشد، بیشتر Z تغییرپذیری چه هر
که است این بیانگر کوچکتر جینی تفاضل میانگین حالیکه در است). مشاهدات بزرگترین

شد ه اند. متمرکز مرکزی مقدار حول بیشتر مشاهدات
پایین مطلق انحراف می سازد. مرتبط لورنز منحنی به را جینی تفاضل میانگین فرمول، این
رابطه تا می کنیم، جایگزین Z٢ با را t و می کنیم تعریف E((t− Z١)I[Z١ ≤ t]

) صورت به را Z١
آید. بدست زیر

E
(
(Z١ − Z٢)I[Z١ ≤ Z٢]

)
=

١
٢E
(
|Z١ − Z٢|

)
=

١
٢Gini[Z] = ٢Cov(Z,FZ(Z)

)

بنابراین، است. ١
E(Z)Cov(Z,FZ(Z)) صورت Zبه لورنز منحنی و یکانی خط بین ناحیه اکنون،

۴۵ خط از بیشتری فاصله پیش بین لورنز منحنی باشد، بالاتر جینی تفاضل میانگین چه هر
دارد. است) E(Z) با برابر پیوسته که غیرآگاهی بخش پیش بین لورنز منحنی از (یعنی درجه

هستند. مرجع بزرگتر جینی تفاضل میانگین با منتخب بیمه های حق که است دلیل بدین
نسبت به شاخص این است. میانگین برابر دو بر تقسیم جینی تفاضل میانگین جینی، شاخص
بین ناحیه بر تقسیم را واقعی لورنز منحنی و درجه ۴۵ خط بین ناحیه و است معروف تمرکز

می دهد. نشان است، شاخص این بیشینه مقدار که لورنزی منحنی و درجه ۴۵ خط

(Area Between two Curves) ABC معیار ٢. ٧. ٢

همانگونه می کند. اندازه گیری را لورنز منحنی و درجه ۴۵ خط بین ناحیه جینی، تفاضل میانگین
منحنی بگیریم، نظر در همزمان صورت به را منحنی دو هر است بهتر دادیم، شرح پیشتر که
دو بین فاصله به ما بنابراین، پیش بین. به نسبت پاسخ تمرکز منحنی و پیش بین لورنز
در می دانیم اینکه به توجه با هستیم، علاقه مند LC[π(X);α] و CC[µ(X), π(X);α] منحنی
برای بهتری شاخص LC و CC منحنی دو بین ناحیه همچنین می کنند، تلاقی π(X) = µ(X)

می شود، نامیده ABC اختصار به که منحنی ها بین ناحیه است. معین پیش بین یک عملکرد



لورنز و تمرکز منحنی های اساس بر مدل انتخاب و جینی شاخص های رتبه بندی ۴۶
می شود، بیان زیر صورت به

ABC
[
π(X)

]
=

∫ ١
٠
(
CC
[
Y, π(X);α

]
− LC

[
π(X);α

])dα
=

١
E(π(X))

∫ ١
٠
(
E
(
Y I[Π ≤ α]

)
− E

(
π(X)I[Π ≤ α]

))dα
=

١
E(π(X))

∫ ١
٠
∫ ∞

٠
(
P
(
π(X) ≤ y,Π ≤ α

)
− P

(
Y ≤ y,Π ≤ α

))dydα
=

١
E(π(X))

(
Cov

(
π(X),Π

)
− Cov(y,Π)

)
(٢. ١)

جینی کوواریانس و (۴ ضریب (تا π(X) پیش بین جینی شاخص میانگین بین تفاضل آن، در که
زیر صورت به بتوانیم را (٢. ١) رابطه کنید فرض می آید. بدست π(X) پیش بین و Y پاسخ

کنیم، بازنویسی

ABC
[
π(X)

]
=

١
E
(
π(X)

)Cov(π(X)− Y,Π
)

می توان را ABC آنگاه بگیریم، نظر در نامه بیمه یک با مرتبط منفعت را π(X)−Y اگر بنابراین،
تفسیر مشابه تفسیر این گرفت. نظر در بیمه ها حق مرتبه و منفعت بین کوواریانس با متناسب

.[٣٢] است جینی شاخص برای ٢٠١٣ سال در همکارانش و Frees مطالعه در شده ارائه
برای که مناسبی امتیازدهی قوانین با شباهت هایی پیشنهادی، ABC و ICC مانند معیارهایی
با دارند. ( ببینید را [٣٧] (مرجع می روند کار به احتمالاتی پیش بینی های کیفیت ارزیابی
ریاضی امید برآورد بیمه، قیمت گذاری هدف شد، بیان ۵ .١ بخش در که همانگونه وجود، این
است. پیش بین توزیع امتیازدهی، قوانین هدف حالیکه در پاسخ پیش بینی نه است، شرطی
احتمال امتیاز مثال، عنوان به دارد. وجود مفهوم دو این بین ارتباطاتی که است ذکر شایان
،ABC همانند ببینید) [٣٧] مرجع در شده بیان (٢٠) رابطه ، CRPS (یا پیوسته شده رتبه بندی

است. جینی تفاضل میانگین شامل
داریم، α ∈ (٠, ١) همه برای یکنوا، (µ(X), π(X)

) برای که کنید توجه ٢‐ ٧‐ ١ نکته
برای واقع، در باشد. µ(X) = π(X) اگر تنها و اگر CC[µ(X), π(X);α] = LC[π(X);α]

بنویسیم، می توانیم یکنوا (µ(X), π(X)
)

µ(X) = F−١
µ (U) و π(X) = F−١

π (U)

چندک ١−Fتابع
µ و است شده توزیع [٠, ١] واحد بازه روی یکنواخت صورت به U آن، در که

نیاز E(µ(X)) = E(π(X)) به که آنجا از بنابراین، است. µ(X) روی Fµ توزیع تابع به مربوط
می آوریم بدست ها α ∈ (٠, ١) همه برای را CC[µ(X), π(X);α] = LC[π(X);α] رابطه داریم،



۴٧ عددی مثال های
باشیم، داشته اگر تنها و اگر

E
(
µ(X)I[π(X) ≤ F−١

π (α)]
)
= E

(
π(X)I[π(X) ≤ F−١

π (α)]
)

⇔ E
(
F−١
µ (U)I[F−١

µ (U) ≤ F−١
π (α)]

)
= E

(
F−١
π (U)I[F−١

π (U) ≤ F−١
π (α)]

)
⇔
∫ α

٠ F−١
µ (u)du =

∫ α

٠ F−١
π (u)du (٢. ٢)

می گیریم نتیجه برقرار باشد، α ∈ (٠, ١) همه برای باید (٢. ٢) رابطه که آنجا از نتیجه، در
µ(X) = π(X) داریم، بنابراین و است برقرار u ∈ (٠, ١) همه برای F−١

µ (U) = F−١
π (u) که

عددی مثال های ٢. ٨
فرضیات ٢. ٨. ١

Gam(µ, σ٢) با نتیجه در و می کند تبعیت σ٢ واریانس µمیانگین با گاما توزیع از π(X) کنید فرض
�cx حسب بر می توان را پیش بین ها این می گیریم. نظر در را µ = ١ ما می شود. داده نشان

کرد. مرتب سازی α به نسبت
می گیریم. نظر در µ(X) شرطی ریاضی امید برای را توزیع دو اکنون

واحد میانگین با گاما توزیع •
واریانس و −σ٢

Y٢ میانگین با نرمالی توزیع lnµ(X) یعنی واحد میانگین با نرمال لگ توزیع •
می شود. داده نشان ℓNor(−σ٢

Y٢ , σY ) با بعد به اینجا از که دارد σ٢
Y

. E(Y ) = E
(
µ(X)

)
= E

(
π(X)

)
= ١ داریم، زیرا می شود، برآورده مورد دو هر در ١. ١ تعریف

این در شده گرفته نظر در ادعاهای تعداد (مانند باشد گسسته می تواند پاسخ که کنید توجه
است. µ(X) و π(X) به مربوط تنها پیوستگی فرض زیرا موردپژوهی)

ساختارهای ما صحیح، بیمه حق و پیش بین پذیری تغییر بر حاکم σY و σ پارامترهای بر علاوه
مفاصل وسیله به و می دهند ربط همدیگر به را تصادفی متغیر دو این که متفاوتی وابستگی
به π(X) کننده مرتبط مفصل که می کنیم فرض ابتدا، می گیریم. نظر در نیز می شوند توصیف
مورد در مسئله این مثال عنوان به می یابد). افزایش پارامترش (با است یکنوا �conc ،µ(X)

مطالعه از است. صادق شده اند، گرفته نظر در بخش این در که کلایتون و فرانک مفصل های
داده زیر صورت به کلایتون مفصل که می کنیم یادآوری [١٩] مرجع در همکارانش و Denuit

می شود،
Cθ(u, ν) = (u−θ + ν−θ − ١−(١

θ , θ > ٠
می شود، داده زیر صورت به فرانک مفصل همچنین



لورنز و تمرکز منحنی های اساس بر مدل انتخاب و جینی شاخص های رتبه بندی ۴٨

Cθ(u, ν) = −١
θ
log
(١ +

(e(−θu) − ١)(e(−θν) − ١)
e(−θ) − ١

)
, θ 6= ٠

پارامتر) مثبت مقادیر برای فرانک، مورد (در می کنند بیان را مثبت وابستگی مفصل، دو این
.[١٩] می مانند برقرار پیشین بخش های در آمده بدست نتایج که گونه ای به

پارامتر اینکه برای کرد. تفسیر π(X) و µ(X) بین وابستگی شدت صورت به می توان را θ پارامتر
استفاده کندال تاو یا متناظر کندال مرتبه همبستگی ضریب از باشد، دل پذیرتر θ وابستگی
فرانک، مفصل برای حالیکه در است، θ

θ+٢ با برابر کندال تاو کلایتون، مفصل برای می کنیم.
دبای). تابع شامل (عبارت است θ از صعودی تابع یک کندال تاو

تغییرپذیری ٢. ٨. ٢
واریانس به نسبت گاما توزیع های خانواده نگهداریم، ثابت را میانگین اگر که است شده مشخص
را مفصل و می گیریم نظر در را مختلف واریانس سطوح اکنون می شود. مرتب �cx ترتیب با
،٢. ١ جدول می گیریم. نظر در ٠/۵ با برابر را کندال تاو پارامتر و می کنیم فرض کلایتون با برابر

می کند. جمع بندی را ٢. ٣ شکل در شده ارائه نتایج
نمودار٢. ٨ از آمده بدست نتایج :٢. ١ جدول

Line type π(X) µ(X) Copula C ABC
medium dash Gam(١, ١) Gam(١,٢) Clayton(τ = ٠/۵) ۶/٣٣٪

short dash Gam(١, ١) Gam(١, ١) Clayton(τ = ٠/۵) ٩/۶۶٪
dotted Gam(١, ١) Gam(١, ٠/۵) Clayton(τ = ٠/۵) ١٣/٠٨٪

مقادیر مختلف توزیع های میان محدب ترتیب نتیجه در تمرکز، منحنی های که می بینم
منحنی باشد، کوچکتر µ(X) واریانس هرچه علاوه، به نیستند. متقاطع شرطی، ریاضی امید
µ(X) واریانس با ABC مقدار کاهش به منجر مسئله این که است، دورتر لورنز منحنی از تمرکز
توزیع با پیش بین هایی که زمانی که، است واقعیت این بیانگر مثال این بنابراین، می شود.
در ABC معیار دارند، صحیح بیمه حق به وابستگی نظر از مشابه ای عملکرد که داریم یکسان
ترتیب لحاظ (از باشد داشته را تغییر بیشترین صحیح بیمه حق که است، مطلوب مواردی
وابستگی نظر از که پیش بین هایی و شده داده صحیح بیمه حق یک برای همچنین محدب).
که است، پیش بینی مطلوب ABCای معیار می کنند، عمل روش یک به صحیح بیمه حق به

باشد. داشته محدب ترتیب نظر از کمتری تغییرپذیری
زمانی مثال، عنوان به مسئله این باشد. بیش برازش علت به می تواند µ(x) �cx π(X) موقعیت
اول ویژگی q تنها که کنید فرض واقع، در کند. انتگرال گیری تصادفی نویز روی π که می دهد رخ



۴٩ عددی مثال های
X١, . . . , Xq از مستقل تصادفی متغیرهای Xq+١, . . . , Xp و دارند اهمیت X١, . . . , Xq, (q < p)

صورت به تحدب، نظر از β٠ +
∑q

j=١ βjXj واقعی امتیاز بنابراین، هستند. صفر میانگین با
است. β٠ +∑p

j=١ βjXj

واقعی مقدار از کمتر برازش، علت به µ(x) �cx π(X) آن، در که داریم موقعیتی مقابل، در
و µ(X) = E(Y |X١, . . . , Xq, Xq+١, . . . , Xp) باشیم، داشته که زمانی مثال عنوان به باشد،
افزایش است، شده بیان ٣ .۵ .١ بخش در که همانگونه واقع، در .π(X) = E(Y |X١, . . . , Xq)

می شود. پراکنده تر بیمه های حق تولید به منجر ویژگی ها تعداد

انتظاری مقدار توزیع در مختلف واریانس های برای مختلف تمرکز منحنی های و لورنز منحنی :٢. ٣ شکل
شرطی.

وابستگی ٢. ٨. ٣
را وابستگی شدت اثر می توانیم نگهداریم، ثابت را پیش بین توزیع و شرطی توزیع اگر اکنون
مختلف کندال تاو ضرایب به وابسته مختلف پارامتری مقادیر برای مفاصل گرفتن نظر در با

است. شده جمع بندی ٢. ٢ جدول در ۴ .٢ شکل چیدمان آوریم. بدست
نمودار٢. ۴ از آمده بدست نتایج :٢. ٢ جدول

Line type π(X) µ(X) C ABC
medium dash Gam(١, ١) Gam(١, ١) Clayton(τ = ٠/٧۵) ٣/۴۶٪

short dash Gam(١, ١) Gam(١, ١) Clayton(τ = ٠/۵٠) ٩/۶۶٪
dotted Gam(١, ١) Gam(١, ١) Clayton(τ = ٠/٢۵) ١٧/٠۴٪



لورنز و تمرکز منحنی های اساس بر مدل انتخاب و جینی شاخص های رتبه بندی ۵٠
منحنی باشد، ضعیف تر وابستگی چه هر که کنیم مشاهده می توانیم واریانس اثر با مشابه
تاو افزایش داد. شرح زیر صورت به می توان را مشاهده این است. دورتر لورنز منحنی از تمرکز
به کلایتون مفصل طریق از (µ(X), π(X)) تصادفی زوج مولفه دو وقتی می شود منجر کندال
می یابیم در ١ .۶ .٢ ویژگی از آنگاه باشد. بزرگتر �conc لحاظ از زوج این شوند، متصل همدیگر
بدین کندال تاو افزایش می شود. نزدیک تر لورنز منحنی به و می یابد کاهش تمرکز منحنی که
داشت. خواهد µ(X) صحیح بیمه حق با رابطه در بیشتری آگاهی بخشی π(X) که است معنی
مقادیر است، شده بیشتر پیوستگی شود مشخص کندال تاو اندازه گیری با که زمانی همچنین

است. شده ترسیم شکل٢. ۴ در رابطه این می یابند. ABCکاهش

مفصل. متفاوت تاو پارامترهای برای مختلف تمرکز منحنی های و لورنز منحنی :۴ .٢ شکل

توزیع ۴ .٢. ٨
حفظ تمرکز منحنی ترتیب مفصل، یا مرتب توزیع برای آنها، در که دیده ایم را موردهایی ما

نشود. حفظ است ممکن دلخواه موارد در ترتیب این وجود، این با می شود.
تبعیت مرجع گامای توزیع از پیش بین آن، در که ببینیم را موقعیتی می توانیم ۵ .٢ شکل در
متفاوت پارامترهای با نرمال لگ توزیع های از شرطی ریاضی امید مقادیر حالیکه در می کند،
٠/۵ با برابر را کندال تاو و گرفته نظر در کلایتون صورت به نیز را مفصل ما می کنند. پیروی

شد ه اند. فهرست ٢. ٣ جدول در متناظر مقادیر داده ایم. قرار



۵١ عددی مثال های
۵ .٢ نمودار از آمده بدست نتایج :٢. ٣ جدول

Line type π(X) µ(X) C ABC
medium dash Gam(١, ١) ℓNor

(
− (١/٢۵√ln٢)٢

٢ , ١/٢۵√ln٢) Clayton(τ = ٠/۵) ٩/٢٠٪
short dash Gam(١, ١) ℓNor

(
− ln٢٢ ,

√
ln٢) Clayton(τ = ٠/۵) ١١/۵٨٪

dotted Gam(١, ١) Gam(١, ١) Clayton(τ = ٠/۵) ٩/۶۶٪

(خط چین نرمال لگ تمرکز منحنی آنگاه (١ (با باشند، برابر توزیع دو واریانس های وقتی
وابستگی مورد، دو این در می شود. دورتر لورنز منحنی از (نقطه چین) گاما به نسبت کوتاه)
µ(X) و π(X) توزیع های که است، مطلوب مواردی در ABC مقدار و است یکسان نیز π(X) به
در تمرکز، منحنی های ، می دهیم افزایش ١/٢۵ ضریب با را σY وقتی اکنون باشند. مشابه
انحناهای به منجر مختلف توزیع های بنابراین، می کنند. قطع را همدیگر ٠/٣۴ نقطه حدود
می توانیم مفصل وابستگی شدت یا تغییرپذیری تنظیم با و می شوند تمرکز منحنی در متفاوت
مقدار کمترین ،ABC مقدار که می شویم متوجه اکنون کنیم. تولید دلخواه α در را تقاطع این
بزرگترین µ(X) واریانس حالت، این در زیرا نیست تجعب آور ٢. ٨. ٢ بخش به توجه با که است

دارد. را مقدار

شرطی. انتظاری مقدار از مختلف توزیع های برای مختلف تمرکز منحنی های و لورنز منحنی :۵ .٢ شکل

متقاطع های مفصل ۵ .٢. ٨
متقاطع تمرکز منحنی های آوردن بدست برای مختلف مفاصل از قبل، مثال همانند می توانیم
٣ ‐ ٢ مثال همانند را C٢ فرانک مفصل یک و C١ کلایتون مفصل یک اکنون، کنیم. استفاده
دارد وجود f تابع یک که می دانیم حالت، این در می گیریم. نظر در [٢٠] مرجع در شده ارائه



لورنز و تمرکز منحنی های اساس بر مدل انتخاب و جینی شاخص های رتبه بندی ۵٢
C١(u, ν)− C٢(u, ν) ≥ ٠ و باشد ν ≤ f(u) اگر است، برقرار آن در C١(u, ν)− C٢(u, ν) ≤ ٠ که
هماهنگ، ترتیب با مطابق مفصل دو این بنابراین باشد. ν ≥ f(u) اگر است، برقرار آن در
با اما شرطی ریاضی امید مقدار و پیش بین توزیع یک ۶ .٢ شکل در نشده اند. مرتب سازی
در چیدمان این دارند. ٠/۵ با برابر کندال تاو که می بینیم را فرانک و کلایتون متفاوت مفاصل

است. شده جمع بندی زیر جدول
۶ .٢ نمودار از آمده بدست نتایج :۴ .٢ جدول

Line type π(X) µ(X) C ABC
short dash Gam(١, ١) Gam(١, ١) Frank(τ = ٠/۵) ٧/٧٩٪

dotted Gam(١, ١) Gam(١, ١) Clayton(τ = ٠/۵) ٩/۶۶٪

زیرا است، مشهودی نتیجه که می کنند قطع (٠/٣۵ نقطه (حدود را همدیگر منحنی ها
هر در کل وابستگی اگر و دارد وابستگی فرانک مفصل از بیش پایین چارک به کلایتون مفصل
منحنی باشد، قوی تر وابستگی چه هر است. برقرار قضیه این عکس بالا، ربع در باشد، برابر دو
منحنی به کوچک مقادیر در کلایتون مفصل بنابراین است. نزدیک تر لورنز منحنی به تمرکز

است. دورتر بزرگ مقادیر در و نزدیک تر لورنز

مختلف. مفصل های برای تمرکز منحنی دو و لورنز منحنی :۶ .٢ شکل

رگرسیونی غیر وابستگی با مفصل اثر ۶ .٢. ٨
وابستگی تنها بلکه نمی دهد، نشان مثبت چارک وابستگی که می گیریم نظر در را مفصلی اکنون
در همکارانش و Egozcue مطالعه با مطابق بخش این در می دهد. نشان مثبت انتظار مورد



۵٣ عددی مثال های
هستند، مخالف علائم با چارک وابستگی بیانگر که را مفصل دو و می رویم پیش [٢٨] مرجع
– فرشه مفاصل پایین و بالا کران های گرفتن نظر در با مثال، عنوان به می کنیم. مخلوط

کنیم، استفاده زیر ترکیب از می توانیم هوفدینگ

C(u, ν) = (١ − θ)min{u, ν}+ θmax{٠, u+ ν − ١} (٢. ١)

مطالعه از است. [٢١] مرجع در و Denuit and Mesfioui مطالعه در ١ – ٢ مثال با مطابق که
اگر می کند، بیان را مثبت انتظار مورد وابستگی مخلوط، این که می دانیم همکاران و Egozcue
یک با می توان را هوفدینگ – فرشه پایین کران مفصل همچنین، باشد. θ ≤ ١٢ اگر تنها و
گامبل – فارلی مفصل (مانند دهد نشان منفی چارک وابستگی که کرد جایگزین دیگر مفصل
در کنید). مراجعه [٢٨] مرجع به دارد، منفی وابستگی پارامتر که (FGM) یا ١ مورگنسترن –
ایجاد غیرمحدب تمرکز منحنی یک بالا ترکیبی مفصل که کنیم، تایید می توانیم ما ٢. ٧ شکل

است. زیر به صورت عددی مطالعه این برای شده گرفته نظر در چیدمان می کند.

٢. ٧ نمودار از آمده بدست نتایج :۵ .٢ جدول
Line type π(X) µ(X) C ABC

dotted Gam(١, ١) Gam(١, ١) (۵/١)withθ = ٠/٨ ١٠٪

غیررگرسیونی. وابستگی با مفصل برای تمرکز منحنی های و لورنز منحنی :٢. ٧ شکل
1Farlie-Gumbel-Morgenstern



لورنز و تمرکز منحنی های اساس بر مدل انتخاب و جینی شاخص های رتبه بندی ۵۴

پژوهی مورد ٢. ٩
فراوانی ٢. ٩. ١

فرانسه در موتور ثالث شخص مسئولیت بیمه پرتفوی با متناظر داده مجموعه یک اینجا در ما
داده های مجموعه به ویژه به است. موجود R در CASdatasets بسته در که می گیریم نظر در را
متغیر نه با همراه (Y (پاسخ ادعاها از مشاهده ۶٧٨٠١٣ شامل که داریم توجه freMTPL2freq

قرار نظر مد را متفاوتی مشخصات توصیفی، متغیرهای است. (X = (X١, . . . , X٩)) توصیفی
می دهند،

مواجهه نامه، بیمه •
مالوس – بونوس ناحیه منطقه، شهر، خانه، در ساکنان تمرکز سن، بیمه گزار، •

سوخت نوع برند، سن، قدرت، ماشین، •
یادگیری تکنیک های با ٢٠١٨ سال در همکارانش و Noll مطالعه در اخیراً ها داده مجموعه این
و داده ها دقیق توصیف مشاهده برای می تواند .خواننده شده اند بررسی مختلف آماری و ماشینی
مدل های (٢٠١٨) همکارانش و نول .[۵٨] کند مراجعه پژوهی مورد آن به مدل اجرای جزئیات
خطاهای دقیق تعریف کردند. مقایسه نمونه بیرون و نمونه درون خطاهای اساس بر را مختلف
(٣ – ٢) و (٢ – ٢) روابط با (٢٠١٨) همکارانش و نول مطالعه در نمونه بیرون و نمونه درون
انحراف کاهش تابع اساس بر که ) مدل ها این از برخی ما بخش، این در .[۵٨] است شده داده
معرفی نامه پایان این در که ١ برازش نیکویی معیار از استفاده با را ( شده اند ساخته پواسون
پیش بین برای را زیر مدل های بخش، این در ما ویژه، طور به می کنیم. مقایسه است، شده

می گیریم، نظر در (٢٠١٨) همکارانش و نول مطالعه اساس بر πk(Xk)

توصیفی متغیرهای همه و لگاریتمی پیوند تابع با GLM ‐پواسون glm1 •
ناحیه و مساحت های متغیر بدون اما glm1 ‐همان glm3 •

شده) استانداردسازی دوتایی (قطعه های شده تقویت SBS ‐درخت Pbm1 •
.(٣٠= تکرار ،١ = (عمق

.(۵٠ = تکرار ،٣ = (عمق شده تقویت SBS ‐درخت Pbm3 •
.(٠/۵ = انقباض ،۵٠ = تکرار ،٣ = (عمق شده تقویت SBS ‐درخت pbs3.s2 •

،٣ = (عمق می شود شروع glm1 برازش از که شده تقویت SBS ‐درخت glm1-pbm3 •
.(۵٠ تکرار

1goodness of fit



۵۵ پژوهی مورد
پنهان). لایه یک با نورون ٢٠) کم عمق عصبی ‐شبکه nn •

با آزمون نمونه یک و مشاهده ۶١٠٠٠٠ با آموزشی نمونه یک صورت به داده ها مجموعه
برای نمونه خارج و داخل خطاهای ٢. ٨ شکل شده اند. تقسیم بندی باقیمانده مشاهدات
می دهد. نشان شده خودگردان سازی ٩۵٪ اطمینان بازه های در را مطالعه مورد مدل های
فواصل تنها بنابراین آمده اند، بدست مجزا صورت به نمونه بیرون و درون خطاهای برای کران ها
اسپلاینی هموارسازی طریق از بیضوی شکل خاص، طور به هستند. معنادار افقی و عمودی
شده، (مشاهده شده)، مشاهده {(کمتر، = نمونه) بیرون خطای نمونه، درون (خطای نقاط
خطای کل، در است. آمده بدست کمتر)} شده، (مشاهده شده)، مشاهده (بیشتر، بیشتر)،
و (pbm3) شده تقویت درخت مدل استثنای به را مدل ها نمونه بیرون خطای و نمونه درون
یک کردن وارد آخر، مدل های در می کنند. طبقه بندی روش یک به آن، شده کوتاه نسخه
کاهش را نمونه بیرون خطای حالیکه در می دهد افزایش را نمونه درون خطای انقباض، ضریب
با مواجهه عدم انقباض، ضریب کردن وارد از هدف زیرا نیست تعجب آور مسئله این می دهد.
نسبت (glm1.pbm3) شده تقویت GLM مدل که است ذکر به لازم همچنین است. بیش برازش
تقویت SBS درخت از بهتر وجود، این با است. یافته ارتقا بسیار (glm1) اصلی GLM مدل به
مدل که ثابت ساختاری شکل که می دهد نشان آخر مشاهده این نمی کند. عمل (pbm3) شده
با مقایسه در مکملی توصیفی بینش هیچ می کند، تحمیل موردانتظار ادعای فراوانی بر GLM
از خارج خطای معیار به نسبت بهینه مدل نهایت، در نمی کند. ایجاد تقویت شده SBS درخت

.(pbm3.s2) است انقباض ضریب یک با شده تقویت درخت مدل نمونه،

مدنظر. مدل های برای نمونه بیرون و نمونه درون برآورد خطاهای :٢. ٨ شکل

اطمینان بازه های به توجه با می توان را (pbm3) بر مبتنی مدل استثنای به مدل ها همه
در نتایج تغییرپذیری که می رسد نظر به کرد. جداسازی خوبی به شده، خودگردان سازی
نمونه) از خارج خطای (برای عصبی شبکه مدل یا ها GLM به نسبت شده تقویت مدل های
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در بازمی گردیم. شد معرفی نامه پایان این در که برازش نیکویی معیار به اکنون باشد. بیشتر
محاسبه آزمون نمونه در که L̂C لورنز منحنی و ĈC تمرکز منحنی تجربی نسخه های از ادامه،
مشاهدات تعداد که شرایطی در می کنیم. استفاده ICC و ABC مقادیر آورد بدست برای شده اند،
استفاده ĈC تجربی تمرکز منحنی از شده هموار نسخه یک از آن جای به می توان نباشد، کافی
برای ٢. ٩ شکل در که می شود، سنجیده ĈC اساس بر کافی آزمون نمونه اندازه اینجا، در کرد.
هستند نزدیک مدل دو این از یکی به باقیمانده مدل های است. شده داده نشان مدنظر مدل دو
از بالاتر α برای گروه دو این که داشت توجه باید می دهند. شکل را منحنی گروه دو مشخصاً و
هستند pbm1 و glm3 ،glm1 مدل های به مربوط بالاتر منحنی های گروه می شود. ایجاد ٠٫١۵
٢. ١٠ شکل در ICC و ABC مقادیر می باشند. نمونه از خارج خطاهای نظر از مدل ها بدترین که
توجه باید شده اند. مشخص نیز شده خودگردان سازی اطمینان بازه های و شده اند داده نمایش
خطای معیارهای شکل به pbm3.s2 و pbm3 مدل های از غیر به را مدل ها ،ICC معیار که داشت
مدل دو این که می دارند بیان متفقاً معیار دو هر حالیکه در می گیرد. نظر در نمونه از خارج
عمل pbm3 از بهتر نمونه از خارج خطای نظر از pbm3.s2 مدل اما هستند مدل ها بهترین آخر،
مشاهده می توان ABC مقادیر مورد در است. بالعکس قضیه ICC مورد در حالیکه در می کند
که glm1.pbm3 مثال، عنوان به کوچک. ABC یا دارد بزرگ ABC یا پایین، ICC با مدلی که کرد
هم و ICC هم pbm3.s2 حالیکه در دارد را ABC بالاترین است، ICC نظر از مدل ها بهترین از یکی
برابر ترفیع درجه های ICC طبق که کنیم مقایسه را pbm3.s2 و glm1.pbm3 اگر دارد. پایین ABC
به نسبت کمتری تغییرپذیری زیرا است، pbm3.s2 مطلوب ABC معیار که دریافت می توان دارند،
صورت، همین به می باشد. نیز ٢. ٨. ٢ بخش نتیجه با همراستا نتیجه این که دارد glm1.pbm3

می کند عمل pbm3 از بهتر ABC نظر از pbm3.s2 دارند، مشابه ICC ،pbm3.s2 و pbm3 حالیکه در
در دارند یکسانی درخت های تعداد مدل دو هر (زیرا دارد آن به نسبت کمتری تغییرپذیری و
است. pbm3.s2 ،ABC نظر از بهینه مدل نهایت، در دارد). انقباض پارامتر یک pbm3.s2 حالیکه



۵٧ پژوهی مورد

مطالعه. مورد مدل های برای ĈC :٢. ٩ شکل

دادیم نشان α از توابعی صورت به را ABC و ICC ،٢. ١١ شکل در مثال، این انتهای در
مدل دو این منحنی های تنها ما .([٠, ١] کلی بازه جای به [٠, α] بازه روی انتگرال گیری (یعنی
مبهم تصویر که نمی خواهیم و هستند شبیه بسیار دیگر، منحنی های زیرا می کنیم، ارائه را
با شویم. متمرکز (α) خاص نواحی روی باید منحنی ها، دقیق تر متمایزسازی منظور به شود.
ICC آخر، مورد که می بینیم کنیم نگاه glm1.pbm3 و pbm1 به اگر هم اینجا در حتی وجود، این
این از بنابراین می کنند. قطع را چندک درصد ٩١ حدود ABC مقادیر حالیکه در دارد کمتری

می کند. عمل glm1.pbm3 از بهتر ABC معیار نظر از pbm1 آستانه،

مدنظر. مدل های برای شده برآورد ICC و ABC مقادیر :٢. ١٠ شکل
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شدت و فراوانی ٢. ٩. ٢

شدت تحلیل می خواهیم بخش، این در دادیم. قرار بحث مورد را ادعا فراوانی پیشین، بخش در
شده وارد مفاهیم که دهیم نشان تا کنیم، استفاده نمونه یک عنوان به آن از و دهیم انجام را
می گیریم بهره freMTPL2sev از ما خاص، طور به دارند. عملکردی چه ترکیبی مدل های در
توصیف پیشتر که می باشد فراوانی با متناظر که است، شده تجمیع ادعای ٢۶۶٣٩ حاوی که
متغیرهای مجموعه همان و می گیریم بهره فراوانی مدل عنوان به glm3 مدل از ما کردیم.
صورت بدین می گیریم. نظر در شدت مدل برای لگاریتمی اتصال با و گاما توزیع با را کمکی
یک همچنین، می آوریم. بدست خالص بیمه حق برای شدت) – (فراوانی ترکیبی مدل یک
جستجوی با (که ١/۶ توان از ما می گیریم. نظر در خالص بیمه حق برای را توئیدی GLM مدل

می کنیم. استفاده صفر در ذاتی جرم گرفتن نظر در برای است) آمده بدست ساده شبکه ای
که کرد مشاهده می توان داده ایم. نشان مدل دو هر برای را تمرکز منحنی های ،٢. ١٢ شکل در
بالاتر ادعاهای توئیدی مدل خاص، طور به هستند. متفاوت خود بازه سوم دو در منحنی دو
به را پایین ادعاهای حالیکه در می دهد نسبت ترکیبی مدل از ریسک تر کم نامه های بیمه به را
کمک قیمت تنظیم کنندگان به می تواند روند این می داند. مرتبط میانگین ریسک پروفایل های
یابند. انطباق بازاریابی استراتژی یا قطعه بندی هدف با خالص بیمه حق مدل های با تا کند

هستند. زیر صورت به مدل دو برای متناظر معیارهای

نمودار٢. ١١ از آمده بدست نتایج :۶ .٢ جدول
Line type model ICC ABC

Solid Combined ٠/٣٨٩۶ ٠/١٣٣۶
dashed Tweedie ٠/٣٨١۶ ٠/٠۴۴۶

مجموعه به مربوط که داده، مجموعه مشاهدات میان در ما که داشت توجه باید اکنون
شده اند)، گرفته کار به مقادیر و منحنی ها آوردن بدست برای واقع در (که بوده اند آزمون
منحنی در درصد) ۵٠ (تقریباً بزرگی جهش مشاهده، بالاترین کرده ایم. حذف را ادعا بالاترین
برچسب متناظر شده برآورد ریسک پروفایل های صورت به که می کند ایجاد نقاطی در و تمرکز

خورد ه اند.



۵٩ گیری نتیجه

مدنظر. مدل های برای شده برآورد ICC و ABC مقادیر :٢. ١١ شکل

.(Tweedie)توئیدی و فراوانی شدت مدل های برای تمرکز منحنی های :٢. ١٢ شکل

گیری نتیجه ٢. ١٠
برای انگیزه ای ، همکارانش و Samanthi و ٢٠٠٧ سال در همکارانش و Brazauskas مطالعات
ماتریس های اما مشترک حاشیه های با چندمتغیره بیضوی ریسک های جینی شاخص های مقایسه
بین صعودی محدب ترتیب کلی، صورت به ابتدا پایان نامه، این در بود. متفاوت پراکندگی
های ماتریس که زمانی آنگاه، شد. ایجاد چندمتغیره بیضوی ریسک های جینی شاخص های



لورنز و تمرکز منحنی های اساس بر مدل انتخاب و جینی شاخص های رتبه بندی ۶٠
معمولی تصادفی ترتیب با جینی شاخص های می کردند، تبعیت خاص ساختارهای از پراکندگی،
هم یکنوایی، وابستگی، ساختارهای همه میان در که شد داده نشان علاوه، به شدند. مرتب
شاخص های مقایسه می کند. تولید معمولی تصادفی ترتیب دیدگاه از را جینی شاخص کوچکترین
اول است. توجه جالب  خود خودی به است، سودمند آماری کاربردهای در اینکه از غیر جینی،
مرکزی متقارن نواحی روی بیضوی تصادفی بردارهای تمرکز درباره که مطالعاتی غنای به اینکه،
و می دهد تعمیم را pd − ١ ترتیب مفهوم اینکه، دوم می کند. کمک می شوند، انجام محدب

می شود. عملی تحقیقات در بیشتر کاربردهای به منجر
جینی شاخص های مثال، عنوان به می کند. مطرح را بازی مسائل پایان نامه، این دیگر، سوی از
مرتب می توان اندازه چه تا معمولی، تصادفی ترتیب دیدگاه از را چندمتغیره بیضوی ریسک های

است؟ برقرار همچنان عمومی بیضوی توزیع و بالا ابعاد با ریسک های برای نتیجه آیا کرد؟
یعنی شد. ارائه پیش بین مدل یک عملکرد ارزیابی برای جدیدی معیارهای پایان نامه این در
آنها. شده انتگرال گیری نسخه های و لورنز و تمرکز منحنی های گراف های بر مبتنی ICC و ABC
یک و می کنند کمیت سنجی دقت به را مدنظر پیش بین از ناشی جابه جایی درجه شاخص ها، این
از معیارها این سودمندی است. سودمند بیمه کاربردهای در که می کنند ارائه شهودی تفسیر
درباره موردپژوهی یک همچنین و شده شبیه سازی مثال های کمک به بیمه ای اقدامات نظر
گردید. اثبات است، شده مشاهده فرانسه موتور بیمه داده مجموعه در که ادعاهایی تعداد
بسیار معین قیمت گذاری مدل یک عملکرد ارزیابی در (Y, π(X)) زوج های به مربوط معیارهای
هماهنگی احتمالات از جینی شاخص  های کنار در ضوابط، از بسیاری در هستند. سودمند
پاسخ های مشاهده برای می توانند علاقه مند خوانندگان می شود. استفاده کندال تاو مانند
این در وجود، این با کنند. مراجعه [٢٢] مرجع در همکاران و Denuit مطالعه به دودویی
µ(X) از پرهیاهو نسخه یک تنها Y و کنیم ارزیابی را (µ(X), π(X)) ارتباط نمی توانیم رویکرد،

است.
بنابراین، ندارد. خود رقبای به نسبت بهتری عملکرد هیچ محتمل، موقعیت های در البته،
تحلیل گر اختیار در جدیدی ضوابط و کرده تقویت را آماری جعبه ابزار ،ICC و ABC نشانگرهای

کند. ارزیابی را معین پیش بین یک عملکرد بتواند تا می دهند قرار



٣ فصل
تحقیق سنجی اعتبار

مقدمه ٣. ١
تولید بخش به غیرمولد بخش از مالی منابع انتقال در اساسی نقش مالی بازار های اقتصاد، در
رفاه نهایت در و پولی متغیر های ثبات اقتصادی، رشد اشتغال، ایجاد در بازارها این لذا دارند.
نقدشوندگی افزایش منابع، بهینه تخصیص شرکت ها، مالی تامین باشند. موثر می توانند جامعه
بین از است. مالی بازار های کارکرد های مهمترین از اقتصاد در شفافیت افزایش دارایی ها،
از یکی دارد. اقتصادی رشد بر را اثر بیشترین شرکت ها مالی تامین شده ذکر کارکرد های
تامین توسعه، حال در و یافته توسعه کشور های در مالی بنگاه های و شرکت ها اهداف بزرگترین

است. مالی
وضعیت روی بر که دارند وجود زیادی بسیار اقتصادی و سیاسی تأثیرگذار عوامل سرمایه بازار در
الشعاع تحت را سرمایه بازار فعالان اقتصادی تصمیمات و دارند کننده ای تعیین نقش بازار این
برخی توجه عدم که می شود، تلقی مهم سهامداران برای اندازه ای تا عوامل این می دهند. قرار
تا خرد سرمایه گذاران از می شود. آن ها شدن متضرر باعث عوامل این به سرمایه گذاران از
آیا بود. خواهد شکل چه به بازار آتی روند  که بدانند دارند دوست سرمایه گذاری شرکت های
دقیق پیش بینی و بورس کل شاخص تعیین کننده عوامل شناسایی خیر؟ یا می گیرد رونق بازار

داشت. خواهد بازار فعالان مالی تصمیمات اتخاذ بر شایانی کمک شاخص، آتی روند
GLM روش به تهران بهادار اوراق بورس کل شاخص پیش بینی و مدل سازی به فصل این در

۶١



تحقیق سنجی اعتبار ۶٢
کننده تامین بازار عنوان به بورس کل شاخص کننده تعیین عوامل اثر سنجش همچنین و

می پردازیم. تولیدی بنگاه های برای مالی منابع

تحقیق دوره طی بورس شاخص وضعیت تحلیل ٣. ٢
مربوطه داده های و تحقیق دوره ٣. ٢. ١

که می باشد ٠١‐ ٠٧‐ ١٣٩٩ تا ١٣٩۴ ‐٢‐ ١٢۶ زمانی فاصله از روزانه به صورت متغیر ها تمامی
تقسیم دسته دو به داده ها این مدل انتخاب و پیش بینی منظور به است. مشاهده ١۶۵۴ شامل
پیش بینی مدل ساخت جهت در است، مشاهدات از درصد ٩٠ شامل که اول دسته شده اند،
است. پیش بینی مدل ارزیابی جهت می شود شامل را مشاهدات از درصد ١٠ که دوم دسته و

است. شده  انتخاب تصادفی صورت به گروه دو این داده های تمامی
اطلاع شبکه و (www.cbi.ir) مرکزی بانک سایت از فصل این در استفاده مورد داده های

است. شده استخراج (www.tgju.ir) ارز و طلا رسانی

(TSE)تهران بهادار اوراق بورس کل شاخص
است، بهادار اوراق بورس در سرمایه گذاران بازدهی میانگین نشان دهنده بورس کل شاخص

است. زیر صورت به کل شاخص محاسبه نحوه می شود. شناخته TEPIX نام با که

کل شاخص =
محاسبه زمان در سهام بازار جاری ارزش

مبدا تاریخ در سهام بازار جاری ارزش × ١٠٠

(Gold) جهانی طلای اونس قیمت
یک هم آن که مثقال مانند است، متداول جهان در که می باشد طلا برای وزن واحد یک انس
بسیار خلوص با طلا گرم ٣١ حدودا طلا انس هر می باشد. متداول ایران در و است وزن واحد
اونس قیمت از ایران در سکه و طلا ارزی قیمت می باشد. ٢۴ عیار همان یا ٩٩. ٩ یعنی بالا

می پذیرد. تاثیر جهانی طلای

(Coin) سکه قیمت
کاربردهای به توجه با می شود. انجام ایران در خرد، و عمده صورت به سکه فروش و خرید
برخوردار بالایی تکرارپذیری و تعدد تواتر، از آزادی، بهار طلای سکه ستد و داد و مصرف سکه،
حجم مذهبی) و رسمی (اعیاد ستد و داد و مصرف اوج مواقع در حتی که نحوی به است،
سکه قیمت بنابراین است. بالاتر نیز اساسی کالاهای از برخی از کالا، این گردش در نقدینگی
می دهیم. قرار بررسی مورد بورس شاخص همچنین و اقتصاد در تاثیرگذار عامل یک عنوان به را



۶٣ تحقیق دوره طی بورس شاخص وضعیت تحلیل

(Dollar) دلار قیمت
بین الملل اقتصاد و جهانی بازارهای در شده شناخته ارز عنوان به که است زیادی سالهای دلار
ایندکس نام به شاخصی پیش سال ۴٠ حدود جهت این از است. ستد و داد و معامله حال در
می سنجید. دیگر معتبر و جهانی ارز ۶ مقابل در را دلار ارزش و شد تعیین آمریکا در دلار
سبد به نسبت را دلار تغییرات و است معامله حال در آمریکا بورس در همچنان دلار ایندکس

می سنجد. شده ذکر ارزی

(Euro) یورو قیمت
اول در یورو از استفاده می شود. تقسیم سنت ١٠٠ به که است یورو منطقه کشورهای پول یکای
یونان، پرتغال، اسپانیا، اتریش، بلژیک، فرانسه، آلمان، کشورهای در رسماً ٢٠٠٢ سال ژانویه
اتحادیه عضو ٢٧ از کشور ١٩ در اکنون و شد آغاز فنلاند و هلند لوکزامبورگ، ایرلند، ایتالیا،
اوراق بورس کل شاخص در تاثیرگذار دیگر عوامل جمله از است. جریان در رسمی به طور اروپا

کرد. اشاره یورو قیمت تغیرات به می توان بهادار

(Oil) اوپک نفت قیمت
تأسیس به اقدام خود منافع از محافظت هدف با نفت صادرکنندۀ کشورهای ١٩۶٠ سپتامبر ١٢
با خام نفت کننده صادر سازمان شد. نامیده «اوپک» اختصار به که کردند واحدی سازمان
ایران، الجزایر، کشورهای از متشکل که است نفتی بین المللی کارتل یک اوپک اختصاری نام
آنگولا، اکوادور، عربی، متحده امارات سعودی، عربستان قطر، نیجریه، لیبی، کویت، عراق،
سال در و بود ژنو در ١٣٣٩ سال در تأسیس بدو از اوپک بین المللی مقر است. کنگو و ونزوئلا
عامل یک عنوان به را اوپک نفت قیمت یافت. انتقال اتریش کشور در وین شهر به ١٣۴۴

می دهیم. قرار بررسی مورد زمانی بازه این در شاخص بر تاثیرگذار

(CPI)قیمت ها عمومی سطح
دهنده نشان كه است، قيمت شاخص های انواع از (CPI) مصرفی خدمات و کالاها شاخص های
قرار مصرف مورد زمانی دوره دريك خانوارها توسط كه است، خدماتی و کالاها قيمت تغييرات
و کالاها فروشـی خـرده قيـمت های شـاخص، اين در اسـتفاده مـورد قيمت های می گـيرد.

باشد. می خدمات

سهام حد از کمتر و حد از بیش قیمت گذاری ٣. ٢. ٢
است، تقاضایی و عرضه میزان می گردد، دارایی یک واقعی ارزش و قیمت تعیین باعث آنچه
صورت دارند اختیار در که اطلاعاتی به توجه با دارایی آن برای ها شرکت و افراد توسط که



تحقیق سنجی اعتبار ۶۴
بورس در دوره ابتدای P٠ اگر باشد پول زمانی ارزش تنزیل نرخ r∗ کنید فرض می پذیرد.
به سرمایه گذاری ارزش حداقل دوره T گذشت از پس که داریم انتظار شود سرمایه گذاری
آنگاه باشد مذکور سطح از کمتر سرمایه ارزش که صورتی در برسد. PT = P١)٠ + r∗)T سطح
بیشتر سرمایه ارزش اگر و است شده ارزش گذاری حد از کمتر بورس در سرمایه که می گوییم
عبارتی یه است شده ارزش گذاری حد از بیشتر سرمایه و دارایی می گوییم باشد مذکور سطح از
(پایین تر) بالاتر آن بازار ارزش که، است حد) از (کمتر حد از بیش ما دارایی ارزش گذاری زمانی
اساس بر شده محاسبه ارزش از بیش سهام ارزش اگر مثال عنوان به باشد. آن واقعی ارزش از
ارزش اگر است. شده حد از بیش ارزش گذاری سهام آنگاه باشد، PT = P١)٠ + r∗)T رابطه
از کمتر ارزش گذاری سهام آنگاه باشد، رابطه این اساس بر شده محاسبه ارزش از کمتر سهام

است. شده حد

TSE و TSE* مقایسه :٣. ١ شکل

دوره در موازی بازار های سایر با بورس موثر بازده مقایسه ٣. ٢. ٣
تحقیق

زمانی بازه در تهران بهادار اوراق بورس کل شاخص است، مشخص ٣. ١ جدول در که همانطور
سکه به متعلق بازده بیشترین کل شاخص از بعد است. داشته رشد برابر ١٩ از بیش نظر مورد

است. بوده اوپک نفت قیمت به مربوط نیز رشد میزان کمترین و طلا
به توجه با است. مربوطه دارایی در سرمایه گذاری روزانه بازده میانگین معنی به r* می دانیم
،Coin به متعلق (TSE) بورس کل شاخص از بعد بازه این در بهره نرخ بیشترین ٣. ١ جدول



۶۵ تهران بهادار اوراق بورس شاخص بر موثر عوامل شناسایی
سطر در می باشد. Oil به متعلق نیز روزانه بازده نرخ کمترین همچنین است. Dollar و Euro

بیشتر متغیر ها از کدام هر قیمت که است روز هایی تعداد معنای به ١ OPD ٣. ١ جدول از سوم
ارزش از بیشتر روز ٨۴۵ ، (Oil) اوپک نفت قیمت بین این در که اند، بوده خود واقعی ارزش از
معامله خود واقعی ارزش از بیشتر روز ٢٠ تنها (Coin) سکه قیمت همچنین و بوده خود واقعی
از کمتر متغیر ها از کدام هر که است روز هایی تعداد بیانگر ٢ UPD ،٣. ١ جدول در است. شده

شده اند. معامله خود واقعی ارزش

متغیر ها مشخصات جدول :٣. ١ جدول
Coin Gold Dollar Euro TSE Oil CPI

r* ٠/٠٠١۵٣ ٠/٠٠٠٢۴ ٠/٠٠١٢۴ ٠/٠٠١٢٨ ٠/٠٠١٨٠ ٠/٠٠٠١٢ ٠/٠٠٠۶٠
Kt/K٠ ١٢/۵٠٧۵ ١/۵٠۵٧ ٧/٨٢١٨ ٨/٣٢٠٨ ١٩/٧٠٨۴ ١/٢٣١۵ ٢/۶١٣۵
OPD ٢٠ ١١۴ ٢٣ ٨۶ ۶٣ ٨۴۵ ٢۴
UPD ١١۴٩ ١١٢٩ ١٢٢٠ ١٢٠٠ ٩٧۴ ٨٠ ١٢۶۴
NA ۴٨١ ۴٠٧ ۴٠٧ ٣۶۴ ۶١٣ ٧٢۴ ٣۶١

داده ها. روزانه بازده میانگین :٣. ٢ شکل

بهادار اوراق بورس شاخص بر موثر عوامل شناسایی ٣. ٣
تهران

بازدهی سرمایه گذاران، احساسات است. متعدد بهادار اوراق بورس شاخص بر موثر عوامل
شرایط ارز، نرخ نفت، قیمت تورم، نرخ کشور، اقتصاد آتی انداز چشم جایگزین، بازار های

1Over Pricing Day
2Upper Pricing Day



تحقیق سنجی اعتبار ۶۶
سهام شاخص و سهام بازار بارده بر دست ساز و طبیعی بلایای حتی و کشور اقتصادی و سیاسی

می شود. بیان تجربی مطالعات اساس بر بورس شاخص بر موثر عوامل ادامه در است موثر

یافته انجام تجربی مطالعات در بورس شاخص بر موثر عوامل ٣. ٣. ١
بورس سهام قیمت شاخص بر که اقتصادی متغیر های ١٣٧۶ سال در برزنده محمدی و تقوی،
و مسکن ارز، قیمت اثرگذاری آنها دادند. قرار بررسی مورد را بود اثرگذار تهران بهادار اوراق
از استفاده با تهران بهادار اوراق قیمت شاخص بر گذار تاثیر و مهم عوامل عنوان به را خودرو
معنادار رابطه یک وجود از حکایت آن نتیجه که دادند، قرار بررسی مورد خودرگرسیونی مدل

.[۴] دارد سهام قیمت شاخص با نقلیه وسایل قیمت و ارز نرخ بین
از استفاده با سهام قیمت شاخص بر تورم و ارز نرخ اثر بررسی به ١٣٨٨ سال در نجارزاده
مطالعه این زمانی دوره می پردازد. تکانه واکنش وتوابع واریانس تجزیه خودرگرسیونی، مدل
میان مدت در می دهد نشان بررسی این نتایج است. ١٣٨۵ تااسفند ١٣٨٢ فروردین به مربوط
قیمت کاهش باعث بلند مدت در و سهام قیمت افزایش باعث ارز قیمت نوسانات کوتاه مدت و

.[٨] می شود بهادار اوراق بورس در
بورس در شده پذیرفته های شرکت سهام قیمت بر تورم اثر ١٣٧۴ سال در بادکوبه ای علیرضا
رابطه یک سهام قیمت و تورم نرخ مطالعه این اساس بر که داد، قرار بررسی و مطالعه مورد را
خواهد در پی را سهام کل قیمت افزایش تورم نرخ افزایش دیگر به عبارت دارند، هم با مستقیم

.[١] داشت
پولی متغیر های با تهران بورس سهام قیمت شاخص رابطه بررسی به ١٣٨۵ سال در زاده کریم
نظریه و پرتفولیو نظریه از استفاده با مطالعه این در پرداخت. هم جمعی روش کمک به کلان
شد. بررسی پولی کلان متغیر های با تهران بورس سهام قیمت شاخص رابطه فیشر اساسی
نرخ و بورس، سهام قیمت بانکی، سود نرخ نقدینگی، پژوهش این در شده استفاده متغیر های
تحقیق این از حاصل نتایج است. شده استفاده مدل برآورد به منظور ARDL روش از و بوده ارز
دارد. سهام قیمت شاخص و کلان پولی متغیر های بین هم جمعی بردار یک وجود از نشان
منفی تاثیر و قیمت شاخص و نقدینگی بین مثبت تاثیر از نشان نتایج مدت بلند در همچنین

دارد[٧]. سهام قیمت شاخص با بانکی سود و ارز نرخ بین
سیاست های های شوک به سهام بورس واکنش عنوان با مقاله  ای در ١ همکاران و انتونیو چاتزی
با را وارز سهام بورس عملکرد و پولی و مالی های سیاست بین رابطه ای پویا پولی، و مالی
سال از یکبار ماه سه هر های داده از آنها دادند. قرار بررسی مورد SVAR چوب چهار از استفاده
تحت های متغیر کردند. استفاده آمریکا و بریتانیا آلمان، یعنی کشور، سه در ٢٠١٠ تا ١٩٩١
دولتی(به مخارج مصرفی، کالاهای قیمت شاخص جهانی، اقتصادی فعالیت شاخص کنترل
پول)، عرضه از شاخصی یک عنوان (به M1 مالی)، سیاست وضعیت از شاخصی یک عنوان

1Chatziantoniou, I. Duffy, D. Filis, G.



۶٧ تهران بهادار اوراق بورس شاخص بر موثر عوامل شناسایی
که کشوراست، سه این برای ارز و سهام بورس های شاخص و ماهه سه بانکی بین بازار نرخ
که باشد. می Jones Dow امریکا برای و Share All FTSE بریتانیا برای ،DAX ٣٠ آلمان برای
هر ومالی پولی های سیاست ، داد می نشان که یافتند را شواهدی آنها مطالعه، این نتیجه در
اینکه، مهمتر گذارد. می تاثیر مستیم غیر چه و مستقیم به صورت جه وارز سهام بورس بر دو
بورس توسعه ی توصیف در سیاست دو این بین تعامل می دهد نشان که یافتیم را شواهدی ما

.[١۵] است مهم بسیار وارز سهام
سهام، بازار بر نفت بازار های شوک زمانی تغییر اثر عنوان با ای مقاله در ١ همکاران و کانگ
شوک های انتقال و زمان طول در خام نفت بازار در ، ساختاری شوک های واریانس در تغییرات
در نفت قیمتی شوک های اگر کردند. بررسی را زمان طول در آمریکا سهام بازار به نفت بازار
داریم. شرکت رفتار و کننده مصرف طریق از واقعی، اقتصاد بر را تغییر اثرات کند، تغییر زمان
که باشیم. داشته سهام بازار بر نفت قیمتی شوک های مشاهدۀ قابل اثرات در تغییری باید آنگاه
درصد ٢. ٧۵ خام، نفت جهانی بازار از ناشی نفت ساختاری شوک های مطالعه، این نتیجه در
مدل در است. داده اختصاص خود به را آمریکا سهام واقعی بازده های در بلندمدت تغییرات
جهانی کلی تقاضای شوک های نفت، بازار خاص تقاضای شوک های ،VAR زمان با متغیر پارامتر
بلندمدت تغییرات از درصد، ٨. ٣ و درصد ٨. ٣ درصد، ٩. ١ ترتیب به نفت عرضه شوک های و

.[۴٧] می دهند تشکیل آمریکا در را سهام واقعی بازده های

تعیین عوامل با (TSE) بورس کل شاخص ارتباط سنجش ٣. ٣. ٢
کننده

عبارت اند معیار ها این مهمترین دارد. وجود متغیر دو ارتباط سنجش برای متعددی معیار های
از:

معیار کندال، تاو هماهنگی ضریب پیرسون، همبستگی ضریب اسپیرمن، همبستگی ضریب
شاخص ارتباط سنجش و ها معیار این از کدام هر بررسی به ادامه در که تمرکز. منحنی ضریب

می پردازیم. کننده تعیین عوامل با بورس کل

همبستگی(پیرسون) ضریب
ضریب محاسبه کمی، متغیر دو بین وابستگی اندازه گیری شیوه های مشهورترین از یکی

سال  در انگلیسی آماردان پیرسون» «کارل توسط شاخص این است. (پیرسون) همبستگی
نزدیک ‐١ یا ١ به همبستگی ضریب مقدار چه هر می دانیم شد. معرفی مقاله ای طی ١٩٠٠
باشد، مثبت همبستگی ضریب چنانچه می شود، بیشتر متغیر دو بین خطی رابطه وجود شود،
بود.اگر خواهد معکوس متغیر دو بین رابطه باشد، منفی اگر و مستقیم را متغیر دو بین رابطه
این عکس البته بود. خواهد صفر با برابر پیرسون همبستگی ضریب باشند، مستقل متغیر دو

1Kang, W. Ratti, R. Yoon, K.



تحقیق سنجی اعتبار ۶٨
با برابر متغیر دو برای پیرسون همبستگی ضریب است ممکن یعنی نیست. صحیح موضوع

نیستند. مستقل متغیر دو آن حالیکه در باشد صفر
بین همبستگی(پیرسون) ضریب مقدار بیشترین است، مشخص ٣. ٢ جدول در که همانطور
قوی همبستگی یک پس است (CPI) قیمت ها عمومی سطح با (TSE) بورس کل شاخص
این چون طرفی از است. خطی متغیر دو این بین رابطه لذا دارد. وجود متغیر دو این بین
می شود مشاهده همچنین است. مستقیم متغیر دو این بین رابطه پس است، مثبت مقدار
قیمت (Dollar)و دلار قیمت ،(Gold) طلا جهانی اونس ،(Coin) طلا سکه قیمت متغیر های که
نزدیک و مثبت همبستگی (TSE) تهران بهادار اوراق بورس کل شاخص به نسبت (Euro) یورو
است. TSE با متغیر ها این تک تک بین مستقیم خطی رابطه وجود از نشان که دارند یک به
با (Oil)اوپک نفت قیمت بین همبستگی ضریب می شود، مشاهده ٣. ٢ جدول در که همانطور
پس صفر، به نزدیک است عددی و است منفی (TSE) تهران بهادار اوراق بورس کل شاخص
معکوس رابطه از ناشی آن منفی مقدار و دارد وجود متغیر دو این بین ضعیفی خیلی همبستگی

است. متغیرها این بین
متغیر ها برای پیرسون همبستگی ضریب مقادیر :٣. ٢ جدول

Coin Gold Dollar Euro TSE Oil CPI
TSE ٠/٩١٧٨ ٠/٩٢١١ ٠/٩٠٩١ ٠/٨٧۶٠ ١ ‐٠/٣٣۴٩ ٠/٩۴٣٠

اسپیرمن رتبه ای همبستگی ضریب
می شود، محاسبه واریانس و میانگین براساس پیرسون همبستگی ضریب اینکه به توجه با
نشان درستی به را همبستگی میزان و شده منحرف دورافتاده، داده های مقابل در است ممکن
همبستگی می شود. استفاده اسپیرمن رتبه ای همبستگی ضریب از مواقعی چنین در ندهد.
از کردن پیروی به متغیر یک تمایل می دهد نشان پیرسون، ضریب مانند به اسپیرمن رتبه ای

است. چقدر دیگر متغیر مقدارهای
همین به می شود. استفاده رتبه ها از مقدارها، روی محاسبه جای به همبستگی ضریب این در
رتبه ای همبستگی ضریب در که است مشخص می گویند. رتبه ای همبستگی ضریب آن به دلیل
شدت اسپیرمن همبستگی ضریب همچنین مقدارها. خود نه هستند، رتبه ها اساس اسپیرمن،
رتبه ای همبستگی ضریب است ممکن که معنی این به نمی کند. اندازه گیری را خطی رابطه
جدول در باشد. نداشته وجود متغیر دو بین خطی رابطه که حالی در باشد ١ برابر اسپیرمن
پیروی همدیگر از (TSE) و (CPI) متغیر دو که کنیم پیدا دست موضوع این به می توانیم ٣. ٣
اوراق بورس کل شاخص کند پیدا افزایش (CPI) قیمت ها عمومی سطح اگر یعنی می کنند،
،Coin بین قوی همبستکی یک همچنین کرد. خواهد پیدا افزایش هم (TSE) تهران بهادار
دیگر متغیر است. هم از متغیر ها این کردن پیروی معنی به که دارد وجود TSE با Euro و Dollar



۶٩ تهران بهادار اوراق بورس شاخص بر موثر عوامل شناسایی
دارد. TSE با ضعیفی بسیار هم بستگی یک (Oil) اوپک نفت قیمت یعنی

متغیر ها برای اسپیرمن رتبه ای ضریب مقادیر :٣. ٣ جدول
Coin Gold Dollar Euro TSE Oil CPI

TSE ٠/٩۵٧۶ ٠/٧٠۵۶ ٠/٩۵٢٣ ٠/٩۴٧۶ ١ ٠/١١۶۴ ٠/٩٧٨۵

کندال تاو هماهنگی ضریب
ترتیب از مقدار جای به اسپیرمن، همبستگی ضریب مانند نیز کندال تاو هماهنگی ضریب
هماهنگ هم با زوج ها همه اگر می کند. استفاده وابستگی میزان اندازه گیری برای مقدارها
ضریب باشند ناهماهنگ زوج ها همه اگر ،١ با است برابر کندال هماهنگی ضریب مقدار باشند
هماهنگی ضریب که داریم انتظار باشند، مستقل Y و X اگر ،‐١ با است برابر کندال هماهنگی

باشد. ٠ با برابر نیز کندال
بورس کل شاخص با CPI و Euro ،Dollar ،Coin متغیر های هماهنگی ضریب (۴ .٣) درجدول
کندال هماهنگی ضریب بین این در دارد، زوج ها اغلب هماهنگی از نشان (TSE) بهادار اوراق
دارد امر این از نشان (TSE) تهران بهادار اوراق بورس کل شاخص با (Oil) اوپک نفت قیمت

هستند. ناهماهنگ ها زوج اغلب که

متغیر ها برای کندال تاو هماهنگی ضریب مقادیر :۴ .٣ جدول
Coin Gold Dollar Euro TSE Oil CPI

TSE ٠/٨٢٢۶ ٠/۵۴۵٠ ٠/٨١٣۵ ٠/٨٠۵۶ ١/٠٠٠ ٠/١١٧٧ ٠/٨٩٨٩

(CC)تمرکز منحنی ضریب معیار
شاخص با منفی رابطه یک (Oil) اوپک نفت قیمت که می شود مشاهده ۵ .٣ جدول به توجه با
عوامل این بین در دارند. کل شاخص با مستقیم رابطه یک عوامل مابقی و دارد بورس کل
لورنز منحنی همچنین دارند. بورس کل شاخص با قوی تری ارتباط (CPI) ،(Coin) طلا قیمت

است. شده داده نشان LC با ٣. ٣ شکل در TSE

TSE با متغیرها تمرکز منحنی ضریب معیار مقایسه :۵ .٣ جدول
Coin Gold Dollar Euro Oil CPI

TSE ٠/۵۶٠٠۴٣ ٠/۵٣٨٩۶٩ ٠/۵۵٧٠۶١ ٠/۵۴٩٣٣۴ ‐٠/٣٣٢٠٢ ٠/۵۶٩١۴۶



تحقیق سنجی اعتبار ٧٠

بورس. شاخص کننده تعیین عوامل تمرکز منحنی :٣. ٣ شکل

بهادار اوراق بورس کل شاخص وپیش بینی مدل سازی ۴ .٣
تهران

بورس کل شاخص پیش بینی رویکرد های و مدل ها ١ .۴ .٣
در دارد. وجود متفاوتی مدل های و رویکرد ها بهادار اوراق بورس کل شاخص پیش بینی جهت
تحقیق در استفاده مورد رویکرد و مدل سپس می شود بیان خلاصه مدل ها این از برخی ابتدا
در ها مدل این از که پژوهشگرانی ۶ .٣ جدول در نهایت در می شود. ارائه تفسیر به (GLM)

می کنیم. معرفی را کردند استفاده خود تجربی مطالعات

(Support Vector Machines) پشتیبانی بردار ماشین
نسبت خوبی کارایی اخیر سال های در که است جدیدی نسبتاً روش های جملۀ از روش این
SVM کنندۀ دسته بندی کاری مبنای داده است. نشان طبقه بندی برای قدیمی تر روش های به
کنیم انتخاب را خطی می کنیم سعی داده ها خطی تقسیم در و است داده ها خطی دسته بندی

.[١٢] باشد داشته بیشتری اطمینان حاشیه که



٧١ تهران بهادار اوراق بورس کل شاخص وپیش بینی مدل سازی

(Deep Learning) عمیق یادگیری
استخراج برای لایه چندین از که است ماشین یادگیری الگوریتم های از رده ای عمیق، یادگیری
تکنیک های از رده ای دیگر، بیانی به می کنند. استفاده خام ورودی از بالا سطح ویژگی های
می برد، بهره غیرخطی اطلاعات به ویژه و اطلاعات پردازش لایه ی چندین از که ماشین یادگیری
یا تحلیل هدف با عموماً را نظارت نشده یا نظارت شده ویژگی استخراج یا تبدیل عملیات تا

.[۶٩ ،٢٩] کند خوشه بندی یا کلاس بندی الگو، بازشناخت

(Artificial Neural Networks) مصنوعی عصبی شبکه
لایه هر می شود. تشکیل پردازش و خروجی ورودی، لایۀ سه از مصنوعی، عصبی شبکه یک
در دیگر لایه های نورون های کلیۀ با عموماً که است (نورون) عصبی سلول های از گروهی شامل
لایه هر نورون های ولی کند؛ محدود را نورون ها بین ارتباط کاربر که این مگر هستند، ارتباط
اطلاعات پردازشگر واحد کوچک ترین نورون ندارند. ارتباطی لایه، همان نورون های سایر با
از مجموعه ای عصبی شبکۀ یک می دهد. تشکیل را عصبی شبکه های عملکرد اساس که است
بین ارتباطات مبنای بر را خاصی معماری مختلف، لایه های در گرفتن قرار با که نورون هاست

.[۴٢ ،١۶] می دهند تشکیل مختلف لایه های در نورون ها

(Fuzzy Logic) فازی منطق
می تواند متغیرها منطقی ارزش آن در که بوده ارزشی چند منطق های از شکلی فازی منطق
درستی مفهوم به کارگیری منظور به منطق این باشد. آن ها خود و ١ و ٠ بین حقیقی عدد هر
درست کاملا́ بین مقداری هر می تواند درستی میزان که طوری به می شود، به کارگیری جزئی،

.[٣۵] باشد غلط کاملا́ و

(Genetic Algorithms) ژنتیک الگوریتم
همچنین و مدل بهینه سازی برای تقریبی راه حل یافتن برای رایانه علم در جستجو تکنیک
الگوریتم های از خاصی نوع ژنتیک الگوریتم است. جستجو مسائل و ریاضی حل راه یافتن
و زیست شناسی جهش وراثت، مانند فرگشتی زیست شناسی تکنیک های از که است تکاملی
می شود. استفاده الگو تطبیق یا پیش بینی جهت بهینه فرمول یافتن برای داروین انتخابی اصول
هستند رگرسیون مبنای بر پیش بینی تکنیک های برای خوبی گزینه اغلب ژنتیک الگوریتم های

.[۴٩]
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(Bayesian Networks) بیزی شبکه های
و تصادفی متغیرهای از مجموعه ای که است، غیرمدور جهت دار گراف یک بیزی شبکه های
نشان می تواند بیزی شبکه یک نمونه عنوان به می دهد. نشان را آن ها مستقل ارتباط نحوه

.[۵٠] باشد آن ها علائم و بیماری ها بین ارتباط دهنده

(Decision Trees) تصمیم درخت های
می کند. استفاده مدل انتخاب برای درخت ها از که است تصمیم از پشتیبانی برای ابزار یک
به طور می شود. استفاده عملیات های مختلف و تحقیق ها در معمول به طور تصمیم درخت
برسد هدف به احتمال بیشترین با که استراتژی کردن مشخص برای تصمیم، آنالیز در خاص

.[١٣] است شرطی احتمال محاسبات توصیف تصمیم، درختان دیگر استفاده می رود. بکار
پیشین مطالعات در بورس شاخص پیش بینی و استفاده مورد رویکرد های از خلاصه ای :۶ .٣ جدول
GA DT B FL ANN DL SVM مقالات نویسنده

X X Bustos et .al (٢٠١٨)
X X Chakraborty et .al (٢٠١٨)

X Coyne et al . (٢٠١٨)
X Fischer and Krauss (٢٠١٨)

X Hu et .al (٢٠١٨)
X Malagrino et .al (٢٠١٨)

X Ren et .al (٢٠١٨)
X X X Wang،Xu، et .al (٢٠١٨)

X Ghanavati et .al (٢٠١۶)
X Leito et .al (٢٠١٧)

بورس کل شاخص پیش بینی در GLM مدل های ٢ .۴ .٣
تعمیم یافته خطی مدل

مدل در می باشد. خطی مدل های بسط و بوده پارامتری مدل یک ، ١ تعمیم یافته خطی مدل
پارامتر وسیله به پاسخ و تبیینی متغیر های بین رابطه و می گردد ارايه فرمول تعمیم یافته خطی
تعمیم یافته خطی مدل های می شود. سنجش اطمینان فواصل اضافه به رگرسیونی شده برآورد
رگرسیون روش های سایر که زمانی و نیافته اند توزیع نرمال بطور مشاهدات که مواقعی برای

1Generalized Linear Model
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خوبی عملکرد دارای مدل سازی روش های بین در مدل، این شدند. ابداع نمی باشد، مناسب

است.
حالت ۶٣ یافته تعمیم خطی های مدل تمام هستند، مورد ۶ متغیر ها تعداد که این به توجه با

است. گرفته قرار ٣. ٧ جدول در شده برآورد های مدل از نمونه هایی می باشد.

شده برآورد GLM مدل های از نمونه ای :٣. ٧ جدول
glm.١ TSE∼Coin

glm.١٢ TSE∼Oil+Gold
glm.۴٠ TSE∼Gold+Dollar+CPI
glm.١۵ TSE∼Oil+CPI
glm.۵٠ TSE∼Oil+Gold+Euro+CPI
glm.۶٠ TSE∼Coin+Oil+Gold+Euro+Dollar+CPI

مدل های از کدام هر ABC و LC ،CC مقادیر می شود، مشاهده ٣. ٨ جدول در که همانطور
مقدار این چه هر که می آیند، بدست CC و LC تفاضل از ها ABC است. شده داده قرار مربوطه

می دهد. انجام تری دقیق پیش بینی ما مدل باشد کمتر

٣. ٧ جدول مدل های نمونه ABC و لورنز ، تمرکز منحنی مقادیر :٣. ٨ جدول
glm.۶٠ glm۵٠ glm.۴٠ glm.١۵ glm.١٢ glm.١ 

LC ٠/۵۶۴۶٧ ٠/۵۶۴۶٧ ٠/۵۶۴۶٧ ٠/۵۶۴۶٧ ٠/۵۶۴۶٧ ٠/۵۶۴۶٧
CC ٠/۴٩٩٢۵۶١ ٠/۵٠١٧٨٨٧ ٠/۴٩٩۴٨٣٨ ٠/۵٣۶٢٣٠۵ ٠/۴٧١٩٩۵٣ ٠/۵۴۶٨٣٨

ABC ٠/٠۶۵۴١۶٧۵ ٠/٠۶٢٨٨۴١٩ ٠/٠۶۵١٨٩٠٨ ٠/٠٢٨۴۴٢۴٢ ٠/٠٩٢۶٧٧۵۴ ٠/٠١٧٨٣۴٣٢
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٣. ٨ جدول مدل های نمونه تمرکز منحنی :۴ .٣ شکل

ABC معیار مبنای بر کل شاخص پیش بینی مدل انتخاب ٣ .۴ .٣
از بهتری پیش بینی ABC معیار مبنای بر زیر مدل های آمده، بدست مدل های تمامی بین از

از: عبارت اند ترتیب به که کردند ارائه بورس شاخص
glm.۶ =TSE∼CPI •

glm.١٩ =TSE∼Euro+CPI •
glm.١١ =TSE∼Coin+CPI •

glm.٢٩ =TSE∼Coin+Euro+CPI •
glm.١٠ =TSE∼Coin+Euro •

glm.١ =TSE∼Coin •
کردیم. رسم را ها مدل از کدام هر تمرکز و لورنز منحنی ابتدا شده ذکر مدل های انتخاب در
کمتری مقدار آن منحنی های بین فاصله که است، دقیق تر مدلی به٢. ٧. ٢ توجه با می دانیم
را (ABC) منحنی ها بین مقدار کمترین ها مدل تمامی بین در بالا مدل های بنابراین باشد.
از حال است. شده آورده مدل ها از کدام هر منحنی های بین مقادیر جدول٣. ٩ در بودند. دارا



٧۵ تهران بهادار اوراق بورس کل شاخص وپیش بینی مدل سازی
بهترین دارد، ABCرا مقدار کمترین که glm.6 مدل جدول٣. ٩ به توجه با شده ذکر مدل های بین
به مربوط تمرکز منحنی های ۵ .٣ شکل در است. شده برآورد مدل های تمامی بین در مدل
که همانطور است. شده رسم بورس کل شاخص به مربوط لورنز منحنی همچنین و ها مدل
لورنز منحنی بر بیشتری انطباق ها مدل سایر به نسبت ها مدل این تمامی است مشخص
نیز شکل این در دارد. ها مدل درست انتخاب از نشان امر همین که دارد بورس کل شاخص
مدل های به نسب بنابراین دارد بورس کل شاخص لورنز منحنی بر را انطباق بیشترین glm.6

می دهد. ارائه بورس شاخص از دقیق تری پیش بینی ٣. ٩ جدول

برتر. مدل های لورنز و تمرکز منحنی :۵ .٣ شکل

برتر مدل های ABC و لورنز تمرکز، منحنی مقادیر :٣. ٩ جدول
glm.٢٩ glm١٩ glm.١١ glm.١٠ glm.۶ glm.١ 

LC ٠/۵۶۴۶٧ ٠/۵۶۴۶٧ ٠/۵۶۴۶٧ ٠/۵۶۴۶٧ ٠/۵۶۴۶٧ ٠/۵۶۴۶٧
CC ٠/۵۴٩٠۵ ٠/۵۶٢٣۵۴ ٠/۵۵٣٢٣١ ٠/۵۴٧٣٨٠ ٠/۵۶٢٧٧۴ ٠/۵۴۶٨٣٨

ABC ٠/٠١۵۶٢١ ٠/٠٠٢٣١٨ ٠/٠١١۴۴١ ٠/٠١٧٢٩٢ ٠/٠٠١٨٩٨ ٠/٠١٧٨٣۴
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گیری نتیجه ۵ .٣
ارزش از بیش سهام ارزش اگر شد، ارائه بازار در سهام قیمت گذاری بحث ابتدا فصل این در
شده حد از بیش ارزش گذاری سهام آنگاه باشد، PT = P٠(١+r∗)T رابطه اساس بر شده محاسبه
اطلاعات تقارن عدم جمله از دارد وجود حد از بیش ارزش گذاری برای متعددی دلایل است.

. و... هیجانی رفتار های سهامداران، بین
برای بورس کل شاخص کننده تعیین عوامل اثر اندازه سنجش یا عامل هر نسبی سنجش
تحقیق این در لذا دارد. خاصی اهمیت بازار در درست سیاست های اتخاذ و مالی تصمیمات

است. شده سنجیده (... اسپیرمن، (پیرسون، چهارگانه معیار های با اثر اندازه
برای است، خطی روش یک که GLM روش از بحث سادگی جهت همچنین پژوهش این در
در مختلف خطی مدل ۶٣ تعداد است. شده استفاده بورس شاخص پیش بینی و مدلسازی
بهتری پیش بینی که برتر مدل ۶ مدل ها این بین از است، شده استفاده پیش بینی و مدل سازی
ارائه ٣. ٩ جدول در معیار این از حاصل نتایج کردیم. انتخاب می دادند ABC معیار طبق را
خاصی حالت که لورنز منحنی و تمرکز منحنی از ما پژوهش این در کلی طور به است. شده
برتر مدل انتخاب و شاخص کننده تعیین عوامل اثر سنجش برای است، تمرکز منحنی از

کردیم. استفاده شاخص پیش بینی

سوم فصل خلاصه ۶ .٣
تحقیق این در استفاده مورد داده های و متغیر ها بیان به ٣. ٢. ١ قسمت در ابتدا فصل این در
نشان نتایج نمودیم. بررسی موازی بازار های سایر با را بورس بازار بازدهی آن از پس پرداختیم،

است. شده حد از بیش ارزش گذاری بورس بازار داد
اثر سپس و شد بررسی پیشین مطالعات در بورس شاخص بر موثر عوامل ابتدا ٣. ٣ بخش در
بر تمرکز) منحنی ضریت و اسپیرمن تاوکندال، (پیرسون، متعدد معیارهای با را عوامل این
کمک به را متغیر ها با بورس کل شاخص ارتباط ٣. ٣. ١ قسمت در سنجیدیم. کل شاخص
GLM مدل های کار ادامه در داریم. قرار بررسی مورد ها معیار سایر و (CC)تمرکز منحنی معیار
مدل های اساس بر و نمودیم برآورد را ممکن مدل های تمامی آن از استفاده با و کردیم تعریف
ها آن بهترین مدل ها تمامی بین از ۴ .٣ قسمت در شد. پیش بینی بورس شاخص شده برآورد
کردیم. انتخاب را مدل بهترین ABC معیار از استفاده با ٣ .۴ .٣ در نهایت در و کرده، انتخاب را
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آ پیوست
ضمیمه  

تحقیق متغیر های ارتباط سنجش جدول های آ. ١
متغیر ها پیرسون همبستگی ضریب مقایسه آ. ١: جدول

Coin Gold Dollar Euro TSE Oil CPI
Coin ١ ٠/٧۵٠٣ ٠/٩٨۴۶ ٠/٩٩٣٢ ٠/٩١٧٨ ‐٠/٠۶۵٣ ٠/٩٧٠٨
Gold ٠/٧۵٠٣ ١ ٠/٧١١٩ ٠/۶٨٣٢ ٠/٩٢١١ ‐٠/۴۶٨۶ ٠/٨١۵٨

Dollar ٠/٩٨۴۶ ٠/٧١١٩ ١ ٠/٩٧۵٧ ٠/٩٠٩١ ‐٠/٠٩٩٩ ٠/٩٨٣۴
Euro ٠/٩٩٣٢ ٠/۶٨٣٢ ٠/٩٧۵٧ ١ ٠/٨٧۶٠ ٠/٠٣٧٢ ٠/٩۵٢٢
TSE ٠/٩١٧٨ ٠/٩٢١١ ٠/٩٠٩١ ٠/٨٧۶٠ ١ ‐٠/٣٣۴٩ ٠/٩۴٣٠
Oil ‐٠/٠۶۵٣ ‐٠/۴۶٨۶ ‐٠/٠٩٩٩ ٠/٠٣٧٢ ‐٠/٣٣۴٩ ١ ‐٠/١٢١١
CPI ٠/٩٧٠٨ ٠/٨١۵٨ ٠/٩٨٣۴ ٠/٩۵٢٢ ٠/٩۴٣٠ ‐٠/١٢١١ ١



ضمیمه  ٨۴

متغیر ها اسپیرمن همبستگی ضریب مقایسه آ. ٢: جدول
Coin Gold Dollar Euro TSE Oil CPI

Coin ١ ٠/۶۵٩۶ ٠/٩٧٩۴ ٠/٩٨٧٠ ٠/٩۵٧۶ ٠/١۴٨٧٨ ٠/٩٧۴٧
Gold ٠/۶۵٩۶ ١ ٠/۶٠۵۴ ٠/۵٧۴٢ ٠/٧٠۵۶ ‐٠/٣۵٢۶٨ ٠/٧٠٧٣

Dullar ٠/٩٧٩۴ ٠/۶٠۵۴ ١ ٠/٩۶٩٩ ٠/٩۵٢٣ ٠/٠٠٨۶١ ٠/٩۶٧٨
Euro ٠/٩٨٧٠ ٠/۵٧۴٢ ٠/٩۶٩٩ ١ ٠/٩۴٧۶ ٠/٢٢۵٣ ٠/٩۵٨٨
TSE ٠/٩۵٧۶ ٠/٧٠۵۶ ٠/٩۵٢٣ ٠/٩۴٧۶ ١ ٠/١١۶۴ ٠/٩٧٨۵
Oil ٠/١۴٨٧ ‐٠/٣۵٢۶ ٠/٠٠٨۶ ٠/٢٢۵٣ ٠/١١۶۴ ١ ٠/١۵٧۶
CPI ٠/٩٧۴٧ ٠/٧٠٧٣ ٠/٩۶٧٨ ٠/٩۵٨٨ ٠/٩٧٨۵ ٠/١۵٧۶ ١

متغیر ها کندال تاو هماهنگی ضریب مقایسه آ. ٣: جدول
Coin Gold Dollar Euro TSE Oil CPI

Coin ١ ٠/۴٩۵٨ ٠/٨٨٩٠ ٠/٩١٣٠ ٠/٨٢٢۶ ٠/١٨٣٢ ٠/٨٩٠٧
Gold ٠/۴٩۵٨ ١ ٠/۴٣۴٢ ٠/۴٢٠٧ ٠/۵۴۵٠ ‐٠/٢۵٠۵ ٠/۵۴٧۶

Dullar ٠/٨٨٩٠ ٠/۴٣۴٢ ١ ٠/٨٧٢۵ ٠/٨١٣۵ ٠/٠۶۴١ ٠/٨۶٩٣
Euro ٠/٩١٣٠ ٠/۴٢٠٧ ٠/٨٧٢۵ ١ ٠/٨٠۵۶ ٠/٢٣٨٢ ٠/٨۵۴١
TSE ٠/٨٢٢۶ ٠/۵۴۵٠ ٠/٨١٣۵ ٠/٨٠۵۶ ١ ٠/١١٧٧ ٠/٨٩٨٩
Oil ٠/١٨٣٢ ‐٠/٢۵٠۵ ٠/٠۶۴١ ٠/٢٣٨٢ ٠/١١٧٧ ١ ٠/١۵٩٨
CPI ٠/٨٩٠٧ ٠/۵۴٧۶ ٠/٨۶٩٣ ٠/٨۵۴١ ٠/٨٩٨٩ ٠/١۵٩٨ ١



انگلیسی به فارسی واژه نامه
Hypothesis test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . فرض آزمون 
Model validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مدل اعتبار سنجی
Economics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اقتصاد
Expected value . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ریاضی امید
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Archimedean copula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ارشمیدسی مفصل
Frank copula. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . فرانک. مفصل
Clayton copula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کلایتون مفصل
Gumbel copula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . گامبل مفصل
Generalized additive model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تعمیم یافته افزوده مدل
Predictive model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . شده پیش بینی مدل 
Regression model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . رگرسیونی مدل
Actuarial pricing model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بیمه ای. گذاری قیمت مدل
Concentration curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تمرکز منحنی
Integrated concentration curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . انتگرال دار. تمرکز منحنی
Lorenz curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . لورنز منحنی
Archimedean generator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ارشمیدسی. مولد
Common generator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مشترک مولد
Characteristic generator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مشخصه مولد
Relativities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نسبیت
Goodness-of-fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . برازش نیکویی
Positive semidefinite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مثبت نیمه معین
Marketing department . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بازاریابی واحد
Comonotonicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . هم یکنوایی
Monotonicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  یکنوایی





فارسی به انگلیسی واژه نامه
Actuaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بیمه گران
Actuarial pricing models . . . . . . . . . . . . . . . . . . . . . . . . . . . بیمه ای گذاری قیمت های مدل
Archimedean copula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ارشمیدسی مفصل
Archimedean generator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ارشمیدسی. مولد
Characteristic function. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مشخصه. تابع
Characteristic generators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مشخصه های مولد
Clayton copula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کلیتون مفصل
Common generator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مشترک مولد
Common marginal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مشترک حاشیه
Common marginal distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مشترک حاشیه ای توزیع
Comonotonicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . هم یکنوایی
Concentration curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تمرکز منحنی های
Concordance order . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . هماهنگی ترتیب
Conditional exchangeable structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . شرطی تبادلی ساختار
Convex order . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . محدب ترتیب
Copula function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مفصل تابع
Covariance matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کوواریانس ماتریس
Dependence structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . وابستگی ساختار
Discrete distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . گسسته. توزیع های
Dispersion matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پراکندگی ماتریس
Economics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اقتصاد
Elliptical distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بیضوی توزیع
Elliptical risk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بیضوی ریسک
Elliptically contoured distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بیضوی تراز توزیع
Empirical risk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تجربی ریسک
Exchangeable structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تبادلی ساختار



فارسی به انگلیسی واژه نامه ٩٠
Exchangeable random vector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تعویض پذیر تصادفی بردار
Expected value . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ریاضی امید
Finance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مالی
Frank copula. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . فرانک. مفصل
General insurance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . عمومی. بیمه
Generalized additive model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تعمیم یافته افزوده مدل
Gini index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . جینی شاخص
Goodness-of-fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . برازش نیکویی
Gumbel copula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . گامبل مفصل
Hypothesis test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . فرض آزمون
Increasing convex function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . صعودی محدب تابع
Increasing convex order . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . صعودی محدب ترتیب
Insurance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بیمه
Integrated concentration curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . انتگرال دار. تمرکز منحنی
Lift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بالابری
Location vector. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مکان. بردار
Lorenz curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . لورنز منحنی
Marginal distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . حاشیه ای توزیع
Marketing department . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بازاریابی واحد
Model validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مدل اعتبار سنجی
Monotonicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . یکنوایی
Monte carlo simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کارلو مونت شبیه سازی
Multivariate elliptical risk. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . متغیره. چند بیضوی ریسک
Multivariate normal distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . چند متغیره نرمال توزیع
Neural networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . عصبی شبکه های
Policyholders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بیمه گران
Positive semidefinite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مثبت نیمه معین
Power function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . توان تابع
Predictive model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . شده پیش بینی مدل 
Predictors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کنندگان. پیش بینی
Premium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . حق بیمه
Premium amounts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . حق بیمه مقادیر
Pricing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . قیمت گذاری.
Probability density function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . احتمال چگالی تابع



٩١ فارسی به انگلیسی واژه نامه
Pure premium. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . خالص. بیمه حق
Quantile function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . چندک تابع
Random forests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تصادفی جنگل های
Random variable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تصادفی متغیر
Random vector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تصادفی بردار
Reinsurance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اتکایی بیمه
Regression function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . رگرسیون تابع
Regression model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . رگرسیونی مدل
Relativities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نسبیت.
Risk classification. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ریسک. رده بندی
Risk measure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ریسک سنجه
Same marginal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . یکسان. حاشیه
Semidefinite matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . معین نیمه ماتریس
Standard deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . معیار. انحراف
Stochastic order . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تصادفی ترتیب
Stock market . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . سرمایه. بازار
Support . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تکیه گاه
Supermodular . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . فوق مدولی
Supermodular function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . فوق مدولی تابع
Supermodular order . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . فوق مدولی ترتیب
Technical premium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . فنی بیمه حق
Unknown pure premium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نامعین خالص بیمه حق
Usual stochastic order. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . معمولی. تصادفی ترتیب



Abstract

Gini index is a well-known tool in economics that is often used for measuring income in-

equality. In insurance, the index and its modifications have been used to compare the riskiness

of portfolios, to order reinsurance contracts, and to summarize insurance scores(relativities). In

this thesis, wee stablish several stochastic orders between the Gini indexes of multivariate ellip-

tical risks with the same marginals but different dependence structures. The comparison of the

Gini indexes (of empirically estimated risk measures) presented in this thesis provides a theoreti-

cal explanation to this statistical phenomenon. Moreover, it enriches the studies of the problem of

central concentration of elliptical distributions and generalizes the pd-1 order proposed by Shaked

and Tong(1985)

In order to determine an appropriate amount of premium, statistical goodness-of-fit criteria must be

supplemented with actuarial ones when assessing performance of a given candidate pure premium.

In this thesis, concentration curves and Lorenz curves are shown to provide actuaries with effec-

tive tools to evaluate whether a premium is appropriate or to compare competing alternatives. The

idea is to compare the premium income for sub-portfolios gathering low risks(identified as low by

means of the premiums under consideration) to the true one, or equivalently, to the actual losses.

Numerical illustrations performed on hypothetical data and real ones demonstrate the usefulness

of the proposed approach.

Finally, using Generalized linear models with the concentration and Lorenz curves, we examined

the factors affecting the Tehran Stock Exchange (TSE) index, and selected the model that provided

a better forecast of the TSE index.

Keyword: Elliptical distribution, Dependence structure, Comonotonicity, Usual stochastic order,

Increasing convex order, Supermodular order, Pd-1 order, Pricing, Risk classification, Concentra-

tion curve, Lorenz curve, Generalized Linear Model (GLM), Tehran stock exchange(TSE), Model

selection.
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