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:ଘ ৎقد৤م

داد িشان ૼن ଘ را راه ଒ ৮درم
اड़وࣾت ૼن ଘ را رಶ౮ن ଡچࢉو ଒ ماభم

ਗی با॰د ز৯دজ࣓م سار ଢسا ඼ෙय़باඓࣂشان ଢسا ଒ ୀاభم، و ଽواऒ
ا॥ت রوده ૼن روح মࡑش ඟ໋ما ൕঙࣂ૙ه ઒अورش ଒ ঙࢡඥرم، 

ا॥ت. ૼن آراज़ش او آساীش ଒ جاৣم মࡑش اঃید ا঍تای، ସ୍م ඥাر

ه



سپاس گزاری

یاری معرفت و علم تحصیل در مرا که بزرگواری اساتید تمامͬ از وظیفه حسب بر
حسین دکتر آقای جناب و نزاکتͬ احمد دکتر آقای جناب ارجمند اساتید از اند، کرده
گرفتند،از برعهده را رساله این راهنمائͬ زحمت فروتنͬ و خلق حسن با که باغیشنͬ
جناب و شاهسونͬ داود دکتر آقای جناب فلاح، افشین دکتر آقای جناب بزرگوار اساتید
و تش΄ر کمال شدند متقبل را رساله این داوری زحمت که ربیعͬ محمدرضا دکتر آقای

دارم. را قدردانͬ

اونق جمیل
١٣٩٩ بهمن

و



نامه تعهد
شاهرود، صنعتͬ دانش·اه ریاضͬ علوم آمار رشته دکتری دانشجوی اونق جمیل اینجانب
راهنمایی تحت ، آن ها کاربردهای و دومدی−ی΁ مدی   توزیع های عنوان با رساله نویسنده

ͬ شوم: م متعهد نزاکتͬ احمد
برخوردار اصالت و صحت از و است شده انجام اینجانب توسط پایان نامه این در تحقیقات •

است.
شده استناد استفاده مورد ͽمرج به پژوهش گران، دی·ر پژوهش های نتایج از استفاده در •

است.
مدرک نوع هیچ دریافت برای دی·ری فرد یا خود، توسط کنون تا پایان نامه، این مطالب •

است. نشده ارایه هیچ جا در امتیازی یا
نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتͬ دانش·اه به اثر، این معنوی حقوق •
خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتͬ دانش·اه “

رسید.
بوده اند، تاثیرگذار پایان نامه اصلͬ نتایج آوردن به دست در که افرادی تمام معنوی حقوق •

ͬ گردد. م رعایت پایان نامه از مستخرج مقالات در
آنها) بافت های (یا زنده موجود از که مواردی در پایان نامه، این انجام مراحل تمام در •

است. شده رعایت اخلاقͬ اصول و ضوابط است، شده استفاده
افراد شخصͬ اطلاعات حوزه به که مواردی در پایان نامه، این انجام مراحل تمام در •
شده رعایت انسانͬ اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته دسترسͬ

است.
اونق جمیل
١٣٩٩ بهمن

نشر حق و نتایج مال΄یت
برنامه های کتاب، مستخرج، ( مقالات آن محصولات و اثر این معنوی حقوق تمام •
شاهرود صنعتͬ دانش·اه به متعلق شده) ساخته تجهیزات و نرم افزارها رایانه ای،

شود. ذکر مربوطه علمͬ تولیدات در مقتضͬ، نحو به باید مطلب این ͬ باشد. م
ͬ باشد. نم مجاز منبع ذکر بدون پایان نامه این در موجود نتایج و اطلاعات از استفاده •

ز



چ΄یده
متعدد، موارد در آنها، توزیع بودن نرمال پذیرفتن واقعͬ داده های تحلیل برای عمل در
واقعͬ ساختار گرفتن درنظر به قادر که گرفت به کار را مدل هایی باید و نیست معتبر چندان
غیرنرمال داده های تحلیل برای منعطف توزیع های به منظور، این برای باشند. داده ها احتمالͬ
هدف این با داریم. نیاز دم سنگین و نیمه دم سنگین ،΁دم سب دومدی، و چوله داده های مانند
ͬ های ویژگ با داده های تحلیل برای که ͬ پردازیم م احتمالͬ توزیع های معرفͬ به رساله این در
متقارن توزیع های توسعه برای را رهیافت دو ابتدا ،͹واض به طور هستند. مناسب شده اشاره
توسعه در را آنها کاربرد سپس ͬ کنیم. م ارائه چوله و متقارن دومدی−ی΁ مدی توزیع های به

ͬ کنیم. م ارزیابی و تشریح فضایی و استوار خطͬ رگرسیون مدل های
را نیمه سنگین دم های با م΄ان−مقیاس نیمه پارامتری رگرسیون مدل ΁ی رساله، دوم بخش در
΁هایپربولی متقارن توزیع از چوله تعمیم هایی ͬ کنیم. م معرفͬ س΄انت ΁هایپربولی توزیع پایه بر
مجانبی رفتار همچنین ͬ سازیم. م را آن ها بر مبتنͬ خطͬ رگرسیونͬ مدل و توسعه را س΄انت
چندمتغیره نسخه ΁ی پایان در ͬ کنیم. م ارزیابی را ͬ شده معرف رگرسیونͬ مدل ML برآوردگرهای

ͬ کنیم. م معرفͬ نیز س΄انت ΁هایپربولی توزیع از

م΄ان−مقیاس، رگرسیون چول·ͬ، پرت، داده های دومدی−ی΁ مدی، توزیع های کلیدی: کلمات
مد. رگرسیون تنومند، خطͬ مدل های فضایی، رگرسیون

ط



رساله از مستخرج مقالات فهرست
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ک



پیش·فتار
΁دم سب و متقارن داده ها توزیع که است این بر فرض معمولا ΁کلاسی مطالعات اکثر در
گردآوری در تکنولوژی پیشرفت و زمان گذشت اما ͬ کنند. م پیروی نرمال توزیع از و هستند
اکثر در نتیجه در است. شده داده ها در ͬ هایی پیچیدگ آمدن به وجود باعث نوین داده های
نامتقارن قبیل از دلایلͬ ͬ شود. م منجر غیرمعقولͬ نتایج به داده ها بودن نرمال پذیره ،ͽمواق
نتایج این ایجاد باعث پرت، داده های و دم سنگینͬ نیمه دم سنگینͬ، چول·ͬ، داده ها، بودن
توسعه و غیرنرمال، توزیع های بردن به کار اخیر سال های در این رو، از ͬ شوند. م غیرمعقول
است. داشته چشم·یری گسترش منعطف نسخه های به متقارن احتمالͬ توزیع های تعمیم و
بیش پیچیدگͬ تا کرد عمل محتاطانه باید ͬ شود م انجام سو این در که مطالعاتͬ کنار در
دی·ر ی΄ͬ نشود. وارد ͬ آورند، م ارمغان به که مزیتͬ به نسبت احتمالͬ توزیع های به حد از
است. دومدی داده های تحلیل برای مناسب توزیع های کمبود داده ها تحلیل مش΄لات از
با را چ·الͬ تابع نبودن یا بودن دومدی تا ندارند بالایی انعطاف پذیری موجود گزینه های
با حالت های به توزیع ها تعمیم برای روش هایی رساله، این در این رو، از کنند. کنترل پارامترها
انعطاف پذیری حد، از بیش پیچیدگͬ کردن اضافه بدون که، است شده ارائه بالا انعطاف پذیری
ͬ شوند م منجر چ·الͬ توابع ساختن به تعمیم ها این از برخͬ ͬ دهند. م توزیع ها به بالایی
این از مثال هایی ͬ کنند. م کنترل را بودن دومدی و چول·ͬ که هستند پارامترهایی دارای که
توجه با شده اند. تشریح و ارائه دم سنگین و نیمه دم سنگین ،΁دم سب توزیع های برای تعمیم ها

است: زیر به صورت رساله این ساختار مقدمه، این به
ͬ کنیم. م مطرح را رساله موضوع به ورود برای نیاز مورد مفاهیم و تعاریف اول، فصل در •
کاربرد و معرفͬ س΄انت ΁هایپربولی متقارن توزیع از چوله تعمیم هایی دوم، فصل در •
نیمه سنگین دم های با م΄ان−مقیاس نیمه پارامتری رگرسیون مدل و شده داده شرح آن ها
΁هایپربولی توزیع همچنین و شده داده توسعه س΄انت، ΁هایپربولی توزیع اساس بر

است. شده داده گسترش چندمتغیره حالت به س΄انت
دومدی و چوله توزیع های به متقارن توزیع های توسعه برای روش هایی سوم، فصل در •

است. گرفته قرار بررسͬ مورد کاربردها همراه به مثال هایی و شده داده شرح
رگرسیون در چهارم فصل از مستخرج دومدی−ی΁ مدی توزیع های کاربرد چهارم، فصل در •

گرفته اند. قرار ارزیابی مورد و داده شده شرح فضایی خطͬ رگرسیون و تنومند خطͬ

ل



مطالب فهرست
ف تصاویر فهرست
ش جداول فهرست
ث نمادها فهرست
y اختصاری کلمات فهرست
١ ملزومات و پیش نیازها ١
١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ١. ١
۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تعاریف ١. ٢
۵ . . . . . . . . . . . . . . . . . . . . . . . . . خطͬ رگرسیون مدل ١. ٣
۵ . . . . . . . . . . . . . . . . . . . . . . . استوار رگرسیون ١. ٣. ١
٧ . . . . . . . . . . . . . . . . . . تعمیم یافته جمعͬ و خطͬ مدل های ۴ .١
٨ ش΄ل و مقیاس م΄ان، پارامترهای برای تعمیم یافته جمعͬ مدل های ١ .۴ .١
١٠ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اسپلاین ها ۵ .١
١٠ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . فضایی آمار ۶ .١
١١ . . . . . . . . . . . . . . . . . . . . . . . فضایی داده های ١ .۶ .١
١٢ . . . . . . . . . . . . . . . . . . . . . . . . تصادفͬ میدان ٢ .۶ .١
١٣ . . . . . . . . . . . . . . . . . رساله این در استفاده شده چ·الͬ توابع ١. ٧

١٧ آن تعمیم های و س΄انت ΁هایپربولی توزیع ٢
١٩ . . . . . . . . . . . . . س΄انت ΁هایپربولی توزیع از چوله تعمیم هایی ٢. ١
١٩ . . . . . . . . . . . . . . . . . . . . . پیشنهادی توزیع های ٢. ١. ١
٢٣ . . . . . . . . . . . . . . . . . . . . . رگرسیونͬ مدل سازی ٢. ١. ٢
٣٠ . . . . . . . . . . . . . . . . . . . . . شبیه سازی مطالعات ٢. ١. ٣
٣۴ . . . . . . . . . . . . . . . . . . . . . . . . . . کاربردی مثال های ٢. ٢

م



مطالب فهرست ن
٣۶ . . . . . . . . . . . . . . . . . . . . صوت شناسͬ داده های ٢. ٢. ١
٣٨ . . . . . . . . . . . . . . . . . . . . . . . الماس داده های ٢. ٢. ٢
۴٠ . . . . . . . . . . . . . . . . . ماریتا مارتین شرکت داده های ٢. ٢. ٣
۴٢ . . . . . پرت داده های برای م΄ان−مقیاس نیمه پارامتری رگرسیون مدل ٢. ٣
۴۵ . . . . . . . . . . . . . س΄انت ΁هایپربولی توزیع های خانواده ٢. ٣. ١
۴٨ . . . . . . . . . . . . . . . . . . . . . . شبیه سازی مطالعه ٢. ٣. ٢
۵١ . . . . . . . . . . . . . . . . . . . . . . . . . . واقعͬ مثال ٢. ٣. ٣
۵۵ . . . . . . . . . . . . . . . . . چندمتغیره س΄انت ΁هایپربولی توزیع ۴ .٢
۶٠ . . . . . . . . . . . . . . . . . MHS توزیع گشتاور مولد تابع ١ .۴ .٢
۶٠ . . . . . . . . . . . . . . . . . MHS توزیع پارامترهای برآورد ٢ .۴ .٢
۶١ . . . . . . . . . . . . . . . . . . . . . . MHS توزیع کاربرد ٣ .۴ .٢
۶٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نتیجه گیری ۵ .٢

۶٧ دومدی‐ی΁ مدی توزیع های ٣
۶٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ٣. ١
۶٨ . . . . . . . . . . . . . . . . . . . چوله و دومدی خانواده های توسعه ٣. ٢
۶٨ . . . . . . . . . . . . . . . . . . . . . . . . . . اول روش ٣. ٢. ١
٧٠ . . . . . . . . . . . . . . . . . . . . . . . . . . دوم روش ٣. ٢. ٢
٧٣ . . . . . . . . . . . . دومدی−ی΁ مدی توزیع های خاص حالات برخͬ ٣. ٣
٧٣ . . . . . . . . . . . . . . . . مدی ΁دومدی−ی نرمال توزیع ٣. ٣. ١
٧٧ . . . . . . . . . . . . . . دومدی−ی΁ مدی استیودنت t توزیع ٣. ٣. ٢
٨٣ . . . . . . . . . . . . . . . مدی ΁دومدی−ی لاپلاس توزیع ٣. ٣. ٣
٨۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . واقعͬ مثال ۴ .٣
٩٠ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نتیجه گیری ۵ .٣

٩١ BUN توزیع بر مبتنͬ رگرسیونͬ مدل های ۴
΁ی پرت داده شامل مانده های برای خطͬ رگرسیون مدل های از خانواده ای ١ .۴

٩١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . چوله یا طرفه
٩٣ . . . . . . . . . . . BUN خطای جمله با خطͬ رگرسیون مدل ١. ١ .۴
٩٩ . . . . . . . . . . . . . . . . . . . . . . شبیه سازی مطالعه ١. ٢ .۴
١٠١ . . . . . . . . . . . . . . . . . . . . . . . واقعͬ مثال های ١. ٣ .۴
١٠۶ . . . . . . . . . . . . . چوله و دومدی داده های برای فضایی رگرسیون ٢ .۴
١٠٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ٢. ١ .۴
١٠٨ . . . . . . . . . . . چندمتغیره دومدی−ی΁ مدی نرمال توزیع ٢. ٢ .۴



س مطالب فهرست
١٠٩ . . . . . . . . . . . . . . دومدی ͅ های پاس فضایی رگرسیون ٢. ٣ .۴
١١٢ . . . . . . . . . . . . . . . . پیشنهادی مدل کارایی ارزیابی ۴ .٢ .۴
١١۵ . . . . . . . . . . . . . . . . . . . . . . . . . نتیجه گیری ۵ .٢ .۴

١١٧ آینده پژوهش های برای پیشنهادهای ۵
١١٩ قضایا آ اثبات
١١٩ . . . . . . . . . . . . . . . . . . . . . . . سوم فصل قضایای اثبات آ. ١
١٢۵ . . . . . . . . . . . . . . . . . . . . . . چهارم فصل قضایای اثبات آ. ٢
١٣١ . . . . . . . . . . . . . . . . . . . . . . . پنجم فصل قضایای اثبات آ. ٣

١٣۵ ͽمراج
١۴٧ انگلیسͬ به فارسͬ واژه نامه
١۴٩ فارسͬ به انگلیسͬ واژه نامه



تصاویر فهرست
٢٠ . . . . . . . . . . . . . . . . ν مختلف مقادیر برای SHS1 ͬ های چ·ال ٢. ١
٢٢ . . . . . . . . . . . . . . . . α مختلف مقادیر برای SHS2 ͬ های چ·ال ٢. ٢

چین)، (نقطه نرمال (نقطه‐خط)، کوشͬ ͬ های چ·ال برای دم ها مقایسه ٢. ٣
٢٣ . . . . . . . . . . . . . . . . چین) (خط SHS2 و ممتد) (خط SHS1

نمونه های حجم و سناریوها برای sd میانگین منهای و اضافه به اریبی میانگین ۴ .٢
ممتد)، (خط SHS1 (راست). SSt و (وسط) SHS2 (چپ)، SHS1 مختلف:

٣٣ . . . . . . . . (نقطه‐خط). SNو چین) (نقطه SSt چین)، (خط SHS2

سناریوها برای رگرسیون پارامترهای از ΁ی هر برای برآوردشده پوشش نرخ های ۵ .٢
(راست). SSt و (وسط) SHS2 (چپ)، SHS1 مختلف: نمونه های حجم و

٣۴ (نقطه‐خط). SNو چین) (نقطه SSt چین)، (خط SHS2 ممتد)، (خط SHS1

مختلف: نمونه های حجم و سناریوها برای DAIC مقادیر جعبه ای نمودارهای ۶ .٢
٣۵ . . . . . . . . . . . . . . (راست). SSt و (وسط) SHS2 (چپ)، SHS1

مختلف: نمونه های حجم و سناریوها برای DBIC مقادیر جعبه ای نمودارهای ٢. ٧
٣۵ . . . . . . . . . . . . . . (راست). SSt و (وسط) SHS2 (چپ)، SHS1

برای شناسͬ اصوت داده ها  ی برآوردشده چ·الͬ تابع و مانده ها نگار بافت ٢. ٨
٣٩ . . . . . . . . . . . . . . . . . . خطا عبارت برای مختلف توزیع های

برای مختلف توزیع های با منطبق رگرسیون خطوط و داده پراکندگͬ نمودار ٢. ٩
۴٢ . . . . . . . . . . . . . . ماریتا مارتین داده مجموعه برای خطا عبارت

سمت دم های و راست) (سمت کوشͬ و نرمال ،HS توزیع های چ·الͬ توابع نمودار ٢. ١٠
۴۶ . . . . . . . . . . . . . . . . . . . . . . . . . چپ) (سمت آنها راست

سه از حاصل ͬ مانده های باق (راست) کرمͬ و (چپ) چندک‐چندک نمودارهای ٢. ١١
داده مجموعه ΁ی برای (پایین) HS و (وسط) استیودنت t (بالا)، نرمال مدل

۵٢ . . . . . . . . . . . . . . . . . . . . ۵٠٠ نمونه حجم با شبیه سازی شده
م΄ان پارامترهای ( (خط چین واقعͬ و (ممتد) برآوردشده غیرخطͬ و خطͬ اثرات ٢. ١٢

۵٣ . . . . . . . . . . . . . . . . ۵٠٠ نمونه حجم برای نرمال مدل مقیاس و
ف



تصاویر فهرست ص
م΄ان پارامترهای ( (خط چین واقعͬ و (ممتد) برآوردشده غیرخطͬ و خطͬ اثرات ٢. ١٣

۵٣ . . . . . . . . . . . . . ۵٠٠ نمونه حجم برای استیودنت t مدل، مقیاس و
م΄ان پارامترهای ( (خط چین واقعͬ و (ممتد) برآوردشده غیرخطͬ و خطͬ اثرات ١۴ .٢

۵۴ . . . . . . . . . . . . . . . . . . ۵٠٠ نمونه حجم برای HS مدل مقیاس و
دریاچه های داده های برای تبیینͬ متغیرهای و ͺپاس کناری پراکنش نمودارهای ١۵ .٢

۵۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اسیدی
استیودنت t و (وسط) HS (بالا)، نرمال مدل های کرمͬ و چندک‐چندک نمودارهای ١۶ .٢

۵۶ . . . . . . . . . . . . . (ب) (٢. ٨) و (الف) (٢. ٧) مدل های برای (پایین)
مدل در (پایین) مقیاس و (بالا) م΄ان پارامترهای برآوردشده اثرات ͬ های منحن ٢. ١٧

۵۶ . . . . . . . . . . . . . . . . . . . . . . . . . (٢. ٧) مدل برای نرمال
مدل در (پایین) مقیاس و (بالا) م΄ان پارامترهای برآوردشده اثرات ͬ های منحن ٢. ١٨

۵٧ . . . . . . . . . . . . . . . . . . . . . . . . . . (٢. ٧) مدل برای HS

t مدل در (پایین) مقیاس و (بالا) م΄ان پارامترهای برآوردشده اثرات ͬ های منحن ٢. ١٩
۵٧ . . . . . . . . . . . . . . . . . . . . . . . (٢. ٧) مدل برای استیودنت

vech (Σ) = پارامترها. مختلف مقادیر برای دومتغیره توزیع ͬ های منحن ٢. ٢٠
چپ)، سمت (بالا vech (Σ) =

(٠٫−,١۵, ١)′ راست)، سمت (بالا (١, ٠٫۵, ١)′
vech (Σ) =

(١٫۵,−٠٫۵, ١٫۵)′ راست)، سمت (پایین vech (Σ) =
(١٫۵, ٠٫۵, ١٫۵)′

۵٩ . . است. µ = (٠, ٠)′ پارامتر بردار نمودارها همه در و چپ) سمت (پایین
۶٩ . . . . . . . . . . . . . . . .k مقادیر برخͬ برای (٣. ١) چ·الͬ منحنͬ ٣. ١

برای چپ) (سمت (۴ .٣) و راست) (سمت (٣. ٣) ͬ های چ·ال ͬ های منحن ٣. ٢
٧١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . .k مقادیر برخͬ

برای چپ) (سمت (٣. ٧) و راست) (سمت (۶ .٣) ͬ های چ·ال ͬ های منحن ٣. ٣
٧٢ . . . . . . . . . . . . . . . . . . . . . . . . . . . . .k مقادیر برخͬ
٧٢ . . . . . . . . . . . . . .k مقادیر برخͬ برای (٣. ٨) چ·الͬ ͬ های منحن ۴ .٣
٧۴ . . . . . . ش΄ل پارامترهای مقادیر برخͬ برای (٣. ٩) چ·الͬ ͬ های منحن ۵ .٣

k = ٠ و σ = ١ و µ = ٠) پارامترها. مقادیر برخͬ برای (٣. ١٢) ͬ های منحن ۶ .٣
سمت (بالا (ν = ٢ و k = ١ و σ = ١ و µ = ٠) راست)، سمت (بالا (ν = ٢ و
µ = ٠) و راست) سمت (پایین (ν = ٢ و a = ٠٫١ و σ = ١ و µ = ٠) چپ)،

٧٨ . . . . . . . . . . . . چپ) سمت (پایین (ν = ۵ و k = −١ و σ = ١ و
(a = ٠ و σ = ١ و µ = ٠) پارامترها. مقادیر برخͬ برای (١۴ .٣) ͬ های منحن ٣. ٧
و µ = ٠) چپ)، سمت (بالا (k = ٠ و σ = ١ و µ = ٠) راست)، سمت (بالا
(پایین (k = ١ و σ = ١ و µ = ٠) و راست) سمت (پایین (a = ٠٫۵ و σ = ١

٨۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . چپ). سمت



ق تصاویر فهرست
به ازای رقیب مدل های برازش شده چ·الͬ توابع منحنͬ و داده ها نگار بافت ٣. ٨

٨٧ . . . . . . .١ .۴ .٣ مثال داده مجموعه برای برآوردشده پارامترهای مقادیر
به ازای رقیب مدل های برازش شده چ·الͬ توابع منحنͬ و داده ها نگار بافت ٣. ٩

٨٨ . . . . . . .٢ .۴ .٣ مثال داده مجموعه برای برآوردشده پارامترهای مقادیر
به ازای مختلف مدل های برازش شده چ·الͬ توابع منحنͬ و داده ها نگار بافت ٣. ١٠

٨٩ . . . . . . .٣ .۴ .٣ مثال داده مجموعه برای برآوردشده پارامترهای مقادیر
a = ٠٫١۵ و k = ۴ ،σ = ٠٫۵ ،µ = ١ برای BUN چ·الͬ تابع منحنͬ های ١ .۴
چپ)، سمت (بالا a = −٢ و k = −٣ ،σ = ٠٫۵ ،µ = ١ راست)، سمت (بالا
،σ = ٠٫۵ ،µ = ١ و راست) سمت (پایین a = ٢ و k = −٣ ، σ = ٠٫۵ ،µ = ١

٩٣ . . . . . . . . . . . . . . . . . . چپ) سمت (پایین a = ١ و k = −٣
٩٧ . . . . . . . . . . . مد رگرسیون از مثالͬ رگرسیونͬ خط های و پراکنش ٢ .۴

هسته از ساخته شده (۴ .۴) وزن تابع و (٣ .۴) ψ تابع ،(٢ .۴) زیان تابع ش΄ل ٣ .۴
٩٨ . . . . . . . . . . . . . . .c = ١٫٩٠٧٨ و k = −٠٫٠٣١۶۵ ازای به BUN

شناسͬ صوت داده های برای برآوردشده چ·الͬ تابع ͬ های منحن و مانده ها نگار بافت ۴ .۴
١٠٣ . . . . . . . . . . . . . . . . . پیشنهادی مختلف رگرسیونͬ مدل های در

خون فشار داد هه ای بری ده برآورد چ·الͬ تابع ͬ های منحن و نگار بافت ۵ .۴
١٠۵ . . . . . . . . . . . مختلف پیشنهادی مدل های حسب بر ΁سیستولی

پارامترهای مختلف مقادیر به ازای p = ٢ برای MBUN توزیع چ·الͬ تابع منحنͬ ۶ .۴
a = و k = (١−,١)′ راست)، سمت (بالا a = (٠, ٠)′ و k = (١−,١)′ توزیع.
سمت (پایین a =

(
−٢−,٢)′ و k =

(
−٢−,٢)′ چپ)، سمت (بالا (٠٫۵, ٠٫۵)′

نمودارها همه در و چپ) سمت (پایین a =
(٢,٢)′ و k =

(
−٢−,٢)′ راست)،

١١٠ . . . . . . . . . . . هستند. vech (Σ) =
(١, ٠٫۵, ١)′ و µ = (٠, ٠)′ پارامترهای

MBUN مدل دو برای چپ) سمت (ستون BIC و راست) سمت (ستون AIC مقادیر ٧ .۴
١١۴ . . . . . . . . . . . . . . . . . . مختلف نمونه حجم های ازای به MN و

مدل دو استانداردشده مانده های بر MN و MBUN برآوردشده چ·الͬ توابع برازش ٨ .۴
١١۶ . . . . (پایین) دوم داده مجموعه و (بالا) اول داده مجموعه واقعͬ. مثال دو در



جداول فهرست
برای MSE و اریبی نسبت و صحیح مدل برای پارامترها برآورد MSE و اریبی ٢. ١

٣١ . . . . . . . . . . . . . . . . . . . . اول سناریوی در رقیب مدل های
برای MSE و اریبی نسبت و صحیح مدل برای پارامترها برآورد MSE و اریبی ٢. ٢

٣١ . . . . . . . . . . . . . . . . . . . . دوم سناریوی در رقیب مدل های
برای MSE و اریبی نسبت و صحیح مدل برای پارامترها برآورد MSE و اریبی ٢. ٣

٣٢ . . . . . . . . . . . . . . . . . . . سوم سناریوی در رقیب مدل های
٣٧ . . . . . . . . . . . . . . . (رنجش) عینͬ ارزیابی شاخص بخش های ۴ .٢
٣٨ . . . . . صوت شناسͬ داده های برای مختلف مدل های تحت MLE نتایج ۵ .٢
٣٨ . . . . . . . . . . . . صوت شناسͬ داده های داده های برای KS آزمون ۶ .٢
۴١ . . . . خطا عبارت برای مختلف توزیع های برای الماس داده MLE نتایج ٢. ٧
۴١ . . . . . . . . . . . . . . . . . . . . . . الماس داده برای KS آزمون ٢. ٨

عبارت برای مختلف توزیع های برای ماریتا مارتین شرکت داده MLE نتایج ٢. ٩
۴٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . خطا
۴٣ . . . . . . . . . . . . . . . . ماریتا مارتین شرکت داده برای KS آزمون ٢. ١٠
۵٠ شده شبیه سازی داده های برای جمعͬ اثر IMSE و خطͬ پارامترهای MSE مقادیر ٢. ١١
۵۵ . . . اسیدی دریاچه های داده های روی بر (٢. ٨) و (٢. ٧) مدل های برازش نتایج ٢. ١٢
۶٢ . . . . MHS٢(µ١,Σ١) مدل تحت MM و ML برآوردگرهای MSE و اریبی ٢. ١٣
۶٣ . . . . MHS٢(µ١,Σ٢) مدل تحت MM و ML برآوردگرهای MSE و اریبی ١۴ .٢
۶۴ . . . . MHS٢(µ٢,Σ١) مدل تحت MM و ML برآوردگرهای MSE و اریبی ١۵ .٢
۶۵ . . . . MHS٢(µ٢,Σ٢) مدل تحت MM و ML برآوردگرهای MSE و اریبی ١۶ .٢
۶۵ . . . . . . . . . . . . . . . . اول داده مجموعه برای ML برآورد نتایج ٢. ١٧
۶۶ . . . . . . . . . . . . . . . . دوم داده مجموعه برای ML برآورد نتایج ٢. ١٨
٨٧ . . . . . . . . . . . . ١ .۴ .٣ مثال داده مجموعه برای ML برآورد نتایج ٣. ١
٨٨ . . . . . . . . . . . . ٢ .۴ .٣ مثال داده مجموعه برای ML برآورد نتایج ٣. ٢
٨٩ . . . . . . . . . . . . ٣ .۴ .٣ مثال داده مجموعه برای ML برآورد نتایج ٣. ٣

ش



جداول فهرست ت
روش های ازای به شبیه سازی شده مثال در ضرایب بردار کل MSE مقادیر ١ .۴

١٠٠ . . . . . . . . . . . . . . . . . . . . . . . . . . . . مختلف برآورد
روش های ازای به شبیه سازی شده مثال در پارامترها فردی MSE مقادیر ٢ .۴

١٠١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . مختلف برآورد
روش های ازای به شبیه سازی شده مثال در پارامترها فردی اریبی مقادیر ٣ .۴

١٠٢ . . . . . . . . . . . . . . . . . . . . . . . . . . . . مختلف برآورد
داده های برای BUN خطای جمله با رگرسیون مدل های ML برآورد نتایج ۴ .۴

١٠۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . شناسͬ صوت
داده های برای BUN خطای جمله با رگرسیون مدل های ML برآورد نتایج ۵ .۴

١٠۶ . . . . . . . . . . . . . . . . . . . . . . . . ΁سیستولی خون فشار
١١٣ . . . . . . شبیه سازی مثال در پارامترها برآوردهای MSE و اریبی مقادیر ۶ .۴
١١٣ . . شبیه سازی مثال در رگرسیونͬ ضرایب برآوردهای MSE و اریبی مقادیر ٧ .۴

داده مجموعه دو مدل انتخاب معیارهای و رگرسیونͬ پارامترهای برآورد ٨ .۴
١١۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . واقعͬ



نمادها فهرست
sign(·) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . علامت تابع
Cov(·) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کواریانس
ℓ(2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . هسیان ماتریس
ℓ̃(2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . هسیان ماتریس
B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . فیشر اطلاع ماتریس
B̃ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . فیشر اطلاع ماتریس
S(·) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . امتیاز بردار
C(·) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مشخصه تابع
Beta(a, b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .b و a ش΄ل پارامترهای با بتا توزیع
M(·). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . گشتاور مولد تابع
SHS2(µ,σ,α)α ش΄ل و σ مقیاس ،µ م΄ان پارامتر با دوم نوع چوله س΄انت ΁هایپربولی توزیع
SHS1(µ,σ,ν) ν ش΄ل و σ مقیاس ،µ م΄ان پارامتر با اول نوع چوله س΄انت ΁هایپربولی توزیع
ℓ(·) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . درستنمایی ل·اریتم تابع
g(·) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . چ·الͬ تابع
f(·) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . چ·الͬ تابع
G(·) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . توزیع تابع
F (·) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . توزیع تابع
ϕ(·) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . استاندارد نرمال چ·الͬ تابع
Φ(·). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . استاندارد. نرمال توزیع تابع
dν(·) . . . . . . . . . . . . . . . . . . . . . . . . . . . . آزادی درجه ν با استاندارد استیودنت t چ·الͬ تابع
Dν(·) . . . . . . . . . . . . . . . . . . . . . . . . . . . . آزادی درجه ν با استاندارد استیودنت t توزیع تابع
γ و t ش΄ل های و σ مقیاس ،µ م΄ان پارامتر با چوله تعمیم یافته س΄انت ΁هایپربولی توزیع

SGSH(µ,σ, t,γ)

GSH(µ,σ, t) . t ش΄ل و σ مقیاس ،µ م΄ان پارامتر با تعمیم یافته س΄انت ΁هایپربولی توزیع
BHS(µ,σ,a, b) b و a ش΄ل های و σ مقیاس ،µ م΄ان پارامتر با س΄انت ΁هایپربولی بتا توزیع
HS(µ,σ) . . . . . . . . . . . . . . . . . . . . σ مقیاس و µ م΄ان پارامتر با س΄انت ΁هایپربولی توزیع



نمادها فهرست خ
St(µ,σ,λ,ν)ν آزادی درجه و λ ش΄ل ،σ مقیاس ،µ م΄ان پارامتر با چوله استیودنت t توزیع
SN(µ,σ,λ) . . . . . . . . . . . . . . . . . λ ش΄ل و σ مقیاس ،µ م΄ان پارامتر با چوله نرمال توزیع

σ مقیاس و µ م΄ان ،β و α ش΄ل های پارامتر با دومدی−ی΁ مدی نامتقارن نرمال توزیع
ABPN(α,β,µ,σ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
OLLN(α,µ,σ) . . . σ مقیاس و µ م΄ان ،α ش΄ل پارامتر با نرمال ΁آدلوگ−لوجستی توزیع
PLD(ν,ρ, ζ). . . . . . . . . . . . . . . . . . . ζ و ρ ،ν ش΄ل پارامترهای با توانͬ لوگ‐داگوم توزیع
BN(µ,σ,a, b) . . . . . . . . . . b و a ش΄ل های و σ مقیاس ،µ م΄ان پارامتر با نرمال بتا توزیع
BUN(µ,σ,k,a) a و k ش΄ل های و σ مقیاس ،µ م΄ان پارامتر با دومدی−ی΁ مدی نرمال توزیع
درجه و a و k ش΄ل های ،σ مقیاس ،µ م΄ان پارامتر با دومدی−ی΁ مدی استیودنت t توزیع
BUSt(µ,σ,k,a,ν). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ν آزادی
BUL(µ,σ,k,a) a و k ش΄ل های و σ مقیاس ،µ م΄ان پارامتر با دومدی−ی΁ مدی لاپلاس توزیع
N(0,1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ١ واریانس و ٠ میانگین با توزیع
I(·). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مجموعه. نشانگر تابع
E(.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ریاضͬ. امید
Var(.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . واریانس
Bias(.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اریبی
MSE(.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . خطا دوم توان های میانگین
d−→ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . توزیع در هم·رایی
P−→ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . احتمال در هم·رایی
max . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بیشینه
min . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کمینه



اختصاری کلمات فهرست
ABPN (Uni-bi-modal Asymmetric Power Normal)

AI (Articulation Index)

ASPL (A-weighted Sound Pressure Level)

BHS (Beta Hyperbolic Secant)

BN (Beta Normal)

BUL (Bimodal−Unimodal Laplace)

BUN (Bimodal−Unimodal Normal)

BUSt (Bimodal−Unimodal Student t)

CSR (Complete Spatial Randomness)

GAM (Generalized Additive Model)

GHS (Generalized Secant Hyperbolic)

GLM (Generalized Linear Model)

GOLL (Generalized Odd Log-Logistic)

HS (Hyperbolic Secant)

IF (Internally Flawless)

KS (Kolmogorov−Smirnov)

LSPL (Linear Sound Pressure Level)

MBUN (Multivariate Bimodal−Unimodal Normal)

MHS (Multivariate Hyperbolic Secant)

ML (Maximum Likelihood)

MSE (Mean Square Error)

OLL (Odd Log-Logistic)

OLLN (Odd Log-Logistic Normal)

OLS (Ordinary Least Squares)

PLD (Power Log-Dagum)

SBP (Systolic Blood Pressure)



اختصاری کلمات فهرست ض
sd (Standard Deviation)

SE (Standard Error)

SGHS (Skew Generalized Secant Hyperbolic)

SL (Skew Laplace)

SN (Skew Normal)

SSt (Skew Student t)

St (Student t)

VSI (Very Slightly Imperfect)

VVSI (Very Very Slightly Imperfect)



١ فصل
ملزومات و پیش نیازها

مقدمه ١. ١
وجود با استواری که ͬ کنند م استفاده دم سنگین توزیع های از هنگامͬ معمولا آمار کاربران
برآورد تکنی΁ های از استفاده منظور به متقارن، توزیع های در باشد. نظر مد پرت داده های
روش های اما، دارد. وجود آماری استنباط به کارگیری برای استاندارد روش ΁ی معمولا استوار،
هم΄اران و (تاکوچ١ͬ ͬ شود م بالا اریبی با برآوردهای موجب نامتقارن توزیع های برای استوار
برای جذاب ویژگͬ ΁ی واقعͬ داده  های دم سب΄ͬ و چوله ͬ های ویژگ وجود بنابراین .((٢٠٠٢)
متعددی روش های است. رگرسیونͬ مدل های زمینه در به ویژه آماری استنباط و مدل سازی
جمله از که شده اند ارائه علمͬ نوشته های در چوله دم سنگین توزیع های آوردن به دست برای
ما ،(٢٠٠٣) فادی۴ و جونز ،(٢٠٠٣) کاپیتانیو٣ و آزالینͬ ،(١٩٩٨) استیل٢ و فرناندز ͬ توان، م

برد. نام را (٢٠٠۶) استیل و فراریه۶ ،(٢٠٠۴) جنتن۵ و
دم کلفتͬ آب شناسͬ، و مالͬ اقتصاد، مانند کاربردی زمینه های از گسترده ای طیف در
نظر در را شرایطͬ ͬ توان م علاوه براین، است. نیمه سنگین بل΄ه نیست، سنگین بسیار توزیع،

1Takeuchi
2Fernandez and Steel
3Azzalini and Capitanio
4Jones and Faddy
5Ma and Genton
6Ferreira



ملزومات و پیش نیازها ٢
بیان را حالتͬ ،ͽواق در باشند. نیز چوله نیمه دم سنگینͬ، بر علاوه داده ها آن در که گرفت
خطا، عبارت برای خطͬ رگرسیون در نیمه سنگین دم با چوله توزیع ΁ی آن در که ͬ کنیم م
خانواده دو دوم، فصل در منظور، همین به باشد. بهتری گزینه دم سنگین چوله به نسبت
مدل های عمل΄رد دارند. نیمه سنگین دم نوعͬ به که ͬ کنیم م ارائه را چوله توزیع های از جدید
کرده ارزیابی ،BIC و AIC مقایسه معیارهای با شبیه سازی مطالعات طریق از را ͬ شده معرف
در ارائه شده جدید مدل های همه ͬ کنیم. م مقایسه دم سنگین چوله جای·زین توزیع های با و
است، دسترس در اینترنت٧ͬ صفحه در که ،R نرم افزار محیط در shs بسته توسط دوم فصل
دم است مم΄ن داده ها که است این دارد وجود داده ها تحلیل در که دی·ری بحث شده اند. اجرا
آنها دم سنگینͬ که باشند سنگین دم دارای داده ها واقعا یا باشند مد دو دارای و چوله ،΁سب
آماری توزیع های داده ها نوع این تحلیل برای باشد. پرت داده های وجود علت به است مم΄ن
اخیر سال های در باشند. داشته بیشتری انعطاف پذیری تا هستند رسانͬ به روز حال در دائما
انعطاف پذیری عمل در تعمیم ها این شده اند. معرفͬ آماری توزیع های برای زیادی تعمیم های

شده اند: فهرست زیر در تعمیم ها این از برخͬ داده اند. اصلͬ توزیع های به بالایی
معرفͬ ٢g(x)F (λx) ش΄ل به را متقارن توزیع های از چوله خانواده ای (١٩٨۵) آزالینͬ الف)
که است پیوسته توزیع تابع با F (·) صفر، حول متقارن چ·الͬ تابع g(·) آن در که کرد
است. حقیقͬ مقادیر با توزیع چول·ͬ پارامتر λ و است متقارن صفر حول آن اول مشتق

برد. نام را (SN) چوله٨ نرمال توزیع ͬ توان م خانواده این از مثال ΁ی عنوان به
توابع دارای شده اند معرفͬ (١٩٩٨) هم΄اران و گوپتا١٠ توسط که شده٩ نمایی توزیع های ب)

چ·الͬ
α (١ −G(x))

α−١
g(x)

پارامتر α > ٠ و g متناظر توزیع تابع G(·) دلخواه، چ·الͬ تابع g(·) آن در که هستند
است. ش΄ل

ش΄ل به (٢٠٠٢) هم΄اران و ١١ یوجین را G بتا− توزیع های خانواده پ)
١

B(a, b)
G(x)a−١ (١ −G(x))

b−١
g(x)

a > ، (·)g متناظر توزیع تابع G(·) دلخواه، چ·الͬ تابع g(·) آن در که کردند معرفͬ
این از مثالͬ (BN) نرمال١٢ بتا توزیع است. بتا تابع B(a, b) و ش΄ل پارامترهای ٠, b > ٠

است. خانواده
7git://github.com/jamilownuk/shs.git
8Skew Normal
9Exponentiated

10Gupta
11Eugene
12Beta Normal



٣ مقدمه
و آرنولد توسط که ٢π(x)g(x) احتمال چ·الͬ تابع با چوله−متقارن١٣ توزیع های خانواده ت)
٠ ≤ π(x) ≤ ١ شرط با ،΃لب اندازه پذیر تابع ΁ی π(·) آن در که شد معرفͬ (٢٠٠۴) لین١۴

است. صفر حول متقارن چ·الͬ تابع g(·) و است π(x) + π(−x) = ١ و
تعمیم (٢٠١٠) ١۶͸لین و گلیتون توسط (OLL) ١۵΁لوجستی − لوگ آد چ·الͬ تابع خانواده ث)

آن چ·الͬ تابع که است شده داده
αG(x)α−١ (١ −G(x))

α−١[
G(x)α + (١ −G(x))

α]٢ g(x)
(OLLN) نرمال١٧ ΁لوگ−لوجستی آد توزیع است. ش΄ل پارامتر α > ٠ آن در که است
تعمیم شد. معرفͬ (٢٠١٨) هم΄اران و دووارت١٨ توسط که است OLL خانواده از مثالͬ
و کوردیرو٢٠ توسط نیز (GOLL) تعمیم یافته١٩ ΁لوگ−لوجستی آد یعنͬ خانواده این

چ·الͬ تابع دارای که گرفت قرار بررسͬ مورد (٢٠١۶) هم΄اران

αθG(x)αθ−١ (١ −G(x)θ
)α−١[

G(x)αθ + (١ −G(x)θ)
α]٢ g(x)

هستند. توزیع ش΄ل پارامترهای θ > ٠ و α > ٠ آن در که است،
همراه نیز معایبی با اما داده اند خود اصلͬ توزیع های به بالایی انعطاف پذیری توزیع ها این اکثر
آوردن به دست که هستند پیچیده ای توزیع و چ·الͬ توابع دارای مثال، به عنوان هستند.
دومدی خانواده ها این اکثر ͬ کنند. م مواجه مش΄ل با را گشتاورها مانند توزیع ͬ های ویژگ
همچنین کند. کنترل را مد دو فاصله که ندارند پارامتری بودن دومدی صورت در یا نیستند
این ͽرف برای هستند. گسترش پذیر چندمتغیره حالت های به سختͬ به خانواده ها این از بعضͬ
تعمیم و گسترش برای جدیدی قضیه های اثبات و بیان به رساله، این سوم فصل در معایب،
ͽواق در ͬ پردازیم. م هستند، دومدی و چوله که توزیع ها از جدیدی خانواده های به توزیع ها،
بودن، چوله یا متقارن بودن، ی΁ مدی یا دومدی قبیل از مختلفͬ حالت های تعمیم ها، این
به ͬ کنند. م اضافه متقارن ی΁ مدی توزیع های به را بودن چوله دومدی و متقارن مدی دو
نوع این در دارد. خود در را شده ذکر حالت های همه خانواده  ها این از توزیع ΁ی دی·ر، عبارت
چول·ͬ پارامترها از برخͬ که ͬ شود م اضافه اصلͬ توزیع به ش΄ل پارامتر چند یا ΁ی تعمیم ها
خانواده های در گفته شده ͬ های ویژگ ͬ کنند. م کنترل را مد دو فاصله و بودن دومدی برخͬ و

13Skew−Symmetric
14Arnold and Lin
15Odd Log−Logistic
16Gleaton and Lynch
17Odd Log-Logistic Normal
18Duarte
19Generalized Odd Log-Logistic
20Cordeiroa



ملزومات و پیش نیازها ۴
کاربرد ساله، این در که هستند استفاده قابل داده ها تحلیل از گسترده ای طیف در پیشنهادی
مانده های با خطͬ رگرسیون مدل در چهارم، فصل در را، خانواده ها این خاص حالات از ی΄ͬ
مدل برآوردگرهای مجانبی رفتار ͬ کنیم. م تشریح ی΁ طرفه پرت داده شامل مانده های یا چوله
درستنمایی ماکسیمم برآوردگرهای ͬ دهیم م نشان و کرده بررسͬ نیز را پیشنهادی رگرسیونͬ
توزیع چ·الͬ تابع هسته از این، بر علاوه هستند. نرمال مجانبی توزیع دارای و سازگار حاصل
رفتار ͬ شود. م استفاده استوار M برآوردگرهای ساخت برای که ͬ سازیم م زیانͬ تابع پیشنهادی
توزیع این همچنین ͬ کنیم. م بررسͬ نیز را آنها مجانبی توزیع و استوار برآوردگرهای مجانبی
داده های تحلیل در را آن کاربرد و داده گسترش چندمتغیره حالت به را چوله دومدی منعطف
مطرح را رساله محتوی به ورود برای لازم مقدماتͬ مباحث ادامه در ͬ دهیم. م شرح فضایی

کرد. خواهیم

تعاریف ١. ٢
،f(·) یعنͬ آن چ·الͬ تابع اگر است دم سنگین چ·الͬ دارای X تصادفͬ متغیر .١. ٢. ١ تعریف

کند: صدق زیر رابطه در

lim
x→∞

f(xy)

f(x)
= yγ γ ∈ R.

 

ش΄ل به η > ٠ برای اگر ͬ  نامند م نیمه سنگین دم با تابع ΁ی را f(x) چ·الͬ تابع .١. ٢. ٢ تعریف
است. دم سنگین چ·الͬ تابع ΁ی h(x) که باشد f(x) = e−ηxh(x)

دارد وجود نیمه سنگین و سنگین دم توزیع های برای متفاوتͬ تعاریف علمͬ نوشته های در
گرفتیم. درنظر را (٢٠١٨) هم΄اران و ام٢١ͬ در ارائه شده تعاریف رساله این در که

مقدار بیشترین که ͬ باشد م x همچون مقداری گسسته احتمال توزیع ΁ی مد .١. ٢. ٣ تعریف
چ·الͬ تابع که ͬ باشد م x مقدار پیوسته احتمال توزیع برای مد ͬ گیرد. م را احتمال جرم تابع

است. قله در مد بنابراین است مطلق) (ماکسیمم مقدار حداکثر احتمال

را خود مطلق ماکسیمم چ·الͬ تابع آنها ازای به که xهایی تنها مد، رسمͬ تعریف طبق
چ·الͬ توابع که xهایی رساله، این سراسر در اما ͬ شوند م گرفته درنظر مد عنوان به ͬ گیرند، م

ͬ شوند. م گرفته نظر در مد عنوان به ب·یرند، نیز را خود نسبی ماکسیمم آنها ازای به
21Omey



۵ خطͬ رگرسیون مدل

خطͬ رگرسیون مدل ١. ٣
متغیر چند یا ΁ی و Y ͺپاس متغیر بین ارتباط مدل بندی برای تقریبی خطͬ، رگرسیون مدل
و مدل بندی خطͬ پیش·وی تابع با داده ها خطͬ، رگرسیون مدل در است. X تبیین٢٢ͬ
با خطͬ رگرسیون مدل ΁ی ͬ شوند. م برآورد داده ها از استفاده با مدل نامعلوم پارامترهای

به صورت ͬ توان م را تبینͬ متغیر p
Yi = Xiβ + ϵi, i = ١,٢, · · · , n (١. ١)

رگرسیونͬ، ضرایب بردار β = (β٠, β٢, . . . , βp)′ i−ام، مشاهده ͺپاس متغیر Yi آن در که نوشت،
که است تصادفͬ خطای مولفه ϵi و i−ام مشاهده تبیینͬ متغیرهای بعدی p معلوم بردار Xi

و برآورد برای معمول پارامتری روش های طبق بر ͬ شود. م فرض نرمال توزیع دارای معمولا
کردن بیشینه با و کرده فرض نرمال تصادفͬ متغیر را ϵi خطͬ، رگرسیون مدل های استنباط
است درست زمانͬ ϵi بودن نرمال فرض ͬ کنند. م برآورد را مدل پارامترهای درستنمایی، تابع
همیشه عمل در اما باشند. ΁سب دم های دارای و متقارن مدل، مانده های که دارد کارایی و
یا چوله شدت به که ͬ شویم م مواجه نامتقارنͬ داده های با ͽمواق بعضͬ در نیست. اینگونه
جای به را ϵi توزیع هستند، چول·ͬ دارای مانده ها که زمانͬ هستند. پرت داده های شامل
توزیع نیز پرت داده شامل داده های برای یا ͬ گیرند م درنظر چوله توزیع ΁ی بودن نرمال
روش های (١. ١) مدل پارامترهای برآورد برای ͬ کنند. م انتخاب دم سنگین توزیع های را ϵi
کمترین روش خطͬ، رگرسیون در معمول ناپارامتری روش های از دارند. وجود نیز ناپارامتری

معادله جواب OLS برآوردگر است. (OLS) دوم٢٣ توان های

min

n∑
i=١

ϵ٢i

ͬ شود. م حاصل آن دادن قرار صفر برابر و j = ٠, ١, · · · , p برای βjها به نسبت گرفتن مشتق با
در و است حساس بسیار پرت داده شامل مانده های یا چوله مانده های به نیز OLS روش
رگرسیون غیرنرمال، خطاهای برای مناسب ناپارامتری روش های از ی΄ͬ ندارد. کارایی عمل

ͬ کنیم. م تشریح خطͬ حالت در را آنها کلͬ چارچوب اختصار به ادامه در که است استوار٢۴

استوار رگرسیون ١. ٣. ١
خوبی عمل΄رد OLS روش باشند، پرت داده های شامل داده ها اگر (١. ١) خطͬ رگرسیون مدل در
قرار استفاده مورد خطͬ رگرسیون استوار روش های موقعیت هایی، چنین در داشت. نخواهد

22Explanatory variable
23Ordinary least squares
24Robust



ملزومات و پیش نیازها ۶
برآوردگرهای قسمت این در ما که دارند وجود استوار روش های از مختلفͬ انواع ͬ گیرند. م
زیان تابع کردن کمینه دنبال به M برآوردگرهای روش در ͬ دهیم. م قرار بررسͬ مورد را ٢۵M

یعنͬ هستیم رگرسیون ضرایب به نسبت ρ(·)

β̂M = argmin
β

n∑
i=١

ρ

yi − p∑
j=٠

xijβj

 . (١. ٢)

باشد: زیر به صورت هدف معادله است مم΄ن همچنین

min
β

n∑
i=١

ρ (ui) = min
β

n∑
i=١

ρ

(
yi −

∑p
j=٠ xijβj
σ

)

به وسیله σ برآورد به نیاز ،(١. ٢) مسئله برای این صورت، در
σ̂ =

median|ei −median(ei)|
٠٫۶٧۴۵

.((٢٠١۴) پراتیوی٢۶ و (سوسانتͬ ei = yi −
∑p

j=٠ xijβj آن در که داریم
برابر β به نسبت (١. ٢) هدف تابع اول مشتق

n∑
i=١

xijψ

(
yi −

∑p
j=٠ xij
σ̂

)
= ٠, j = ٠,٢, ..., p (١. ٣)

ͽواق در کردند. حل وزن تابع معرفͬ با را (١. ٣) معادله (١٩٩٨) اسمیت٢٧ و دراپر است.
نوشت ͬ توان م

n∑
i=١

wixij

yi − p∑
j=٠

xij

 = ٠, j = ١,٢, ..., p (۴ .١)

طبق بر ͬ کنند. م حل IRLS روش با را (۴ .١) معادله .wi = w

(
yi −

∑p
j=٠ xij
σ̂

)
آن در که

شرایط با M برآوردگرهای ،(٢٠١٩) هم΄اران و مارونا٢٨
است |ϵ| حسب بر نزولͬ تابع ρ(ϵ) .١

ρ(٠) = ٠ .٢
ρ(ϵ) < ρ(∞) که طوری به است صعودی ϵ > ٠ برای ρ(ϵ) .٣

است برقرار نیز ρ(∞) = ١ فرض باشد، متناهͬ ρ اگر .۴
25M−estimator
26Susanti and Pratiwi
27Draper and Smith
28Maronna



٧ تعمیم یافته جمعͬ و خطͬ مدل های
ψ(ϵ) ≥ ٠ ،ϵ ≥ ٠ برای و است فرد تابع ψ(·) .۵

که طوری به هستند ν

n
واریانس و β میانگین با نرمال مجانبی توزیع دارای و سازگار

ν =
EF

(
ψ٢(ϵ)

)
EF (ψ′(ϵ))٢

.

نسبت M برآوردگر مجانبی کارایی اگر خاص حالت در است. دلخواه توزیع تابع F آن در که
ͬ گیرند. م نظر در نرمال توزیع را F باشد، نظر مد نرمال به

تعمیم یافته جمعͬ و خطͬ مدل های ۴ .١
احتمال (چ·الͬ) تابع دارای مستقل به طور ،i = ١, . . . , n برای ،yi مشاهدات کنید فرض
مدل ΁ی چارچوب (١٩٧٢) ٢٩ ودربرن و نلدر بر بنا باشند. E(Yi) = µi میانگین با f(yi|θi)

ͬ شود. م تعریف زیر صورت به (GLM) ٣٠ تعمیم یافته خطͬ
به را ،µ ،ͺپاس متغیر میانگین که باشد ی΄نوا معلوم پیوند تابع ΁ی ،g(·) تابع کنید فرض

نوشت: ͬ توان م بنابراین ͬ کند. م مرتبط تبیینͬ متغیرهای
g(µ) = Xβ

n× p معلوم طرح ماتریس X و بعدی p+ ١ پارامترهای بردار β = (β٠, β١, . . . , βp)′ آن، در که
تابع ΁ی و نیست خطͬ تبیینͬ متغیرهای به µ پارامتر پیوند کلͬ به طور مدل، این در است.
رده از مثالͬ به عنوان ͬ کند. م مشخص را Xβ خطͬ تابع و µ بین ارتباط ،g(·) مانند پیوند
بیان شده مطالب بنابر برد. نام را ٣١΁لجستی رگرسیون ͬ توان م تعمیم یافته خطͬ مدل های
اگر باشد. خطͬ تبیینͬ متغیرهای و g(µ) بین رابطه که دارد کاربرد زمانͬ GLM مدلهای رده
درستͬ تقریب GLM مدل های رده باشد غیرخطͬ رابطه این تببیینͬ متغیرهای از برخͬ برای
مدل ،(١٩٩٠) تیبشیران٣٢ͬ و هیستͬ صحیح، مدل بندی برای موقعیتͬ چنین در بود. نخواهد

کردند: تعریف زیر به صورت را تعمیم یافته٣٣ جمعͬ

g(µ) = Xβ +
J∑

j=١
hj(xj)

ماتریس X = (X١,X٢, . . . ,XJ ′) بعدی، J ′ پارامترهای بردار β = (β١, β٢, . . . , βJ ′) آن، در که
j = برای xjها و xj تبیینͬ متغیر از هموار ناپارامتری تابع hj(·) بعدی، n × J ′ معلوم طرح

29Nelder and Wedderburn
30Generalized linear model
31Logistic Regression
32Hastie and Tibshirani
33Generalized additive model (GAM)



ملزومات و پیش نیازها ٨
با تبیینͬ متغیرهای مشاهدات از n طول با بردارهایی i = ١,٢, . . . , J ′ برای Xiها و ١,٢, . . . , J
میانگین مدل بندی برای پیوند تابع از استفاده با GAM مدل های رده هستند. غیرخطͬ اثرات
ش΄ل و مقیاس پارامترهای برای GAM مدل رده ͬ شود. م استفاده ͺپاس متغیر م΄ان) ( پارامتر

داد. خواهیم شرح بعدی بخش در که است شده ارایه نیز

مقیاس م΄ان، پارامترهای برای تعمیم یافته جمعͬ مدل های ١ .۴ .١
ش΄ل و

چارچوب ΁ی ش΄ل٣۴ و مقیاس م΄ان، پارامترهای برای تعمیم یافته جمعͬ مدل های رده
وسیع طیف ΁ی است. کرده فراهم ͺپاس متغیر ΁ی برای منعطف کاملا و کلͬ مدل بندی
برای ͬ شوند، م شامل نیز را دم سنگین و چوله توزیع های که گسسته، و پیوسته توزیع های از
مشاهده برای شده اند. تعبیه R محیط در gamlss بسته افزار در و معرفͬ ͺپاس متغیر توزیع
از برخͬ کنید. مراجعه (٢٠١٧) هم΄اران و استاسینوپولوس به ͬ توانید م توزیع ها این فهرست
که داد، نشان τ و ν ،σ ،µ با را آنها ͬ توان م که ͬ شوند م شامل را پارامتر چهار تا توزیع ها این
(مثل ش΄ل و معیار) انحراف (مثل مقیاس میانگین)، (مثل م΄ان پارامترهای بیانگر ترتیب به
ͺپاس توزیع پارامترهای همه GAMLSS مدل بندی چارچوب در هستند. کشیدگͬ) و چول·ͬ
تبیینͬ متغیرهای از هموار ناپارامتری توابع از جمعͬ ترکیبی یا پارامتری صورت به ͬ توان م را
مدلͬ صورت به را ناپارامتری و پارامتری بخش دو از آمیخته ای ͬ توان م البته کرد. مدل بندی

گرفت. نظر در نیز نیمه پارامتری
تابع دارای مستقل به طور ،i = ١, . . . , n برای ،yi مشاهدات کنید فرض شروع برای
باشند. θi = (θ١i, θ٢i, θ٣i, θ۴i)′ = (µi, σi, νi, τi)

′ پارامترهای بردار با f(yi|θi) احتمال (چ·الͬ)
تعریف زیر صورت به GAMLSS مدل ΁ی چارچوب (٢٠٠۵) استاسینوپولوس و ری·بی بر بنا

ͬ شود. م
θk پارامتر که باشد ی΄نوا معلوم پیوند تابع ΁ی ،k = ١,٢,٣,۴ برای ،gk(·) تابع کنید فرض

نوشت: ͬ توان م بنابراین ͬ کند. م مرتبط تبیینͬ متغیرهای به را

gk(θk) = Xkβk +

Jk∑
j=١

hjk(xjk) (۵ .١)

Xk =
(
X١k,X٢k, . . . ,XJ ′

kk

) بعدی، J ′
k پارامترهای بردار βk = (β١k, β٢k, . . . , βJ ′

kk
) آن، در که

xjkها و xjk تبیینͬ متغیر از هموار ناپارامتری تابع hjk(·) بعدی، n× J ′
k معلوم طرح ماتریس

مشاهدات از n طول با بردارهایی i = ١,٢, . . . , J ′
k برای Xikها و j = ١,٢, . . . , Jk برای

چارچوب در را نیمه پارمتری مدل ΁ی (۵ .١) مدل هستند. غیرخطͬ اثرات با تبیینͬ متغیرهای
ͬ دهد. م تش΄یل θk پارامتر برای GAM مدل های

34Generalized Additive Models for Location, Scale, and Shape (GAMLSS)



٩ تعمیم یافته جمعͬ و خطͬ مدل های
صورت به پایه توابع بسط رهیافت ΁کم با ͬ توان م را متغیرها هموار اثرات (۵ .١) مدل در
اساس بر که است پایه ماتریس ΁ی Z آن در که داد نمایش ،h(x) = Zγ مشابه تصادفͬ، اثر ΁ی
دارای ͬ شود م فرض که است تصادفͬ (اثرات) ضرایب از برداری γ و ͬ شود م ساخته x مقادیر
به نیز را تصادفͬ اثرات ͬ توان م که است ͹نمایش، واض این با است. چندمتغیره نرمال توزیع
داده های مدل بندی بنابراین کرد. اضافه جمعͬ صورت به پارامتر، هر برای ،(۵ .١) پیش·وی
نیز GAMLSS مدل های رده چارچوب در فضایی و زمانͬ سری طولͬ، داده های مثل وابسته

است. ام΄ان پذیر
ͬ توان م ش΄ل و مقیاس م΄ان، پارامترهای از کدام هر برای را (۵ .١) مدل مقدمه، این با

صورت به

g١(µ) = X١β١ +
J١∑
j=١

Zj١γj١

g٢(σ) = X٢β٢ +

J٢∑
j=١

Zj٢γj٢

g٣(ν) = X٣β٣ +

J٣∑
j=١

Zj٣γj٣

g۴(τ ) = X۴β۴ +

J۴∑
j=١

Zj۴γj۴

تعریف قبل مشابه Xk و βk و هستند بعدی n بردارهای τ و ν ،σ ،µ آن در که داد نمایش
هستند تبیینͬ متغیرهای به وابسته بعدی n×qjk معلوم پایه ماتریس Zjk همچنین ͬ شوند. م
وارون G−١

jk آن در که است γjk ∼ Nqjk(٠,Gjk
−١) پذیره با بعدی qjk تصادفͬ بردار γjk و

به است مم΄ن که است Gjk = Gjk(λjk) متقارن ماتریس بعدی qjk × qjk (تعمیم یافته)
توزیع ΁ی دارای γjk ضرایب بردار باشد، نامنفرد Gjk ماتریس اگر باشد. وابسته λjk ابرپارامتر
ͬ توان م مثال، به عنوان .exp(− ١٢λjkγ′

jkGjkγjk) با است متناسب آن چ·الͬ که است ناسره
فضایی داده های برای ((٢٠٠۵) هلد٣۶ و رو ،CAR ) فضایی٣۵ شرطͬ اتورگرسیو تصادفͬ اثر به

دارد. ناسره توزیع ΁ی که کرد اشاره مشب΄ه ای
را جمعͬ اثرات از مختلفͬ انواع G و Z ماتریس های برای مختلف ساختارهای تعیین
اثرات و زمانͬ سری متغیرها، هموار تصادفͬ، مولفه های شامل اثرات این ͬ دهد. م نتیجه
تاوانیده٣٧ اسپلاین های مانند مختلفͬ انتخاب های هموار مولفه های برای ͬ شوند. م فضایی
وجود موضعͬ چندجمله ای های و سوم٣٩، درجه اسپلاین های ،((١٩٩۶) مارکس٣٨ و (ایلرز

35Spatial Conditional Autoregressive
36Rue and Held
37Penalized splines
38Eilers and Marx
39Cubic splines



ملزومات و پیش نیازها ١٠
دارند.

ͺپاس متغیر شرطͬ توزیع که ͬ کند م فراهم را ام΄ان این GAMLSS مدل بندی چارچوب
آن از خارج چه نمایی توزیع های خانواده از چه دلخواهͬ توزیع هر تصادفͬ)، اثرات شرط (به
محدودیت، ΁ی به عنوان البته ͬ شود. م محسوب خوب و منعطف خیلͬ ویژگͬ ΁ی این باشد.

باشد. نرمال باید تصادفͬ اثرات توزیع

اسپلاین ها ۵ .١
پایه بر هموارکننده های ͬ شود. م اطلاق نمودارها رسم برای به وسیله ای اسپلاین ها، اصطلاح
قطعه ای رگرسیون توابع اسپلاین ها هستند. ناپارامتری رگرسیون از شیوه هایی اسپلاین ها،
رگرسیونͬ توابع ،ͽواق در ͬ شوند. م متصل هم به ͬ شوند، م نامیده گره که نقاطͬ در که هستند
ی΄دی·ر به گره ها در قطعات این و ͬ شوند م داده برازش گره دو بین ناحیه داخل در متفاوتͬ
تحلیل گر توسط گره ها م΄ان و تعداد اسپلاین ها وسیله به مدل برازش برای ͬ شوند. م متصل
رگرسیون۴٠ͬ، اسپلاین های مانند اسپلاین ها از مختلفͬ انواع عمل در ͬ شود. م مشخص
اسپلاین ها از مختلفͬ انواع ترکیب همچنین دارند. وجود طبیع۴٣ͬ و م΄عبی۴٢ هموارساز۴١،

مدل .((١٩٩۶) مارکس و ͬ گیرند(ایلرز م قرار استفاده مورد اسپلاین نوع ΁ی به عنوان
yi = h(xi) + ϵi

جمله عبارت ϵi و تبیینͬ متغیر xi ،ͺپاس متغیر yi آن در که ب·یرید درنظر i = ١, · · · , n برای را
حل با که است h(·) هموار تابع برآورد مسئله است. خطا
min
h

n∑
i=١

(yi − h(xi))
٢

به صورت تاوان قسمت کردن اضافه با مسئله این همچنین ͬ آید. م به دست
min
h

n∑
i=١

(yi − h(xi))
٢ + α

∫ b

a
(h′′(x))٢dx

است. هموار پارامتر α > ٠ آن در که ͬ شود م بیان

فضایی آمار ۶ .١
وابستگͬ آنها بین و نیستند ی΄دی·ر از مستقل داریم، کار و سر آنها با اغلب که داده هایی
به نسبت که داده ها نوع این به باشد. آنها جغرافیایی موقعیت از ناشͬ ͬ تواند م که دارد وجود

40Regression splines
41Smoothing
42Cubic
43Natural



١١ فضایی آمار
به عنوان ͬ گویند. م فضایی۴۴ داده های دارد، وجود وابستگͬ آنها بین گرفتن شان قرار موقعیت
درصد تهران، شهر مختلف مناطق در هوا آلودگͬ میزان ͬ توان م داده ها نوع این از مثال هایی
استان ΁ی مختلف نقاط در زیرزمینͬ آب های مقدار و معدن ΁ی مختلف نقاط در طلا خلوص

برد. نام را

فضایی داده های ١ .۶ .١
مطالعه مورد فضای در آن جغرافیایی موقعیت با داده هر نمایش فضایی، داده های ͬ های ویژگ از
با و دارند بیشتری وابستگͬ باشند، نزدی΄تر جمͽ آوری شده فضایی داده های هرچه قدر است.
گروه سه به فضایی داده های ͬ یابد. م کاهش آنها وابستگͬ داده ها، موقعیت بین فاصله افزایش

ͬ شوند. م تقسیم نقطه ای۴٧ ال·وهای و مشب΄ه ای۴۶ داده های زمین آماری۴۵، داده های

زمین آماری داده های
ͬ شوند. م مشاهده پیوسته ناحیه ای در مشخص و ثابت موقعیت های در زمین آماری داده های
باشد. داشته وجود هم دی·ری موقعیت های جغرافیایی، موقعیت دو بین است مم΄ن یعنͬ

باشد. گسسته یا پیوسته است مم΄ن مطالعه مورد متغیر البته

مشب΄ه ای داده های
مشاهده شده موقعیت های بین یعنͬ هستند، ناحیه ای م΄ان های مختص مشب΄ه ای داده های
باشند. نامنظم یا منظم م΄ان ها این است مم΄ن ندارد. وجود جدید موقعیت ΁ی یافتن ام΄ان
از مثال هایی استان، هر اقتصادی رشد نرخ و کشور ΁ی مختلف استان های در سرقت ها تعداد

هستند. داده ها نوع این

نقطه ای ال·وی
متغیر ΁ی خود مشاهده شده، موقعیت آنها در که هستند داده هایی نقطه ای ال·وی داده های
منظم۴٩ ،(CSR) فضایی۴٨ تصادفͬ کامل به طور دسته سه به عمدتا داده ها این است. تصادفͬ
است. زلزله مراکز موقعیت مشاهدات، نوع این برای مثال ΁ی ͬ شوند. م تقسیم خوشه ای۵٠ و

44Spatial data
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ملزومات و پیش نیازها ١٢
تشریح اختصار به را تصادفͬ میدان بعد بخش در رساله این در شده ذکر کاربردهای به توجه با

ͬ کنیم. م

تصادفͬ میدان ٢ .۶ .١
به صورت را Z(·) تصادفͬ میدان

Z(s) = µ(s) + δ(s), s ∈ D ⊂ Rd; d ≥ ٢ (۶ .١)

مقیاس تغییرات δ(·) و روند۵٢ یا بزرگ۵١ مقیاس تغییرات µ(·) آن در که ͬ کنیم م تجزیه
n با فضایی رگرسیون تحلیل در ͬ شود. م نامیده تصادفͬ میدان خطای فرآیند یا ۵٣΁کوچ
خطͬ تابعͬ صورت به را روند ͬ توان م تبیینͬ، متغیرهای حضور با و تصادفͬ میدان از مشاهده

صورت به تبیینͬ متغیرهای و رگرسیونͬ ضرایب از

µ(si) = x′(si)β i = ١, . . . , n

درایه های با بعدی p تبیینͬ متغیرهای بردار x(si) و β = (β٠, . . . , βp)′ آن در که داد نشان
ͬ توان م مدل، در مبدا از عرض پارامتر گرفتن نظر در برای است. ،j = ١, . . . , p برای ،xj(si)

.x١(si) = ١ داد قرار
میدان وابستگͬ ساختار بر ساده تری پذیره های اغلب فضایی داده های مدل بندی برای
فضایی آمار ادبیات در است. تصادفͬ میدان بودن مانا آنها از ی΄ͬ ͬ کنند. م اعمال Z تصادفͬ
مانای ͬ شود، م استفاده عمل در معمولا که آنها ͬ ترین عموم از ی΄ͬ که دارند وجود مانایی انواع

است. ذاتͬ

هرگاه است، ذاتͬ مانای Z(·) تصادفͬ میدان ذاتͬ). (مانای ١ .۶ .١ تعریف
١) E [Z(s)] = µ

٢) V ar(Z(s١)− Z(s٢)) = ٢γ(s١ − s٢), s١, s٢ ∈ D ⊂ Rd.

تصادفͬ میدان میانگین یعنͬ ͬ شود. م نامیده واریوگرام و است مثبت تابعͬ γ(·) آن در که
و s١ موقعیت های فاصله از تابعͬ فقط (Z(s١)− Z(s٢)) عبارت واریانس و s از مستقل و ثابت

است. s٢
شود. مͬ استفاده بودن نرمال پذیره از δ(s) برای کاربردها اغلب در معمولا

51Large Scale Variation
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١٣ رساله این در استفاده شده چ·الͬ توابع

رساله این در استفاده شده چ·الͬ توابع ١. ٧
را گرفته اند قرار استفاده مورد رساله این در که مختلفͬ توزیع های چ·الͬ توابع بخش این در

ͬ کنیم. م فهرست

س΄انت ΁هایپربولی توزیع
ͬ شود: م تعریف زیر صورت به (HS) س΄انت۵۴ ΁هایپربولی توزیع چ·الͬ تابع

f(x) =
١
πσ

٢ exp
(x−µ

σ

)
exp

(٢x−µ
σ

)
+ ١ , x ∈ R

X ∼ HS(µ, σ) نماد از توزیع نمایش برای است. مقیاس پارامتر σ و م΄ان پارامتر µ آن در که
ͬ کنیم. م استفاده

چوله نرمال توزیع
است: شده تعریف زیر صورت به (SN) چوله۵۵ نرمال چ·الͬ تابع

f(x) =
٢
σ
ϕ

(
x− µ

σ

)
Φ

(
α

(
x− µ

σ

))
, x ∈ R

تابع این در هستند. استاندارد نرمال توزیع و چ·الͬ توابع ترتیب به Φ(·) و ϕ(·) آن در که
برای .((١٩٨۵) (آزالینͬ هستند چول·ͬ پارامتر α و مقیاس پارامتر σ م΄ان، پارامتر µ چ·الͬ،

ͬ کنیم. م استفاده X ∼ SN(µ, σ, α) نماد از توزیع نمایش

چوله استیودنت t توزیع
است: شده داده زیر صورت به (SSt) چوله۵۶ استیودنت t چ·الͬ تابع

f(x) =
٢
σ
t

((
x− µ

σ

)
; ν

)
T

α(x− µ

σ

)√√√√ ν + ١
ν +

(x−µ
σ

)٢ ; ν + ١
 , x ∈ R

استیودنت۵٧ t توزیع برای تجمعͬ توزیع و چ·الͬ توابع ترتیب به T (·; ν) و t(·; ν) آن در که
α و مقیاس پارامتر σ م΄ان، پارامتر µ همچنین هستند. ν آزادی درجه با استاندارد (St)
SSt ∼ نماد از توزیع نمایش برای .((٢٠١٣) آزالینͬ و (آرلانووال۵٨ هستند چول·ͬ پارامتر

ͬ کنیم. م استفاده HS(µ, σ, α, ν)
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ملزومات و پیش نیازها ١۴
س΄انت ΁هایپربولی بتا توزیع

است شده پیشنهاد (٢٠١٠) وگان۶٠ و فیشچر توسط ،(BHS) س΄انت۵٩ ΁هایپربولی بتا توزیع
ͬ شود: م داده زیر صورت به

f(x) =
١

σB (a, b)
G

(
x− µ

σ

)(a−١)(١ −G

(
x− µ

σ

))(b−١)
g

(
x− µ

σ

)
, x ∈ R

µ چ·الͬ تابع این در ͬ باشند. م HS توزیع و چ·الͬ توابع ترتیب به G(·) و g(·) آن در که
نماد از توزیع نمایش برای هستند. ش΄ل پارامترهای b و a مقیاس، پارامتر σ م΄ان، پارامتر

ͬ کنیم. م استفاده X ∼ BHS(µ, σ, a, b)

تعمیم یافته س΄انت ΁هایپربولی توزیع
بررسͬ مورد (٢٠٠٢) وگان توسط که (GSH) تعمیم یافته۶١ س΄انت ΁هایپربولی چ·الͬ تابع

با: است برابر گرفت قرار
f(x) = c١(t)

exp
(
c٢(t)

(x−µ
σ

))
exp

(٢c٢(t) (x−µ
σ

))
+ ٢a(t) exp (c٢(t) (x−µ

σ

))
+ ١ , x ∈ R

آن در که
a(t) = cos(t), c٢(t) =

√
(π٢ − t٣/(٢, c١(t) = c٢(t) sin(t)/t, −π < t ≤ ٠

a(t) = cosh(t), c٢(t) =
√

(π٢ + t٣/(٢, c١(t) = c٢(t) sinh(t)/t, t > ٠.
توزیع نمایش برای هستند. کشیدگͬ پارامتر t و مقیاس پارامتر σ م΄ان، پارامتر µ توزیع این در

ͬ کنیم. م استفاده X ∼ GSH(µ, σ, t) نماد از

چوله تعمیم یافته س΄انت ΁هایپربولی توزیع
(٢٠٠٢) وگان و فیشر توسط که (SGSH) چوله۶٢ تعمیم یافته س΄انت ΁هایپربولی چ·الͬ تابع

ͬ شود: م داده زیر صورت به شد معرفͬ
f(x) =

٢
γ +

١
γ

( ١
σ
g

((
x− µ

γσ

))
I(x ≤ µ) +

١
σ
g

(
γ

(
x− µ

σ

))
I(x > µ)

)
, x ∈ R

پارامتر µ چ·الͬ تابع این در ͬ باشند. م نشانگر تابع I(·) و GSH چ·الͬ تابع f(x) آن در که
از توزیع نمایش برای هستند. چول·ͬ پارامتر λ و کشیدگͬ پارامتر t مقیاس، پارامتر σ م΄ان،

ͬ کنیم. م استفاده X ∼ SGHS(µ, σ, t, γ) نماد
59Beta Hyperbolic Secant
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١۵ رساله این در استفاده شده چ·الͬ توابع
نرمال بتا توزیع

تابع دارای و است شده معرفͬ (٢٠٠٢) هم΄اران و یوجین توسط ،(BN) نرمال۶٣ بتا توزیع
ش΄ل به چ·الͬ

f(x) =
١

σB (a, b)
Φ

(
x− µ

σ

)(a−١)(١ − Φ

(
x− µ

σ

))(b−١)
ϕ

(
x− µ

σ

)
, x ∈ R

تابع این هستند.در استاندارد نرمال توزیع و چ·الͬ توابع ترتیب به Φ(·) و ϕ(·) آن در که است
توزیع نمایش برای هستند. ش΄ل پارامترهای b و a مقیاس، پارامتر σ م΄ان، پارامتر µ چ·الͬ،

ͬ کنیم. م استفاده X ∼ BN(µ, σ, a, b) نماد از

توانͬ لوگ−داگوم توزیع
چ·الͬ تابع است. شده ارائه (٢٠١٩) هم΄اران و باکوچ۶۵ توسط (PLD) توان۶۴ͬ لوگ−داگوم

از عبارتست توزیع این

f(x) = ζ

(
ν + ρ

∣∣∣∣x− µ

σ

∣∣∣∣ν−١) exp−
(
ν x−µ

σ + sign
(x−µ

σ

) ( ρ
ν

) ∣∣x−µ
σ

∣∣ν)(١ + exp−
(
νx+ sign

(x−µ
σ

) ( ρ
ν

) ∣∣x−µ
σ

∣∣ν))ζ+١ , x ∈ R

نمایش برای هستند. ش΄ل پارامترهای ζ و ρ ،ν و مقیاس پارامتر σ م΄ان، پارامتر µ آن در که
X ∼ PLD(ν, ρ, ζ) نماد از σ = ١ و µ = ٠ ͬ که هنگام و X ∼ PLD(µ, σ, ν, ρ, ζ) نماد از توزیع

ͬ کنیم. م استفاده

دومدی−ی΁ مدی نامتقارن توانͬ نرمال توزیع
به صورت را (ABPN) دومدی−ی΁ مدی۶٧ نامتقارن توانͬ نرمال (٢٠١٨) هم΄اران و بولفرون۶۶ͬ

کردند: معرفͬ زیر

f(x) = ٢α ٢α−١
٢α − ١ϕ

(
x− µ

σ

)(
Φ(

∣∣∣∣x− µ

σ

∣∣∣∣))α−١
Φ

(
β
x− µ

σ

)
, x ∈ R

پارامترهای هستند. استاندارد نرمال توزیع و چ·الͬ توابع ترتیب به Φ(·) و ϕ(·) آن در که
نماد از توزیع نمایش برای هستند. مقیاس پارامتر σ و م΄ان پارامتر µ ،β و α از عبارتند ش΄ل

ͬ کنیم. م استفاده X ∼ ABPN(α, β, µ, σ)
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ملزومات و پیش نیازها ١۶
نرمال ΁لوگ−لوجستی آد توزیع

(٢٠١٨) هم΄اران و دووارت توسط (OLLN) نرمال ΁لوگ−لوجستی آد توزیع چ·الͬ تابع
شد: معرفͬ زیر به صورت

αΦ
(x−µ

σ

)α−١ (١ − Φ
(x−µ

σ

))α−١[
Φ
(x−µ

σ

)α
+
(١ − Φ

(x−µ
σ

))α]٢ ϕ
(
x− µ

σ

)

α همچنین هستند. استاندارد نرمال توزیع و چ·الͬ توابع ترتیب به Φ(·) و ϕ(·) آن در که
نماد از توزیع این نمایش برای هستند. مقیاس پارامتر σ و م΄ان پارامتر µ ش΄ل، پارامتر

ͬ کنیم. م استفاده X ∼ OLLN(α, µ, σ)

St نیمه توزیع
ͬ باشد: م زیر به صورت St نیمه توزیع چ·الͬ تابع

f(x) =
٢Γ(ν + ١)
σ
√
νπΓ( ν٢)

١ +

(x−µ
σ

)٢
ν


(
− ν+١٢

)
, x ∈ R

هستند. مقیاس پارامتر σ و م΄ان پارامتر µ آزادی، درجه ν آن در که

کوشͬ نیمه توزیع
است: زیر به صورت کوشͬ نیمه توزیع چ·الͬ تابع

f(x) =
٢
σπ

١
١ +

(x−µ
σ

)٢ , x ∈ R

هستند. مقیاس پارامتر σ و م΄ان پارامتر µ آن در که





آن تعمیم های و س΄انت ΁هایپربولی توزیع ١٨

٢ فصل
و س΄انت ΁هایپربولی توزیع

آن تعمیم های
بخش در ͬ دهیم. م قرار بررسͬ مورد را س΄انت ΁هایپبولی توزیع فصل این در
جالب، ͬ های ویژگ با س΄انت، ΁هایپربولی توزیع از جدید تعمیم دو فصل این اول
خطͬ رگرسیون مدل ΁ی به را داده ها نیمه دم سنگینͬ ویژگͬ ͬ کنیم. م معرفͬ
پارامترهای ML برآوردگرهای مجانبی ͬ های ویژگ خاص، طور به ͬ دهیم. م بسط
است ͬ شده معرف جدید توزیع های دارای خطا عبارت که هنگامͬ را رگرسیون
ML برآوردکننده های مقایسه با را شبیه سازی مطالعات ͬ کنیم. م بررسͬ را
انجام خطا، جمله توزیع برای مختلفͬ پذیره های تحت رگرسیون پارامترهای
بودن دم نیمه سنگین برتری تا ͬ هیم م ارائه واقعͬ مثال سه همچنین ͬ دهیم. م
فصل، این دوم بخش در دهیم. نشان بودن دم سنگین به نسبت را خطا عبارت
در را انعطافͬ باشد، کم داده ها کل به نسبت پرت نقاط تعداد اینکه فرض با
جدید رگرسیونͬ مدل ΁ی منظور بدین ͬ کنیم. م ایجاد رگرسیونͬ مدل بندی
نیمه سنگین دم دارای ͅ ها پاس که ͬ کنیم م معرفͬ ‐مقیاس م΄ان نیمه پارامتری
در همچنین ͬ باشند. م س΄انت ΁هایپربولی متقارن توزیع اساس بر و هستند
توسعه چندمتغیره حالت به را س΄انت ΁هایپربولی توزیع فصل این سوم بخش
نیمه دم سنگین توزیع های از بتوانیم نیز چندمتغیره داده های در تا ͬ دهیم م
اونق، ،(٢٠١٨) باغیشنͬ و نزاکتͬ اونق، مقالات فصل این از کنیم. استفاده
شده اند. استخراج (٢٠٢٠) نزاکتͬ و باغیشنͬ اونق، و (١٣٩٩) نزاکتͬ و باغیشنͬ



١٩ س΄انت ΁هایپربولی توزیع از چوله تعمیم هایی

س΄انت ΁هایپربولی توزیع از چوله تعمیم هایی ٢. ١
از استفاده با پرت داده های و کرانگین مقادیر تحلیل روی قابل  توجهͬ مطالعات ͬ که درحال
دم نیمه سنگین داده های رفتار درباره اندکͬ اطلاعات شده اند، انجام سنگین دم توزیع های
همچنین است. پرت به مش΄وک داده چند شامل داده ها که هنگامͬ به ویژه دارد؛ وجود
ͬ توان م نمونه عنوان به که دارند وجود دم نیمه سنگین متقارن توزیع های روی کمͬ مطالعات
وگان برد. نام را ͬ گیرد م نشات ((١٩٢١) (فیشر از ،(٢٠١٣) فیشچر براساس که HS توزیع
و کرد معرفͬ (GSH) ١ تعمیم یافته س΄انت ΁هایپربولی نام با را HS توزیع چوله مدل (٢٠٠٢)
΁ی از چوله دی·ر مدل کردند. اضافه SGSH عنوان با دی·ر جای·زین ΁ی (٢٠٠٢) وگان و فیشر
است. شده پیشنهاد (٢٠١٠) وگان و فیشر توسط که است BHS توزیع نیمه سنگین، دم با توزیع
هستند. پیچیده ای تجمعͬ توزیع توابع و احتمال ͬ های چ·ال دارای چوله مدل های این
بالایی محاسباتͬ پیچیدگͬ که دارد وجود نامتناهͬ سری آنها گشتاورهای محاسبه در مثلا
در مربوطه پارامترهای درستنمایی ماکسیمم برآوردگرهای مجانبی رفتار علاوه برآن، دارد.
توزیع های نشده اند. ͽواق بحث مورد هستند، پرکاربرد توزیع ها این برای که خطͬ رگرسیون مدل
چ·الͬ، توابع برای ساده فرمول (١) جمله از دارند: مزیت چندین فصل این در ما پیشنهادی
که تصادفͬ نمایش داشتن (۴) و داده ها با بهتر انطباق (٣) گشتاورها، محاسبه سادگͬ (٢)
جدید توزیع های آسان به کارگیری برای کرد. تولید تصادفͬ نمونه کارا ال·وریتم های با بتوان
اثر، این نویسندگان توسط ،SHS نام با R پرکاربرد نرم افزار تحت بسته ای آمار کاربران توسط

است. دسترس قابل زیر٢ اینترنتͬ صفحه در که است شده مهیا

پیشنهادی توزیع های ٢. ١. ١
نسبتا دم های اما است نرمال توزیع با مشابه زنگوله ش΄ل به آن چ·الͬ و متقارن HS توزیع
توزیع دارای U = log(V ) آن گاه باشد، کوشͬ نیمه چ·الͬ تابع دارای V اگر دارد. سنگین تری

.(٢٠١٣ (فیشر است HS

اول پیشنهاد
است، ١ آزادی درجه با St توزیع از خاصͬ حالت کوشͬ توزیع که حقیقت این از استفاده با
باشد، ν آزادی درجه با St نیمه توزیع ΁ی Y کنید فرض بسازیم. چوله HS توزیع ͬ توانیم م

چ·الͬ تابع دارای Z = log(Y ) تصادفͬ متغیر آن گاه

f(z) = cν exp (z)

(
١ +

١
ν
exp(٢z)

)− ν+١٢
, cν =

٢Γ(ν+١٢
)

√
νπΓ

(
ν٢
) (٢. ١)

1Generalized Hyperbolic Secant
2git://github.com/jamilownuk/SHS.git



آن تعمیم های و س΄انت ΁هایپربولی توزیع ٢٠
متغیر اگر ͬ نامند. م ( SHS1 ) اول نوع چوله٣ س΄انت ΁هایپربولی توزیع را توزیع این است.
ͬ دهند. م نشان SHS1(٠, ١, ν) نماد با را آن کند پیروی SHS1 استاندارد توزیع از Z تصادفͬ
حالت X = σZ + µ صورت به تصادفͬ متغیر این به مقیاس و م΄ان پارامتر کردن اضافه با
٢. ١ ش΄ل ͬ بریم. م به کار را SHS1(µ, σ, ν) نماد حالت این در که داشت خواهیم را SHS1 ͬ تر کل
(٢. ١) چ·الͬ تابع گرفتن نظر در با ͬ دهد. م نشان ν مقادیر برخͬ برای را SHS1 ͬ های چ·ال

ν مختلف مقادیر برای SHS1 ͬ های چ·ال :٢. ١ ش΄ل

توزیع به f(x) ،ν = ١ که هنگامͬ داد نشان ͬ توان م راحتͬ به ،Z تصادفͬ متغیر برای شده داده
SHS1 توزیع ،ν > ١ یا ν < ١ هرگاه ͬ شود. م تبدیل σ مقیاس پارامتر و µ م΄انͬ پارامتر با HS

است. مثبت چوله یا منفͬ چوله ترتیب به
ͬ شود: م داده زیر صورت به SHS1 استاندارد تصادفͬ متغیر تجمعͬ توزیع تابع .٢. ١. ١ گزاره

F (z) = I exp (٢z)
ν+exp (٢z)

( ١
٢ ,

ν

٢
)

است. ناکامل بتا تابع Iy(a, b) آن در که
کنید. مراجعه آ. ١ پیوست به برهان برای برهان.

کرد. بیان ͬ توان م Z گشتاور مولد تابع برای را زیر عبارت
زیر صورت به مشخصه و گشتاور مولد تابع (٢. ١) چ·الͬ با SHS1 توزیع برای .٢. ١. ٢ گزاره

است:

M(t) =
ν

t٢Γ
(١+t٢

)
Γ
(
ν−t٢
)

√
πΓ
(
ν٢
) .

C(t) =
ν

it٢ Γ
(١+it٢

)
Γ
(
ν−it٢

)
√
πΓ
(
ν٢
) .

3Skew Hyperbolic Secant



٢١ س΄انت ΁هایپربولی توزیع از چوله تعمیم هایی
کنید. مراجعه آ. ١ پیوست به برهان برای برهان.

نوشت: زیر به صورت را توزیع گشتاورهای ͬ توان م به راحتͬ بنابراین
E (Z) =

١
٢ (log(ν) + ψν)

E
(
Z٢) = (E (Z))٢ +

١
۴ψ′

ν

E
(
Z٣) = (E (Z))٣ +

٣
٨E(Z)ψ′

ν +
١
٨ψ′′

ν

E
(
Z۴) = (E(Z))۴ +

٢۴
١۶ (E(Z))٢ψ′

ν +
٨
١۶E(Z)ψ′′

ν +
٣
١۶ψ′٢

ν +
١

١۶ψ′′′
ν

ψ′′′
ν = ،ψ′′

ν = ψ′′
( ١٢
)
− ψ′′

(
ν٢
) ،ψ′

ν = ψ′
( ١٢
)
+ ψ′

(
ν٢
) ،ψν = ψ

( ١٢
)
− ψ

(
ν٢
) آنها در که

و دوم اول، مشتق ترتیب به ψ′′′(·) و ψ′′(·) ،ψ′(·) و دای گاما۴ تابع ψ(·) و ψ′′′
( ١٢
)
+ ψ′′′

(
ν٢
)

ترتیب به که Var(Z) = π٢
۴ و E(Z) = ٠ که کرد بررسͬ ͬ توان م ν = ١ برای هستند. آن سوم

هستند. استاندارد HS توزیع واریانس و میانگین

دوم پیشنهاد
دوم نوع چوله۵ س΄انت ΁هایپربولی توزیع عنوان به HS توزیع از دی·ری تعمیم قسمت، این در

است: زیر صورت به احتمال چ·الͬ تابع توزیع، این برای ͬ کنیم. م معرفͬ را (SHS2)

f(x) =
cos
(
π٢α
)

πσ

eα(
x−µ
σ )

cosh
(x−µ

σ

) , −١ < α < ١, σ > ٠, µ ∈ R, x ∈ R. (٢. ٢)

ͬ دهیم. م نشان SHS2(µ, σ, α) نماد با را آن باشد، (٢. ٢) چ·الͬ Xدارای تصادفͬ متغیر اگر
است. چول·ͬ پارامتر به نسبت متقارن ویژگͬ دارای SHS2 که ͬ کند م تایید زیر، گزاره

.−X ∼ SHS2(−µ, σ,−α) آن گاه X ∼ SHS2(µ, σ, α) اگر .٢. ١. ٣ گزاره
کنید. مراجعه آ. ١ پیوست به برهان.

،α > ٠ یا α < ٠ که هنگامͬ ͬ شود. م HS توزیع به تبدیل توزیع است، α = ٠ که هنگامͬ
برای را SHS2 چ·الͬ تابع ٢. ٢ ش΄ل است. منفͬ یا مثبت چول·ͬ دارای ترتیب به SHS2 توزیع

ͬ دهد. م نشان α مقادیر برخͬ
است: زیر صورت به Z ∼ SHS2(٠, ١, α) تجمعͬ توزیع تابع .۴ .٢. ١ گزاره

F (z) = I e٢z
١+e٢z

(١ + α

٢ ,
١ − α

٢
)
.

کنید. مراجعه آ. ١ پیوست به برهان.
4Digamma function
5Skew hyperbolic secant



آن تعمیم های و س΄انت ΁هایپربولی توزیع ٢٢

α مختلف مقادیر برای SHS2 ͬ های چ·ال :٢. ٢ ش΄ل

Y ∼ Beta
(١+α٢ , ١−α٢

) اگر کرد. ارائه SHS2 توزیع برای ساده تصادفͬ نمایش ΁ی ͬ توان م
باشیم داشته اگر ͬ کند. م پیروی (٢. ٢) چ·الͬ با SHS2 توزیع از X =

١
٢ log

(
Y

١ − Y

)
آن گاه ،

به دست Z تصادفͬ متغیر مشخصه و گشتاور مولد توابع برای زیر گزاره های ،Z ∼ SHS2(٠, ١, α)
ͬ آیند. م

هستند: زیر صورت به ترتیب به Z مشخصه و گشتاور مولد توابع .۵ .٢. ١ گزاره
C(t) =

cos(π٢α)
cos(π٢ (α+ it))

M(t) =
cos(π٢α)

cos(π٢ (α+ t))

کنید. مراجعه آ. ١ پیوست به برهان.
داد نشان ͬ توان م ۵ .٢. ١ گزاره از استفاده با

E(Z) =
π

٢ tan
(π

٢α
)

E(Z٢) = π٢
٢٢
(١ + ٢ tan٢ (π٢α))

E(Z٣) = π٣
٢٣
(۵ tan

(π
٢α
)
+ ۶ tan٣ (π٢α))

E(Z۴) = π۴
٢۴
(۵ + ٢٨ tan٢ (π٢α)+ ٢۴ tan۴ (π٢α)) .

پیشنهادی مدل های دم  رفتار
مقایسه کوشͬ و نرمال  ͬ چ·ال توابع با را (٢. ٢) و (٢. ١) ͬ های چ·ال دم های ٢. ٣ ش΄ل در
به طور است. ΁دم سب توزیع نرمال، توزیع و دم سنگین توزیع های از کوشͬ، توزیع شده اند.
و کوشͬ توزیع از سب΁ تر دم های دارای ما پیشنهادی توزیع های که بینیم ͬ توانیم م شهودی
ͬ توان م را نتیجه این هستند. نیمه سنگین دم های دارای بنابراین و هستند نرمال از سنگین تر



٢٣ س΄انت ΁هایپربولی توزیع از چوله تعمیم هایی

(خط SHS1 چین)، (نقطه نرمال (نقطه‐خط)، کوشͬ ͬ های چ·ال برای دم ها مقایسه :٢. ٣ ش΄ل
چین) (خط SHS2 و ممتد)

دارای SHS توزیع های که ͬ دهد م نشان زیر قضیه کرد. برهان دم ها رفتار نظری مطالعه با
است. شده ارائه استاندارد حالت برای قضیه این هستند. نیمه سنگین دم های
هستند. نیمه سنگین دم  دارای دو هر ،SHS2 و SHS1 توزیع های .٢. ١. ١ قضیه

کنید. مراجعه آ. ١ پیوست به برهان.

رگرسیونͬ مدل سازی ٢. ١. ٢
مشاهدات که مواردی در خطا توزیع  بودن نرمال معمول پذیره خطͬ، رگرسیون مدل سازی در
انحراف ،ͽدرواق نیست. مناسب باشند، نیمه سنگین یا سنگین دم های دارای یا چوله ͬ توانند م
و (بارتولوجͬ باشد داشته استنباط نتایج روی مغایری تاثیرات ͬ تواند م خطاها بودن نرمال از
به که دارند وجود غیرنرمال داده های با مقابله برای متعددی راه΄ارهای .((٢٠٠۵) ساسیا۶
مقیاس  آمیخته توزیع های ،((١٩٨٩) هم΄اران و ٧ (لانگ SSt رگرسیون ͬ توان م مثال عنوان
آمیخته ،((٢٠١۶) هم΄اران و (زلر٩ چوله نرمال رگرسیون ،((٢٠١۶) لاچس و (فراریه٨ نرمال
توزیع با بیزی رگرسیون و ((٢٠١١) گالیمبرت١٠ͬ و (سوفریتͬ نرمال توزیع های از متناهͬ
این از هیچ΄دام حال، این با برد. نام را .((٢٠٢٠) هم΄اران و (سیلوا١١ منعطف خطای

6Bartolucci and Scaccia
7Lange
8Ferreira
9Zeller

10Soffritti and Galimberti
11Silva



آن تعمیم های و س΄انت ΁هایپربولی توزیع ٢۴
نداده اند. برازش خطͬ رگرسیون خطای قسمت برای را نیمه سنگین دم با توزیع هایی مدل ها
به که آمیخته، توزیع های بر مبتنͬ روش های محاسباتͬ هزینه و شناسایی١٢ قابلیت همچنین،
این در باشد. چالش برانگیز ͬ تواند م است، شده ارئه مش΄وک داده های با مقابله حل راه عنوان
نیمه سنگین دم دارای و چوله  نامتقارن، آن خطای توزیع که ͬ گیریم م درنظر را مدلͬ بخش

کنند: پیروی زیر خطͬ مدل از ،i = ١, . . . , n ،yi مشاهدات کنید فرض است.

yi = β′xi + σϵi, (٢. ٣)

و رگرسیون نامعلوم ضرایب بردار β = (β١, . . . , βp)′ تبیینͬ، متغیرهای بردار xi ∈ Rp آن در که
ϵ١, . . . , ϵn همتوزیع و مستقل تصادفͬ متغیرهای فرض کنید همچنین است. مقیاس پارامتر σ
بررسͬ جداگانه به طور را مدل هر ادامه در ͬ کنند. م پیروی SHS2(٠, ١, α) یا SHS1(٠, ١, ν) از

ͬ کنیم. م

SHS1 خطای توزیع با رگرسیونͬ مدل

مدل درستنمایی ΃ل تابع کند، پیروی SHS1(٠, ١, ν) توزیع از (٢. ٣) مدل در خطا عبارت اگر
است: زیر صورت به (٢. ٣)

ℓ(β, σ, ν) = n log

(
٢Γ
(
ν + ١

٢
))

− n

٢ log (νπ)− n log
(
Γ
(ν

٢
))

− n log (σ)

+

n∑
i=١

(
yi − β′xi

σ

)
− ν + ١

٢
n∑

i=١
log

(
١ +

١
ν
exp

(
٢yi − β′xi

σ

))
.

کار این و ندارد بسته صورت ،ML برآوردگرهای یافتن برای درستنمایی تابع ماکسیمم سازی
که برایدن‐فلچر‐گلدفارب‐شانو١٣ بهینه سازی روش مانند عددی روش های از استفاده با
است، شده معرفͬ (١٩٧٠) شانو و (١٩٧٠) گلدفارب ،(١٩٧٠) فلچر ،(١٩٧٠) برویدن توسط
محاسبه را مدل پارامترهای امتیاز بردار باید مذکور روش از استفاده برای ͬ شود. م انجام
Sn = امتیاز١۴ بردار مولفه های باشد. مدل پارامترهای بردار θ = (β′, σ, ν)′ کنید فرض کرد.

12Identifiability
13Broyden–Fletcher–Goldfarb–Shanno (BFGS)
14Score vector



٢۵ س΄انت ΁هایپربولی توزیع از چوله تعمیم هایی

هستند: زیر صورت به
({

∂ℓ (θ)

∂βj

}k

j=١
,
∂ℓ (θ)

∂σ
,
∂ℓ (θ)

∂ν

)′

∂ℓ (θ)

∂βj
=
ν + ١
σ

n∑
i=١

xij

١
ν exp

(٢yi−β′xi

σ

)
١ + ١

ν exp
(٢yi−β′xi

σ

) − ١
σ

n∑
i=١

xij , j = ١, . . . , k

∂ℓ (θ)

∂σ
=
ν + ١
σ

n∑
i=١

(
yi − β′xi

σ

) ١
ν exp

(٢yi−β′xi

σ

)
١ + ١

ν exp
(٢yi−β′xi

σ

) − ١
σ

n∑
i=١

(
yi − β′xi

σ

)
− n

σ

∂ℓ (θ)

∂ν
=
ν + ١
٢ν

n∑
i=١

(
yi − β′xi

σ

) ١
ν exp

(٢yi−β′xi

σ

)
١ + ١

ν exp
(٢yi−β′xi

σ

)
− ١

٢
n∑

i=١
log

(
١ +

١
ν
exp

(
٢yi − β′xi

σ

))

− n

٢ψ
(ν

٢
)
+
n

٢ψ
(
ν + ١

٢
)
− n

٢ν .

روش با را پارامترها ML برآوردگرهای ͬ توان م امتیاز، بردار و درستنمایی تابع گرفتن درنظر با
آورد. به دست BFGS

SHS2 خطای توزیع با خطͬ رگرسیون مدل
با مدل، درستنمایی ΃ل تابع ،(٢. ٣) مدل در خطاها برای SHS2(٠, ١, α) توزیع پذیرفتن با

ͬ آید: م به دست زیر صورت به باشد، پارامترها بردار ζ =
(
β′, σ, α

)′ اینکه فرض
ℓ(ζ) = n log

(
cos
(π

٢α
))

− n log (σ)− n log (π)

− α
n∑

i=١
yi − β′xi

σ
−

n∑
i=١

log cosh

(
yi − β′xi

σ

)
.

ℓ(ζ) درستنمایی ΃ل تابع برای S̃n =

({
∂ℓ (ζ)

∂βj

}k

j=١
,
∂ℓ (ζ)

∂σ
,
∂ℓ (ζ)

∂α

)′

امتیاز بردار مولفه های
ͬ آیند: م به دست زیر صورت به

∂ℓ (ζ)

∂βj
=α

n∑
i=١

xij
σ

+

n∑
i=١

xij
σ

tanh

(
yi − β′xi

σ

)
, j = ١, . . . , k

∂ℓ (ζ)

∂σ
=− n

σ
+ α

n∑
i=١

yi − β′xi

σ٢ +
n∑

i=١
yi − β′xi

σ٢ tanh

(
yi − β′xi

σ

)
∂ℓ (ζ)

∂α
=− n

π

٢tan
(π

٢α
)
−

n∑
i=١

yi − β′xi

σ
.

شود. استفاده BFGS روش از نیز مدل این پارامترهای ML برآوردگرهای محاسبه برای



آن تعمیم های و س΄انت ΁هایپربولی توزیع ٢۶
 ML برآوردگرهای مجانبی رفتار

کنید فرض همچنین باشد. p رتبه با n× p طرح ماتریس ΁ی Xn = (x١, . . . ,xn)
′ کنید فرض

Rp+٢ از بازی زیرمجموعه های ،SHS2 مدل پارامتری فضای Ψ و ،SHS1 مدل پارامتری فضای Θ
زیر صورت به است، پارامترها بردار به نسبت امتیاز بردار مشتق که ℓ(θ) هسͬ ماتریس باشند.

ͬ شود: م محاسبه

ℓ(٢)n =



∂٢ℓ(θ)
∂β′∂β

∂٢ℓ(θ)
∂β′∂σ

∂٢ℓ(θ)
∂β′∂ν

∂٢ℓ(θ)
∂β′∂σ

∂٢ℓ(θ)
∂σ٢

∂٢ℓ(θ)
∂σ∂ν

∂٢ℓ(θ)
∂β′∂ν

∂٢ℓ(θ)
∂σ∂ν

∂٢ℓ(θ)
∂ν٢



ͬ آیند: م به دست زیر به صورت آن مولفه های که

∂٢ℓ(θ)
∂βj∂βl

= −٢ν + ١
σ٢

n∑
i=١

xijxil

 ١
ν exp

(٢zi)(١ + ١
ν exp

(٢zi))٢


∂٢ℓ(θ)
∂βj∂σ

=
١
σ٢

n∑
i=١

xij −
ν + ١
σ٢

n∑
i=١

xij

 (٢zi) ١
ν exp

(٢zi)(١ + ١
ν exp

(٢zi))٢ +
١
ν exp

(٢zi)
١ + ١

ν exp
(٢zi)


∂٢ℓ(θ)
∂βj∂ν

=
١
σ

n∑
i=١

xij

( ١
ν exp

(٢zi)
١ + ١

ν exp
(٢zi)

)
− ν + ١

σν

n∑
i=١

 ١
ν exp

(٢zi)(١ + ١
ν exp

(٢zi))٢


∂٢ℓ(θ)
∂σ٢ = −ν + ١

σ٢
n∑

i=١

 (٢zi)٢ ١
ν exp

(٢zi)
١)٢ + ١

ν exp
(٢zi))٢ +

(٢zi) ١
ν exp

(٢zi)
١ + ١

ν exp
(٢zi)


+

١
σ٢

n∑
i=١
(٢zi)+ n

σ٢

∂٢ℓ(θ)
∂σ∂ν

=
١

٢σ
n∑

i=١

((٢zi) ١
ν exp

(٢zi)
١ + ١

ν exp
(٢zi)

)
− ν + ١

٢σν
n∑

i=١

 (٢zi) ١
ν exp

(٢zi)(١ + ١
ν exp

(٢zi))٢


∂٢ℓ(θ)
∂ν٢ = −ν + ١

٢ν٢
n∑

i=١

 ١
ν exp

(٢zi)(١ + ١
ν exp

(٢zi))٢

− ١
٢ν٢

n∑
i=١

( ١
ν exp

(٢zi)
١ + ١

ν exp
(٢zi)

)

+
١

٢ν
n∑

i=١

( ١
ν exp

(٢zi)
١ + ١

ν exp
(٢zi)

)
− n

۴
(
ψ′
(ν

٢
)
− ψ′

(
ν + ١

٢
))

+
n

٢ν٢



٢٧ س΄انت ΁هایپربولی توزیع از چوله تعمیم هایی
نوشت: زیر ش΄ل به ͬ توان م را ℓ(ζ) هسͬ ماتریس مشابه، به طور .zi = yi−β′xi

σ آن در که

ℓ̃(٢)n =



∂٢ℓ(ζ)
∂β′∂β

∂٢ℓ(ζ)
∂β′∂σ

∂٢ℓ(ζ)
∂β′∂α

∂٢ℓ(ζ)
∂β′∂σ

∂٢ℓ(ζ)
∂σ٢

∂٢ℓ(ζ)
∂σ∂α

∂٢ℓ(ζ)
∂β′∂α

∂٢ℓ(ζ)
∂σ∂α

∂٢ℓ(ζ)
∂α٢

 .

با هستند برابر آن مولفه های که

∂٢ℓ(ζ)
∂βj∂βl

= −
n∑

i=١
xijxil

σ٢
١

cosh٢
(
yi − β′xi

σ

)
∂٢ℓ(ζ)
∂βj∂σ

= −α
n∑

i=١
xij

σ٢ −
n∑

i=١
xij

σ٢ tanh
(
yi − β′xi

σ

)

−
n∑

i=١
xij

σ٢
yi − β′xi

σ

cosh٢
(
yi − β′xi

σ

)
∂٢ℓ(ζ)
∂βj∂α

=
n∑

i=١
xij
σ

∂٢ℓ(ζ)
∂σ٢ = − n

σ٢ − ٢
n∑

i=١
yi − β′xi

σ٣ tanh

(
yi − β′xi

σ

)

−
n∑

i=١

(
yi − β′xi

σ٢
)٢

cosh٢
(
yi − β′xi

σ

) − ٢α
n∑

i=١
yi − β′xi

σ٣

∂٢ℓ(ζ)
∂σ∂α

=
n∑

i=١
yi − β′xi

σ٢
∂٢ℓ(ζ)
∂α٢ = −nπ

٢
۴
(١ + tan٢ (π٢α)) .

ͬ آید م به دست زیر به صورت فیشر اطلاع ماتریس خطا، عبارت برای SHS1 توزیع فرض با

Bn = −E(ℓ(٢)n ) =


Bn(β) Bn(β, σ) Bn(β, ν)

Bn(β, σ) Bn(σ) Bn(σ, ν)

Bn(β, ν) Bn(σ, ν) Bn(ν)





آن تعمیم های و س΄انت ΁هایپربولی توزیع ٢٨
از عباتند آن مولفه های که

Bn(β) =
c′ν
σ٢Beta

(٣
٢ ,
ν + ٣

٢
)
X ′

nXn,

Bn(βj , ν) = n
c′ν٢σνBeta

(٣
٢ ,
ν + ٣

٢
)
− c′ν٢σ(ν + ١)Beta

(٣
٢ ,
ν + ١

٢
) n∑

i=١
xij ,

Bn(βj , σ) =
c′ν
σ٢
(
Beta

(٣
٢ ,
ν + ٣

٢
)
(log (ν) + ψν٣) +

١
٢Beta

(٣
٢ ,
ν + ١

٢
)) n∑

i=١
xij

− ١
σ٢

n∑
i=١

xij ,

Bn(σ) = n
c′ν
σ٢Beta

(٣
٢ ,
ν + ١

٢
)
(log(ν) + (ψν١))− n

١
σ٢ (log (ν) + ψν۵)−

n

σ٢

+Beta

(٣
٢ ,
ν + ٣

٢
)(

log(ν)٢ + ٢ log(ν)ψν٢ + ψ٢
ν٣ + ψ′

(٣
٢
)
+ ψ٢

ν۴
)

+Beta

(٣
٢ ,
ν + ٣

٢
)(

ψ′
(
ν + ٣

٢
)
− ٢ψν٣ψν۴

)
,

Bn(σ, ν) =
σc′ν٢ν Beta

(٣
٢ ,
ν + ٣

٢
)
(log(ν) + ψν٢)

− σc′ν٢ (ν + ١)Beta
(٣

٢ ,
ν + ١

٢
)
(log(ν) + ψν١) ,

Bn(ν) =
n

۴
(
c′ν
ν٢Beta

(٣
٢ ,
ν + ٣

٢
)
+

١ − ν

ν٢ (ν + ١)Beta
(٣

٢ ,
ν + ١

٢
)
+ ψν۴ − ٢

ν٢
)
,

ψν٣ = ،ψν٢ = ψ
(٣٢
)
− ψ

(
ν+٣٢

) ،ψν١ = ψ
(٣٢
)
− ψ

(
ν+١٢
) ،c′ν = (ν+١)cν√ν٢ آن در که

Bn(βj , ν) و Bn(βj , σ) و ،ψν۵ = ψ( ١٢)−ψ( ν٢) ،ψν۴ = ψ
(
ν+٣٢

)
−ψ

(
ν+۶٢

) ،ψ (٣٢
)
−ψ

(
ν+۶٢

)
هستند. Bn(β, ν) و Bn(β, σ) مولفه j−امین به ترتیب

داریم خطا عبارت برای SHS2 توزیع فرض با

B̃n = −E(ℓ̃(٢)n ) =


B̃n(β) B̃n(β, σ) B̃n(β, α)

B̃n(β, σ) B̃n(σ) B̃n(σ, α)

B̃n(β, α) B̃n(σ, α) B̃n(α)





٢٩ س΄انت ΁هایپربولی توزیع از چوله تعمیم هایی
از عباتند آن مولفه های که

B̃n(β)(j,l) = ۴cos
(
π٢α
)

π
Beta

(
α+ ٣

٢ ,
٣ − α

٢
) n∑

i=١
xijxil

σ٢ , B̃n(βj , α) = −
n∑

i=١
xij
σ
,

B̃n(βj , σ) =
cos
(
π٢α
)

π

(
٢Beta

(
α+ ٣

٢ ,
١ − α

٢
)
− Beta

(
α+ ١

٢ ,
١ − α

٢
)) n∑

i=١
xij

σ٢

+٢cos
(
π٢α
)

π
Beta

(
α+ ٣

٢ ,
٣ − α

٢
)(

ψ

(
α+ ٣

٢
)
− ψ

(٣ − α

٢
)) n∑

i=١
xij

σ٢

α
n∑

i=١
xij

σ٢ ,

B̃n(σ) = +
n

σ٢ + ۴ncos
(
π٢α
)

π

(
Beta

(
α+ ٣

٢ ,
١ − α

٢
)(

ψ

(
α+ ٣

٢
)
− ψ

(١ − α

٢
))

−Beta

(
α+ ١

٢ ,
١ − α

٢
)(

ψ

(
α+ ١

٢
)
− ψ

(١ − α

٢
)))

+ n
απ

σ٢ tan
(π

٢α
)

+۴ncos
(
π٢α
)

π
Beta

(
α+ ٣

٢ ,
٣ − α

٢
)(

ψ

(
α+ ٣

٢
)
− ψ

(٣ − α

٢
))

,

B̃n(σ, α) = n
π

٢σ tan
(π

٢α
)
, B̃n(α) = n

π٢
۴
(١ + tan٢ (π٢α))

است. B̃n(β) مولفه ,j)−امین l) B̃n(β)(j,l) آن در که
از عبارتند مجانبی نتایج برهان برای نیاز مورد شرایط

است. Θ از درونͬ نقطه ΁ی ،SHS1 مدل در پارامترها واقعͬ بردار .١

است. Ψ از درونͬ نقطه ΁ی ،SHS2 مدل در پارامترها واقعͬ بردار .٢
حقیقͬ عدد ΁ی cj آن در که ،n → ∞ ͬ که وقت ،n−١∑n

i=١ xij → cj ،j = ١, . . . , k برای .٣
است. متناهͬ

است. هم·را C معین مثبت و متناهͬ ماتریس ΁ی به n−١X ′
nXn ،n→ ∞ برای .۴

.n−٢∑n
i=١ x٢

ijx
٢
ik → ٠ ،n→ ∞  ͬ وقت ،j = ١, . . . , k برای .۵

بیان پیشنهادی مدل دو در را ML برآوردگرهای مجانبی بودن نرمال و سازگاری زیر قضیه دو
ͬ کنند. م

در با (٢. ٣) خطͬ رگرسیون مدل ML برآوردگرهای ،۵ و ۴ ،٣ ،١ شرایط تحت .٢. ١. ٢ قضیه
و است ضعیف سازگاری دارای ،θ̂ خطا، عبارت برای SHS1 توزیع گرفتن نظر

√
n
(
θ̂ − θ٠

)
∼ N(٠,B−١

n ).

کنید. مراجعه آ. ١ پیوست به برهان.



آن تعمیم های و س΄انت ΁هایپربولی توزیع ٣٠
در با (٢. ٣) خطͬ رگرسیون مدل ML برآوردگرهای ،۵ و ۴ ،٣ ،٢ شرایط تحت .٢. ١. ٣ قضیه

و است ضعیف سازگاری دارای ،ζ̂ خطا، عبارت برای SHS2 توزیع گرفتن نظر
√
n
(
ζ̂ − ζ٠

)
∼ N(٠, B̃−١

n ).

کنید. مراجعه آ. ١ پیوست به

شبیه سازی مطالعات ٢. ١. ٣
به نسبت و هم به نسبت پیشنهادی توزیع دو عمل΄رد مقایسه و ارزیابی برای بخش این در
،΁دم سب چوله توزیع عنوان به SN و دم سنگین چوله توزیع عنوان به SSt رقیب توزیع های

کردیم: شبیه سازی زیر خطͬ مدل از را ͺپاس متغیر دادیم. انجام شبیه سازی مطالعه ΁ی
yi = β١x١i + β٢x٢i + σϵi, i = ١, . . . , n.

است: زیر صورت به شبیه سازی مطالعه روند
گرفتیم. درنظر ۵٠٠ و ٢٠٠ ،١٠٠ برابر را نمونه اندازه •

شدند. تولید استاندارد نرمال توزیع از x٢ و x١ تبیینͬ متغیرهای •
واقعͬ مقدار شدند. گرفته نظر در (β١, β٢) = (١,٢) رگرسیون ضرایب واقعͬ مقادیر •

شد. انتخاب σ = ١ برابر نیز مقیاس پارامتر
شدند. مرکزی ͺپاس متغیر و تبینͬ متغیر دو هر •

شدند: تنظیم زیر صورت به مطالعه این در خطا تولید سناریوهای
ϵi ∼ SHS1(٠, ١, ν = ۴) .١

ϵi ∼ SHS2(٠, ١, α = ٠٫۵) .٢
.ϵi ∼ SSt(٠, ١, α = ٢, ν = ۴) .٣

بنابراین شده است. گرفته نظر در SHS توزیع های به مربوط خطا توزیع اول، مورد دو در
α = ٠٫۵ و ν = ۴ انتخاب هستند. نیمه سنگین دم دارای شبیه سازی داده های در مشاهدات
ارزیابی برای هم چنین است. بوده منفͬ و مثبت چول·ͬ داشتن برای SHS2 و SHS1 برای
SSt توزیع از را نمونه حالت سومین کند، پیروی دم سنگین توزیع از خطاها ͬ که زمان مدل
است. شده انجام تکرار ١٠٠٠ نمونه ها حجم از کدام هر برای و سناریو هر در کردیم. تولید
(MSE) خطا١۶ دوم توان های میانگین و اریبی١۵ مطالعه این در نتایج تحلیل و بررسͬ برای

کردیم. محاسبه را آمده دست به ML برآوردهای
15bias
16Mean square error



٣١ س΄انت ΁هایپربولی توزیع از چوله تعمیم هایی
گزارش و محاسبه را MSEها و اریبی ها نسبت جدول، از نتایج بهتر خواندن و نمایش برای
برای و عیناً را شده برآورد صحیح مدل MSE و اریبی سناریو هر در که صورت بدین کردیم.

کردیم. گزارش را رقیب MSEمدل

صحیح MSEمدل
و رقیب مدل اریبی

صحیح مدل اریبی نسبت مدل ها سایر
جدول در سوم سناریوی و ٢. ٢ جدول در دوم سناریوی ،٢. ١ جدول در اول سناریوی نتایج

آمده اند. ٢. ٣
مدل های برای MSE و اریبی نسبت و صحیح مدل برای پارامترها برآورد MSE و اریبی :٢. ١ جدول

اول سناریوی در رقیب
۵٠٠ ٢٠٠ ١٠٠ n

β̂٢ β̂١ β̂٢ β̂١ β̂٢ β̂١ مدل
−٠٫٠٠٠٠ −٠٫٠٠٣٩ −٠٫٠٠٣٨ −٠٫٠٠٧۶ −٠٫٠٠١٢ ٠٫٠٠٠٢ Bias SHS1

٠٫٠٠٢٣ ٠٫٠٠٢۵ ٠٫٠٠۵٨ ٠٫٠٠۵٢ ٠٫٠١١٧ ٠٫٠١١٧ MSE

۴٫٨۵٧٣ ١٫٠٧۶٩ ١٫٠٢٩٨ ١٫١٠۴١ ١٫١٩٢۶ ٠٫٢٠٣١ Bias SHS2

١٫٠٩١۴ ١٫٠٨٠٣ ١٫٠٨۴٣ ١٫٠٧٩٨ ١٫٠۶۵٩ ١٫٠۶۶٠ MSE

٨٫٩٠١٨ ٠٫٩۵٢٧ ١٫١٢۴٠ ٠٫٩٨۶٢ ١٫٢٢٠٨ ١٫٨٩٣٠ Bias SSt

١٫٠٢۵٠ ١٫٠٠٣۵ ١٫٠٣۴٨ ١٫٠٢٠٢ ١٫٠٢٣۶ ١٫٠٣٣۴ MSE

۴۴٫٩٩۵۴ ٠٫٨۵٣٣ ١٫٩٢١٩ ١٫٢٣٨۴ ٠٫۶٢٩٠ −٠٫٣١٨۵ Bias SN

١٫٢۵۵٩ ١٫١٧٠٩ ١٫٢٢١۵ ١٫٢١۴۶ ١٫٢٠٧٣ ١٫٢٠٧۶ MSE

مدل های برای MSE و اریبی نسبت و صحیح مدل برای پارامترها برآورد MSE و اریبی :٢. ٢ جدول
دوم سناریوی در رقیب

۵٠٠ ٢٠٠ ١٠٠ n

β̂٢ β̂١ β̂٢ β̂١ β̂٢ β̂١ مدل
١٫٠١۶۶ ٠٫٨٣۶٣ ١٫٠٨۴٠ ٠٫٩٩٢۵ ٠٫٩۴۴٢ ٠٫٩۴١٩ Bias SHS1

٠٫٩۶١٢ ٠٫٩۶١٧ ٠٫٩۶۶۴ ٠٫٩٧٣٨ ٠٫٩۶۵۵ ٠٫٩۵٩۶ MSE

−٠٫٠٠٢٢ −٠٫٠٠١٠ ٠٫٠٠٢٣ ٠٫٠٠۵٨ ٠٫٠٠۴۴ ٠٫٠٠٣٨ Bias SHS2

٠٫٠٠٨٣ ٠٫٠٠٧٩ ٠٫٠٢٠٩ ٠٫٠٢٢۴ ٠٫٠۴١٠ ٠٫٠۴٢٧ MSE

١٫٠٣٢۶ ٠٫٢٧۵١ ١٫٣۵٨٠ ١٫٠٢١٢ ٠٫٨۵٨۴ ١٫۶٢٠٢ Bias SSt

٠٫٩٢٨٢ ٠٫٩٣٣۵ ٠٫٩۴٣٠ ٠٫٩٣٧٩ ٠٫٩۵٠۴ ٠٫٩۵١٠ MSE

٢٫٠۶٢٠ ٠٫٨٣۴٠ ٠٫٩۴۴٨ ٠٫۵٠٨۵ ٠٫٩٢٩٧ ١٫۴۴۴۴ Bias SN

١٫١۶۶۴ ١٫٢٧٣٣ ١٫٢٠٠٠ ١٫١٨٠٨ ١٫١٧٣٨ ١٫٢٠٢٠ MSE

مدل برای MSE و اریبی سناریوها، همه برای تقریبا که ͬ دهند م نشان دست آمده به نتایج
ͬ توان م را برآوردگرها نااریبی و سازگاری ͽواق در ͬ کنند. م میل صفر به نمونه افزایش با صحیح



آن تعمیم های و س΄انت ΁هایپربولی توزیع ٣٢
مدل های برای MSE و اریبی نسبت و صحیح مدل برای پارامترها برآورد MSE و اریبی :٢. ٣ جدول

سوم سناریوی در رقیب
۵٠٠ ٢٠٠ ١٠٠ n

β̂٢ β̂١ β̂٢ β̂١ β̂٢ β̂١ مدل
١٫٢۴۶١ −٢٫۴۴٠٠ ١٫٠۵۵٩ ١٫٠١٧٧ ١٫١۴٨٩ ١٫١٠٩٢ Bias SHS1

١٫٠١١٩ ١٫٠۴۵۴ ١٫٠١٧٢ ١٫٠١۶٠ ١٫٠١١٢ ١٫٠٢۶٣ MSE

١٫۴۵٣٩ −١٫٧٧٣٣ ٠٫٩٧۶۶ ١٫٠١۴٧ ١٫١۶٧٠ ١٫١۶٧٨ Bias SHS2

١٫٠۵٠٢ ١٫٠٧٢٢ ١٫٠۵٢۴ ١٫٠۵١۵ ١٫٠۴٩۶ ١٫٠۶٨٠ MSE

−٠٫٠٠٠٧ ٠٫٠٠٠١ −٠٫٠٠١۴ −٠٫٠٠٣٣ −٠٫٠٠۴٨ ٠٫٠٠٢٧ Bias SSt

٠٫٠٠١۶ ٠٫٠٠١۶ ٠٫٠٠٣٩ ٠٫٠٠۴١ ٠٫٠٠٨۴ ٠٫٠٠٧۴ MSE

١٫٩١٠۴ −٢۴٫٢٢٧۴ ١٫۴۴١٢ ١٫۴١٨۴ ٠٫٩١۵٩ ٠٫٢١۴٧ Bias SN

١٫۴٧٧١ ١٫۵۶٢٩ ١٫۴٠٨٩ ١٫۴١٣٢ ١٫۵١٢٣ ١٫۵۶۵٨ MSE

SNمدل به دست آمده برآوردهای سناریوها، و نمونه ها حجم همه برای هم چنین گرفت. نتیجه
شده اند، تولید SSt توزیع از خطاها که سوم سناریوی برای هستند. کمتری کارایی دارای
مدل های با ولͬ هستند بقیه از کاراتر ی΄نواختͬ به طور صحیح، مدل از تولیدشده برآوردهای
بنابراین است. برقرار نیز اول سناریوی برای نتیجه همین دارد. اندکͬ تفاوت SHS2 و SHS1

به و ب·یریم نظر در نیمه دم سنگین اشتباه به را دم سنگین داده های اگر گرفت نتیجه ͬ توان م
خواهند برآورد خوبی به رگرسیونͬ داده های برآوردهای کنیم، برازش را SHS توزیع های آنها

شد.
ضرایب برای (SE) معیار١٧ خطای میانگین منهای و اضافه به اریبی میانگین ۴ .٢ ش΄ل
تحلیل ۴ .٢ ش΄ل نتایج ͬ دهد. م نمایش را سناریو هر در نمونه حجم سه هر برای رگرسیون
اندازه افزایش با MSE هم و اریبی هم یعنͬ ͬ کنند. م تایید را ٢. ٣ تا ٢. ١ جداول از آمده به دست
ی΄سان نمونه های اندازه برای مختلف سناریوهای در بازه ها طول ͬ کند. م میل صفر به نمونه

دارند. را طول بیشترین بازه ها ،SNمدل برای است. برابر تقریبا
سناریوهای و نمونه اندازه های تحت نیز را تجربی پوشش نرخ های ضرایب، برآوردهای برای
پوشش نرخ های ۵ .٢ ش΄ل به توجه با داده ایم. نمایش ۵ .٢ ش΄ل در و محاسبه مختلف

است. حالت ها تمام برای درصد ٩۵ ͹سط به ΁نزدی براوردشده
برای که ͬ باشد م مختلف مدل های مقایسه ابزارهای از نیز برازش نی΄ویی مقایسه و بررسͬ
برای کردیم. محاسبه نمونه تولید مختلف حالت های در را BIC و AIC معیارهای هدف این

17Standard error



٣٣ س΄انت ΁هایپربولی توزیع از چوله تعمیم هایی
به صورت را آنها اختلاف های BIC و AIC مستقیم بررسͬ جای به راحت تر و بهتر مقایسه

DAIC(M) =AIC(M٠)−AIC(M)

DBIC(M) =BIC(M٠)− BIC(M)

DBIC و DAIC منفͬ مقادیر هستند. رقیب مدل M و صحیح مدل M٠ آن در که کردیم بررسͬ
شده اند. رسم ٢. ٧ و ۶ .٢ ش΄ل های در نتایج این جعبه ای نمودار است. صحیح مدل ͽنف به

ͬ دهند. م نشان را عمل΄رد بهترین نمونه حجم افزایش با صحیح مدل ،٣ و ١ سناریوی برای

دارند. BIC و AIC معیارهای نظر از بهتری عمل΄رد SHS1 یا SSt ناصحیح مدل ٢ سناریوی برای
BIC و AIC معیار نظر از نیز SHS مدل های ،SSt صحیح مدل برای که گفت ͬ توان م هم چنین
داده های با مقابله در را ها SHS استواری نیز معیارها این برازش است. SSt خوبی به تقریباً

ͬ کنند. م تایید دم سنگین

مختلف: نمونه های حجم و سناریوها برای sd میانگین منهای و اضافه به اریبی میانگین :۴ .٢ ش΄ل
چین) (نقطه SSt چین)، (خط SHS2 ممتد)، (خط SHS1 (راست). SSt و (وسط) SHS2 (چپ)، SHS1

(نقطه‐خط). SNو



آن تعمیم های و س΄انت ΁هایپربولی توزیع ٣۴

حجم و سناریوها برای رگرسیون پارامترهای از ΁ی هر برای برآوردشده پوشش نرخ های :۵ .٢ ش΄ل
(خط SHS2 ممتد)، (خط SHS1 (راست). SSt و (وسط) SHS2 (چپ)، SHS1 مختلف: نمونه های

(نقطه‐خط). SNو چین) (نقطه SSt چین)،

کاربردی مثال های ٢. ٢
مورد رقیب، مدل های با پیشنهادی مدل های مقایسه برای واقعͬ مجموعه سه بخش، این در

از عبارتند واقعͬ داده های مجموعه ͬ گیرند. م قرار بررسͬ
صوت شناسͬ داده های .١

الماس سنگ قیمت گذاری داده های .٢
ماریتا مارتین شرکت داده های .٣

با نرمال و BHS ،SGHS ،GSH ،SSt ،SN،SHS2 ،SHS1 را خطا عبارت توزیع مطالعه این در
روی خطͬ رگرسیون مدل های برازش نی΄ویی برای گرفته ایم. نظر در µ = ٠ م΄ان پارامتر
بر (KS) کولموگروف−اسمیرنوف١٨ آزمون از خطاها عبارت روی مختلف توزیع های با داده ها
با است برابر گرفته ایم نظر در که خطͬ رگرسیون مدل گرفتیم. بهره مانده ها تجربی توزیع پایه

Y = β′x+ σϵ

18Kolmogorov−Smirnov



٣۵ کاربردی مثال های

(چپ)، SHS1 مختلف: نمونه های حجم و سناریوها برای DAIC مقادیر جعبه ای نمودارهای :۶ .٢ ش΄ل
(راست). SSt و (وسط) SHS2

(چپ)، SHS1 مختلف: نمونه های حجم و سناریوها برای DBIC مقادیر جعبه ای نمودارهای :٢. ٧ ش΄ل
(راست). SSt و (وسط) SHS2



آن تعمیم های و س΄انت ΁هایپربولی توزیع ٣۶
ML برآوردگر θ̂ اگر .Fϵ(y) = P(Y−β′x

σ ≤ y) از عبارتست خطا جمله توزیع تابع آن در که
صورت به مدل این تحت خطا توزیع آن گاه باشد، خطا توزیع پارامترهای و رگرسیونͬ ضرایب

ͬ شود: م ساخته زیر
Fϵ٠(y) = P(

Y − β̂
′
x

σ̂
≤ y).

باشد، شده برازش درست که زمانͬ مشخص، خطای توزیع با خطͬ رگرسیون مدل در بنابراین
خطا توزیع برای KS آزمون واقعیت این از استفاده با هستند. هم مشابه Fϵ٠ و Fϵ توزیع دو هر
به ،F̂ϵ٠ فرض شده، توزیع تحت برآوردشده توزیع تابع و ،F̂ϵ خطا، تجربی توزیع تابع مقایسه با

ͬ شود: م ساخته زیر صورت

T =
√
n sup

y∈R
|F̂ϵ(y)− F̂ϵ٠(y)|.

صوت شناسͬ داده های ٢. ٢. ١
برای را خطاها بودن نرمال پذیره با خطͬ رگرسیون مدل ΁ی (٢٠١٨) هم΄اران و ژانگ١٩
بررسͬ بالا، محیطͬ صدای و سر با نقلیه وسایل به مربوط مسائل در صوتͬ آسایش ارزیابی
و ژانگ ͬ کند. م تهدید را رانندگان ذهنͬ و جسمانͬ سلامتͬ بالا، صوتͬ آلودگͬ کردند.
مستقیم ارتباط دلیل به وسائل صوتͬ آلودگͬ آینده، در که، کردند اشاره (٢٠١٨) هم΄اران
داده های به پرداختن بنابراین بود. خواهد تحقیقات اضطراری موضوعات از روزمره زندگͬ با

است. حیاتͬ و مهم مهندسͬ وسائل در صوت شناسͬ
متمرکز آنها بین ریاضͬ روابط و ذهنͬ و عینͬ ارزیابی روی صوتͬ آسایش مطالعات اکثر
ارزیابی .((٢٠١۴) هم΄اران و ژو٢١ ،(٢٠١۶) هم΄اران و ما ،(٢٠١۶) هم΄اران و (دی٢٠ است
ͬ شود. م انجام صدا تیزی و بلندی مانند صداشناختͬ پارامترهای پایه بر صوتͬ آسایش عینͬ
΁ی خطͬ، رگرسیون باشد. ذهنͬ ارزیابی برای مناسبی شاخص ͬ تواند م رنجش٢٢، هم چنین
صدا عینͬ سنجش و صداشناختͬ ذهنͬ پارامترهای بین روابط یافتن برای استاندارد مدل

.((٢٠١٨) هم΄اران و (ژانگ هست
موردی کاربردی مطالعه ΁ی از جرثقیل صدای از نمونه ۵٠ شامل قسمت این داده های
دقیق تر به طور است. شده تقسیم مختلف بخش ١٠ به (رنجش) عینͬ ارزیابی شاخص است.
در که است شده تقسیم طبقه دو به دسته هر و زیاد به کم از دسته ۵ به رنجش شاخص
شامل: را عینͬ پارامتر ٩ ،(٢٠١٨) هم΄اران و ژانگ همانند شده است. ارائه ۴ .٢ جدول

19Zhang
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22Annoyance



٣٧ کاربردی مثال های
(رنجش) عینͬ ارزیابی شاخص بخش های :۴ .٢ جدول

زیاد خیلͬ زیاد متوسط کم کم خیلͬ رنجش
١٠ ٩ ٨ ٧ ۶ ۵ ۴ ٣ ٢ ١ بخش

تیزی صدا٢۵، بلندی ،(ASPL) وزن٢۴ͬ صوت فشار ͹سط ،(LSPL) خط٢٣ͬ صوت فشار ͹سط
عنوان به تکانش·ری٣١ و (AI) بیان٣٠ شاخص صدا٢٩، تناژ صدا٢٨، نوسان صدا٢٧، زبری صدا٢۶،
ارائه (٢٠١٨) هم΄اران و ژانگ ٢ جدول در داده ها جزئیات کردیم. انتخاب غیرارزیابی شاخص
هم΄اران و ژانگ ٢ (جدول پرت داده دو حتͬ یا ΁ی شامل داده مجموعه این شده است.
این با نیست. مناسب خطͬ رگرسیون مدل خطای برای نرمال توزیع برای و است، ((٢٠١٨)
کاری ͬ کنیم. م فرض را خودمان پیشنهادی مدل های مدل، این خطای توزیع برای مقایسه،
مختلف مدل های از آمده دست به برآوردهای ،ML روش با که است این دادیم انجام ابتدا در که

کردیم. انتخاب را مدل بهترین تبیینͬ متغیرهای برخͬ حذف با و بررسͬ را
تکانش·ری و صدا تیزی صدا، بلندی تبیینͬ متغیرهای شامل انتخاب شده مدل بهترین
مقادیر و (sd) استاندارد٣٢ خطای همراه به را ML برآوردهای انتخاب شده مدل برای هستند.

شده اند. گزارش ۵ .٢ جدول در نتایج کردیم. محاسبه رقیب توزیع های تحت BIC و AIC

سایر از متفاوت توجهͬ قابل صورت به نرمال مدل برآوردهای که ͬ دهند م نشان نتایج
هر SHSها تحت نیست. نرمال داده مجموعه این برای مناسب مدل ͽواق در است. مدل ها
BIC و AIC ΁کوچ مقادیر دارند. ͺپاس متغیر روی مثبتͬ ͬ دار معن تاثیر تبیینͬ متغیر سه
برازش شده، ی΄سان پیچیدگͬ با مدل های بین در بنابراین هستند. مدل برتری نشان دهنده
به نسبت SHS1 هم چنین دارد. بهتری برازش BIC و AIC معیارهای طبق بر SHS مدل های
دارد. SHS1 به نزدی΄ͬ عمل΄رد نیز SHS2 توزیع دارد. توجهͬ قابل برتری نیز نرمال توزیع
ͬ دهد. م نشان خطاها برای فرض شده توزیع های تمام برای را KS آزمون نتایج ۶ .٢ جدول
تابع و مانده ها نگار بافت ͬ کند. م تایید مدل ها تمام برازش نی΄ویی ۶ .٢ جدول P−مقدارهای

مدل ها همه که است حقیقت این بیانگر که شده اند رسم ٢. ٨ ش΄ل در نیز آنها برآوردشده چ·الͬ
شده اند. برازش درستͬ به

23Linear sound pressure level
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آن تعمیم های و س΄انت ΁هایپربولی توزیع ٣٨
صوت شناسͬ داده های برای مختلف مدل های تحت MLE نتایج :۵ .٢ جدول

Normal SN SSt SGHS GSH BHS SHS٢ SHS١
رگرسیون: پارامترهای

−٠٫٠٠۶٩ −١٫٣٠٩١ −١٫١٨۵۵ −٠٫١۵٩۴ −٠٫٧٩٧٧ −١٫٠٢٢٢ −١٫۴٢٨٠ −١٫٣٨۶٣ ثابت ضریب
٠٫۶٩٠١ ٠٫۶١٧۴ ٠٫۴۴١۶ ١٫۵۴۵٩ ٠٫۴۶٢٧ ٠٫٩٣٠٨ ٠٫۵٢٢٩ ٠٫۴٩٢۶ se

٠٫٠۴٧۴ ٠٫٠۴٧٢ ٠٫٠۴١۵ ٠٫٠۴٧٧ ٠٫٠۵٣۴ ٠٫٠۵٣۴ ٠٫٠۴٧٩ ٠٫٠۴٧٣ loudness

٠٫٠٠٨۴ ٠٫٠٠۶۵ ٠٫٠٠۴٠ ٠٫٠١٢۶ ٠٫٠٠۵۴ ٠٫٠٠٩٧ ٠٫٠٠۶٢ ٠٫٠٠۶۵ se

٠٫۵۵٨۵ ٠٫٧٠٧٠ ٠٫٨۴٧١ ٠٫۵٢٨٢ ٠٫۵٠۶٢ ٠٫۴٩٠٢ ٠٫٧٠۴۶ ٠٫٧٣٠٠ sharpness

٠٫٣٠٢۶ ٠٫٢۴۴١ ٠٫١٢۶٢ ٠٫۵۴۶۶ ٠٫١٧٩٩ ٠٫٣٧٣۴ ٠٫٢٢٢۵ ٠٫٢٢٧٩ se

١٫٢١٩٠ ١٫٧٠۴٠ ١٫۵٨۵٢ ١٫٣۵١۵ ١٫٩٠١٣ ٢٫٠۶۶٩ ٢٫٠۴٢٠ ٢٫٠۵٧٧ impulsiveness

٠٫۴۶٨٢ ٠٫۴٠٠۵ ٠٫٣٧٨١ ٠٫۶٢٣٣ ٠٫٢٨۵۴ ٠٫٢٨۶٨ ٠٫٢٨٢۶ ٠٫٢٩١۶ se

توزیعͬ: پارامترهای
٠٫۵٠٨٢ ٠٫۶٨۶٩ ٠٫٢٩٨۵ ٠٫٣٨٨٠ ٠٫۴٩٠١ ٠٫١٣٠١ ٠٫١٩٠۶ ٠٫١٣۵۴ مقیاس
٠٫٠۵٠٨ ٠٫٠٨٣١ ٠٫٠٩١۴ ٠٫٠٨٢٠ ٠٫١١٣١ ٠٫١١٧۶ ٠٫٠۵١٠ ٠٫٠۴۶٨ se

٢٫۶٠٢٩ ٢٫٠۵١١ ٠٫٨٠۵٨ −٢٫٧٢٩١ ٠٫۶٧۵١ ٠٫۵١٣١ ١ ش΄ل
٠٫٨٨٣٢ ١٫١٧٨٧ ٠٫٣۶٧۵ ٠٫٢٧٧٧ ٠٫٨٧٢٩ ٠٫١٩٠٣

١٫٠٩٧٢ ٠٫٣٣٧۶ ٢ ش΄ل
١٫٣١۶١ ٠٫٣٣٢٧ se

٠٫٩۵۶٣ ٠٫٣٣٢۵ آزادی درجه
٠٫٢١٨٩ ٠٫١۵۵٢ se

٨۴٫١٩٩٠ ٧۴٫۶٩۵٢ ٧١٫٧۴٢٣ ۶٨٫۵٨٩٨ ۵٩٫٠١۶١ ۶٠٫۶۶۶۵ ۵٨٫٢۶٨۵ ۵٧٫٩١۴٣ AIC

٩٣٫٧۵٩١ ٨۴٫١۶٧٣ ٨۵٫١٢۶۵ ٨١٫٩٧٣٩ ٧٠٫۴٨٨٢ ٧۴٫٠۵٠٧ ۶٩٫٧۴٠۶ ۶٩٫٣٨۶۵ BIC

صوت شناسͬ داده های داده های برای KS آزمون :۶ .٢ جدول
Normal SN SSt SGHS GSH BHS SHS٢ SHS١
٠٫١٨١٣ ٠٫١۴٢٧ ٠٫١۵٩۴ ٠٫٠٩٧٨ ٠٫٠۵٨۴ ٠٫٠۶٢٨ ٠٫٠۵۴٧ ٠٫٠۵٧٧ آزمون آماره
٠٫٠۶۵۶ ٠٫٢٣۶۵ ٠٫١۴١١ ٠٫۶٨٨١ ٠٫٩٩١٧ ٠٫٩٨٢٢ ٠٫٩٩۶۴ ٠٫٩٩٢٨ P−مقدار

الماس داده های ٢. ٢. ٢
داده های ΁کم با را الماس سنگ های برای قیمت گذاری مدل ΁ی از استفاده (٢٠٠١) چو٣٣
سنگ ٣٠٨ اطلاعات مذکور، مجله در کرد. تشریح سنگاپور٣۴ تجارت زمان مجله در شده چاپ
قرار R نرم افزار Ecdat بسته در داده مجموعه این بودند. گرفته قرار بررسͬ مورد و ثبت الماس
ͺپاس متغیر به عنوان را الماس سنگ قیمت ل·اریتم گرفتیم، نظر در ما که خطͬ مدل در دارد.
گرفتیم. درنظر تبیینͬ متغیرهای به عنوان را تاییدیه متن و رنگ شفافیت، (قیراط)، وزن و
ͬ مانده، باق تبیینͬ متغیر سه است. گرم) ٠٫٢ (برابر قیراط نیز الماس سنگ های وزن واحد
،(IF) ذات٣۵ͬ معیوب از نزولͬ ترتیب به الماس شفافیت طبقات هستند. طبقه ای متغیرهای
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٣٩ کاربردی مثال های

مختلف توزیع های برای شناسͬ اصوت داده ها  ی برآوردشده چ·الͬ تابع و مانده ها نگار بافت :٢. ٨ ش΄ل
خطا عبارت برای

هستند. (VS2 یا VS1) کم٣٧ خیلͬ معیوب و ،(VVS2 یا VVS1) کم٣۶ خیلͬ خیلͬ معیوب
درجات ͬ نامند. م D درجه را رنگ خلوص بالاترین دارند. خالصͬ رنگ الماس ها باارزش ترین
مجموعه برای ͬ دهند. م اختصاص خود به را غیره و G ،F ،E درجه های ترتیب به آن بعدی
نیز مختلف تاییدیه های هم چنین، داریم. را رنگ خلوص از مختلف درجه ۶ حاضر،  داده های
متن نوع سه ͬ کنند. م مشخص را آنها رنگ  خلوص و شفافیت الماس، سنگ های بررسͬ با

دارند. وجود HRD و GIA ،IGI مختلف تاییدیه
کردیم. مدل وارد نشانگر متغیرهای به عنوان را طبقه ای متغیرهای داده ها، این تحلیل در
کردیم. مقایسه دی·ر رنگ ͷپن با را آن و انتخاب رنگ خلوص برای مبنا طبقه به عنوان را I رنگ
IGI تاییدیه، پیام برای همچنین، کردیم. انتخاب مبنا طبقه به عنوان را VVS2 شفافیت، برای
نیز تاییدیه پیام های و قیراط بین ،(٢٠٠١) چو نتایج بر بنا شد. انتخاب مبنا طبقه به عنوان

گرفتیم. نظر در را متقابل اثرات
پارامترهای و رگرسیون ضرایب برای آنها استاندارد خطاهای و ML برآورد نتایج ٢. ٧ جدول در
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آن تعمیم های و س΄انت ΁هایپربولی توزیع ۴٠
،٢. ٧ جدول به توجه با شده اند. گزارش خطا، عبارت  برای مختلف مدل  های تحت خطا توزیع
مقادیر ٢. ٧ جدول در دارد. مدل ها بقیه با زیادی تفاوت نرمال مدل از حاصل استاندارد خطای
نشان SHS2 مدل برای را قوی برتری مقایسه، معیار دو هر کردیم. گزارش نیز را BIC و AIC

مجموعه این در خطا عبارات برای توزیع بهترین پیشنهادی مدل آن اساس بر که ͬ دهند م
است. SHS1 مدل معادل تقریبا SHS2 مدل عمل΄رد مثال، این برای است. داده

برازش نی΄ویی که ͬ دهد م نشان مختلف مدل های برای را KS آزمون نتایج ٢. ٨ جدول
ͬ کند. م تایید را مدل ها همه

ماریتا مارتین شرکت داده های ٢. ٢. ٣
آنها کرده اند. تحلیل را ماریتا مارتین شرکت بازده نرخ داده های (١٩٩٠) هم΄اران و باتلر٣٨
صورت به را CRSP تبیین٣٩ͬ متغیر و (Y ) شرکت بازده نرخ ͺپاس متغیر با خطͬ رگرسیون مدل

گرفتند: درنظر زیر
Y = β٠ + β١CRSP + ϵ. (۴ .٢)

سال ۵ مدت به ١٩٨۶ دسامبر تا ١٩٨٢ ژانویه از که است ماهانه مشاهده ۶٠ شامل داده ها این
وربیلا۴٠ و تیلور ،(٢٠٠٣) کاپیتانیو و آزالینͬ توسط داده مجموعه این شده اند. جمͽ آوری
این شده اند. تحلیل (٢٠١٢) هم΄اران و سالازار۴٢ و (٢٠٠۴) مانت۴١ͬ و دی΄یشیو ،(٢٠٠۴)
و دی΄یشیو بر بنا این بر افزون )؛ ٢. ٩ (ش΄ل است دورافتاده مشاهده ΁ی شامل داده ها
در که ͬ دهند م نشان دورافتاده مشاهده سنجش معیارهای بعضͬ اساس بر (٢٠٠۴) مانتͬ
درنظر نرمال است مم΄ن بنابراین، باشند. دورافتاده مشاهده دو است مم΄ن داده ها این
ارائه شده مختلف خانواده های ما بنابراین نباشد. مناسب (۴ .٢) مدل در خطاها توزیع گرفتن
٢. ٩ جدول در ML برآوردهای نتایج گرفتیم. درنظر (۴ .٢) مدل در خطا توزیع های برای را
ضریب برآوردهای اساسا نرمال توزیع برآوردهای که ͬ دهند م نشان نتایج این شده اند. گزارش
(١٩٩٠) هم΄اران و باتلر که همانطور ͬ دهد. م ارائه مدل ها دی·ر با مقایسه در متفاوتͬ رگرسیون
شرکت آمده اند، به دست نرمال روش با که برآوردشده رگرسیون ضرایب کرده اند، اشاره نیز
این به نرمال حالت در β̂١ = ١٫٨٠٢۴ برآورد ͬ دهد. م قرار ΁پرریس رده در را ماریتا مارتین
است. بیشتر خیلͬ سرمایه گزاری بازار به نسبت ماریتا مارتین شرکت بازده نرخ که است معنͬ
توزیع خانواده های از متفاوت نحوی به SN و SSt مدل های برای متناظر برآوردهای حال این با
پیشنهادی نیمه سنگین دم با مدل های در β̂١ برای کوچ΁ تر مقادیر هستند. دم نیمه سنگین
دارد. قدرتمند نیمه عنوان به شرکت طبقه بندی بر بیشتری تاکید ،SN SStو مدل های به نسبت
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۴١ کاربردی مثال های
خطا عبارت برای مختلف توزیع های برای الماس داده MLE نتایج :٢. ٧ جدول

Normal SN SSt SGHS GSH BHS SHS٢ SHS١
رگرسیون: پارامترهای

۵٫۵۴٧٧ ۵٫٩٧٢۵ ۵٫٩٢٢۴ ۵٫٧٩۵٩ ۵٫٨٠۶٣ ۵٫٩٠٣٩ ۵٫٧٩٠٠ ۵٫٩۵٠٠ ثابت ضریب
٠٫٠٩٣۴ ٠٫٠۴١۵ ٠٫٠۴٠٩ ٠٫٠۴۵٣ ٠٫٠۴٠۴ ٠٫١١۵٣ ٠٫٠٣٢٠ ٠٫٠۴٣٧ se

٣٫٧٣٠١ ٣٫۴۴۶٢ ٣٫۴٧٨٢ ٣٫۶۵۵۵ ٣٫۵۴۶٢ ٣٫۴٣۴۴ ٣٫٨۵۴٠ ٣٫۴۶٣٨ carat

٠٫١٠٨٢ ٠٫٠٧٩٨ ٠٫٠٩۴٢ ٠٫٠٩۴۵ ٠٫١٠۴٣ ٠٫١۶٨٠ ٠٫٠٧٣۶ ٠٫٠٩٢٠ se

٠٫۵٨۵٢ ٠٫۴٣۶٨ ٠٫۴۵٨٨ ٠٫۴١٢٣ ٠٫۴۴٢٢ ٠٫۴٢٨۴ ٠٫۴۶٠٩ ٠٫۴۵۶٧ D

٠٫٠۶٠٣ ٠٫٠٣٢٣ ٠٫٠٢٧٢ ٠٫٠٣٢٧ ٠٫٠٣٢۴ ٠٫٠٣٩١ ٠٫٠١٩۴ ٠٫٠٢٧۶ se

٠٫۴٧٩٠ ٠٫۴٠٠۶ ٠٫۴٣۵٣ ٠٫۴٣٢٧ ٠٫٣٩٨٢ ٠٫٣۵١٣ ٠٫٣٨٨٧ ٠٫٣۶٧۶ E

٠٫٠۴٢٠ ٠٫٠٢۴۶ ٠٫٠٢٣۴ ٠٫٠٢۶٩ ٠٫٠٢۴٢ ٠٫٠۴٣٠ ٠٫٠١۴۵ ٠٫٠١٩۴ se

٠٫۴٠۶١ ٠٫٣٢٢٣ ٠٫٣۴٩٠ ٠٫٣٣١٩ ٠٫٣٢٧٧ ٠٫٢۶٢۴ ٠٫٣۴٣۶ ٠٫٢٨۶٨ F

٠٫٠۴٠١ ٠٫٠٢٢٠ ٠٫٠١٩٩ ٠٫٠٢٢۵ ٠٫٠٢١٨ ٠٫٠٣۵۵ ٠٫٠١۵۴ ٠٫٠١٧۴ se

٠٫٣١١۵ ٠٫٢١۶٩ ٠٫٢۵٠٠ ٠٫١٩۶٩ ٠٫٢٣١٧ ٠٫١٧٧۶ ٠٫٢٣٩٩ ٠٫٢٠١۴ G

٠٫٠۴٣٨ ٠٫٠٢٢٨ ٠٫٠٢١١ ٠٫٠٢٣٢ ٠٫٠٢٢٩ ٠٫٠٣۶١ ٠٫٠١۴۶ ٠٫٠١٨٢ se

٠٫٢٢٩۶ ٠٫١٢٢١ ٠٫١۵٢١ ٠٫١٠٧۴ ٠٫١٣٢٩ ٠٫٠٧٢٢ ٠٫١۶۶٢ ٠٫١٢٧٧ H

٠٫٠۴۵٠ ٠٫٠٢٢۶ ٠٫٠١٩٧ ٠٫٠٢٢٨ ٠٫٠٢٢٧ ٠٫٠٣١١ ٠٫٠١۴٧ ٠٫٠١٨٣ se

٠٫٣١٢٠ ٠٫١٨۵٧ ٠٫٢١٢٢ ٠٫١٨٨٨ ٠٫١۶٨٠ ٠٫١٨٩٣ ٠٫٢۴١٨ ٠٫١٧٠٧ IF

٠٫٠۴٩٩ ٠٫٠٢۴٣ ٠٫٠٢٣۴ ٠٫٠٢۵۴ ٠٫٠٢٣٠ ٠٫٠٢٧٨ ٠٫٠١٧۴ ٠٫٠١٩۴ se

−٠٫٠٠٨۶ −٠٫١١٩١ −٠٫٠٨٢۵ −٠٫١٠۵٠ −٠٫٠٨٩٢ −٠٫٠٨٨۶ −٠٫٠۵٩٣ −٠٫٠٨٧٩ VS1

٠٫٠٣٧٩ ٠٫٠١٩١ ٠٫٠١۶٠ ٠٫٠٢٠١ ٠٫٠١٧٨ ٠٫٠٢٣٧ ٠٫٠١١١ ٠٫٠١۴٢ se

−٠٫١١٠٢ −٠٫١٩۶٨ −٠٫١٨٠٠ −٠٫٢۴٣٧ −٠٫١٨۴۵ −٠٫١٨٢٠ −٠٫١۴۵۵ −٠٫١۵۴٩ VS2

٠٫٠٣٧۵ ٠٫٠٢١٠ ٠٫٠١٩٢ ٠٫٠٢۵۶ ٠٫٠١٩٨ ٠٫٠٢٣۴ ٠٫٠١٣٧ ٠٫٠١۶٨ se

٠٫١٧١۵ ٠٫٠٩٧۶ ٠٫١٠٠١ ٠٫٠۵٠۶ ٠٫٠٨٨۴ ٠٫٠٩٧۵ ٠٫٠٨٢۴ ٠٫٠۶٩٧ VVS1

٠٫٠٣۵٧ ٠٫٠٢٠٨ ٠٫٠١٩١ ٠٫٠١٩۵ ٠٫٠٢٠١ ٠٫٠٢٧٩ ٠٫٠١١۶ ٠٫٠١۴٧ se

٠٫۶٢۴٢ ٠٫۴٩٧١ ٠٫۵٢٢٩ ٠٫۵٧٠٨ ٠٫۴٩١٩ ٠٫۴۴۶۶ ٠٫٧٣٨١ ٠٫۶٢۵١ GIA

٠٫٠۶۶٩ ٠٫٠۵٢٨ ٠٫٠۶۴۴ ٠٫٠۵٧٢ ٠٫٠۴۵۴ ٠٫١٠٢۶ ٠٫٠۴٣٣ ٠٫٠۵۶٢ se

١٫٢٢٢۵ ٠٫٧٩٩٠ ٠٫٨۵٨٧ ٠٫٨٧۵٠ ٠٫٨٨٢٨ ٠٫٨٣۵٧ ٠٫٨۴۴۴ ٠٫٧۵۵۵ HRD

٠٫١٢٩٨ ٠٫٠٧٢٠ ٠٫٠٧۵١ ٠٫٠٧٢٩ ٠٫٠۶٩٠ ٠٫٠٧۵٣ ٠٫٠۵۵٢ ٠٫٠۶٢٠ se

−٠٫٩١٢٧ −٠٫۶۶١٠ −٠٫٧١۵٢ −٠٫٨٢٩٧ −٠٫٧٣٨٢ −٠٫۶٢۶١ −١٫٢۴٩۴ −٠٫٩٣٢٨ GIA × carat

٠٫١١۶٠ ٠٫٠٩٩٣ ٠٫١٢۶۵ ٠٫١٢٠٩ ٠٫١٠٨٣ ٠٫٢٢٧۴ ٠٫٠٨٩۶ ٠٫١٠٨١ se

−١٫۶١٠۴ −١٫٠٧٠١ −١٫١۵٢٨ −١٫٢٢٧١ −١٫٢٠۵٢ −١٫١٠٧٢ −١٫٣٩٢۶ −١٫١١٧۵ HRD × carat

٠٫١٧۵٢ ٠٫١٠٧٩ ٠٫١١٩٢ ٠٫١١۴۵ ٠٫١٢١٨ ٠٫١۵٩۵ ٠٫٠٩۵٨ ٠٫١٠٨٠ se

توزیعͬ: پارامترهای
٠٫١۵۶۴ ٠٫١٧٢٢ ٠٫١۶٣١ ٠٫١٢١٢ ٠٫١١١۶ ٠٫١٣٠١ ٠٫٠٣٣٨ ٠٫١٠۵٢ مقیاس
٠٫٠١٩٨ ٠٫٠١١٢ ٠٫٠١٢٣ ٠٫٠١١٧ ٠٫٠٠۵٩ ٠٫٠٧٣۴ ٠٫٠٠٧٣ ٠٫٠٠۶٠ se

−٢٫٢٧١٢ −٣٫٠٢٣۴ ١٫٢٣٣۶ ٣٫٠۶٧٠ ١٫٠٨١۶ −٠٫٧۴٣٩ ١ ش΄ل
٠٫۵٣٩٣ ٠٫۵۶۵٧ ٠٫٢١٢٠ ١٫٢۶٩٢ ٢٫٢٧٣٠ ٠٫٠۵٨٢ ‐

−٠٫۶١١۶ ١٫٨۵٨۶ ٢ ش΄ل
٠٫۵٨٢٩ ٠٫٣٩٢٠ ‐ ‐ se

۵٫٨٩۵٧ ٩٫٣۵۶۵ آزادی درجه
١٫٢٩۵٩ ‐ ‐ (٣٫۴٠٩٨) se

−٣٢٢٫۴٢٨۵ −۴۵٩٫۴٣۶۴ −۴۴٨٫۶٨۵۵ −۴٣٠٫٢٠۶٧ −۴۶٢٫۴٣٨۶ −۴٢١٫٩١١٣ −۴٩٣٫٣٩٣٢ −۴٧١٫۶۵۵۴ AIC
−٢۶٢٫٧۴۶٩ −٣٩٨٫٠٢۴٧ −٣٨١٫۵۴٣٧ −٣۶٣٫٠۶۴٩ −٣٩٩٫٠٢۶٩ −٣۵۴٫٧۶٩۵ −۴٢٩٫٩٨١۵ −۴٠٨٫٢۴٣٧ BIC

الماس داده برای KS آزمون :٢. ٨ جدول
Normal SN SSt SGHS GSH BHS SHS٢ SHS١
٠٫٠۶٨٨ ٠٫٠٧٢۶ ٠٫٠۶٧٢ ٠٫٠۶۶٩ ٠٫٠٧۴۴ ٠٫٠۶٩٢ ٠٫٠۶۵۶ ٠٫٠٧٢۵ آزمون آماره
٠٫١٠٨٢ ٫٠٧٧٩ ٠٫١٢٣٩ ٠٫١٢۶۴ ٠٫٠۶۶٣ ٠٫١٠۴۴ ٠٫١۴١١ ٠٫٠٧٨٨ P−مقدار



آن تعمیم های و س΄انت ΁هایپربولی توزیع ۴٢

خطا عبارت برای مختلف توزیع های با منطبق رگرسیون خطوط و داده پراکندگͬ نمودار :٢. ٩ ش΄ل
ماریتا مارتین داده مجموعه برای

BIC و AIC معیارهای بر بنا SHS2 مدل گرفتیم، نظر در این جا در که مدل هایی برای
است. SHS2 مدل معادل تقریبا SHS1 مدل عمل΄رد قبلͬ، مثال دو مشابه دارد. بهتری برازش
برای مختلف توزیعهای برای داده ها پرکنش نمودار روی برآوردشده رگرسیون خط ٢. ٩ ش΄ل
شده مایل بالا به پرت داده وجود دلیل به نرمال برازش شده خط ͬ دهد. م نشان را خطا عبارت
طرفͬ، از نگرفته اند. قرار دورافتاده مشاهدات تاثیر تحت دم نیمه سنگین مدل های ولͬ است.
داده، مجموعه این برای نشده اند. افتاده دور مشاهده تاثیر تحت زیاد نیز SSt و SN مدل های

ͬ کند. م تایید را برازش شده توزیع های برازش نی΄ویی (٢. ١٠ (جدول KS آزمون

برای م΄ان−مقیاس نیمه پارامتری رگرسیون مدل ٢. ٣
پرت داده های

΁کلاسی دیدگاه دو هر در آنها، برازش روش های و آماری مدل های گسترش به رو تعمیم های
مدل های است. کرده فراهم پیچیده داده های ͬ تر واقع مدل بندی برای بستری بیزی، و



۴٣ پرت داده های برای م΄ان−مقیاس نیمه پارامتری رگرسیون مدل
خطا عبارت برای مختلف توزیع های برای ماریتا مارتین شرکت داده MLE نتایج :٢. ٩ جدول

Normal SSt SN SGHS GSH BHS SHS٢ SHS١
رگرسیون: پارامترهای

٠٫٠٠١١ −٠٫٠٧۵۵ −٠٫٠٩٣٣ −٠٫٠٠٧۵ −٠٫٠٠٧٣ −٠٫٠۴٩٢ −٠٫٠۴۶٠ −٠٫٠٢٧۵ مبدأ از عرض
(٠٫٠٠٨٧) (٠٫٠٢٠٧) (٠٫٠١٢۵) (٠٫٠٠٨٩) (٠٫٠٠٨٧) (٠٫٠٣٣٢) (٠٫٠١۶٧) (٠٫٠١٢۵)
١٫٨٠٢۴ ١٫٣٣٩١ ١٫٣٧٩٠ ١٫٢۴۵٩ ١٫٢۴۵۶ ١٫٢۵١۵ ١٫٢۶۴٣ ١٫٢۴٨٢ شیب
(٠٫٢٠١۵) (٠٫٢٠٨٧) (٠٫٢۴١۵) (٠٫١٩۴٢) (٠٫٢٠٢٩) (٠٫٢٠٣۵) (٠٫١٩٧٩) (٠٫١٩٣٧)

توزیعͬ: پارامترهای
٠٫٠٩٢٨ ٠٫٠٩٣٧ ٠٫١٣۶٢ ٠٫٠٨۴٩ ٠٫٠٩١١ ٠٫٠٣۶٨ ٠٫٠۴٠٠ ٠٫٠٣١٣ مقیاس
(٠٫٠٠٨۵) (٠٫٠٠۴٢) (٠٫٠٢٩٣) (٠٫٠١۵۵) (٠٫٠١٨٠) (٠٫٠٢٣٢) (٠٫٠٠٧٢) (٠٫٠٠٧۶)

٢٫۴۵٨٧ ٣٫٩١۵۴ ٠٫٩٠١٩ −٢٫۵۶٠٧ ١٫٢۶۵٧ ٠٫۴٣٨۶ ١ ش΄ل
(١٫۴۵٧۵) (١٫۴٠۴٩) (٠٫٠٧۵٢) (٠٫٣۵٢٠) (١٫٣٣٧٠) (٠٫١۵۵۵)

−٢٫۴٠٩٠ ٠٫۵١٠٨ ٢ ش΄ل
(٠٫۴۴٧۴) (٠٫٣٧٣١)

۶٫٠۶۶٠ ٠٫۴٣٢٠ d.f.

(۵٫۴۵٠٨) (٠٫١۴٨٨)
−١٠٨٫٩٨٩٨ −١٢۴٫٠٣۴١ −١٣۴٫٠٧٢٩ −١٢۴٫٠٣۴١ −١٣٢٫١٢٣٢ −١٣٣٫١٧۶ −١٣۵٫٣٠٨٩ −١٣۵٫١٧۶۵ AIC

−١٠٢٫٧٠۶٨ −١١۵٫۶۵۶٧ −١٢٣٫۶٠١٢ −١١۵٫۶۵۶٧ −١٢٣٫٧۴۵٨ −١٢٢٫٧٠۴٣ −١٢۶٫٩٣١۶ −١٢۶٫٧٩٩١ BIC

ماریتا مارتین شرکت داده برای KS آزمون :٢. ١٠ جدول
Normal SN SSt SGHS GSH BHS SHS٢ SHS١
٠٫١۴٧۴ ٠٫١٣٨۶ ٠٫٠٧۶٨ ٠٫٠٧۵٩ ٠٫٠٧۶١ ٠٫٠٨٩٧ ٠٫٠٨۵٢ ٠٫٠٨۶۴ آزمون آماره
٠٫١٣٣۴ ٠٫١٨١۶ ٠٫٨۴۴۵ ٠٫٨۵٣۴ ٠٫٨۵١٣ ٠٫۶٨۶١ ٠٫٧۴٣۶ ٠٫٧٢٨٩ P−مقدار

علمͬ، زمینه های اغلب در که هستند آماری مدل های رده های مهم ترین از ی΄ͬ رگرسیونͬ
ͬ گیرند. م قرار استفاده مورد صنعت، و هواشناسͬ اجتماعͬ، علوم پزش΄ͬ، اقتصاد، مانند
تعمیم یافته جمعͬ مدل های و تعمیم یافته خطͬ مدل های رگرسیونͬ، مدل بندی چارچوب در
توزیع زیررده ها، این دوی هر در دارند. ویژه ای جای·اه شد اشاره آنها به اول فصل در که
میانگین آن در که ͬ شود، م گرفته نظر در نمایی توزیع های خانواده از عضوی ،y ،ͺپاس متغیر
به ͺپاس واریانس و ͬ شود م مدل بندی رگرسیونͬ تبیینͬ متغیرهای از تابعͬ به عنوان ،µ ،ͺپاس
به τ(µ) واریانس تابع طریق از µ میانگین همچنین است. وابسته φ پراکندگ۴٣ͬ ثابت پارامتر
ͺپاس توزیع واریانس GAM و GLM مدل های در بنابراین، است. وابسته V (y) = φτ(µ) صورت
طریق از تنها و ͬ شود نم مدل بندی تبیینͬ متغیرهای حسب بر سرراست و ͹واض صورتͬ به
رگرسیون مدل های که باشید داشته توجه است. وابسته آنها به تلویحͬ به صورت میانگین

.τ(µ) = ١ آنها برای که به طوری هستند، GLM از عضوی نیز خطͬ
تبیینͬ متغیرهای (ناپارامتری) غیرخطͬ اثرات گرفتن نظر در با GAM مدل های اگرچه
پارامتر از غیر به اما دارند، بیشتری انعطاف ،GLM مدل های به نسبت جمعͬ، به صورت
برای ͬ دهند. نم را ͺپاس توزیع واریانس مثل پارامتر ها، سایر مدل بندی اجازه (م΄ان) میانگین
برای تعمیم یافته جمعͬ مدل های رده (٢٠٠۵) استاسینوپولوس و ری·بی محدودیت، این ͽرف
عبارتند مدل ها از رده این مهم ویژگͬ دو کردند. معرفͬ را (GAMLSS) ش΄ل و مقیاس م΄ان،

43Dispersion
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از:

متغیر برای نمایی توزیع های خانواده جای·زین پارامتری، توزیع های از کلͬ خانواده ΁ی .١
ͬ شود. م ͺپاس

به عنوان ͬ توان م را ͺپاس شرطͬ توزیع پارامترهای همه بل΄ه م΄ان) (یا میانگین فقط نه .٢
کرد. مدل بندی تبیینͬ متغیرهای از جمعͬ ناپارامتری یا پارامتری تابعͬ

مدل های آمیخته۴۴ نسخه های از معمولا وابسته، ͅ های پاس تحلیل برای که است ذکر به لازم
،١٩٩٩ ژانگ۴٧، و (لین GAM و (٢٠٠١ نلدر۴۶، و لͬ ،١٩٩٣ کلیتون۴۵، و (بریسلو GLM

به صورت تصادفͬ اثرات افزودن با آنها در که ͬ شود، م استفاده (٢٠٠١ لانگ۴٨، و فاهرمیر
GAMLSS مدل های رده ͬ شود. م مدل وارد داده ها وابستگͬ ساختار مدل، پیش·وی به جمعͬ

کند. اضافه توزیع پارامترهای از کدام هر به را تصادفͬ اثرات که داراست را ویژگͬ این نیز
یا ΁ی معمولا و ندارند مدل بندی برای ایده آل رفتاری داده ها همیشه واقعͬ، دنیای در
داده ها بر حاکم ال·وی بر ͬ توانند م که دارند حضور داده ها ͽجم در (پرت) مش΄وک داده چند
وجود مختلفͬ پارامتری توزیع های ،GAMLSS مدل های رده در باشند. داشته زیادی تاثیر
مقیاس پارامترهای توسط پرت داده های مدل بندی به قادر و دم سنگین ذاتͬ به طور که دارند
توزیع های به ͬ توان م مثال، به عنوان .(٢٠١٧ هم΄اران، و (استاسینوپولوس هستند ش΄ل و
دو در که GAMLSS رده در موجود مدل های توجه قابل انعطاف ͬ رغم عل کرد. اشاره SSt و SN

نرم افزار محیط در ۴٩gamlss.dist و ((٢٠٠٧) ری·بی و (استاسینوپولوس gamlss نرم  افزار بسته
دارد: وجود بالقوه مش΄ل دو رخداد ام΄ان دارند، وجود R

میانگین با خطا جمله بودن متقارن معمولا خطͬ، رگرسیون مدل های زیررده ساختار در .١
استفاده بنابراین و نیست برقرار چوله توزیع های برای پذیره این ͬ شود. م پذیرفته صفر

نیست. منطقͬ خطͬ مدل های خاص حالت برای GAMLSS رده اعضای از برخͬ از
دم سنگین توزیع های است، ΁کوچ نمونه حجم کل به نسبت پرت داده های تعداد ͬ که زمان .٢
کمتری چ·الͬ مقابل در و ͬ دهند م اختصاص دم ها به را نیاز حد از بیش تاکید متقارن
نظر در ͬ شوند)  م شامل را موجود داده های اغلب (که توزیع مرکزی مقادیر برای را

شود. منتهͬ نامناسب مدلͬ به ͬ تواند م پدیده این ͬ گیرند. م
نیمه سنگین دم های با متقارن توزیع ΁ی به کارگیری ام΄ان و معرفͬ مش΄ل، دو این به توجه با

باشد. کارساز ͬ تواند م GAMLSS رده در
44Mixed models
45Breslow and Clayton
46Lee and Nelder
47Lin and Zhang
48Fahrmeir and Lang
49https://cran.r-project.org/package=gamlss.dist
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س΄انت ΁هایپربولی توزیع های خانواده ٢. ٣. ١
که خود م΄ان پارامتر حول توزیع این شد. معرفͬ (١٩٢١) فیشر۵٠ توسط بار اولین HS توزیع
(١٩٢۵) دود۵١ توسط خانواده این ͬ های ویژگ از برخͬ است. متقارن هست، هم توزیع میانگین
تعمیم چوله حالت به را توزیع این (٢٠٠٢) وگان گرفتند. قرار بررسͬ مورد (١٩٣٢) پرک۵٢ و
کردند. معرفͬ را چوله تعمیم یافته س΄انت ΁هایپربولی توزیع (٢٠٠٢) وگان و فیشچر و داد
مالͬ، داده های در آن کاربردهای و تعمیم یافته HS توزیع های عنوان با (٢٠١٣) فیشچر کتاب
در توزیع این از استفاده است. توزیع این کاربردهای و نظری مبانͬ برای کاملͬ و ͽجام منبع

است. معمول مالͬ، داده های تحلیل و مدل بندی
مثل توزیع هایی سنگینͬ به ولͬ دارد سنگین تری دم های نرمال توزیع به نسبت HS توزیع
با توزیع ΁ی به عنوان آن از مربوطه متون در بنابراین نیست. استیودنت t یا لاپلاس کوشͬ،
بین خطا جمله توزیع دم که مواقعͬ در توزیع این داریم انتظار ͬ شود. م یاد نیمه سنگین دم
نیمه سنگین ͽواق در باشد. داشته مناسبی عمل΄رد باشد، نرمال و دم سنگین توزیع ΁ی دم های
است. پرت داده های از زیاد نه چندان تعداد مدل بندی ام΄ان معنͬ به خطا توزیع دم بودن
تعریف ͬ شود. م برهان HS توزیع برای و تعریف رسمͬ به طور البته توزیع ΁ی دم نیمه سنگینͬ

ببینید. (١٩٩٩) ساتو۵٣ در ͬ توانید م را دم سنگینͬ از رسمͬ

است. نیمه سنگین دم با توزیع ΁ی HS توزیع .٢. ٣. ١ قضیه

کنید. مراجعه (١٩٩٩) ساتو به برهان مشاهده برای برهان.

راست سمت دم و چ·الͬ توابع منحنͬ ٢. ١٠ ش΄ل ،HS توزیع دم نیمه سنگینͬ درک برای
͹واض کاملا ش΄ل، به توجه با ͬ دهد. م نشان کوشͬ و نرمال توزیع دو کنار در را توزیع این
قرار سنگین) دمͬ (با کوشͬ و (΁سب دمͬ (با نرمال توزیع دو بین HS توزیع دم که است
ام΄ان GAMLSS مدل های رده چارچوب به HS توزیع کردن تعبیه با ما فصل، این در دارد.
شامل را پرت داده چند یا ΁ی که کرده ایم فراهم را پیوسته ای داده های منعطف مدل بندی
مدل ساختار در که است م΄ان‐مقیاس نیمه پارامتری مدل ΁ی ما نظر مورد مدل ͬ شوند. م
HS توزیع های خانواده این که به توجه با ͬ کند. م صدق θ٢ = σ و θ١ = µ پارامتر دو با (۵ .١)
م΄ان‐مقیاس مدل ΁ی ͬ شده معرف رگرسیون مدل است، مقیاس و م΄ان پارامتر دو دارای
پیشنهاد مقیاس و م΄ان همزمان مدل بندی آن در که کارهایی اولین از ͬ شود. م محسوب

کرد. اشاره (١٩٩۶) استاسینوپولوس و ری·بی به ͬ توان م است، شده
50Fisher
51Dodd
52Perks
53Sato
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راست سمت دم های و راست) (سمت کوشͬ و نرمال ،HS توزیع های چ·الͬ توابع نمودار :٢. ١٠ ش΄ل
چپ) (سمت آنها

درستنمایی بر مبتنͬ استنباط
این که به توجه با است. درستنمایی بر مبتنͬ پیشنهادی، مدل برای نظر مد استنباطͬ رهیافت
از جلوگیری برای کرد، استفاده ͬ توان م مختلف جمعͬ ناپارامتری مولفه های از مدل این در
GAMLSS مدل ͬ شود. م استفاده تاوانیده درستنمایی چارچوب ΁ی از حد، از بیش پیچیدگͬ

به صورت پیشنهادی
g١(µ) = X١β١ +

J١∑
j=١

hj١(xj١)

و
g٢(σ) = X٢β٢ +

J٢∑
j=١

hj٢(xj٢)

داد نمایش ،h(x) = Zγ مشابه تصادفͬ، اثر ΁ی به صورت ͬ توان م را h(x)ها آن، در که است
(اثرات) ضرایب از برداری γ و ͬ شود م ساخته x مقادیر اساس بر و است پایه ماتریس ΁ی Z که
بودن مستقل فرض تحت است. چندمتغیره نرمال توزیع دارای ͬ شود م فرض که است تصادفͬ

صورت به مدل درستنمایی ΃ل تابع ،ͺپاس مشاهدات

ℓ(µ,σ) =
n∑

i=١
log f(yi;µi, σi)

آن در که است

log f(yi;µi, σi) = − log π − log σi + log٢ +
yi − µi
σi

− log(e
٢ yi−µi

σi + ١)



۴٧ پرت داده های برای م΄ان−مقیاس نیمه پارامتری رگرسیون مدل
متغیرهای به (۵ .١) مدل توسط f(· ) چ·الͬ تابع با HS توزیع مقیاس و م΄ان پارامترهای است.

است: زیر صورت به مدل این برای تاوانیده درستنمایی تابع ͬ شوند. م مرتبط تبیینͬ
ℓp = ℓ(µ,σ)− ١

٢
٢∑

k=١

Jk∑
j=١

γT
kjGkj(λkj)γkj . (۵ .٢)

یعنͬ مدل، خطͬ مولفه پارامترهای بردار از عبارتند شوند، برآورد باید که پارامترهایی مجموعه
یعنͬ ناپارامتری)، (توابع تصادفͬ اثرات پارامترهای بردار ،β = (β١,β٢)′

γ = (γ١١, . . . , γJ١١, γ١٢, . . . , γJ٢٢)′

،GAMLSS مدل های چارچوب در .λ = (λ١١, . . . , λJ١١, λ١٢, . . . , λJ٢٢)′ یعنͬ مدل، ابرپارامترهای و
ابرپارامترهای برای ثابتͬ مقادیر ازای به ،γ تصادفͬ اثرات پارامترهای و β خطͬ پارامترهای
برای ͬ شوند. م برآورد (۵ .٢) در ℓp تاوانیده درستنمایی تابع کردن ماکسیمم با ،λ هموارساز
استاسینوپولوس و (ری·بی ۵۵CG و ۵۴RS ال·وریتم های نام های با پایه ای روش دو کار این
(تاوانیده) دوم توان های کمترین ال·وریتم ΁ی از روش ها این دوی هر دارند. وجود ( (٢٠٠۵)
ابرپارامترهای بودن مفروض با مذکور، پارامترهای ML برآوردهای محاسبه برای تکراری۵۶ موزون
حاصل برآوردهای دادند نشان (٢٠٠۵) استاسینوپولوس و ری·بی ͬ کنند. م استفاده هموارساز،
رگرسیونͬ ضرایب برای تخت ͬ بخش ناآگاه پیشین توزیع های گرفتن نظر در با روش ها، این از
بیز رهیافت ΁ی چارچوب در (MAP) پسین۵٧ͬ مد برآوردهای ،γ تصادفͬ ضرایب برای نرمال و

هستند. نیز تجربی
است. (١٩٩۶) استاسینوپولوس و ری·بی توسط گرفته شده کار به ال·وریتم تعمیم RS روش
تابع اول مرتبه مشتقات آن در که است، (١٩٩٢) گرین۵٨ و کول ال·وریتم تعمیم نیز CG روش
پارامترهای به نسبت درستنمایی تابع دوم مرتبه مشتقات ریاضͬ امید مقادیر و درستنمایی
بهینه سازی روش مشابه دوم، مرتبه مشتقات برای البته هستند. نیاز مورد σ و µ یعنͬ توزیع
و µ به نسبت HS توزیع اول مشتقات کرد. استفاده نیز عددی تقریب های از ͬ توان م ، BFGS

از عبارتند σ

∂ℓ(µ, σ)

∂µ
= − ١

σ
+

٢
σ

exp(٢(y−µ)
µ )

exp(٢(y−µ)
σ ) + ١

∂ℓ(µ, σ)

∂σ
= − ١

σ
− y − µ

σ٢ + ٢y − µ

σ٢
exp(٢(y−µ)

µ )

exp(٢(y−µ)
σ ) + ١ .

ری·بی و استاسینوپولوس کرد. استفاده عددی تقریب های از ͬ توان م نیز دوم مشتقات برای
کندتر هم·رایی در ولͬ ͬ تر کل RS ال·وریتم به نسبت CG ال·وریتم که کردند تاکید (٢٠٠٧)

54Rigby and Stasinopoulos
55Cole and Green
56Penalti iterative weighted least squares (PIWLS)
57Maximum a posteriori
58Cole and Green



آن تعمیم های و س΄انت ΁هایپربولی توزیع ۴٨
این (به هستند متعامد اطلاع نظر از توزیع پارامترهای که مواردی در دادند نشان آنها است.
هستند)، صفر پارامترها به نسبت درستنمایی تابع حاصل ضرب مشتقات ریاضͬ امید که معنͬ
پارامترها که مواردی در و ͬ شود؛ م توصیه آن بالاتر سرعت دلیل به RS روش از استفاده
سازوار۵٩ روش ΁ی البته است. برخوردار بیشتری کارایی از CG ال·وریتم نباشند، متعامد
در ال·وریتم دو هر ترکیب از که است شده پیشنهاد (٢٠٠٧) ری·بی و استاسینوپولوس توسط

ͬ کند. م استفاده تاوانیده درستنمایی تابع بهینه سازی
فراموضع۶١ͬ و (٢٠١٣ هم΄اران، و (ری·بی موضع۶٠ͬ روش دو λ ابرپارامترهای برآورد برای
ساده تر آن اجرای و سریع تر موضعͬ روش شده اند. پیشنهاد (٢٠٠۵ استاسینوپولوس، و (ری·بی
انجام CG یا RS ال·وریتم های مرحله هر در ابرپارامترها برآورد موضعͬ روش در ͽواق در است.
دارند: وجود ابرپارامترها برآورد برای معیار سه حداقل فراموضعͬ، روش در ͬ که حال در ͬ شود، م

.(٢٠٠۶ ،۶٣ (وود (GCV)؛ تعمیم یافته۶٢ متقابل اعتبارسنجͬ معیار کردن ͬ نیمم م .١
.(١٩٧٨ (شوارتز، BIC معیار یا (١٩٧۴ ،΁آکائی) AIC معیار کردن ͬ نیمم م .٢

درستنمایی. تابع ساختن ماکسیمم .٣
کرده ایم. استفاده موضعͬ صورت به و سوم معیار از فصل، این در ما

BIC و AIC معیارهای از ͬ توان م نامزد مدل های بین در برتر مدل انتخاب و مقایسه برای
ادامه در ͬ شود. م انجام مانده ها تحلیل توسط نیز مدل ها برازش نی΄ویی بررسͬ کرد. استفاده

کرده ایم. استفاده شبیه سازی مثال ΁ی از فصل این در ما پیشنهادی مدل ارزیابی برای

شبیه سازی مطالعه ٢. ٣. ٢
کردیم. استفاده شبیه سازی مثال ΁ی از بخش این در پیشنهادی، مدل عمل΄رد ارزیابی برای
دم با مدل ΁ی (به عنوان نرمال مدل دو با پیشنهادی مدل عمل΄رد مقایسه ارزیابی، از هدف
با مقایسه دلایل بود. سنگین) دم با مدل ΁ی (به عنوان استیودنت t رگرسیونͬ مدل و (΁سب

از عبارتند مدل دو این
م΄ان−مقیاس مدل برای استوار۶۴ جانشینͬ به عنوان را HS جدید م΄ان−مقیاس مدل •

بودند. نظر مورد نرمال و HS مدل دو هر برازش همین برای کردیم. معرفͬ نرمال
59Adaptive
60Locally
61Globally
62Generalized Cross Validation (GCV)
63Wood
64Robust



۴٩ پرت داده های برای م΄ان−مقیاس نیمه پارامتری رگرسیون مدل
نرمال مدل برای استوار جانشینͬ نیز استیودنت t توزیع بر مبتنͬ م΄ان‐مقیاس مدل •
استفاده نتیجه بودیم مایل توزیع این بودن دم سنگین به توجه با اما ͬ شود. م محسوب

بدانیم. را HS نیمه سنگین دم با مدل و آن از
مدل ΁ی از را داده ها نشد. استفاده رقیب مدل های از هیچ کدام از داده ها شبیه سازی برای
سنگین تر دمͬ ΁لجستی توزیع کردیم. تولید ΁لجستی توزیع پایه بر م΄ان‐مقیاس رگرسیونͬ
معمول و معروف دم سنگین توزیع ΁ی به عنوان استیودنت t توزیع اندازه به ولͬ دارد نرمال از
با ΁لجستی توزیع دارای ͺپاس متغیر ام i مشاهده کردیم فرض داده ها تولید برای نیست.

که طوری به باشد، σi مقیاس پارامتر و µi م΄ان پارامتر
µi = x١i + sin

(π
۵x٢i

)
و

σi = exp
(
x٣i + sin

(π
۵x۴i

)) (۶ .٢)
میانگین با نرمال توزیع از x١, x٢, x٣, x۴ تبیینͬ متغیرهای همه ،i = ١, . . . , n برای آن، در که
٢ برابر دی·ر تبیینͬ متغیر دو و ٠٫٢ برابر x١, x٣ متغیر دو معیار انحراف شدند. تولید صفر
خطͬ اثر هم توزیع، مقیاس و م΄ان پارامتر دو هر در است معلوم که همان طور شدند. انتخاب
برای و گرفتیم نظر در ۵٠٠ و ٢٠٠ ،١٠٠ برابر را نمونه حجم غیرخطͬ. مولفه هم و دارد وجود
روش های از مدل برازش برای و تولید (۶ .٢) مدل از را داده مجموعه ٢٠٠ آنها از کدام هر
هر در جمعͬ ناپارامتری مولفه مدل بندی برای کردیم. استفاده ٢. ٣. ١ بخش در تشریح شده

کردیم. استفاده تاوانیده اسپلاین های از نیز پارامتر دو
که کردیم استفاده R نرم افزار در gamlss بسته از استیودنت t و نرمال مدل های برازش برای
gamlss بسته پدیدآوران ندارد. وجود بسته این در HS مدل ولͬ دارد. خود در را توزیع دو هر
مدل بندی ام΄انات از R نرم افزار محیط در کدنویسͬ با بتوان که کرده اند فراهم را ام΄ان این
این با کرد. استفاده سایرین توسط جدید توزیع های سایر برای بسته این در موجود برازش و
و برده بهره HS توزیع پایه بر نیمه پارامتری مدل ΁ی معرفͬ برای موجود قابلیت از ام΄ان،
خوانندگان دسترس در زیر۶۵ لینک در را فصل در ارائه شده مثال با همراه اشاره مورد کدهای

داده ایم. قرار
(MSE) خطا۶۶ دوم توان های میانگین معیار از خطͬ پارامترهای برآوردهای ارزیابی برای

ͬ شود: م تعریف زیر صورت به که کردیم ا ستفاده

MSE(β̂) =
١

٢٠٠
٢٠٠∑
j=١

(β̂j − β)٢

65https://github.com/JamilOwnuk/GAMLSS-HS/blob/master/HS%20distribution
66Mean Squared Errors



آن تعمیم های و س΄انت ΁هایپربولی توزیع ۵٠
واقعͬ مقدار β و jام تولیدشده داده مجموعه در برآوردشده رگرسیونͬ ضریب β̂j آن در که
م΄ان پارامتر دو هر در غیرخطͬ مولفه برآورد و ناپارامتری مدل بندی ارزیابی برای است. آن
زیر تعریف با ((١٩٨٩) هم΄اران و ساکس۶٨ ،IMSE)۶تجمیع شده٧ MSE معیار از مقیاس و

کردیم: استفاده
IMSEf̂ =

١
٢٠٠

٢٠٠∑
j=١

١
n

n∑
i=١

(
f̂j(xi)− f(xi)

)٢

برای که هستند معلوم مقادیری xiها و jام داده مجموعه برای برآوردشده تابع f̂j آن در که
مقادیر مثال این در ͬ شوند؛ م گرفته نظر در واقعͬ تابع و برآوردشده تابع اختلاف محاسبه

گرفتیم. کار به مقداردهͬ برای را تبیینͬ متغیرهای تولیدشده
نتایج به توجه با شده اند. گزارش ٢. ١١ جدول در رقیب مدل سه هر برای معیار دو نتایج
ͬ کنند. م پیدا کاهش برآوردشده اثرات IMSE و MSE مقادیر نمونه حجم افزایش با جدول،
از گرفت. نتیجه را مدل ها این در مجانبی سازگاری نظری نتایج برقرای ͬ توان م بنابراین
تابع همین طور و رگرسیونͬ پارامترهای برآورد در استیودنت t و HS مدل دو عمل΄رد طرفͬ،
دو برای مشخصͬ برتری اما است. نرمال مدل از برتر مقیاس هم و م΄ان برای هم جمعͬ
برای مقابل، در ͬ شود. نم دیده م΄ان پارامتر در برعکس یا استیودنت t به نسبت HS مدل
کاملا HS مدل جمعͬ، تابع هم و خطͬ ضرایب برآورد در هم رگرسیونͬ، مدل مقیاس پارامتر
داده های از مجموعه ΁ی برای دارد. برتری داده ها برازش در استیودنت t مدل به نسبت

شده شبیه سازی داده های برای جمعͬ اثر IMSE و خطͬ پارامترهای MSE مقادیر :٢. ١١ جدول
مقیاس پارامتر م΄ان پارامتر

شیب مبدأ از عرض جمعͬ شیب مبدأ از عرض جمعͬ مدل نمونه حجم
٠٫٢٨۴٧ ٠٫٣٠٣۶ ٠٫٣۴۴٩ ٠٫۴۶۵٣ ٠٫٠٣٠۴ ٠٫٠۵۶١ نرمال
٠٫٢٧٧٢ ٠٫١٨٩۵ ٠٫٠۵۶۵ ٠٫۴۴٣٣ ٠٫٠٣١١ ٠٫٠۵٧۴ St ١٠٠
٠٫٢٧٩٢ ٠٫٠٢٨٧ ٠٫٠۵٣٩ ٠٫۴۶٢۵ ٠٫٠٢٩۵ ٠٫٠۵۴١ HS

٠/١١٠٩ ٠/٣٣۴٠ ٠/٣۴۶٢ ٠/١٩۶۵ ٠/٠١٨۵ ٠٫٠٣۴٧ نرمال
٠/١٠٧۵ ٠/٢٠٢٧ ٠/٠۴٩٩ ٠/١٨١۴ ٠٫٠١٩٧ ٠٫٠٣۴۶ St ٢٠٠
٠/١٠٣٧ ٠/٠٣٧٢ ٠/٠۴۴٠ ٠/١٨۴٩ ٠/٠١۶٨ ٠/٠٣٢٣ HS

٠/٠۴٩۶ ٠/٣٧٣٣ ٠/٣۵٩۴ ٠/٠٧٠۵ ٠/٠١١٣ ٠/٠٢١٨ نرمال
٠/٠۴۵٢ ٠/٢٢٢١ ٠/٠۶٠٠ ٠/٠۶٣۴ ٠/٠١٠٩ ٠/٠٢۴۴ St ۵٠٠
٠/٠۴١٧ ٠/٠۵۵٠ ٠/٠۴٣۶ ٠/٠٧٣٢ ٠/٠١٢١ ٠/٠٢٨۵ HS

هر از حاصل ͬ مانده های باق چندک‐چندک۶٩ نمودارهای ۵٠٠ نمونه حجم با شبیه سازی شده
به ٢. ١١ ش΄ل در راست سمت نمودارهای شده اند. داده نمایش ٢. ١١ ش΄ل در مدل سه
معرفͬ (٢٠٠١) فردری΄س٧١ و ون بورن توسط بار اولین که هستند معروف کرم٧٠ͬ نمودار

67Integrated Mean Squared Errors
68Sacks
69Quantile-Quantile plot
70Worm plot
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۵١ پرت داده های برای م΄ان−مقیاس نیمه پارامتری رگرسیون مدل
که است روندزدایی شده٧٢ ͬ مانده های باق چندک‐چندک نمودار نوعͬ کرمͬ نمودار شدند.
واقعͬ توزیع به عنوان مفروض، توزیع از مشاهده شده ͺپاس متغیر توزیع فاصله نشان دهنده
ͬ توانند م روندزدایی شده نقاط داده ها، به مفروض توزیع برازش نی΄ویی صورت در است. ،ͺپاس
یا دو درجه صورت به نقاط پراکنش انحنای باشند. داشته پراکنش محدودشده کران ΁ی در
دارد. برازش شده مدل کفایت عدم از نشان نقاط، گرفتن قرار کران از خارج همچنین و سه
را (٢٠٠١) فردری΄س و ون بورن ͬ توانید م نمودار نوع این تفسیر مورد در بیشتر توضیح برای

ببینید.
برازش داده ها این برای نرمال م΄ان‐مقیاس مدل که است ͹واض ٢. ١١ ش΄ل به توجه با
قبول قابل و مناسب کاملا برازشͬ استیودنت t و HS مدل دو هر مقابل در و دارند نامناسبی

دارند.
پارامتر دو هر برای را غیرخطͬ و خطͬ برآوردشده اثرات نیز ١۴ .٢ تا ٢. ١٢ ش΄ل های
اثرات، برآورد همراه به ͬ دهد. م نشان HS و استیودنت t نرمال، مدل سه در مقیاس و م΄ان
برآوردگرهای نرمال مجانبی توزیع اساس بر که شده اند رسم نیز درصد ٩۵ اطمینان کران های
سه هر خطͬ، ضرایب برآورد در .((٢٠٠۵) استاسینوپولوس و (ری·بی شده اند محاسبه ML

HS مدل محاسبه شده، اطمینان کران های به توجه با اما کرده اند. عمل ی΄سان تقریبا مدل
است. کرده عمل کاراتر غیرخطͬ اثرات برآورد در دی·ر مدل دو به نسبت

واقعͬ مثال ٢. ٣. ٣
مجموعه ΁ی رگرسیونͬ تحلیل جدید، پیشنهادی مدل مم΄ن برتری و کاربست نمایش برای
هدف دادیم. قرار نظر مد است، شده گزارش (١٩٩٠) دلامپادی و داگلاس در که را واقعͬ داده
کشور در آبی تیغه رشته کوه در ͽواق دریاچه های بودن اسیدی بررسͬ داده ها این تحلیل از
ͺپاس متغیر است. شده تش΄یل متغیر ۴ برای مشاهده ١١٢ از داده مجموعه این است. آمری΄ا
شامل دریاچه، هر مرکزی مختصات رگرسیونͬ تبیینͬ متغیرهای و (y) دریاچه ها pH مقدار
در ͬ گرم میل واحد با کلسیم غلظت ل·اریتم و ،(x٢) جغرافیایی عرض و (x١) جغرافیایی طول
در داده مجموعه این است. شده محاسبه ١٠ مبنای در آن ل·اریتم که ،(x٣) است لیتر هر

است. دسترس در R نرم افزار در assist بسته افزار
نشان را تبیینͬ متغیرهای مقابل در ͺپاس متغیر کناری پراکنش نمودارهای ١۵ .٢ ش΄ل

هستند: بیان قابل نکته چند نمودارها این روی از ͬ دهد. م

رابطه ΁ی راست) سمت (نمودار کلسیم غلظت ل·اریتم مقابل در ͺپاس پراکنش نمودار .١
این ͬ دهد. م نشان غلظت ل·اریتم بزرگتر مقادیر برای بیشتر نوسان همراه به را مثبت

است. م΄انͬ رگرسیون مدل در هم واریانسͬ پذیره نبودن برقرار از نشانͬ شهود
72Quantile-Quantile plot for detrended residuals



آن تعمیم های و س΄انت ΁هایپربولی توزیع ۵٢

نرمال مدل سه از حاصل ͬ مانده های باق (راست) کرمͬ و (چپ) چندک‐چندک نمودارهای :٢. ١١ ش΄ل
۵٠٠ نمونه حجم با شبیه سازی شده داده مجموعه ΁ی برای (پایین) HS و (وسط) استیودنت t (بالا)،

سپس و کاهشͬ غیرخطͬ روند ΁ی جغرافیایی، طول مقابل در ͺپاس پراکنش نمودار .٢
روند مقابل در ͬ دهد. م نمایش روند این طͬ در ناهم·ن نوسان همراه به را افزایشͬ

نیست. ملموس جغرافیایی عرض متغیر مقابل در درکͬ قابل و مشخص
نمودار سه هر در پرت داده دو است، مشهود مشاهدات در که ناهم واریانسͬ از جدا .٣
لزوم بر مساله این ͬ شوند. م دیده هستند، جدا مشاهدات سایر از کاملا که پراکنش
از اندکͬ تعداد (که را پرت داده های با برخورد توانایی که مدلͬ توسط آنها کردن لحاظ

دارد. تاکید دارند، ͬ شوند) م شامل را مشاهدات کل
است. میانگین مدل نبودن کافͬ و داده ها این مدل بندی پیچیدگͬ از حاکͬ نکته، سه این
(مدل م΄ان‐مقیاس و ((٢. ٧) (مدل م΄ان) (فقط میانگین مدل دو داده ها مدل بندی برای



۵٣ پرت داده های برای م΄ان−مقیاس نیمه پارامتری رگرسیون مدل

مقیاس و م΄ان پارامترهای ( (خط چین واقعͬ و (ممتد) برآوردشده غیرخطͬ و خطͬ اثرات :٢. ١٢ ش΄ل
۵٠٠ نمونه حجم برای نرمال مدل

مقیاس و م΄ان پارامترهای ( (خط چین واقعͬ و (ممتد) برآوردشده غیرخطͬ و خطͬ اثرات :٢. ١٣ ش΄ل
۵٠٠ نمونه حجم برای استیودنت t مدل،



آن تعمیم های و س΄انت ΁هایپربولی توزیع ۵۴

مقیاس و م΄ان پارامترهای ( (خط چین واقعͬ و (ممتد) برآوردشده غیرخطͬ و خطͬ اثرات :١۴ .٢ ش΄ل
۵٠٠ نمونه حجم برای HS مدل

اسیدی دریاچه های داده های برای تبیینͬ متغیرهای و ͺپاس کناری پراکنش نمودارهای :١۵ .٢ ش΄ل

گرفتیم: نظر در زیر صورت به x٣ و x١ تبیینͬ متغیر دو تنها با را ((٢. ٨)


µi = β٠ + h١(x١) + h٢(x٣)
log σi = β١

(٢. ٧)



۵۵ چندمتغیره س΄انت ΁هایپربولی توزیع

µi = β٢ + h١(x١) + h٢(x٣)
log σi = γ٠ + γ١x١ + h٣(x٣)

(٢. ٨)

که مدلͬ با ما پیشنهادی مدل مقایسه برای پرت، داده دو حضور به توجه با نیز، این جا در
کنار در استیودنت t م΄ان‐مقیاس و م΄ان مدل از باشد، پرت داده های مدل بندی به قادر
نظر از شده اند. گزارش ٢. ١٢ جدول در مدل سه هر برازش نتایج کردیم. استفاده نرمال مدل
(٢. ٨) م΄ان‐مقیاس مدل به نسبت (٢. ٧) م΄ان مدل گفت ͬ توان م BIC و AIC معیارهای
t استوار مدل به نسبت حتͬ پیشنهادی مدل نیز مدل بندی نوع دو هر در است. ضعیف تر
مدل های نیمه سنگین دم با داده های حضور در که گرفت نتیجه ͬ توان م و است برتر استیودنت

بود. نخواهند پیشنهادی مدل خوبی به استیودنت t مثل دم سنگینͬ
رسم ١۶ .٢ ش΄ل در نیز مدل سه هر برای ͬ مانده ها باق بر مبتنͬ برازش نی΄ویی نمودارهای
نی΄ویی است. برخوردار کمتری کارایی از دی·ر مدل دو از نرمال مدل ͬ دهند م نشان که شده اند
ͬ های منحن است. تایید قابل (٢. ٨) مدل برای به ویژه استیودنت t و HS مدل های برازش

اسیدی دریاچه های داده های روی بر (٢. ٨) و (٢. ٧) مدل های برازش نتایج :٢. ١٢ جدول
BIC AIC ν γ١ γ٠ β٢ β١ β٠ توزیع مدل
۵٠٫۴۶ ٢٣٫٢٧ − − − − −١٫۴٠۴ ۶٫۵٠۵ نرمال
٣٨٫٢١ ٨٫٣٠ ١٫۵٨١ − − − −١٫۶٩۵ ۶٫۴٩۴ St (٢. ٧) مدل
٣۴٫٢٣ ٧٫٠۴ − − − − −١٫٨٩١ ۶٫۵۵٢ HS

۴٩٫٩١ ٩٫١٣ − −٢۴٫۶۵٠ −١٫۶٣٣ ۶٫۴٩٩ − − نرمال
۵۴٫٨۵ ١١٫٣۵ ١٫۶۶١ −١٩٫۵٣٨ −١٫٨٩٨ ۶٫۴٧٨ − − St (٢. ٨) مدل
۴٧٫٧٢ ۶٫٩۴ − ٣٫٣٧۴ −١٫٨٠۵ ۶٫٣٨۶ − − HS

نرمال، توزیع سه تحت مقیاس و م΄ان پارامتر دو هر برای غیرخطͬ و خطͬ برآوردشده اثرات
برآوردشده اثر شده اند. رسم ٢. ١٩ تا ٢. ١٧ ش΄ل های در (٢. ٨) مدل برای HS و استیودنت t
است؛ دی·ر مدل دو با تناقض در کاملا نرمال مدل مقیاس در جغرافیایی طول متغیر برای
به منجر اتفاق این است. مثبت دی·ر مدل دو در ولͬ منفͬ نرمال مدل در اثر شیب ͽواق در
و م΄ان پارامتر دو هر برای مدل سه هر در اثر ها سایر شد. خواهد نادرست نتیجه گیری ΁ی
متغیر برای برآوردشده قطعیت عدم که تفاوت این با شده اند، برآورد هم به شبیه تقریبا مقیاس
مدل دو از HS مدل م΄ان پارامتر در مشاهدات کران های در کلسیم غلظت ل·اریتم تبیینͬ

است. بیشتر رقیب

چندمتغیره س΄انت ΁هایپربولی توزیع ۴ .٢
زمین شناسͬ، ،΁فیزی زیست، محیط مانند مطالعاتͬ عرصه های از بسیاری در مهم ابزارهای از
متغیره ΁ی آماری توزیع های دلیل، همین به است. چندمتغیره توزیع های معدن، و اقتصاد
نسخه های مثال، برای ͬ شوند. م داده گسترش چندمتغیره نسخه های به آماردانان توسط



آن تعمیم های و س΄انت ΁هایپربولی توزیع ۵۶

استیودنت t و (وسط) HS (بالا)، نرمال مدل های کرمͬ و چندک‐چندک نمودارهای :١۶ .٢ ش΄ل
(ب) (٢. ٨) و (الف) (٢. ٧) مدل های برای (پایین)

نرمال مدل در (پایین) مقیاس و (بالا) م΄ان پارامترهای برآوردشده اثرات ͬ های منحن :٢. ١٧ ش΄ل
(٢. ٧) مدل برای

و جو٧۴ و (٢٠٠۵) آزالینͬ ،(١٩٩۶) وال٧٣ و آزالینͬ توسط SN توزیع از مختلفͬ چندمتغیره
73Valle
74Joe



۵٧ چندمتغیره س΄انت ΁هایپربولی توزیع

برای HS مدل در (پایین) مقیاس و (بالا) م΄ان پارامترهای برآوردشده اثرات ͬ های منحن :٢. ١٨ ش΄ل
(٢. ٧) مدل

t مدل در (پایین) مقیاس و (بالا) م΄ان پارامترهای برآوردشده اثرات ͬ های منحن :٢. ١٩ ش΄ل
(٢. ٧) مدل برای استیودنت

را چندمتغیره لاپلاس توزیع (١٩٩٢) اندرسون٧۵ شده اند. داده گسترش (٢٠١٢) هم΄اران
75Anderson



آن تعمیم های و س΄انت ΁هایپربولی توزیع ۵٨
هم΄اران و التفت٧٧ است. داده توسعه چندمتغیره٧۶ ΁لینی توزیع از خاص حالت به عنوان
کرده اند. بحث نرمال توزیع مقیاس آمیخته عنوان به را چندمتغیره لاپلاس توزیع (٢٠٠۶)
(٢٠١٠) یه٧٩ است. شده معرفͬ (١٩٧٣) آبراهام٧٨ و ΁مالی توسط چندمتغیره ΁لجستی توزیع
چوله نرمال٨٠ تعمیم یافته  ΁هایپربولی توزیع است. کرده مطالعه را چندمتغیره ΁لجستی شبه توزیع
گاما٨٢ شده تولید خانواده است. شده بررسͬ (٢٠١۴) هم΄اران و ویل΄ا٨١ توسط چندمتغیره
این در است. گرفته قرار مطالعه مورد (٢٠١۶) ΁دیستی و بالاکریشنان توسط نیز چندمتغیره

ͬ دهیم. م گسترش چندمتغیره حالت به را HS متغیره ΁ی توزیع بخش
V اگر که است صورت این به ساختارش HS توزیع شد گفته ٢. ١. ١ بخش در که همان طور
حقیقت این از استفاده با کرد. خواهد پیروی HS توزیع از U = log(V ) باشد، نیمه کوشͬ توزیع
از Y = (Y١, . . . , Yp)′ کنید فرض داد. تعمیم آن چندمتغیره حالت به را HS توزیع ͬ توان، م
است: زیر صورت به Y تصادفͬ بردار چ·الͬ تابع ͬ کند. م تبعیت متغیره −p نیمه کوشͬ توزیع

gY(y) =
٢pΓ

(
p+١٢
)

π
p+١٢ (١ + y′y)

p+١٢
, yi > ٠, i = ١, ..., p,

ͬ آید: م به دست زیر به صورت Z = log(Y) تصادفͬ بردار چ·الͬ تابع

fZ(z) =
٢pΓ

(
p+١٢
)
exp

(١′z
)

π
p+١٢
(١ + exp(٢z)) p+١٢

, z ∈ Rp, (٢. ٩)

Z تصادفͬ بردار اگر .exp(٢z) = ∑p
k=١ exp(٢zk) و log(Y) = (log(Y١), ..., log(Yp)) آن در که

(MHS) چندمتغیره٨٣ س΄انت ΁هایپربولی توزیع دارای Z گوییم باشد، (٢. ٩) چ·الͬ تابع دارای
و µ م΄ان بردار پارامترهای کردن اضافه با ͬ دهیم. م نمایش Z ∼ MHS(٠, I) نماد با و است
و µ م΄ان بردار پارامتر دو افزودن با را MHS توزیع ͬ توان م راحتͬ به ، Σ مقیاس ماتریس
نمایش MHS(µ,Σ) نماد با توزیع صورت این در ساخت. منعطف تر بسیار Σ مقیاس ماتریس

نوشت ͬ توان م ͬ شود. م داده

X =
٢
π
Σ

١٢Σz
− ١٢Z+ µ (٢. ١٠)

است. ١٢ اصلͬ قطر غیر اعضای و ١ برابر اصلͬ قطر اعضای با p× p ماتریس ΁ی Σz آن در که
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۵٩ چندمتغیره س΄انت ΁هایپربولی توزیع
ͬ شود: م داده زیر به صورت X تصادفͬ بردار چ·الͬ تابع

fX(x) =
|Σz|

١٢ |Σ|−
١٢π

p−١٢ Γ
(
p+١٢
)
exp

(
π٢١′Σz

١٢Σ− ١٢ (x− µ)
)

(١ +
∑p

k=١ exp
(٢e′k π٢Σz

١٢Σ− ١٢ (X− µ)
)) p+١٢

, x ∈ Rp, (٢. ١١)

آن مؤلفه امین −i فقط که است صفرها از p اندازه با برداری ،i = ١, ..., p برای ei آن در که
٢. ٢٠ ش΄ل در Σ و µ پارامترهای مقادیر برخͬ برای دومتغیره MHS ͬ های منحن است. ١ برابر

شده اند. داده نمایش

(بالا vech (Σ) =
(١, ٠٫۵, ١)′ پارامترها. مختلف مقادیر برای دومتغیره توزیع ͬ های منحن :٢. ٢٠ ش΄ل

سمت (پایین vech (Σ) =
(١٫۵, ٠٫۵, ١٫۵)′ چپ)، سمت (بالا vech (Σ) =

(٠٫−,١۵, ١)′ راست)، سمت
µ = (٠, ٠)′ پارامتر بردار نمودارها همه در و چپ) سمت (پایین vech (Σ) =

(١٫۵,−٠٫۵, ١٫۵)′ راست)،
است.



آن تعمیم های و س΄انت ΁هایپربولی توزیع ۶٠

MHS توزیع گشتاور مولد تابع ١ .۴ .٢
ͬ آید: م به دست زیر به صورت Z ∼ MHS(٠, I) مولدگشتاور تابع

MZ(t) = π−
p+١٢

p∏
k=١

Γ

(١ + tk٢
)
Γ

(١ −
∑p

k=١ tk٢
)
. (٢. ١٢)

گرفت نتیجه ͬ توان م آن از استفاده با بنابراین
E(Z) = ٠

Cov(Z) =
π٢
۴ Σz.

داریم (٢. ١٠) تبدیل با اکنون
E(X) = µ

Cov(X) = Σ

هستند. توزیع کوواریانس ماتریس و میانگین بردار همان Σ و µ پارامترهای یعنͬ این

MHS توزیع پارامترهای برآورد ٢ .۴ .٢
µ نامعلوم پارامترهای با MHS توزیع از مستقل مشاهده n ،i = ١,٢, ..., n برای xi کنید فرض
درستنمایی ماکسیمم برآورد و (MME) گشتاوری برآورد روش دو بخش این در باشند. Σ و

ͬ دهیم. م قرار بررسͬ مورد را (MLE)

گشتاوری برآورد روش
با: هستند برابر Σ و µ پارامترهای MM برآوردگرهای

µ̃ =
١
n

n∑
i=١

xi

Σ̃ =
١
n

n∑
i=١

(xi − µ̃) (xi − µ̃)′ .

درستنمایی ماکسیمم برآوردگرهای
با است متناسب MHS توزیع درستنمایی ΃ل تابع

ℓ(µ,Σ) ∝ −n٢ log(|Σ|) + π

٢
n∑

i=١

(١′Σz
١٢Σ− ١٢ (xi − µ)

)

− p+ ١
٢

n∑
i=١

log

١ +

p∑
k=١

exp
(٢e′k π٢Σz

١٢Σ− ١٢ (xi − µ)
) .



۶١ چندمتغیره س΄انت ΁هایپربولی توزیع
ͬ شوند: م نتیجه زیر به صورت Sn =

(
∂ℓ(µ,Σ)

∂µ , ∂ℓ(µ,Σ)
∂Σ

)′ امتیاز بردار اعضای بنابراین

∂ℓ(µ,Σ)

∂µ
= π

p+ ١
٢

n∑
i=١

∑p
k=١

(
Σ− ١٢Σ

١٢
z ek

)
exp

(
πe′kΣ

١٢
z Σ

− ١٢ (xi − µ)

)
١ +

∑p
k=١ exp

(
πe′kΣ

١٢
z Σ

− ١٢ (xi − µ)

) − nπ

٢
(
Σ− ١٢Σ

١٢
z ١
)

∂ℓ(µ,Σ)

∂Σ
= π

p+ ١
٢

n∑
i=١

∑p
k=١

(
Σ− ١٢ (xi − µ) e′kΣ

− ١٢Σ
١٢
z Σ

− ١٢
)
exp

(
πe′kΣ

١٢
z Σ

− ١٢ (xi − µ)

)
١ +

∑p
k=١ exp

(
πe′kΣ

١٢
z Σ

− ١٢ (xi − µ)

)
−n٢Σ−١ − π

٢
n∑

i=١

(
Σ− ١٢ (xi − µ) ١′Σ− ١٢Σ

١٢
z Σ

− ١٢
)
.

جواب دستگاه این حل کنیم. حل را Sn = ٠ معادلات دستگاه تا داریم نیاز MLE محاسبه برای
استفاده کنیم. رافسون نیوتن مانند عددی روش های از باید و ندارد بسته

MHS توزیع کاربرد ٣ .۴ .٢
شبیه سازی مطالعه

را شبیه سازی شده ای مطالعه ،MHS توزیع پارامترهای MLEs و MMEs عمل΄رد ارزیابی برای
این برای که نمونه هایی حجم کردیم. طراحͬ ،MHS٢ یعنͬ ، MHS دومتغیره نسخه برای
و µ١ = (٠٫۵, ١)′ واقعͬ مقادیر .n = ۵٠, ١٠٠,٢٠٠,۵٠٠, ١٠٠٠ از عبارتند گرفتیم درنظر مطالعه
برای vech (Σ) =

(٠٫−,٠٫٨۴, ١٫٢)′ و vech (Σ) =
(١, ٠٫۵, ١٫۵)′ و µ برای µ٢ = (−١٫۵, ٠٫۵)′

MSE و اریبی کردیم. اجرا تکرار ١٠٠٠ نیز شبیه سازی حالت هر برای گرفتیم. درنظر را Σ

٢. ١٣ جدول های به توجه با شده اند. گزارش ١۶ .٢ تا ٢. ١٣ جدول در MM و ML برآوردگرهای
کاهش نمونه حجم افزایش با MLE و MME دو هر MSE و اریبی که ͬ گیریم م نتیجه ١۶ .٢ تا
MME به نسبت بالاتری کارایی MLE مختلف، نمونه های حجم برای همچنین و ͬ کنند. م پیدا

دارد.

واقعͬ داده های مجموعه مطالعه
مجموعه دو ͬ کنیم. م بررسͬ واقعͬ داده های برازش برای را MHS توزیع کاربرد قسمت این در
بر را (BN)٨۴دومتغیره نرمال و MHS توزیع های و ͬ دهیم م قرار مطالعه مورد را واقعͬ داده 

است. AIC قسمت این در استفاده مورد مقایسه معیار ͬ دهیم. م برازش داده ها این روی
تاکستان های ماهانه بازده از مشاهده ١١٠ شامل داده مجموعه این اول: داده مجموعه •
و شده اند گردآوری ١٩٩٩ آوریل تا ١٩٩٠ مارس از که است شیلیایی٨۵ نوشیدنͬ شرکت

84Bivariate Normal
85Conchha y Toro



آن تعمیم های و س΄انت ΁هایپربولی توزیع ۶٢
MHS٢(µ١,Σ١) مدل تحت MM و ML برآوردگرهای MSE و اریبی :٢. ١٣ جدول

σ̂٢٢ σ̂١٢ σ̂١١ µ̂٢ µ̂١ n

−٠٫٠٠۴٠ −٠٫٠٠۴١ −٠٫٠٠٣٨ ٠٫٠٠١٢ −٠٫٠٠١٢ اریبی MLE

٠٫١٢٣۴ ٠٫٠۴۶۴ ٠٫٠۵٧٧ ٠٫٠٢٣۵ ٠٫٠١٧٠ MSE ۵٠
٠٫٠١١٢ ٠٫٠٠۴١ ٠٫٠٠٠٧ ٠٫٠٠۵٢ ٠٫٠٠١٧ اریبی MME

٠٫١٨٣۴ ٠٫٠۶۶۴ ٠٫٠٧٨۶ ٠٫٠٢٩۴ ٠٫٠٢٠١ MSE

٠٫٠٠٧٧ ٠٫٠٠٠۶ −٠٫٠٠٣٨ −٠٫٠٠۴٩ −٠٫٠٠١٣ اریبی MLE

٠٫٠۶٢٨ ٠٫٠٢١١ ٠٫٠٢۶۶ ٠٫٠١٢٠ ٠٫٠٠٨١ MSE ١٠٠
٠٫٠٠٧١ −٠٫٠٠٠٠ −٠٫٠٠٣٢ −٠٫٠٠۴٠ −٠٫٠٠٢۵ اریبی MME

٠٫٠٩٣٠ ٠٫٠٢٨٧ ٠٫٠٣۶٩ ٠٫٠١٣٨ ٠٫٠١٠٠ MSE

−٠٫٠٠٨٩ −٠٫٠٠٠۵ −٠٫٠٠۴٢ −٠٫٠٠٣٨ −٠٫٠٠١۵ اریبی MLE

٠٫٠٢٩٨ ٠٫٠١١١ ٠٫٠١٣۶ ٠٫٠٠۶٠ ٠٫٠٠۴٠ MSE ٢٠٠
−٠٫٠٠١٨ −٠٫٠٠٣٠ −٠٫٠٠٧٨ −٠٫٠٠٧١ −٠٫٠٠٢۶ اریبی MME

٠٫٠۴۵۴ ٠٫٠١۵٠ ٠٫٠١٨١ ٠٫٠٠٧۴ ٠٫٠٠۴٩ MSE

−٠٫٠٠۴٣ −٠٫٠٠١۶ −٠٫٠٠٢٨ −٠٫٠٠٠٢ ٠٫٠٠٠٧ اریبی MLE

٠٫٠١٢٩ ٠٫٠٠۴٢ ٠٫٠٠۵٣ ٠٫٠٠٢۶ ٠٫٠٠١٧ MSE ۵٠٠
−٠٫٠٠۵۴ −٠٫٠٠١۶ −٠٫٠٠٣٧ ٠٫٠٠٠۴ ٠٫٠٠٠٧ اریبی MME

٠٫٠١٧۶ ٠٫٠٠۵٩ ٠٫٠٠٧۶ ٠٫٠٠٣١ ٠٫٠٠٢٠ MSE

−٠٫٠٠٢٠ −٠٫٠٠٠٢ −٠٫٠٠١۶ ٠٫٠٠٠۴ −٠٫٠٠١٩ اریبی MLE

٠٫٠٠۶٠ ٠٫٠٠٢١ ٠٫٠٠٢٧ ٠٫٠٠١٢ ٠٫٠٠٠٨ MSE ١٠٠٠
−٠٫٠٠٠۶ −٠٫٠٠٠٨ −٠٫٠٠٢١ −٠٫٠٠٠٧ −٠٫٠٠٢۶ اریبی MME

٠٫٠٠٨٧ ٠٫٠٠٣١ ٠٫٠٠۴٢ ٠٫٠٠١۵ ٠٫٠٠١٠ MSE

بازده متغیرهای شامل داده مجموعه این هستند. موجود R افزار نرم در heay بسته در
هستند. CYT شرکت ماهانه بازده و (IPSA) شیلایی بازار شاخص

در ماریتا، مارتین شرکت داده های یعنͬ دوم، واقعͬ داده مجموعه دوم: داده مجموعه •
هر CRSP و m.marietta متغیرهای برای مثال این در است. شده معرفͬ ٢. ٢. ٣ بخش

دادیم. برازش را دومتغیره نرمال و MHS توزیع دو
٢. ١٨ و ٢. ١٧ جدول در AIC معیار و پارامترها برآوردشده مقادیر داده مجموعه دو هر برای
،AIC معیار طبق داده مجموعه دو هر برای ٢. ١٨ و ٢. ١٧ جداول براساس شده اند. گزارش

است. برتر دومتغیره نرمال توزیع از دومتغیره MHS توزیع



۶٣ نتیجه گیری
MHS٢(µ١,Σ٢) مدل تحت MM و ML برآوردگرهای MSE و اریبی :١۴ .٢ جدول

σ̂٢٢ σ̂١٢ σ̂١١ µ̂٢ µ̂١ n

−٠٫٠٢٠١ ٠٫٠٠۵٩ −٠٫٠١۶۵ ٠٫٠٠٣٩ ٠٫٠٠٢١ اریبی MLE

٠٫٠٧٢٣ ٠٫٠٢٨۴ ٠٫٠٣۴٧ ٠٫٠١٩٨ ٠٫٠١٣٨ MSE ۵٠
−٠٫٠٠٧۶ ٠٫٠٠١٢ −٠٫٠٠٨٣ ٠٫٠٠۵۵ ٠٫٠٠١۶ اریبی MME

٠٫١٠٩٠ ٠٫٠٣٩١ ٠٫٠۵٠١ ٠٫٠٢٢٩ ٠٫٠١۶٢ MSE

−٠٫٠٠۶٨ −٠٫٠٠٣٣ ٠٫٠٠١٠ ٠٫٠٠١٣ −٠٫٠٠٢۴ اریبی MLE

٠٫٠۴٠٣ ٠٫٠١٣٨ ٠٫٠١٨۵ ٠٫٠١٠٠ ٠٫٠٠۶۵ MSE ١٠٠
−٠٫٠٠٢٩ −٠٫٠٠٢۶ ٠٫٠٠٢۶ ٠٫٠٠٠۶ −٠٫٠٠٢٢ اریبی MME

٠٫٠۵٩٠ ٠٫٠١٩٢ ٠٫٠٢٧٠ ٠٫٠١١۶ ٠٫٠٠٧٩ MSE

−٠٫٠٠۶۴ ٠٫٠٠١٧ −٠٫٠٠١۴ ٠٫٠٠٠۴ −٠٫٠٠١۶ اریبی MLE

٠٫٠١٩۵ ٠٫٠٠٧٠ ٠٫٠٠٨۵ ٠٫٠٠۵٠ ٠٫٠٠٣۶ MSE ٢٠٠
−٠٫٠٠٧٨ ٠٫٠٠۴٠ −٠٫٠٠٢٣ ٠٫٠٠٢٨ −٠٫٠٠١٣ اریبی MME

٠٫٠٢٨٨ ٠٫٠٠٩٨ ٠٫٠١١٨ ٠٫٠٠۵٩ ٠٫٠٠۴٣ MSE

−٠٫٠٠٠۴ ٠٫٠٠٠٩ −٠٫٠٠٠١ −٠٫٠٠٠٩ ٠٫٠٠٢١ اریبی MLE

٠٫٠٠٧۴ ٠٫٠٠٢۵ ٠٫٠٠٣۶ ٠٫٠٠٢٠ ٠٫٠٠١٣ MSE ۵٠٠
−٠٫٠٠٢٣ ٠٫٠٠١۵ −٠٫٠٠٠۶ −٠٫٠٠١٠ ٠٫٠٠٢۵ اریبی MME

٠٫٠١٠۵ ٠٫٠٠٣٨ ٠٫٠٠۵٣ ٠٫٠٠٢۴ ٠٫٠٠١۶ MSE

٠٫٠٠٠٣ −٠٫٠٠٠٣ ٠٫٠٠١۴ −٠٫٠٠١١ −٠٫٠٠٠۴ اریبی MLE

٠٫٠٠٣٩ ٠٫٠٠١٢ ٠٫٠٠١۵ ٠٫٠٠٠٩ ٠٫٠٠٠۶ MSE ١٠٠٠
٠٫٠٠٠٨ −٠٫٠٠٠٩ ٠٫٠٠١٧ −٠٫٠٠٢١ ٠٫٠٠٠٠ اریبی MME

٠٫٠٠۵٩ ٠٫٠٠١٨ ٠٫٠٠٢٢ ٠٫٠٠١١ ٠٫٠٠٠٨ MSE

نتیجه گیری ۵ .٢
مانند آنها ͬ های ویژگ و داده تعمیم چوله حالت به را HS نیمه دم سنگین توزیع فصل، این در
در را جدید تعمیم های آوردیم. به دست را آنها گشتاورهای و گشتاور مولد تابع توزیع، تابع
و بررسͬ، را ML برآوردگرهای مجانبی رفتار و بیان، خطͬ رگرسیون مدل در خطا توزیع قالب
شبیه سازی مثال های با هستند. نرمال مجانبی توزیع دارای و ضعیف سازگار دادیم نشان
پیشنهادی مدل هستند، نیمه دم سنگین داده ها که موقعیت هایی در دادیم نشان واقعͬ و
R نرم افزار در همچنین دارند. دم سنگین و ΁دم سب توزیع های به نسبت بهتری کارایی



آن تعمیم های و س΄انت ΁هایپربولی توزیع ۶۴
MHS٢(µ٢,Σ١) مدل تحت MM و ML برآوردگرهای MSE و اریبی :١۵ .٢ جدول

σ̂٢٢ σ̂١٢ σ̂١١ µ̂٢ µ̂١ n

−٠٫٠٢۶۵ −٠٫٠٠٩٩ −٠٫٠٢١۴ ٠٫٠٠٧١ ٠٫٠٠۵۴ اریبی MLE

٠٫١١۴٢ ٠٫٠۴٣٣ ٠٫٠۵٣١ ٠٫٠٢۵٢ ٠٫٠١٧۶ MSE ۵٠
−٠٫٠١٢٣ −٠٫٠٠٧۶ −٠٫٠١٢۶ ٠٫٠٠٧۶ ٠٫٠٠۴۵ اریبی MME

٠٫١۶٧٢ ٠٫٠۵٩١ ٠٫٠٧۶٩ ٠٫٠٢٨٧ ٠٫٠٢٠٣ MSE

−٠٫٠١۴١ −٠٫٠٠٧۶ −٠٫٠٠٢٧ ٠٫٠٠٠٩ −٠٫٠٠١٩ اریبی MLE

٠٫٠۶٣٣ ٠٫٠٢١۴ ٠٫٠٢٩۴ ٠٫٠١٢٢ ٠٫٠٠٧٩ MSE ١٠٠
−٠٫٠٠٧٢ −٠٫٠٠۴۴ ٠٫٠٠٠۴ −٠٫٠٠٠۵ −٠٫٠٠٢۴ اریبی MME

٠٫٠٩۴٠ ٠٫٠٣٢٣ ٠٫٠۴۴۶ ٠٫٠١۴٣ ٠٫٠٠٩٧ MSE

−٠٫٠٠۶٧ −٠٫٠٠٠٧ −٠٫٠٠١٧ −٠٫٠٠٠١ −٠٫٠٠١۴ اریبی MLE

٠٫٠٣٠٢ ٠٫٠١١٢ ٠٫٠١٣۵ ٠٫٠٠۶٠ ٠٫٠٠۴۴ MSE ٢٠٠
−٠٫٠٠٧١ ٠٫٠٠١٠ −٠٫٠٠٠٧ ٠٫٠٠٢۶ −٠٫٠٠٠۴ اریبی MME

٠٫٠۴۵۵ ٠٫٠١۵٧ ٠٫٠١٨٩ ٠٫٠٠٧١ ٠٫٠٠۵١ MSE

٠٫٠٠٠٧ ٠٫٠٠١۵ ٠٫٠٠٠٧ ٠٫٠٠٠٠۴ ٠٫٠٠٢٢ اریبی MLE

٠٫٠١١٩ ٠٫٠٠٣٩ ٠٫٠٠۵٣ ٠٫٠٠٢۵ ٠٫٠٠١۶ MSE ۵٠٠
−٠٫٠٠١۵ ٠٫٠٠١٠ ٠٫٠٠٠٣ ٠٫٠٠٠٢ ٠٫٠٠٢٧ اریبی MME

٠٫٠١۶۵ ٠٫٠٠۵٨ ٠٫٠٠٨٠ ٠٫٠٠٣٠ ٠٫٠٠٢٠ MSE

−٠٫٠٠٠١ ٠٫٠٠٠۶ ٠٫٠٠٢٢ −٠٫٠٠١۴ −٠٫٠٠١٠ اریبی MLE

٠٫٠٠۶۶ ٠٫٠٠٢٣ ٠٫٠٠٢۶ ٠٫٠٠١١ ٠٫٠٠٠٨ MSE ١٠٠٠
٠٫٠٠٠۴ −٠٫٠٠٠٠ ٠٫٠٠١٧ −٠٫٠٠٢۶ −٠٫٠٠٠٩ اریبی MME

٠٫٠٠٩٩ ٠٫٠٠٣٢ ٠٫٠٠٣٨ ٠٫٠٠١۴ ٠٫٠٠١٠ MSE

را جدید توزیع های ML برآورد و نمونه تولید توزیع، چ·الͬ، توابع که کردیم فراهم بسته ای
با س΄انت ΁هایپربولی توزیع اساس بر م΄ان‐مقیاس، مدل ΁ی همچنین ͬ کند. م محاسبه
در دم سنگین استوار مدل های به نسبت بالاتری توانایی از که کردیم معرفͬ نیمه سنگین، دم
از عضوی جدید مدل این است. برخوردار داده ها کل به نسبت اندک پرت داده های با برخورد
این برای توسعه یافته استنباطͬ مزایای از بنابراین و ͬ شود م محسوب GAMLSS مدل های رده
مدل بندی بخش در کاربردی، و شبیه سازی مثال های برازش برای است. برخوردار مدل ها
دی·ری مختلف جانشین های کردیم. استفاده تاوانیده اسپلاین های از غیرخطͬ، مولفه های
ͬ توان م که دارند وجود کار این برای موضعͬ چندجمله ای های و سوم درجه اسپلاین های مانند



۶۵ نتیجه گیری
MHS٢(µ٢,Σ٢) مدل تحت MM و ML برآوردگرهای MSE و اریبی :١۶ .٢ جدول

σ̂٢٢ σ̂١٢ σ̂١١ µ̂٢ µ̂١ n

−٠٫٠٢٠١ ٠٫٠٠۵٩ −٠٫٠١۶۵ ٠٫٠٠٣٩ ٠٫٠٠٢١ اریبی MLE

٠٫٠٧٢٣ ٠٫٠٢٨۴ ٠٫٠٣۴٧ ٠٫٠١٩٨ ٠٫٠١٣٨ MSE ۵٠
−٠٫٠٠٧۶ ٠٫٠٠١٢ −٠٫٠٠٨٣ ٠٫٠٠۵۵ ٠٫٠٠١۶ اریبی MME

٠٫١٠٩٠ ٠٫٠٣٩١ ٠٫٠۵٠١ ٠٫٠٢٢٩ ٠٫٠١۶٢ MSE

−٠٫٠٠۶٨ −٠٫٠٠٣٣ ٠٫٠٠١٠ ٠٫٠٠١٣ −٠٫٠٠٢۴ اریبی MLE

٠٫٠۴٠٣ ٠٫٠١٣٨ ٠٫٠١٨۵ ٠٫٠١٠٠ ٠٫٠٠۶۵ MSE ١٠٠
−٠٫٠٠٢٩ −٠٫٠٠٢۶ ٠٫٠٠٢۶ ٠٫٠٠٠۶ −٠٫٠٠٢٢ اریبی MME

٠٫٠۵٩٠ ٠٫٠١٩٢ ٠٫٠٢٧٠ ٠٫٠١١۶ ٠٫٠٠٧٩ MSE

−٠٫٠٠۶۴ ٠٫٠٠١٧ −٠٫٠٠١۴ ٠٫٠٠٠۴ −٠٫٠٠١۶ اریبی MLE

٠٫٠١٩۵ ٠٫٠٠٧٠ ٠٫٠٠٨۵ ٠٫٠٠۵٠ ٠٫٠٠٣۶ MSE ٢٠٠
−٠٫٠٠٧٨ ٠٫٠٠۴٠ −٠٫٠٠٢٣ ٠٫٠٠٢٨ −٠٫٠٠١٣ اریبی MME

٠٫٠٢٨٨ ٠٫٠٠٩٨ ٠٫٠١١٨ ٠٫٠٠۵٩ ٠٫٠٠۴٣ MSE

−٠٫٠٠٠۴ ٠٫٠٠٠٩ −٠٫٠٠٠١ −٠٫٠٠٠٩ ٠٫٠٠٢١ اریبی MLE

٠٫٠٠٧۴ ٠٫٠٠٢۵ ٠٫٠٠٣۶ ٠٫٠٠٢٠ ٠٫٠٠١٣ MSE ۵٠٠
−٠٫٠٠٢٣ ٠٫٠٠١۵ −٠٫٠٠٠۶ −٠٫٠٠١٠ ٠٫٠٠٢۵ اریبی MME

٠٫٠١٠۵ ٠٫٠٠٣٨ ٠٫٠٠۵٣ ٠٫٠٠٢۴ ٠٫٠٠١۶ MSE

٠٫٠٠٠٣ −٠٫٠٠٠٣ ٠٫٠٠١۴ −٠٫٠٠١١ −٠٫٠٠٠۴ اریبی MLE

٠٫٠٠٣٩ ٠٫٠٠١٢ ٠٫٠٠١۵ ٠٫٠٠٠٩ ٠٫٠٠٠۶ MSE ١٠٠٠
٠٫٠٠٠٨ −٠٫٠٠٠٩ ٠٫٠٠١٧ −٠٫٠٠٢١ ٠٫٠٠٠٠ اریبی MME

٠٫٠٠۵٩ ٠٫٠٠١٨ ٠٫٠٠٢٢ ٠٫٠٠١١ ٠٫٠٠٠٨ MSE

اول داده مجموعه برای ML برآورد نتایج :٢. ١٧ جدول
AIC σ̂٢٢ σ̂١٢ σ̂١١ µ̂٢ µ̂١ مدل

−٣٧٧٫۶٢۶٣ ٠٫٠٢٠٨ ٠٫٠٠٣٩ ٠٫٠٠٧٣ ٠٫٠١١٩ ٠٫٠٠٧۵ MHS٢
−٣۶٧٫٠٠٣٠ ٠٫٠٢٢٨ ٠٫٠٠۵۵ ٠٫٠٠۶٢ ٠٫٠٢٧٢ ٠٫٠١۶١ BN

مدل برتر عمل΄رد کاربردی، و شبیه سازی مثال های دو هر در برد. بهره نیز آنها قابلیت های از
موقعیت های در ͬ تواند م نتیجه این شد. داده نمایش رقیب مدل های به نسبت ما پیشنهادی
در استفاده برای ام΄ان ΁ی به عنوان را HS پیشنهادی مدل و باشد اهمیت حائز کاربردی



آن تعمیم های و س΄انت ΁هایپربولی توزیع ۶۶
دوم داده مجموعه برای ML برآورد نتایج :٢. ١٨ جدول

AIC σ̂٢٢ σ̂١٢ σ̂١١ µ̂٢ µ̂١ مدل
−٣٢٠٫٧٣٢٠ ٠٫٠١٣٠ ٠٫٠٠٣١ ٠٫٠٠٢٢ ٠٫٠١٣٩ −٠٫٠٠٣٠ MHS٢
−٣١۵٫٠٠٧٨ ٠٫٠١۴٣ ٠٫٠٠٣٢ ٠٫٠٠١٨ ٠٫٠١۶٩ ٠٫٠٠٨٨ BN

کاربست و کردیم ارایه نیز را HS توزیع از چندمتغیره نسخه ΁ی دهد. قرار آماردانان جعبه ابزار
دادیم. نمایش واقعͬ و شبیه سازی مثال های در را آن



٣ فصل
دومدی‐ی΁ مدی توزیع های

بالا انعطاف پذیری با دومدی و چوله توزیع های ساختن برای فصل این در
از مورد چند همچنین ͬ کنیم. م بیان آنها ͬ های ویژگ به همراه را روش هایی
نظری نتایج تمام برهان ͬ دهیم. م قرار بررسͬ مورد را ساخته شده تعمیم های

است. آمده رساله پیوست در فصل این

مقدمه ٣. ١
دارای که شده اند داده توسعه آماری توزیع های برای زیادی تعمیم های اخیر سال های در
G−کوماراسوام١ͬ توزیع های خانواده ͬ توان م مثال، به عنوان هستند. بالایی انعطاف پذیری
و الزاتره۴ توسط ارایه شده G−وایبل٣ خانواده ،(٢٠١١) کاسترو٢ و کوردیرو توسط شده ارایه
هم΄اران و ناداراجا۶ توسط ͬ شده معرف G−۵ͬهندس نمایی پواسون خانواده ،(٢٠١٣) هم΄اران
نرمال−چوله توزیع ،(٢٠١۴) هم΄اران و کوردیرو نمایی شده٧ ΁نیم−لجستی توزیع ،(٢٠١٣)

1Kumaraswamy
2Castro
3Weibull
4 Alzaatreh
5Geometric Exponential Poisson
6Nadarajah
7Exponentiated Half-Logistic



دومدی‐ی΁ مدی توزیع های ۶٨
و ١٠΁رستی G−نمایی٩ پواسون خانواده ،(٢٠١۴) هم΄اران و ناداراجا G−بریده شده٨ نمایی
هم΄اران و باکوچ PLD توزیع و (٢٠١٨) هم΄اران و بولفرون١١ͬ ABPN توزیع ،(٢٠١۴) ناداراجا

برد. نام را (٢٠١٩)
داده ها همه به برازش قابل تعمیم ها این امروز، دنیای در داده ها ͬ های پیچیدگ به توجه با
برای که باشند داشته وجود چوله و دومدی ͬ های ویژگ با داده هایی است مم΄ن نیستند.
پارامتری بودن، دومدی درصورت یا بود. نخواهند مناسب اشاره شده تعمیم های آنها تحلیل
تغییر را مد دو فاصله خاصͬ پارامتر در تغییر با مثلا و کنترل را داده ها دومدی ویژگͬ که ندارند
از را تعمیم هایی آنها به وسیله بتوان که ͬ کنیم م برهان و بیان را قضایایی فصل این در دهد.
چول·ͬ ش΄ل، پارامتر دو افزودن با و باشند داشته بالایی انعطاف پذیری که داد ارائه توزیع ها
قضایا این از استفاده برای کند. کنترل را مد دو فاصله و بودن ی΁ مدی یا بودن دومدی و
این با را لاپلاس و استیودنت t نرمال، توزیع های همچنین کرده ایم. بیان نیز را مثال هایی

داده ایم. قرار بررسͬ مورد دومدی و چوله داده های برای و داده تعمیم روش

چوله و دومدی خانواده های توسعه ٣. ٢
اول روش ٣. ٢. ١

توزیع ها تعمیم برای روش ΁ی ͬ دهیم. م شرح ساده مثال ΁ی با را روش این کار و ساز ابتدا
کنید فرض مثال، برای است. آنها از توابعͬ یا چ·الͬ تابع دو ضرب منعطف، توزیع های به
مقیاس و k م΄ان پارامتر با کوشͬ چ·الͬ تابع g٢(x− k) و استاندارد لاپلاس چ·الͬ تابع g١(x)

صورت این در باشد. ١

f(x) =
١

π
(٣ + k٢) g١(x)

g٢(x− k)
(٣. ١)

لاپلاس−کوشͬ توزیع را توزیع این ͬ توان م است. کوشͬ و لاپلاس چ·الͬ توابع از تعمیمͬ
این است. نامتقارن k ̸= برای٠ و متقارن باشد k = ٠ ͬ که هنگام LC توزیع کرد. نام گذاری (LC)

پیچیدگͬ و دارد بالاتری انعطاف پذیری کوشͬ و لاپلاس متقارن توزیع های به نسبت چ·الͬ تابع
صورت گشتاورها مانند توزیع ͬ های ویژگ که است این پیچیدگͬ از منظور ͬ کند. نم ایجاد زیادی

برابر توزیع این گشتاور r−امین مثلا́ دارند. بسته

E (Xr) =
٢

٣ + k٢
{
k٢E (Xr

L)− ٢kE (Xr+١
L

)
+ E

(
Xr+٢

L

)}
8truncated-exponential skew-symmetric
9Exponential Poisson

10Ristic
11 Bolfarine



۶٩ چوله و دومدی خانواده های توسعه
(٣. ١) چ·الͬ ش΄ل است. استاندارد لاپلاس توزیع با تصادفͬ متغیر ΁ی XL آن در که است،
این بالای انعطاف پذیری است. شده داده نمایش ٣. ١ ش΄ل در k پارامتر مقادیر برخͬ برای
دومدی توزیع های ساختن چ·ونگͬ زیر قضیه است. مشخص کاملا́ ٣. ١ ش΄ل در چ·الͬ

.k مقادیر برخͬ برای (٣. ١) چ·الͬ منحنͬ :٣. ١ ش΄ل

ͬ کند. م بیان را متقارن
w(·) و R دامنه با c حول متقارن توزیع ΁ی احتمال چ·الͬ تابع g(·) کنید فرض .٣. ٢. ١ قضیه

تابع باشند. c حول متقارن محدب مثبت اکیداً تابعͬ
f(x) =

w(x)

Eg[w(X)]
g(x) (٣. ٢)

تابع حسب بر ریاضͬ امید Eg[·] که است احتمال چ·الͬ تابع ΁ی Eg[w(X)] < ∞ شرط با
چ·الͬ تابع این و است g(·) چ·الͬ

است. متقارن c حول الف)
است. دومدی ب)

است. ٢c برابر آن مدهای مجموع پ)
کنید. مراجعه آ. ٢ پیوست به برهان برای برهان.

صورت این در ،w(x) = exp (k |x|) و X ∼ N(٠, ١) کنید فرض .٣. ٢. ١ مثال
fX(x) =

exp (k |x|)
Eϕ[exp (k |X|)]

ϕ(x)

برای مثال این در که باشید داشته توجه است. ±k برابر مد دو دارای و متقارن صفر حول
است. محدب w(x) تابع k > ٠

ایجادشده چ·الͬ تابع باشد، متقارن b ̸= c حول w(·) محدب تابع اگر ٣. ٢. ١ قضیه در
برای و متقارن ی΁ مدی چ·الͬ تابع b = c برای باشد، مقعر w(·) اگر بود. خواهد نامتقارن

داشت. خواهیم چوله ی΁ مدی چ·الͬ تابع b ̸= c



دومدی‐ی΁ مدی توزیع های ٧٠
محاسبه با نرمال ساز ثابت محاسبه به نیاز توزیع ها، تعمیم برای ٣. ٢. ١ قضیه کاربردن به
زیر قضیه باشد. پیچیده و سخت موارد برخͬ در است مم΄ن که دارد Eg (w(X)) امیدریاضͬ
را نرمال ساز ثابت و امیدریاضͬ محاسبه مش΄ل که ͬ کند م بیان توزیع تعمیم برای را روشͬ

ندارد.
GX(·) توزیع تابع با صفر حول متقارن مثبت اکیداً چ·الͬ تابع ΁ی g(x) اگر .٣. ٢. ٢ قضیه

آن گاه باشد،

fX(x) =
k

٢(ek − e
k٢
)g(x)ekG(|x|)

و
fX(x) =

k + ١
١)٢ − ١٢k+١

)g(x)G (|x|)k

هستند. k > ٠ برای دومدی متقارن چ·الͬ توابع
کنید. مراجعه آ. ٢ پیوست به برهان برای برهان.

قضیه fX(x) چ·الͬ تابع باشد. استاندارد ΁لجستی توزیع دارای X کنید فرض .٣. ٢. ٢ مثال
ͬ شود: م داده زیر صورت به ٣. ٢. ٢

fX(x) =
k

٢(ek − e
k٢
) { e−x

(١ + e−x)
٢
}
e

{
k

١+e−|x|

}
(٣. ٣)

و
fX(x) =

k + ١
١)٢ − ١٢k+١

) { e−x

(١ + e−x)
٢
}{ ١

١ + e−|x|

}k (۴ .٣)

΁لجستی توزیع دارای ͬ گوییم م باشد، (۴ .٣) یا (٣. ٣) ͬ های چ·ال دارای X متغیرتصادفͬ اگر
پارامتر مقادیر برخͬ برای (۴ .٣) و (٣. ٣) ͬ های چ·ال توابع ش΄ل است. دوم یا اول نوع دومدی

است. شده داده ٣. ٢ ش΄ل در k

دوم روش ٣. ٢. ٢∫∞
−∞ g (h(w)) dw شرط> با مثبت تابع h(·) و g(x) چ·الͬ تابع Xدارای تصادفͬ متغیر کنید فرض

ب·یرید. نظر در زیر به صورت را توزیع ها جدید خانواده باشد، ∞
fX(x) =

g (h(x))∫∞
−∞ g (h(w)) dw

· (۵ .٣)
دامنه با مدی ΁ی توزیع های از دومدی متقارن توزیع های چ·ونه که ͬ دهد م نشان زیر قضیه

ͬ شوند: م ساخته R



٧١ چوله و دومدی خانواده های توسعه

.k مقادیر برخͬ برای چپ) (سمت (۴ .٣) و راست) (سمت (٣. ٣) ͬ های چ·ال ͬ های منحن :٣. ٢ ش΄ل

و h(٠) = ٠ شرط با تابعͬ h(·) و باشد k مد دارای g(x) چ·الͬ تابع کنید فرض .٣. ٢. ٣ قضیه
تابع صورت، این در باشد مثبت اکیدا هستند، صفر حول متقارن و محدب که نقاط سایر برای

:(۵ .٣) چ·الͬ
است. صفر مد با مدی ΁ی ،k = ٠ اگر الف)

است. مدی دو ،k ̸= ٠ اگر ب)
ͬ شوند. م نتیجه h(x) = k معادله حل از آن مدهای پ)

کنید. مراجعه آ. ٢ پیوست به برهان برای برهان.
آن گاه h(x) = |x| و X ∼ Cauchy(k, ١) کنید فرض .٣. ٢. ٣ مثال
fX(x) =

١
٢G(k)

١
π

١
١ + (|x| − k)٢

(۶ .٣)

Cauchy(٠, ١) توزیع تابع G(.) آن در که است ±k مد دو با صفر حول متقارن چ·الͬ تابع ΁ی
است.

k آن م΄ان پارامتر که ͬ کند م پیروی س΄انت ΁هایپربولی توزیع از X کنید فرض .۴ .٣. ٢ مثال
آن گاه ،h(x) = |x| اگر است. ΁ی برابر آن مقیاس پارامتر و

fX(x) =
١

٢G(k)
٢
π

١
e(|x|−k) + e−(|x|−k)

(٣. ٧)
HS(٠, ١) توزیع تابع G(.) آن در که است ±k برابر مدهای با صفر حول متقارن چ·الͬ تابع

ͬ باشد. م
شده اند. رسم k مقادیر برخͬ برای ٣. ٣ نمودار در (٣. ٧) و (۶ .٣) ͬ های چ·ال ش΄ل

نرمال ساز ثابت محاسبه به نیاز بدون متقارن دومدی توزیع های ساختن برای ۴ .٣. ٢ قضیه
است. شده بیان



دومدی‐ی΁ مدی توزیع های ٧٢

.k مقادیر برخͬ برای چپ) (سمت (٣. ٧) و راست) (سمت (۶ .٣) ͬ های چ·ال ͬ های منحن :٣. ٣ ش΄ل

باشد، GX(·) توزیع تابع با k ̸= ٠ حول متقارن مثبت اکیداً چ·الͬ تابع g(x) اگر .۴ .٣. ٢ قضیه
است. دومدی متقارن چ·الͬ تابع fX(x) = ١٢ g(|x|)

G(X−k)(k)
آن گاه

متقارن، توزیع های از چوله توزیع های ساختن برای (١٩٨۵) آزالینͬ ایده بردن کار به با
کرد. تبدیل چوله توزیع های به ͬ توان م نیز را دومدی متقارن توزیع ها

پارامتر با چ·الͬ تابع ΁ی fX(x) = g(|x|)
G(X−k)(k)

F (λx) ،۴ .٣. ٢ قضیه فرضیات با .٣. ٢. ١ نتیجه
نشان را صفر حول متقارن اول مشتق با پیوسته توزیع تابع ΁ی F (·) آن در که است λ چول·ͬ

ͬ دهد. م
آن گاه ،k > ٠ ،X ∼ N(k, ١) کنید فرض .۵ .٣. ٢ مثال

fX(x) =
ϕ (|x| − k)

Φ (k)
Φ(λx) (٣. ٨)

چ·الͬ تابع ش΄ل است. λ = ٠ برای متقارن چ·الͬ تابع و λ ̸= ٠ برای چوله چ·الͬ تابع ΁ی
است. شده رسم ۴ .٣ نمودار در k مقادیر برخͬ برای (٣. ٨)

.k مقادیر برخͬ برای (٣. ٨) چ·الͬ ͬ های منحن :۴ .٣ ش΄ل



٧٣ دومدی−ی΁ مدی توزیع های خاص حالات برخͬ

دومدی−ی΁ مدی توزیع های خاص حالات برخͬ ٣. ٣
و St نرمال، توزیع های متقارن، داده های تحلیل برای کاربردی و شناخته شده توزیع های
تعمیم های هستند. نیمه  سنگین دم و سنگین دم ،΁سب دم دارای ترتیب به که هستند لاپلاس
داده های برای که دارند وجود (SL) چوله١٢ لاپلاس و SSt ،SN مانند توزیع ها این از متعددی
خواهیم انجام توزیع ها این برای بخش این در که تعمیم هایی هستند. مناسب چول·ͬ دارای
آن که مزیت هایی از ی΄ͬ دارند. ذکرشده تعمیم های به نسبت بالایی انعطاف پذیری داد،
متقارن و چوله دومدی و متقارن چوله، مدی ΁ی داده های برای که است این دارند تعمیم ها

کرد: فهرست زیر به صورت ͬ توان م را تعمیم ها این مزیت های هستند. برازش قابل
هستند. برازش قابل دومدی و چوله متقارن، مانند ͬ هایی ویژگ با داده ها از بزرگͬ رده به •

بردارند. در خاص حالت عنوان به را لاپلاس و St نرمال، توزیع های •
است. راحت آنها با کار و ندارند پیچیده ای چ·الͬ تابع •
هستند. تصادف١٣ͬ نمایش دارای تعمیم ها این از برخͬ •

مدی ΁دومدی−ی نرمال توزیع ٣. ٣. ١
داد خواهیم ارائه ٣. ٢. ١ قضیه از استفاده با را نرمال توزیع از جدیدی تعمیم بخش این در
نرمال توزیع چ·الͬ تابع در exp

(
k
∣∣x−µ

σ

∣∣) ضرب با چ·الͬ تابع این ببینید). را ٣. ٢. ١ (مثال
است: زیر ش΄ل به چ·الͬ تابع دارای که است آمده به دست

f (x) = cσ,k,a exp

(
k

∣∣∣∣x− µ

σ

∣∣∣∣) ١
σ
ϕ

(
x− µ− a

σ

)
x ∈ R (٣. ٩)

آن در که
c−١
σ,k,a = exp

(
ka

σ
+
k٢
٢
)
Φ
(
k +

a

σ

)
+ exp

(
−ka
σ

+
k٢
٢
)
Φ
(
k − a

σ

)
.

΁دومدی−ی نرمال توزیع Xدارای ͬ گوئیم م باشد، (٣. ٩) چ·الͬ تابع Xدارای متغیرتصادفͬ اگر
µ ∈ R توزیع این در ͬ دهیم. م Xنمایش ∼ BUN(µ, σ, k, a) نماد با را آن و است (BUN) مدی١۴
چ·الͬ این هستند. ش΄ل پارامترهای a ∈ R و k ∈ R و مقیاس پارامتر σ > ٠ م΄ان، پارامتر
برای ͬ کنیم. م استفاده X ∼ BUN(µ, σ, k) نماد از حالت این در که است متقارن a = ٠ برای
ͬ آید. م به دست نرمال توزیع k = ٠ برای که داشت خواهیم نامتقارنͬ چ·الͬ تابع a ̸= ٠
دومدی در براین که علاوه k پارامتر ͬ باشد. م σk > |a| برابر (٣. ٩) بودن دومدی محدوده ی

12Skew Laplace
13Stochastic Representation
14Bimodal−Unimodal Normal



دومدی‐ی΁ مدی توزیع های ٧۴
تابع ͬ های منحن ۵ .٣ ش΄ل در ͬ کند. م کنترل نیز را مد دو فاصله دارد، نقش نبودن یا بودن
همان طور شده اند. داده نمایش k و a پارامترهای از مختلفͬ مقادیر ازای به (٣. ٩) چ·الͬ
تابع برای ی΁ مدی و دومدی ش΄ل های انواع توزیع پارامترهای تغییر با ͬ کنید، م مشاهده که
(٣. ٩) چ·الͬ منحنͬ نمودار، از راست) (سمت بالا قسمت در ساخت. ͬ توان م را توزیع چ·الͬ
دو فاصله k پارامتر مقدار افزایش با و (a = ٠) است متقارن چ·الͬ ش΄ل که ͬ کنیم م مشاهده را
چول·ͬ a پارامتر مقدار افزایش با نمودار از چپ) (سمت بالا قسمت در است. شده بیشتر مد
فاصله k پارامتر افزایش با دارد تأکید نیز نمودار راست) (سمت پایین قسمت است. شده زیاد
دقت دارد. مد ΁ی چ·الͬ که است حالتͬ نیز چپ) (سمت بالا قسمت ͬ شود. م زیاد مد دو

ͬ شود. م داده ارث توزیع به پارامتر دو وسیله به تنها انعطاف این که کنید

ش΄ل پارامترهای مقادیر برخͬ برای (٣. ٩) چ·الͬ ͬ های منحن :۵ .٣ ش΄ل

داریم کند، پیروی BNU(µ, σ, k, a) توزیع از X اگر .٣. ٣. ١ گزاره

Mode =



µ+ a± σk σk > |a|

µ+ a− σk a < σk < −a

µ+ a+ σk −a < σk < a

µ σk ≤ −|a|.

(٣. ١٠)



٧۵ دومدی−ی΁ مدی توزیع های خاص حالات برخͬ
BNU توزیع گشتاورهای و گشتاورها مولد تابع تجمعͬ، توزیع تابع

BUN استاندارد حالت گشتاورها، مانند BUN توزیع ͬ های ویژگ آوردن به دست در راحتͬ برای
تابع این صورت در .Z ∼ BUN(٠, ١, k, aσ ) آن گاه ،Z = X−µ

σ اگر ͬ دهیم. م قرار بررسͬ مورد را
با است برابر Z متغیرتصادفͬ تجمعͬ توزیع

F (z) =



e−
ka
σ Φ(z+k− a

σ )

e
ka
σ Φ(k+ a

σ )+e−
ka
σ Φ(k− a

σ )
z ≤ ٠

e−
ka
σ Φ(k− a

σ )+e
ka
σ [Φ(z−k− a

σ )−Φ(−k− a
σ )]

e
ka
σ Φ(k+ a

σ )+e−
ka
σ Φ(k− a

σ )
z > ٠.

دو از آمیخته ای به صورت را BUN ͬ توانیم م که است این BUN توزیع ساختار در کلیدی نکته
هستند. هم پوشانͬ بدون بریده شده نرمال های که طوری به بنویسیم، بریده شده نرمال توزیع
به بریده شده نرمال توزیع دو از آمیخته ای X ∼ BUN(µ, σ, k, a) چ·الͬ تابع .٣. ٣. ٢ گزاره

است: زیر صورت

α
ϕ
(x−µ

σ + k − a
σ

)
σΦ
(
k − a

σ

) + (١ − α)
ϕ
(x−µ

σ − k − a
σ

)
σΦ
(
k + a

σ

)
آن در که

α =
e−

ka
σ Φ

(
k − a

σ

)
e

ka
σ Φ

(
k + a

σ

)
+ e−

ka
σ Φ

(
k − a

σ

)
روی بریده شده نرمال چ·الͬ توابع ϕ(z−k− a

σ )
Φ(k+ a

σ )
و ϕ(z+k− a

σ )
Φ(k− a

σ )
که داد نشان ͬ توان م به راحتͬ است.

هستند. (µ,∞) و (−∞, µ) ترتیب به بازه های
ͬ آید: م به دست زیر به صورت Z گشتاور مولد تابع

MZ (t) =
e(k+t) a

σ
+

(k+t)٢٢ Φ
(
k + a

σ + t
)
+ e−(k−t) a

σ
+

(k−t)٢٢ Φ
(
k − a

σ − t
)

e
ka
σ
+ k٢

٢ Φ
(
k + a

σ

)
+ e−

ka
σ
+ k٢

٢ Φ
(
k − a

σ

) ·

متغیرتصادفͬ گشتاورهای برخͬ کنیم. محاسبه را BUN گشتاورهای ͬ توانیم م به راحتͬ بنابراین
از: عبارتند Z

E (Z) =
pkpt − nknt

δ

E
(
Z٢) =

(١ + p٢
k)pt + (١ + n٢

k)nt + ٢knd
δ

E
(
Z٣) =

(٣pk + p٣
k)pt − (٣nk + n٣

k)nt + ۴ka
σ nd

δ

E
(
Z۴) =

(٣ + ۶p٢
k + p۴

k

)
pt +

(٣ + ۶n٢
k + n۴

k

)
nt +

[٢k٣ + ١٠k + ۶( aσ )٢k
]
nd

δ



دومدی‐ی΁ مدی توزیع های ٧۶
آنها در که

pt = e
ka
σ Φ

(
k +

a

σ

)
nt = e

−ka
σ Φ

(
k − a

σ

)
δ = pt + nt

pk = k +
a

σ

nk = k − a

σ

nd = e
−ka
σ ϕ

(
k − a

σ

)

BUN توزیع پارامترهای درستنمایی ماکسیمم برآوردهای
مدل درستنمایی ل·اریتم تابع باشد. مدل پارامترهای بردار θBUN = (µ, σ, k, a)′ کنید فرض

با است برابر
ℓ = ℓ

(
θBUN

)
= −nk

٢
٢ − nlog (σ) − nlog (δ) − n

٢ log
(٢π)

+
k

σ

n∑
i=١

|xi − µ| − ١
٢

n∑
i=١

(
xi − µ− a

σ

)٢
.

امتیاز بردار باید ،θBNU پارامترهای بردار به نسبت ℓ کردن ماکسیمم برای
SBUN

n =

(
∂ℓ

∂µ
,
∂ℓ

∂σ
,
∂ℓ

∂k
,
∂ℓ

∂a

)′
= ٠

ͬ شوند: م محاسبه زیر به صورت امتیاز بردار مولفه های حل کنیم. را
∂ℓ

∂µ
= −k

σ

n∑
i=١

sign (xi − µ) +
١
σ

n∑
i=١

(
xi − µ− a

σ

)
∂ℓ

∂σ
= −n

σ
+ n

kas

σ٢ − k

σ٢
n∑

i=١
|xi − µ|+ ١

σ

n∑
i=١

(
xi − µ− a

σ

)٢

∂ℓ

∂k
= −nk − n

as

σ
− nρ+

n∑
i=١

∣∣∣∣xi − µ

σ

∣∣∣∣
∂ℓ

∂a
= −nks

σ
+

١
σ

n∑
i=١

(
xi − µ− a

σ

)

آنها در که
δ = e

ka
σ Φ

(
k +

a

σ

)
+ e−

ka
σ Φ

(
k − a

σ

)
s =

e
ka
σ Φ

(
k + a

σ

)
− e−

ka
σ Φ

(
k − a

σ

)
δ

ρ =
٢e ka

σ ϕ
(
k + a

σ

)
δ

.



٧٧ دومدی−ی΁ مدی توزیع های خاص حالات برخͬ
بهینه سازی عددی روش های با باید بنابراین نیستند. بسته ش΄ل دارای معادلات دستگاه این حل

کنیم. حل را آن

دومدی−ی΁ مدی استیودنت t توزیع ٣. ٣. ٢
تعمیم های است. St دم سنگین توزیع پرت، داده شامل داده های برای توزیع ها معروف ترین از
فادی و جونز به مثال برای دارند. وجود علمͬ نوشته های و مقالات در توزیع این از متعددی
(٢٠٠٩) لای١٧ و بالاکریشنان ،(٢٠٠۶) کتز١۶ و ناداراجا ،(٢٠٠۶) هاف١۵ و آس ،(٢٠٠٣)
با را St توزیع از جدیدی تعمیم بخش، این در کنید. مراجعه (٢٠١٩) هم΄اران و هانگ١٨
St چ·الͬ تابع را g(x) ،٣. ٢. ٣ قضیه در کرد. خواهیم بررسͬ و معرفͬ ٣. ٢. ٣ قضیه از استفاده

برابر جدید توزیع چ·الͬ تابع ͬ گیریم. م درنظر h(x) = |x| و k م΄ان پارامتر با

f(x) =
dν
(∣∣x−µ

σ

∣∣− k
)

٢σDν (k)
=

{
dν
(x−µ

σ − k
)}I(x≥µ) {

dν
(x+µ

σ + k
)}I(x<µ)

٢σDν (k)
(٣. ١١)

چ·الͬ تابع دارای توزیع این است. St توزیع همان k = ٠ برای و دومدی k > ٠ برای که است،
ش΄ل، پارامتر ΁ی افزودن با ͬ توانیم م نیست. مناسب نامتقارن داده های برای که است متقارن

نوشت ͬ توان م دهیم. تعمیم چوله منعطف چ·الͬ تابع ΁ی به (٣. ١١) را چ·الͬ تابع

f(x) =

{
s
− ν+١٢
− dν

(
x−µ−(a+k)√

s−

)}I(x≥µ){
s
− ν+١٢
+ dν

(
x−µ−(a−k)√

s+

)}I(x<µ)

s
− ν٢
− Dν

(
a+k√
s−

)
+ s

− ν٢
+ Dν

(
k−a√
s+

) (٣. ١٢)

آزادی درجه ν با St توزیع تابع و چ·الͬ تابع به ترتیب (٣. ١٢) و (٣. ١١) در Dν (·) و dν (·) که
.s+ = νσ٢+٢ak

ν و s− = νσ٢−٢ak
ν همچنین و است

استیودنت t توزیع از X ͬ گوییم م باشد، (٣. ١٢) چ·الͬ تابع دارای X متغیرتصادفͬ اگر
ͬ دهیم. م Xنمایش ∼ BUSt(µ, σ, k, a, ν) نماد با و ͬ کند م پیروی (BUSt) مدی١٩ ΁دومدی‐ی
X ∼ نماد با حالت این در که است، (٣. ١١) معادل (٣. ١٢) چ·الͬ تابع باشد، a = ٠ اگر
است. k > |a| برابر (٣. ١٢) چ·الͬ تابع بودن دومدی ناحیه ͬ دهیم. م نمایش BUSt(µ, σ, k, ν)

است. شده رسم ۶ .٣ نمودار در پارامترها برخͬ برای (٣. ١٢) چ·الͬ تابع ش΄ل

15Aas and Haff
16Kotz
17Balakrishnan and Lai
18Huang
19Bimodal−Unimodal Student t



دومدی‐ی΁ مدی توزیع های ٧٨

(بالا (ν = ٢ و k = ٠ و σ = ١ و µ = ٠) پارامترها. مقادیر برخͬ برای (٣. ١٢) ͬ های منحن :۶ .٣ ش΄ل
و a = ٠٫١ و σ = ١ و µ = ٠) چپ)، سمت (بالا (ν = ٢ و k = ١ و σ = ١ و µ = ٠) راست)، سمت

چپ) سمت (پایین (ν = ۵ و k = −١ و σ = ١ و µ = ٠) و راست) سمت (پایین (ν = ٢

داریم کند، پیروی BUSt(µ, σ, k, a, ν) توزیع از X اگر .٣. ٣. ٣ گزاره

Mode =



µ+ a± k k > |a|

µ+ a− k a < k < −a

µ+ a+ k −a < k < a

µ k ≤ −|a|.

داریم ν → ∞ برای آن گاه Y ∼ BUN(µ, σ, kσ , a) و X ∼ BUSt(µ, σ, k, a, ν) اگر .۴ .٣. ٣ گزاره
X

d−→ Y

است. توزیع در هم·رایی معنͬ به d−→ که

BUSt توزیع گشتاورهای و تجمعͬ توزیع تابع
بریده شده St توزیع دو از آمیخته ای به صورت تصادفͬ نمایش دارای نیز BUSt ،BUN همانند

است. هم پوشانͬ بدون



٧٩ دومدی−ی΁ مدی توزیع های خاص حالات برخͬ
است: زیر صورت به بریده شده St توزیع دو از آمیخته ای (٣. ١٢) چ·الͬ .۵ .٣. ٣ گزاره

f (x) = R (s−) f (x١) +R (s+) f (x٢)

و X٢ ∼ Tt(−∞,µ)

(
µ+ (a− k),

√
s+; ν

) ،X١ ∼ Tt(µ,∞)

(
µ+ (a+ k),

√
s−; ν

) آن در که

R (s−) =
s
− ν٢
− Dν

(
a+k√
s−

)
s
− ν٢
− Dν

(
a+k√
s−

)
+ s

− ν٢
+ Dν

(
k−a√
s+

)
R (s+) =

s
− ν٢
+ Dν

(
k−a√
s+

)
s
− ν٢
− Dν

(
a+k√
s−

)
+ s

− ν٢
+ Dν

(
k−a√
s+

) .
هستند: زیر صورت به X٢ و X١ تصادفͬ متغیرهای چ·الͬ توابع (٢٠٠٨) کیم٢٠ اساس بر

f (x١) =
s
− ١٢
− dν

(
x١−µ−(a+k)√

s−

)
Dν

(
a+k√
s−

)
f (x٢) =

s
− ١٢
+ dν

(
x٢−µ−(a−k)√

s+

)
Dν

(
k−a√
s+

) .

استفاده توزیع این گشتاورهای محاسبه و BUSt توزیع از نمونه تولید برای ۵ .٣. ٣ گزاره از
با است برابر r = ١,٢,٣,۴ برای X ∼ BUSt(µ, σ, k, a, ν) گشتاور r‐امین ͬ کنیم. م

E (Xr) =
r∑

i=٠

(
r

i

)
R(s−)

iR(s+)
r−iE

(
Xi١
)
E
(
Xr−i٢

)

داریم (٢٠٠٨) کیم اساس بر که

E
(
Xm١

)
=

m∑
j=٠

(
m

j

)
(µ+ a+ k)m−j (s−)

j٢ ηm

و

E
(
X l٢
)
=

l∑
j=٠

(
l

j

)
(µ+ a− k)l−j (s+)

j٢λl

20Kim



دومدی‐ی΁ مدی توزیع های ٨٠
،m, l = ١,٢,٣,۴ برای که طوری به

η١ = Gν(١)
(
ν +

(a+ k)٢
s−

)− ν−١٢
ν > ١

η٢ =
ν

ν − ٢ − a+ k
√
s−

Gν(١)
(
ν +

(a+ k)٢
s−

)− ν−١٢
ν > ٢

η٣ = Gν(٣)
(
ν +

(a+ k)٢
s−

)− ν−٣٢
+

(a+ k)٢
s−

Gν(١)
(
ν +

(a+ k)٢
s−

)− ν−١٢
ν > ٣

η۴ = ٣
 ν٢
(ν − ٢)(ν − ۴) −

Gν(٣)٢
a+ k
√
s−

(
ν +

(a+ k)٢
s−

)− ν−٣٢


−(a+ k)٣
(s−)

٣٢
Gν(١)

(
ν +

(a+ k)٢
s−

)− ν−١٢
ν > ۴

و

λ١ = −G′
ν(١)

(
ν +

(a− k)٢
s+

)− ν−١٢
ν > ١

λ٢ =
ν

ν − ٢ +
a− k
√
s+

G′
ν(١)

(
ν +

(a− k)٢
s+

)− ν−١٢
ν > ٢

λ٣ = −G′
ν(٣)

(
ν +

(a− k)٢
s+

)− ν−٣٢
− (a− k)٢

s+
G′

ν(١)
(
ν +

(a− k)٢
s+

)− ν−١٢
ν > ٣

λ۴ = ٣
 ν٢
(ν − ٢)(ν − ۴) +

G′
ν(٣)٢

a− k
√
s+

(
ν +

(a− k)٢
s+

)− ν−٣٢


+
(a− k)٣
(s+)

٣٢
G′

ν(١)
(
ν +

(a− k)٢
s+

)− ν−١٢
ν > ۴

s = ١,٢ برای و

Gν(s) =
Γ
(
ν−s٢
)
ν

ν٢

٢Dν

(
a+k√
s−

)
Γ
(
ν٢
)
Γ
( ١٢
)

و

G′
ν(s) =

Γ
(
ν−s٢
)
ν

ν٢

٢Dν

(
k−a√
s+

)
Γ
(
ν٢
)
Γ
( ١٢
) .



٨١ دومدی−ی΁ مدی توزیع های خاص حالات برخͬ
با است برابر (٣. ١٢) تجمعͬ توزیع تابع

F (x) =



s
− ν٢
+ Dν

(
x−µ−(a−k)

√
s+

)
s
− ν٢
− Dν

(
a+k√
s−

)
+s

− ν٢
+ Dν

(
k−a√
s+

) x ≤ µ

s
− ν٢
−

(
Dν

(
x−µ−(a+k)

√
s−

)
−Dν

(
−k−a√

s−

))
+s

− ν٢
+ Dν

(
k−a√
s+

)
s
− ν٢
− Dν

(
a+k√
s−

)
+s

− ν٢
+ Dν

(
k−a√
s+

) x > µ

(٣. ١٣)

BUSt توزیع پارامترهای درستنمایی ماکسیمم برآوردگرهای
درستنمایی ΃ل تابع باشد. BUSt توزیع پارامترهای بردار θBUSt = (µ, σ, k, a, ν)T کنید فرض

ͬ آید: م دست به زیر صورت به توزیع

ℓ = ℓ
(
θBUSt

)
= −ν + ١

٢ log (s−)

n∑
i=١

I (xi ≥ µ)

− n log (δ)− ν + ١
٢ log (s+)

n∑
i=١

I (xi < µ)

+ n log

(
Γ

(
ν + ١

٢
))

− n log
(
Γ
(ν

٢
))

− n log
(√
νπ
)

− ν + ١
٢

n∑
i=١

{
log

(
١ +

١
ν

(
u−i√
s−

)٢)
I (xi ≥ µ)

}

− ν + ١
٢

n∑
i=١

{
log

(
١ +

١
ν

(
u+i√
s+

)٢)
I (xi < µ)

}
.

ͬ شوند: م محاسبه زیر به صورت SBUSt
n =

(
∂ℓ
∂µ ,

∂ℓ
∂σ ,

∂ℓ
∂k ,

∂ℓ
∂a ,

∂ℓ
∂ν

)T امتیاز بردار مؤلفه های

∂ℓ

∂µ
=

n∑
i=١

ν + ١
ν

u−i
s−
I (xi ≥ µ)

١ +
١
ν

(
u−i√
s−

)٢ +
n∑

i=١

ν + ١
ν

u+i
s+
I (xi < µ)

١ +
١
ν

(
u+i√
s+

)٢

∂ℓ

∂σ
= nνσ

s
− ν+٢٢
− D−

ν + s
− ν+٢٢
+ D+

ν

δ

− nσ
(a+ k) s

− ν+٣٢
− d−ν + (k − a) s

− ν+٣٢
+ d+ν

δ

+
ν + ١
ν

n∑
i=١

σ

s٢
−

(
u−i√
s−

)٢
I (xi ≥ µ)

١ +
١
ν

(
u−i√
s−

)٢ − (ν + ١) σ
s−

n∑
i=١

I (xi ≥ µ)
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+
ν + ١
ν

n∑
i=١

σ

s٢
+

(
u+i√
s+

)٢
I (xi < µ)

١ +
١
ν

(
u+i√
s−

)٢ − (ν + ١) σ
s+

n∑
i=١

I (xi < µ)

∂ℓ

∂k
= −n

as
− ν+٢٢
− D−

ν + s
− ν+١٢
−

(
(a+ k)

as−١
−
ν

+ ١
)
d−ν

δ

− n

as
− ν+٢٢
+ D+

ν + s
− ν+١٢
+

(
(k − a)

as−١
+

ν
− ١
)
d+ν

δ

− ν + ١
ν

n∑
i=١

(
u−i√
s−

)−١ +
as−١

−
ν

(
u−i
)

√
s−

 I (xi ≥ µ)

١ +
١
ν

(
u−i√
s−

)٢

− ν + ١
ν

n∑
i=١

(
u+i√
s+

)١ −
as−١

+

ν

(
u+i
)

√
s+

 I (xi < µ)

١ +
١
ν

(
u+i√
s+

)٢

+ a
ν + ١
νs−

n∑
i=١

I (xi ≥ µ)− a
ν + ١
νs+

n∑
i=١

I (xi < µ)

∂ℓ

∂a
= −n

ks
− ν+٢٢
− D−

ν + s
− ν+١٢
−

(
(a+ k)

ks−١
−
ν

+ ١
)
d−ν

δ

− n

ks
− ν+٢٢
+ D+

ν + s
− ν+١٢
+

(
(k − a)

ks−١
+

ν
− ١
)
d+ν

δ

− ν + ١
ν

n∑
i=١

(
u−i√
s−

)−١ +
ks−١

−
ν

(
u−i
)

√
s−

 I (xi ≥ µ)

١ +
١
ν

(
u−i√
s−

)٢

+
ν + ١
ν

n∑
i=١

(
u+i√
s+

)١ +
ks−١

+

ν

(
u+i
)

√
s+

 I (xi < µ)

١ +
١
ν

(
u+i√
s+

)٢

+ k
ν + ١
νs−

n∑
i=١

I (xi ≥ µ)− k
ν + ١
νs+

n∑
i=١

I (xi < µ)
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∂ℓ

∂ν
= −n

(
− log (s−)٢ − ak

νs−

)
s
− ν٢
− D−

ν + s
− ν+۵٢
−

(a+ k) ak

ν٢ d−ν

δ

− n

(
− log (s+)٢ +

ak

νs+

)
s
− ν٢
+ D+

ν − s
− ν+۵٢
+

(k − a) ak

ν٢ d+ν

s
− ν٢
+ Dν

(
a+ k
√
s−

)
+ s

− ν٢
+ Dν

(
k − a
√
s+

)
− log (s−)٢

n∑
i=١

I (xi ≥ µ)− ν + ١
ν٢

ak

s−

n∑
i=١

I (xi ≥ µ)

− log (s+)٢
n∑

i=١
I (xi < µ) +

ν + ١
ν٢

ak

s+

n∑
i=١

I (xi < µ)

+ n

(
ψ

(
ν + ١

٢
)
− ψ

(ν
٢
)
− ١
ν

)
− ١

٢
n∑

i=١

{
log

(
١ +

١
ν

(
u−i√
s−

)٢)
I (xi ≥ µ)

}

− ν + ١
٢

n∑
i=١

− ١
ν٢
(
u−i√
s−

)٢
+

٢ak
ν٣s−

(
u−i√
s−

)٢
I (xi ≥ µ)(

١ +
١
ν

(
u−i√
s−

)٢)

− ١
٢

n∑
i=١

{
log

(
١ +

١
ν

(
u−i√
s+

)٢)
I (xi < µ)

}

− ν + ١
٢

n∑
i=١

− ١
ν٢
(
u−i√
s+

)٢
− ٢ak
ν٣s−

(
u−i√
s+

)٢
I (xi < µ)(

١ +
١
ν

(
u−i√
s+

)٢)

،u+i = xi−µ−a+k ،u−i = xi−µ−a−k ،δ = s
− ν٢
− Dν

(
a+ k
√
s−

)
+s

− ν٢
+ Dν

(
k − a
√
s+

)
آنها در که

هستند. d+ν = dν

(
k − a
√
s+

)
و d−ν = dν

(
a+ k
√
s−

)
،D+

ν = Dν

(
k − a
√
s+

)
،D−

ν = Dν

(
a+ k
√
s−

)
ͬ شوند نم منتهͬ بسته جواب های به نیز BUSt توزیع امتیاز معادلات حل BUN توزیع همانند

کرد. استفاده آنها حل برای عددی روش های از باید و

مدی ΁دومدی−ی لاپلاس توزیع ٣. ٣. ٣
لاپلاس توزیع آماری، توزیع های بین در پرکاربرد و نیمه دم سنگین ͬ های چ·ال تابع از ی΄ͬ
کاربردی چندان نامتقارن داده های برای و است متقارن لاپلاس توزیع که جا آن از است.
به عنوان شده اند. معرفͬ آن، کردن چوله برای توزیع، این روی مختلفͬ تعمیم های ندارد،



دومدی‐ی΁ مدی توزیع های ٨۴
،(٢٠١٢) علامت ساز و نکوخو ،(٢٠٠۵) ناداراجا و آریال٢٢ ،(١٩٩٩) م΄ادو٢١ و کانکر مثال،
در ببینید. را (٢٠١٩) هم΄اران و شاه٢۴ و (٢٠١۶) ییلماز٢٣ (٢٠١٣) علامت ساز و شمس
انجام لاپلاس توزیع روی بر St و نرمال برای ایجادشده تعمیم های مانند تعمیمͬ بخش، این
پارامتر و صفر م΄ان پارامتر با لاپلاس توزیع چ·الͬ تابع را g(x) ،٣. ٢. ٣ قضیه در ͬ دهیم. م

است: زیر به صورت هدف چ·الͬ تابع ͬ گیریم. م درنظر h(x) = ١ +
(
u− a

σ

)٢ و ١
k مقیاس

fBUL(x) =
k

σc

(
١ +

(
u− a

σ

)٢)
e−k|u|. (١۴ .٣)

لاپلاس توزیع دارای X ͬ گوییم م باشد، (١۴ .٣) چ·الͬ تابع دارای X تصادفͬ متغیر اگر
،a = ٠ برای ͬ دهیم. م نمایش X ∼ BUL(µ, σ, k, a) نماد با و است BUL مدی٢۵ ΁دومدی‐ی
دهیم.  ͬ م نمایش X ∼ BUL(µ, σ, k) نماد با را آن حالت این در که است متقارن (١۴ .٣) چ·الͬ

است. شده رسم ٣. ٧ نمودار در پارامترها مقادیر برخͬ برای (١۴ .٣) چ·الͬ تابع ش΄ل
هستند. µ+ a± σ

( ١
k ±

√ ١
k٢ − ١) برابر k ≤ ١ برای BUL مدهای از تا دو .۶ .٣. ٣ گزاره

BUL توزیع گشتاورهای و توزیع تابع
با است برابر BUL تجمعͬ توزیع تابع

FBUL (x) =



k
c

(
u٢
k − ٢

k

(
a
σ + ١

k

)(
u− ١

k

)
+
(

a٢
σ٢k + ١

k

))
eku x ≥ µ

k
c

( ٢
k٢
(

a
σ + ١

k

)
+
(

a٢
σ٢k + ١

k

))
+k

c

((
a٢
σ٢k + ١

k

) (١ − e−ku
)
− u٢

k e−ku
)

x < µ

−٢k
c

(
a
σ − ١

k

)(١−e−ku−kue−ku

k٢
)
.

(١۵ .٣)

کنید فرض BUL گشتاورهای محاسبه برای .u = x−µ
σ و c = ١)٢ + a٢

σ٢ + ٢
k٢
) آن در که

حالت این در که Z ∼ BUL(٠, ١, k, aσ ) گفت ͬ توان م باشد. BUL استاندارد حالت Z =
X − µ

σبا است برابر Z گشتاور امین ‐r

E (Zr) =
٢
c

{
(١ +

a٢
σ٢ )E (W r

L)− ٢a
σ
E
(
W r+١

L

)
+ E

(
W r+٢

L

)}

که است بدیهͬ است. ١
k مقیاس و صفر م΄ان پارامتر با لاپلاس تصادفͬ متغیر WL آن در که

است. s!

٢ks (١ + (−١)s) برابر WL گشتاور s‐امین

21Koenker and Machado
22 Aryal
23Yilmaz
24Shah
25Bimodal−Unimodal Laplace
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سمت (بالا (a = ٠ و σ = ١ و µ = ٠) پارامترها. مقادیر برخͬ برای (١۴ .٣) ͬ های منحن :٣. ٧ ش΄ل
راست) سمت (پایین (a = ٠٫۵ و σ = ١ و µ = ٠) چپ)، سمت (بالا (k = ٠ و σ = ١ و µ = ٠) راست)،

چپ). سمت (پایین (k = ١ و σ = ١ و µ = ٠) و

BUL توزیع پارامترهای درستنمایی ماکسیمم برآوردگرهای

درستنمایی تابع ل·اریتم داریم. BUL توزیع برای را θBUL = (µ, σ, k, a)′ پارامترهای بردار
است: زیر به صورت BUL توزیع

ℓ = ℓ
(
θBUL

)
= n log

(
k

٢σ
)
− n log

(
١ +

a٢
σ٢ +

٢
k٢
)

− k

n∑
i=١

∣∣∣∣xi − µ

σ

∣∣∣∣
+

n∑
i=١

log

(
١ +

(
xi − µ− a

σ

)٢)
.



دومدی‐ی΁ مدی توزیع های ٨۶
ͬ شوند: م محاسبه زیر به صورت نیز SBUL

n =
(

∂ℓ
∂µ ,

∂ℓ
∂σ ,

∂ℓ
∂k ,

∂ℓ
∂a

)′ امتیاز بردار مؤلفه های
∂ℓ

∂µ
=

k

σ

n∑
i=١

sign (xi − µ)− ٢
σ

n∑
i=١

(xi−µ−a
σ

)
١ +

(xi−µ−a
σ

)٢
∂ℓ

∂σ
= −n

σ
+

٢na٢
σ٣ (١ + a٢

σ٢ + ٢
k٢
) +

k

σ٢
n∑

i=١
|xi − µ| − ٢

σ

n∑
i=١

(xi−µ−a
σ

)٢
١ +

(xi−µ−a
σ

)٢
∂ℓ

∂k
=

n

k
+

۴n
k٣ (١ + a٢

σ٢ + ٢
k٢
) −

n∑
i=١

∣∣∣∣xi − µ

σ

∣∣∣∣
∂ℓ

∂a
= − ٢na

σ٢ (١ + a٢
σ٢ + ٢

k٢
) − ٢

σ

n∑
i=١

(xi−µ−a
σ

)
١ +

(xi−µ−a
σ

)٢ .
عددی روش های از باید و نیست بسته جواب های دارای UBUL

n = ٠ حل قبلͬ مدل های مانند
کرد. استفاده آن حل برای

واقعͬ مثال ۴ .٣
مثال دو ͬ کنیم. م ارزیابی واقعͬ مثال سه با را BUL و BUSt ،BUN عمل΄رد بخش این در

است. چوله ی΁ مدی مثال ها از ی΄ͬ و هستند دومدی واقعͬ
(١٩٨٧) آرست٢۶ توسط که است دستگاه ۵٠ عمر طول داده مجموعه اولین .١ .۴ .٣ مثال
قرار بررسͬ مورد را داده ها این نیز (٢٠١٩) هم΄اران و باکوچ اخیراً است. شده گرفته به کار
توزیع دادند. برازش داده مجموعه این برروی را PLD توزیع (٢٠١٩) هم΄اران و باکوچ دادند.
برازش از (٢٠١٩) هم΄اران و باکوچ که برآوردهایی ولͬ دارد را بودن دومدی خاصیت نیز PLD
توزیع های داده مجموعه این برای ندارند. قرار PLD دومدی ناحیه در آوردند، به دست PLD
نیز SSt و SN ،ABPN ،OLLN ،PLD ،BN توزیع های دادیم. برازش را BUL و BUSt ،BUN
مقادیر قبیل از ML برآورد نتایج شده اند. برازش داده ها این برروی رقیب توزیع های به عنوان
جدول در KS آماره های متناظر p−مقدار و KS آماره مقادیر BICها، AICها، پارامترها، برآورد
نشان را مدل برتری BIC و AIC کوچ΁ تر مقادیر این که به توجه با شده اند. گزارش ٣. ١
مدل برترین BUN توزیع ،٣. ١ جدول در گزارش شده BIC و AIC معیارهای اساس بر ͬ دهند، م
٣. ١ جدول در KS آماره ی به مربوط ستون طبق است. داده مجموعه این برای برازش شده
چ·الͬ توابع ش΄ل و داده ها نگار بافت ٣. ٨ ش΄ل در شده اند. برازش به درستͬ مدل ها تمامͬ
،٣. ٨ ش΄ل نتایج به توجه با شده اند. رسم برآوردشده پارامترهای مقادیر به ازای برازش شده
St و SN ،PLD توزیع های و دومدی ABPN و OLLN ،BN ،BUL ،BUSt ،BUN توزیع های

شده اند. برازش ی΁ مدی
26Aarset



٨٧ واقعͬ مثال
١ .۴ .٣ مثال داده مجموعه برای ML برآورد نتایج :٣. ١ جدول

p−مقدار KS BIC AIC برآوردها مدل
٠٫۵٩ ٠٫٠٧٢٨ ۴٧٣٫۵٢ ۴۶٧٫٧٨ ٢٫٣٣٢۵ ١٢٫٧۶٣٢ ۴٢٫۶٨٠٠ BUN(µ, σ, k)

٠٫۵۵ ٠٫٠٧٧١ ۴٨١٫۴٨ ۴٧١٫٩٢ ۵٢٫١٨۶۴ ٠٫٢١۵٢ ٢٩٫٨٧٢٢ ١٢٫۶٣۵٩ ۴٢٫۵٠٩٩ BUSt(µ, σ, k, a, ν)

٠٫٣٢ ٠٫١٠۶٧ ۴٩۵٫٠٨ ۴٨٧٫۴٣ −٠٫۴۴٢٢ ٠٫٣۴٠۴ ٣٫۵۵٠۴ ۴٢٫٠١۶۶ BUL(µ, σ, k, a)

٠٫٣٠ ٠٫١٠٩٧ ۴٨٩٫۶٣ ۴٨١٫٩٨ ٠٫٠٣٨٠ ٠٫٠٢٢١ ۴٫١٠۵٩ ۵٢٫۴٧١٧ BN(µ, σ, a, b)

٠٫١٠ ٠٫١۵١٠ ۴٧٩٫٧۵ ۴٧۴٫٠٢ ١٧١٠٫٢٧۴٣ ٠٫١۵٧٢ ٠٫٠٢۴۶ PLD(ν, ρ, ζ)

٠٫۴۴ ٠٫٠٩٠٣ ۴٧۴٫٩٣ ۴۶٩٫١٩ ٠٫٠۶۶۵ ۵٫٣٠٩٧ ۴٢٫۶١٩٣ OLLN(α, µ, σ)

۴٨٢٫٢۵ ۴٧۴٫۶٠ ٢٢٫٢۶۵۶ ۴٢٫١١٧٩ ٠٫٠۴٧٣ ۶٫٨٨٧٩ ABPN(α, β, µ, σ)

٠٫١۵ ٠٫١٣٧۵ ۴٨۴٫١٩ ۴٧٨٫۴۵ ٢٣۵١١۶ ۵۴٫۴٩۶١ ٠٫٠٩٩١ SN(µ, σ, λ)

٠٫١۵ ٠٫١٣٧٣ ۴٨٨٫١٣ ۴٨٠٫۴٨ ۴۶٨٩٫١ ١١١٠٠٫٩ ۵۴٫٣٩۴٧ ٠٫٠٨۶٩ SSt(µ, σ, λ, ν)

پارامترهای مقادیر به ازای رقیب مدل های برازش شده چ·الͬ توابع منحنͬ و داده ها نگار بافت :٣. ٨ ش΄ل
.١ .۴ .٣ مثال داده مجموعه برای برآوردشده

هم΄اران و بولفرونͬ در ͬ شده بررس داده مجموعه از b.weight متغیر مشاهدات .٢ .۴ .٣ مثال
مجموعه این است. گرفته قرار بررسͬ مورد قسمت این در واقعͬ مثال دومین به عنوان (٢٠١٨)
این است. گرم) به جنین (وزن سونوگرافͬ وزن b.weight و است مشاهده ۵٠٠ شامل داده

اینترنتͬ آدرس در داده مجموعه
http://www.mat.uda.cl/hsalinas/data/weight.rar
هستند. متقارن دومدی داده ها مشاهدات، نگار بافت اساس بر هستند. موجود دانلود برای
و PLD ،OLLN ،BN ،BUL ،BUSt ،BUN از عبارتند داده ها این برای برازش شده مدل های
BICها، AICها، پارامترها، برآورد مقادیر شامل ML برآورد نتایج ١ .۴ .٣ مثال مانند .ABPN
براساس شده اند. گزارش ٣. ٢ جدول در KS آماره های متناظر p−مقدار و KS آماره مقادیر



دومدی‐ی΁ مدی توزیع های ٨٨
دارد. مدل ها سایر به نسبت بهتری عمل΄رد BUN توزیع ،٣. ٢ جدول در BIC و AIC معیارهای
و داده ها نگار بافت شده اند. برازش به نی΄ویی مدل ها تمامͬ ٣. ٢ جدول KS آماره ی اساس بر
همه ٣. ٩ نمودار به توجه با شده اند. رسم ٣. ٩ نمودار در برازش شده چ·الͬ توابع ͬ های منحن

شده اند. برازش دومدی PLD توزیع جز به برازش شده توزیع های
٢ .۴ .٣ مثال داده مجموعه برای ML برآورد نتایج :٣. ٢ جدول

p−مقدار KS BIC AIC برآوردها مدل
٠٫۶۴ ٠٫٠٢٠٩ ٨١٠٠٫٠٨ ٨٠٨٧٫۴۴ ١٫٢۴٠٢ ۴٩٨٫۴٠۴٠ ٣٢١٣٫٣١۶۶ BUN(µ, σ, k)

NA NAN ٨١٠۶٫۴٨ ٨٠٨٩٫۶٢ ۴١٧٫٠٣٧٢ ۶١٢٫۶١۶٨ ۵٠۵٫٢۵٣١ ٣٢١٢٫۶۵٢٩ BUSt(µ, σ, k, ν)

٠٫٨ ٠٫٠١۴٩ ٨١١١٫٨۵ ٨٠٩٩٫٢١ ٠٫٣٩٧۶ ١٠٠٫۵١۶۵ ٣٢٠١٫٢٨۵٧ BUL(µ, σ, k)

٠٫۴٧ ٠٫٠٢٧٣ ٨١٣۴٫۴٨ ٨١١٧٫۶٢ ٠٫١٣٢٩ ٠٫٠٧٧٣ ٢٠٨٫٧٢٧١ ۵٣۵٠۶٫۵٩٩ BN(µ, σ, a, b)

٠٫٢٣ ٠٫٠٣٨۵ ٨٢٣۶٫٧٩ ٨٢٢۴٫١۵ ١٧١٠٫٣۴٩۶ ٠٫٠٠۴٨ ٠٫٠٠١۶ PLD(ν, ρ, ζ)

٠٫٣۶ ٠٫٠٣١٩ ٨١٠٩٫٣۵ ٨٠٩۶٫٧٠ ٠٫١٨٩۴ ٢۵٢٫١٨٨٨ ٣٢٢۶٫٢۴٠۴ OLLN(α, µ, σ)

٨١٠٠٫٨۵ ٨٠٨٨٫٢١ ۶۶٠٫۶٨۶٠ ٣٢٠٩٫۴۵٧٠ ٣٫٧۴٧١ ABPN(α, µ, σ)

پارامترهای مقادیر به ازای رقیب مدل های برازش شده چ·الͬ توابع منحنͬ و داده ها نگار بافت :٣. ٩ ش΄ل
.٢ .۴ .٣ مثال داده مجموعه برای برآوردشده

داده ها این است. استرالیا ورزش΄اران بدنͬ توده به مربوط سوم داده مجموعه .٣ .۴ .٣ مثال
(٢٠١۶) بهات٢٨ͬ و ساستری و ،(٢٠١٣) هم΄اران و اصغرزاده ،(٢٠٠٩) ویسبرگ٢٧ و کوک توسط

شده اند. بررسͬ
27Cook and Weisberg
28 Sastry and Bhati



٨٩ واقعͬ مثال
برازش قابل هم چوله مدی ΁ی داده های برای که بود این BUL و BUSt ،BUN مزایای از
نشان برای است، چول·ͬ دارای طرفͬ از و است مد ΁ی دارای که داده مجموعه این بودند.
،BUN از عبارتند داده ها این برای برازش شده مدل های است. شده انتخاب مزیت این دادن
جدول در درستنمایی ماکسیمم برآورد نتایج .ABPN و SSt ،SN ،OLLN ،BN ،BUL ،BUSt
معیارهای به نسبت را عمل΄رد بهترین BUL توزیع ٣. ٣ جدول به توجه با شده اند. گزارش ٣. ٣
نگار بافت ͬ کنند. م تأیید را مدل ها تمام برازش نی΄ویی KS آماره مقادیر دارد. BIC و AIC

٣. ١٠ نمودار به توجه با شده اند. رسم ٣. ١٠ نمودار در برازش شده چ·الͬ توابع منحنͬ و داده ها
برازش شده اند. ی΁ مدی ABPN توزیع جز به برازش شده توزیع های همه

٣ .۴ .٣ مثال داده مجموعه برای ML برآورد نتایج :٣. ٣ جدول
p−مقدار KS BIC AIC برآوردها مدل

٠٫٨١ ٠٫٠٣٢۴ ۶٨٣٫٧١ ۶٧٣٫٢٩ ٠٫٧٩٩۶ −١٫۴٩٠١ ١١٫٧٣۵٧ ۵۴٫۶٢٩٩ BUN(µ, σ, k, a)

٠٫٧١ ٠٫٠۴١۶ ۶٨٨٫۶٠ ۶٧۵٫۵٧ ٣٣٫١٣٧٧ ٠٫٨٠٣۴ −١٢٫۶٩٣۴ ١٠٫٠٠١۶ ۵۴٫۶٢٩۵ BUSt(µ, σ, k, a, ν)

٠٫۶۵ ٠٫٠۴۶١ ۶٧٧٫٠٢ ۶۶۶٫۶٠ −١٫۵٩٢٢ ١٫٢٢٣٩ ٣٫٢٢٠٣ ۵٣٫۴٠٩٧ BUL(µ, σ, k, a)

٠٫٣٧ ٠٫٠٧٠٩ ۶٨۶٫۶٠ ۶٧۶٫١٨ ۴٫۵٧۴٩ ١٫٠۴٩۵ ١٠٫٢۶۶٢ ۶۵٫٨٩٧٠ BN(µ, σ, a, b)

٠٫١٠ ٠٫١٠٧۶ ٧١٠٫۴٧ ٧٠٢٫۶۶ ١٧١٠٫٣٣۴٩ ٠٫٠۴۴۵ ٠٫١٣۴٠ PLD(ν, ρ, ζ)

٠٫۵۶ ٠٫٠۵٣۴ ۶٨١٫٧٣ ۶٧٣٫٩٢ ٢٫٧٩٩٩ ١٧٫٣١٣٠ ۵۵٫٠٧٠٧ OLLN(α, µ, σ)

۶٨۴٫٧٣ ۶٧۴٫٣١ ٨٫٢٠۵٠ ۴٧٫۴۶۴۶ ١٫٢۶۵۵ ٣٫۴٣٢٨ ABPN(α, β, µ, σ)

٠٫۵١ ٠٫٠۵٨٠ ۶٨٣٫۵۴ ۶٧۵٫٧٣ ٠٫٠٢٠١ ۶٫٨٨٣٢ ۵۴٫٧٨٠۵ SN(µ, σ, λ)

٠٫۴۶ ٠٫٠۶٢۶ ۶٨۵٫٩٠ ۶٧۵٫۴٨ ٩٫٩١٠٩ −٠٫٩٠٢١ ٧٫٢٣٢٩ ۵٩٫٠٨١۶ SSt(µ, σ, λ, ν)

مقادیر به ازای مختلف مدل های برازش شده چ·الͬ توابع منحنͬ و داده ها نگار بافت :٣. ١٠ ش΄ل
.٣ .۴ .٣ مثال داده مجموعه برای برآوردشده پارامترهای



دومدی‐ی΁ مدی توزیع های ٩٠

نتیجه گیری ۵ .٣
کردیم. بیان کاراتر و منعطف تر نسخه های به توزیع ها تعمیم برای را قضایایی فصل این در
توزیع مد دو فاصله و بودن دومدی کنترل برای ش΄ل پارامتر دارای که ساختیم توزیع هایی
برروی را آنها و کردیم بررسͬ بیشتری جزئیات با را ساخته شده توزیع های از برخͬ هستند.
نسبت که دادیم نشان و دادیم برازش بودند، دومدی یا چوله که مختلفͬ داده های مجموعه

دارند. بهتری برازش رقیب توزیع های به



۴ فصل
توزیع بر مبتنͬ رگرسیونͬ مدل های

BUN

مدل بندی برای است، شده معرفͬ قبل فصل در که ،BUN توزیع فصل این در
رگرسیون اول، بخش در ͬ شود. م گرفته کار به خطͬ رگرسیون مدل در خطاها
را مانده ها در ی΁ طرفه داده پرت وجود یا خطا توزیع بودن چوله پذیره با خطͬ
چندمتغیره، حالت به ،BUN توسعه با دوم، بخش در ͬ دهیم. م قرار بررسͬ مورد
مقالات فصل این از ͬ دهیم. م قرار مطالعه مورد فضایی رگرسیون در را آن کاربرد
الف) ١٣٩۶) باغیشنͬ و نزاکتͬ اونق، و ب) ١٣٩۶) نزاکتͬ و باغیشنͬ اونق،

شده اند. استخراج

مانده های برای خطͬ رگرسیون مدل های از خانواده ای ١ .۴
چوله یا طرفه ΁ی پرت داده شامل

روانشناسͬ، اقتصاد، زمین شناسͬ، شیمͬ، مانند مختلف علوم در پرطرفدار ابزارهای از ی΄ͬ
رگرسیون مدل ΁کلاسی پذیره است. خطͬ رگرسیون مدل پزش΄ͬ، علوم و شناسͬ صوت
نیست. کافͬ و مناسب داده ها همه در که است خطاها توزیع گرفتن نظر در نرمال خطͬ،
باشند. چول·ͬ دارای یا پرت داده شامل خطاها که ͬ دهد م رخ زمانͬ پذیره این کفایت عدم



BUN توزیع بر مبتنͬ رگرسیونͬ مدل های ٩٢
دارند. وجود متفاوتͬ راه΄ارهای پرت داده شامل داده های و چوله داده های با مواجهه در
مانند دم سنگین توزیع های از ͬ توان م داریم، سروکار پرت داده شامل داده های با که هنگامͬ
مانند متعددی ناپارامتری روش های همچنین گرفت. بهره مدل بهبود برای لاپلاس و St

(یانگ۵ و ((١٩۶۴) (هوبر۴ ٣M برآوردگرهای و ((١٩٨٧) باست٢ و (کنکر چندک١ͬ رگرسیون
سازوکارهای چوله، داده های برای طرفͬ از دارند. وجود زمینه این در ((٢٠٠۶) هم΄اران و
و ((٢٠٠۴) (جنتن بیضوی−چوله۶ توزیع های مثال به عنوان کرد. عنوان ͬ توان م متعددی
راه΄ارهای از هیچ کدام در برد. نام ͬ توان م را ((٢٠١۶) جنتن و (ربیو٨ چوله−متقارن٧ توزیع
داده های هم و پرت داده شامل داده های برای هم که ندارد وجود مدلͬ یا روش ارئه شده،
که است این رقیب توزیع های سایر به نسبت BUN توزیع برتری باشد. مناسب چول·ͬ دارای
بودن دومدی چول·ͬ، که است ش΄ل پارامتر دو دارای مقیاس و م΄ان پارامترهای جز به BUN
برای BUN از بتوانیم که است سبزی چراغ ͬ ها ویژگ این ͬ کنند. م کنترل را مد دو فاصله و
توزیع این ببریم. بهره ی΁ طرفه پرت داده شامل داده های یا مدی ΁ی چوله نامتقارن داده های
برازش توزیع ی΁ مدی ناحیه در ی΁ مدی چوله داده های برای دارد، که بالایی انعطاف پذیری با
شامل داده های برای توزیع این برد. بهره میانگن رگرسیون از حالت این در ͬ توان م که ͬ شود م
΁ی توسعه برای گزینه بهترین که ͬ شود م برازش توزیع دومدی ناحیه در ی΁ طرفه پرت داده
برخͬ برای را BUN توزیع ͬ های منحن مطلب این بیشتر تشریح برای است. مد٩ رگرسیون
این انعطاف سادگͬ به نمودارها این روی از داده ایم. نشان ١ .۴ ش΄ل در پارامترها مقادیر از
ش΄ل در که همان طور ͬ شود. م معلوم اشاره شده ͬ های ویژگ با داده ها مدل بندی در توزیع
به گونه ای است، kσ > |a| برابر که BUN دومدی ناحیه در چ·الͬ ش΄ل ͬ کنید، م مشاهده ١ .۴
مد و کرد صرف نظر (ی΄طرفه) پرت داده های مد به عنوان µ + a − σk مد از ͬ توان م که است
برای که ͬ رسد م به نظر ١ .۴ ش΄ل به توجه با گرفت. نظر در م΄ان برآورد به عنوان را µ+a+σk
توزیع م΄ان µ+ a+σk و µ+ a−σk مدهای به ترتیب نیز −a < kσ < a و a < kσ < −a حالت
ندارند. چندانͬ اختلاف توزیع مد و میانگین حالت دو این در هرچند ͬ کنند. م بیان بهتر را
حالت برای ب·یرند. قرار توجه مورد ͬ توانند م مد رگرسیون هم و میانگین رگرسیون هم بنابراین

است. م΄ان برآورد برای مم΄ن گزینه بهترین توزیع میانگین ،kσ < −|a| یعنͬ آخر،

1Quantile Regression
2Koenker and Bassett
3M−Estimation
4Huber
5Yang
6Skew Elliptical
7Skew Symmetric
8Rubio
9Modal Regression



یا طرفه ΁ی پرت داده شامل مانده های برای خطͬ رگرسیون مدل های از خانواده ای
٩٣ چوله

راست)، سمت (بالا a = ٠٫١۵ و k = ۴ ،σ = ٠٫۵ ،µ = ١ برای BUN چ·الͬ تابع ͬ های منحن :١ .۴ ش΄ل
(پایین a = ٢ و k = −٣ ، σ = ٠٫۵ ،µ = ١ چپ)، سمت (بالا a = −٢ و k = −٣ ،σ = ٠٫۵ ،µ = ١

چپ) سمت (پایین a = ١ و k = −٣ ،σ = ٠٫۵ ،µ = ١ و راست) سمت

BUN خطای جمله با خطͬ رگرسیون مدل ١. ١ .۴
خطͬ رگرسیون مدل

Yi = β′xi + ϵi i = ١,٢, ..., n (١ .۴)

تبینͬ متغیرهای xi ضرایب، بردار β = (β١, ..., βp)′ ،ͺپاس متغیر Yi آن در که ب·یرید نظر در را
.Yi ∼ BUN(β′xi, σ, k, a) نوشت ͬ توان م که است تصادفͬ خطاهای ϵi ∼ BUN(٠, σ, k, a) و
مدل درستنمایی ΃ل تابع باشد. (١ .۴) مدل پارامترهای بردار θ = (β′, σ, k, a)

′ کنید فرض
است: زیر صورت به (١ .۴)

ℓ (θ) = −nk
٢

٢ − nlog
(√٢πσδ) + k

n∑
i=١

∣∣∣∣yi − β′xi
σ

∣∣∣∣− ١
٢

n∑
i=١

(
yi − β′xi − a

σ

)٢
.
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برابر Sn =

((
∂ℓ
∂β

)′
, ∂ℓ
∂σ ,

∂ℓ
∂k ,

∂ℓ
∂a

)′ امتیاز بردار مؤلفه های
∂ℓ

∂βj
= −k

σ

n∑
i=١

xijsign
(
yi − β′xi

)
+

١
σ

n∑
i=١

xij

(
yi − β′xi − a

σ

)
∂ℓ

∂σ
= −n

σ
+ n

kas

σ٢ − k

σ٢
n∑

i=١
∣∣yi − β′xi

∣∣+ ١
σ

n∑
i=١

(
yi − β′xi − a

σ

)٢

∂ℓ

∂k
= −nk−nas

σ
− nρ+

n∑
i=١

∣∣∣∣yi − β′xi
σ

∣∣∣∣
∂ℓ

∂a
= −nks

σ
+

١
σ

n∑
i=١

(
yi − β′xi − a

σ

)
آن در که است،

δ = e
ka
σ Φ

(
k +

a

σ

)
+ e−

ka
σ Φ

(
k − a

σ

)
s =

e
ka
σ Φ

(
k + a

σ

)
− e−

ka
σ Φ

(
k − a

σ

)
δ

ρ =
٢e ka

σ ϕ
(
k + a

σ

)
δ

.

به دست مدل پارامترهای ماکسیمم درستنمایی برآوردهای Sn = ٠ معادلات دستگاه حل از
به باید را ML برآوردهای ندارند، بسته ش΄ل دستگاه این جواب های که آن جا از اما ͬ آیند. م
پارامترهای ML برآوردگرهای رفتار بررسͬ برای آورد. به دست تکراری عددی روش های ΁کم

هسͬ ماتریس مولفه های کرد. محاسبه را مشاهده شده فیشر اطلاع ماتریس باید ابتدا مدل

ℓ(٢)n (θ) =



∂٢ℓ
∂β∂β′

∂٢ℓ
∂β∂σ

∂٢ℓ
∂β∂k

∂٢ℓ
∂β∂a(

∂٢ℓ
∂β∂σ

)′
∂٢ℓ
∂σ٢ ∂٢ℓ

∂σ∂k
∂٢ℓ
∂σ∂a(

∂٢ℓ
∂β∂k

)′
∂٢ℓ
∂σ∂k

∂٢ℓ
∂k٢ ∂٢ℓ

∂k∂a(
∂٢ℓ
∂β∂a

)′
∂٢ℓ
∂σ∂a

∂٢ℓ
∂k∂a

∂٢ℓ
∂a٢


ͬ شوند: م نتیجه زیر به صورت امتیاز بردار از مشتق گیری با

∂٢ℓ
∂βj∂βl

= − ١
σ٢

n∑
i=١

xijxil → ∂٢ℓ
∂β′β

= − ١
σ٢XT

nXn

∂٢ℓ
∂βj∂σ

=
k

σ٢
n∑

i=١
xijsign (zi)−

٢
σ٢

n∑
i=١

xij

(
zi − a

σ

)
∂٢ℓ
∂βj∂k

= − ١
σ

n∑
i=١

xijsign (zi)

∂٢ℓ
∂βj∂a

= − ١
σ٢

n∑
i=١

xij

∂٢ℓ
∂σ٢ =

n

σ٢ +
٢k
σ٣

n∑
i=١

|zi| − ٣
n∑

i=١
(zi − a)٢

σ۴ + n
ka

σ۴
(
kas٢ − ka− aρ− ٢σs)
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∂٢ℓ
∂σ∂k

= − ١
σ٢

n∑
i=١

|zi|+
na

σ٢
(
s+ k

(
a

σδ
− as٢

σ
+ ρs

))
∂٢ℓ
∂σ∂a

= − ٢
σ٣

n∑
i=١

(zi − a) +
nk

σ٢
(
s+ a

(
k

σ
+
ρ

δ
− ks٢

σ

))
∂٢ℓ
∂k٢ = −n− na

σ

(
a

σδ
− as٢

σ

)
+ nρ (k + ρ)

∂٢ℓ
∂k∂a

= −n
σ

(
s+ a

(
k

σ
+
ρ

δ
− ks٢

σ

))
+ nρ

(
a

σ٢ +
ks

σ

)
∂٢ℓ
∂a٢ = − n

σ٢ − nk

σ

(
k

σ
+
ρ

δ
− ks٢

σ

)

ͬ آید: م به دست زیر صورت به فیشر اطلاع ماتریس هسͬ، ماتریس از ریاضͬ امید گرفتن با و

Bn (θ) = −E

(
∂٢ℓ
∂θ∂θ′

)
= −



E
(

∂٢ℓ
∂β∂β′

)
E
(

∂٢ℓ
∂β∂σ

)
E
(

∂٢ℓ
∂β∂k

)
E
(

∂٢ℓ
∂β∂a

)
E
(

∂٢ℓ
∂β∂σ

)′
E
(

∂٢ℓ
∂σ٢
)

E
(

∂٢ℓ
∂σ∂k

)
E
(

∂٢ℓ
∂σ∂a

)
E
(

∂٢ℓ
∂β∂k

)′
E
(

∂٢ℓ
∂σ∂k

)
E
(

∂٢ℓ
∂k٢
)

E
(

∂٢ℓ
∂k∂a

)
E
(

∂٢ℓ
∂β∂a

)′
E
(

∂٢ℓ
∂σ∂a

)
E
(

∂٢ℓ
∂k∂a

)
E
(

∂٢ℓ
∂a٢
)



ͬ شوند: م محاسبه زیر به صورت آن مؤلفه های که

−E

(
∂٢ℓ

∂β∂βT

)
=

١
σ٢XT

nXn

−E

(
∂٢ℓ
∂β∂σ

)
=
ks

σ٢

 n∑
i=١

xi١,
n∑

i=١
xi٢, . . . ,

n∑
i=١

xip

T

−E

(
∂٢ℓ
∂β∂k

)
=

s

σ

 n∑
i=١

xi١,
n∑

i=١
xi٢, . . . ,

n∑
i=١

xip

T

−E

(
∂٢ℓ
∂β∂a

)
=

١
σ٢

 n∑
i=١

xi١,
n∑

i=١
xi٢, . . . ,

n∑
i=١

xip

T

−E

(
∂٢ℓ
∂σ٢

)
= n

١
σ٢
(٢ + k٢ + kρ

)
− n

ka٢
σ۴

(
ks٢ − k − ρ

)
−E

(
∂٢ℓ
∂σ∂k

)
= n

١
σ
(k + ρ)− n

ka

σ٢
(
a

σδ
− as٢

σ
+ ρs

)

−E

(
∂٢ℓ
∂σ∂a

)
= n

ks

σ٢ − n
ka

σ٢
(
k

σ
+
ρ

δ
− ks٢

σ

)
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−E

(
∂٢ℓ
∂k٢

)
= n+

na

σ

(
a

σδ
+
as٢
σ

)
− nρ (k + ρ)

−E

(
∂٢ℓ
∂k∂a

)
=
n

σ

(
s+ a

(
k

σ
+
ρ

δ
− ks٢

σ

))
− nρ

(
a

σ٢ +
ks

σ

)

−E

(
∂٢ℓ
∂a٢

)
=

n

σ٢ +
nk

σ

(
k

σ
+
ρ

δ
− ks٢

σ

)
.

ͬ کنیم. م مطرح را گزاره دو اصلͬ، قضیه بیان از قبل اکنون
مثبت معین و متناهͬ ماتریس ΁ی C آن در که ،limn→∞ n−١X ′

nXn = C اگر .١. ١ .۴ قضیه
و است ضعیف سازگاری دارای θ̂ آن گاه است،

n−
١٢
(
θ̂ − θ

)
d→Np+٣

(٠, I (θ)−١) .
کنید. مراجعه آ. ٣ پیوست به برهان برای برهان.

هستند. متناهͬ آن مؤلفه های همه ی که است ماتریسͬ متناهͬ ماتریس از منظور

میانگین رگرسیون
در توزیع پارامترهای برآوردهای و کنیم فرض BUN را خطا توزیع ،(١ .۴) خطͬ مدل در اگر
رگرسیون بهتر گزینه و هستند چوله مانده ها که است معنͬ این به گیرند، قرار kσ < −|a| ناحیه

صورت به ͬ توان م را میانگین رگرسیون است. میانگین
E(Yi) = β′xi + E(ϵi)

آن در که کرد تعریف

E(ϵi) =

(
k + a

σ

)
e

ka
σ Φ

(
k + a

σ

)
−
(
k − a

σ

)
e

−ka
σ Φ

(
k − a

σ

)
e

ka
σ Φ

(
k + a

σ

)
+ e

−ka
σ Φ

(
k − a

σ

) .

بود. خواهد β٠ + E(ϵi) برابر مبدأ از عرض حالت این در

مد رگرسیون
بهتری کارایی مد رگرسیون باشند، ی΁ طرفه پرت داده های شامل مطالعه مورد داده های اگر
BUN فرض با ب·یرید. درنظر را (١ .۴) رگرسیون مدل دوباره دارد. میانگین رگرسیون به نسبت
باشند، گرفته قرار توزیع دومدی ناحیه در توزیع پارامترهای برآوردهای خطا، توزیع بودن

داشت: خواهد بهتری کارایی زیر صورت به مد رگرسیون
Mode(Yi) = β′xi +Mode(ϵi)
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در Mode(ϵi) مقادیر بود. خواهد β٠ + Mode(ϵi) صورت به مبدأ از عرض حالت این در که
توزیع از را ϵi مد، رگرسیون حالت از مثالͬ به عنوان شده اند. داده چهارم فصل (٣. ١٠) رابطه
yi = ٢+١xi+ϵi مدل پارامترهای و کردیم تولید استانداد نرمال توزیع از x و BUN(٠, ١,۴, ٠٫۴)
برآورد â = ٠٫۴۶١۶ و k̂ = ٣٫٧۶۵۴ ،σ̂ = ١٫٠۴٣٢ ،β̂١ = ١٫٩١٩٨ ،β̂٠ = ١٫٠٣٧۵ صورت به را
که مد رگرسیون خط ͬ دهد. م نشان خط چین با را β̂٠ + β̂١x رگرسیون خط ٢ .۴ ش΄ل کردیم.
داده های برای ͬ دهد م نشان که است شده رسم ممتد خط با است (β̂٠ + â+ σ̂k̂

)
+ β̂١x برابر

دارد. خوبی عمل΄رد مد رگرسیون طرفه، ΁ی پرت داده شامل

مد رگرسیون از مثالͬ رگرسیونͬ خط های و پراکنش :٢ .۴ ش΄ل

M برآوردگر
ترکیب BUN هسته همچنین است. متقارن a = ٠ برای BUN احتمال چ·الͬ تابع که ͬ دانیم م
متقارن داده های برای نرمال توزیع از است. k < ٠ ازای به لاپلاس و نرمال هسته از خطͬ
استفاده پرت داده شامل داده های یا دم سنگین داده های برای لاپلاس توزیع و ΁دم سب و
در که ͬ شود م استفاده صورت بدین است، توزیع دو این از ترکیبی که BUN توزیع ͬ شود. م
داشته پرت داده که مواقعͬ در و نرمال هسته به بیشتری وزن ΁دم سب داده های با مواجهه
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ͬ دهد. م لاپلاس هسته به بیشتری وزن باشیم،

ساخت: زیر صورت به جدیدی زیان تابع ͬ توان م گفته شده، خطͬ ساختار در تغییر کمͬ با

ρ (ϵ) =

 −k|ϵ|+ ١٢ϵ٢ |ϵ| ≤ c

(c− k)|ϵ| − c٢
٢ |ϵ| > c

(٢ .۴)

با برابر ϵ به نسبت ρ(ϵ) مشتق

ψ (ϵ) =

 ϵ− ksign(ϵ) |ϵ| ≤ c

(c− k)sign(ϵ) |ϵ| > c
(٣ .۴)

با برابر وزن تابع و

w (ϵ) =


١ − k

|ϵ|
|ϵ| ≤ c;

c− k

|ϵ|
|ϵ| > c.

(۴ .۴)

k = ازای به را BUN هسته از ساخته شده وزن تابع و ψ جدید، زیان تابع ٣ .۴ ش΄ل است.
ذکرشده شرایط BUN از ساخته شده زیان تابع ͬ دهد. م نمایش c = ١٫٩٠٧٨ و −٠٫٠٣١۶۵

ازای به BUN هسته از ساخته شده (۴ .۴) وزن تابع و (٣ .۴) ψ تابع ،(٢ .۴) زیان تابع ش΄ل :٣ .۴ ش΄ل
.c = ١٫٩٠٧٨ و k = −٠٫٠٣١۶۵

با نرمال مجانبی توزیع دارای آن توسط حاصل برآوردهای بنابراین دارد. را ١. ٣. ١ بخش در
که طوری به هستند ν

n
واریانس و β میانگین

ν =
EF

(
ψ(ϵ)٢

)
EF (ψ′(ϵ))٢

و

ν =
(Φ(c)− Φ(−c))٢

٢(c− k)٢Φ(−c) + ٢(Φ(c)− cϕ(c))− ١ + k٢(Φ(c)− Φ(−c)) + ۴k(ϕ(c)− ϕ(٠)) .
برای باشیم. داشته نرمال %٩۵ مجانبی کارایی که ͬ شوند م انتخاب طوری c و k مقادیر

است. %٩۵ برابر تقریبا مجانبی کارایی c = ١٫٩٠٧٨ و k = −٠٫٠٢٢٢
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شبیه سازی مطالعه ١. ٢ .۴
ͬ شده معرف مدل های عمل΄رد تا بردیم کار به داده ها تولید برای سناریو نوع چهار مطالعه، این در

خطͬ رگرسیون مدل کنیم. ارزیابی را
y = ١ + ٢x+ ϵ

سناریوهای است. شده تولید استاندارد نرمال توزیع از x تبیینͬ متغیر که ب·یرید نظر در را
از عبارتند برده شده به کار

.x بالای مقادیر برای yi + ١٠ با yi از درصد ١٠ جای·زینͬ و استاندارد نرمال از ϵ تولید .١
صورت به نرمال دو آمیخته توزیع از ϵ خطای جمله تولید .٢

٠٫٩N(٠, ١) + ٠٫١N(−١٠, ١).

چول·ͬ و ١ مقیاس و صفر م΄ان پارامترهای با چوله نرمال توزیع از ϵ خطای جمله تولید .٣
.٢

.۴ چول·ͬ و ١ مقیاس صفر، م΄ان پارامتر با چوله نرمال توزیع از ϵ خطای جمله تولید .۴
حجم و سناریو هر برای شدند. انتخاب ۴٠٠ و ٢٠٠ ،١٠٠ ،۵٠ برابر تولیدشده نمونه های اندازه

است. شده تولید تکرار ۵٠٠ نمونه
کردیم. برآورد خطاها توزیع بودن SN و St نرمال، ،BUN فرض با را رگرسیونͬ ضرایب
و همپل M برآوردگردهای با را ضرایب ،BUN جدید M برآوردگرهای ارزیابی برای همچنین
معیارهایی شده اند. گزارش ٣ .۴ تا ١ .۴ جداول در نتایج کردیم. برآورد BUN جدید زیان تابع

از عبارتند شده اند، گزارش جداول در که

bias(β̂j) =
١

۵٠٠
۵٠٠∑
i=١

(
β̂ij − βj

)
, j = ٠, ١

MSE(β̂j) =
١

۵٠٠
۵٠٠∑
i=١

(
β̂ij − βj

)٢
, j = ٠, ١

MSE =
١

۵٠٠
۵٠٠∑
i=١

∣∣∣∣∣∣β̂i − β
∣∣∣∣∣∣٢

β̂i و j = ٠, ١ برای i−ام تکرار در βj برآورد β̂ij ،β = (β٠, β١) ،β١ = ٢ ،β٠ = ١ آنها در که
مدل های که گرفت نتیجه ͬ توان م ارائه شده، نتایج به توجه با است. i−ام تکرار در β برآورد
خطاها تولید که اول سناریوی در دارند. رقیب مدل های به نسبت خوبی عمل΄رد پیشنهادی
St توزیع دارند. معادلͬ عمل΄رد میانگین و مد رگرسیونͬ مدل است ی΄طرفه پرت داده شامل
برتری اما است داشته بهتری برازش رقیب، مدل های بین سنگین،در دم های داشتن علت به
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خطاها نیز دوم سناریوی در است. مشهود کاملا BUN توزیع پایه بر میانگین و مد رگرسیون
سایر به نسبت بهتری عمل΄رد مد رگرسیون نیز سناریو این در است. ی΁ طرفه پرت داده شامل
تولید ΁کوچ چول·ͬ پارامتر با نرمال چوله توزیع از خطاها سوم سناریوی در دارد. مدل ها
مدل ها همه ͬ کنیم م مشاهده که هستند، نزدی΁ تر نرمال توزیع به خطاها یعنͬ است، شده
نسبت خوبی عمل΄رد بالا نمونه های حجم برای مد رگرسیون حال این با دارند ی΄سانͬ عمل΄رد
برای بزرگتر چول·ͬ پارامتر با نرمال چوله توزیع نیز چهارم سناریوی در دارد. مدل ها سایر به
توجه دارد. مدل ها سایر به نسبت بهتری عمل΄رد مد رگرسیون است، شده گرفته نظر در خطا
وجود این با اما است SN توزیع خطا واقعͬ توزیع چهارم و سوم سناریوهای در که باشید داشته
نسبت بهتری عمل΄رد BUN مد رگرسیون و معادل عمل΄ردی BUN توزیع میانگین رگرسیون

دارند. SN توزیع رگرسیون به

مختلف برآورد روش های ازای به شبیه سازی شده مثال در ضرایب بردار کل MSE مقادیر :١ .۴ جدول
M− Hampel M− BUN SN St نرمال BUNMean BUNModal n سناریو

١٫٧٣ ٢٫۵۵ ٢٫۶٢ ١٫١١ ۶٫٠٩ ١٫٠٣ ١٫٠۴ ۵٠
١٫۶٠ ٢٫۵۴ ٢٫۵١ ١٫٠۶ ۵٫٩۶ ١٫٠١ ١٫٠١ ١٠٠ اول
١٫٢۶ ٢٫۴۴ ٢٫۵٠ ١٫٠۶ ۵٫٩١ ١٫٠١ ١٫٠٢ ٢٠٠
١٫٠۶ ٢٫۴١ ٢٫۵٢ ١٫٠۶ ۵٫٩٠ ١٫٠٠ ١٫٠٠ ۴٠٠
١٫١٨ ١٫۵۴ ۵٫٢۶ ١٫١٣ ٣٫۵٣ ٣٫٢٨ ١٫٠۶ ۵٠
١٫٠۴ ١٫٣٩ ۴٫٩۴ ١٫٠۵ ٣٫٢٣ ٣٫١١ ١٫٠١ ١٠٠ دوم
١٫٠٣ ١٫٣۵ ۴٫٨٨ ١٫٠۵ ٣٫١٢ ٣٫٠۶ ١٫٠٢ ٢٠٠
١٫٠٢ ١٫٣۴ ۴٫٨٢ ١٫٠۵ ٣٫٠۶ ٣٫٠٣ ١٫٠١ ۴٠٠
٠٫٨٢ ٠٫٨١ ٠٫٨٢ ٠٫٨٢ ٠٫٨٢ ٠٫٨٢ ٠٫٨۴ ۵٠
٠٫٨١ ٠٫٨١ ٠٫٨١ ٠٫٨١ ٠٫٨١ ٠٫٨١ ٠٫٨١ ١٠٠ سوم
٠٫٨٠ ٠٫٨٠ ٠٫٨١ ٠٫٨٠ ٠٫٨١ ٠٫٨١ ٠٫٧٩ ٢٠٠
٠٫٧٩ ٠٫٧٩ ٠٫٨٠ ٠٫٧٩ ٠٫٨٠ ٠٫٨٠ ٠٫٧٧ ۴٠٠
٠٫٨۴ ٠٫٨۴ ٠٫٨۵ ٠٫٨۴ ٠٫٨۵ ٠٫٨۵ ٠٫٨١ ۵٠
٠٫٨٢ ٠٫٨٢ ٠٫٨٣ ٠٫٨١ ٠٫٨٣ ٠٫٨٣ ٠٫٧٩ ١٠٠ چهارم
٠٫٨٢ ٠٫٨٢ ٠٫٨٣ ٠٫٨٢ ٠٫٨٣ ٠٫٨٣ ٠٫٨٠ ٢٠٠
٠٫٨١ ٠٫٨١ ٠٫٨٢ ٠٫٨١ ٠٫٨٢ ٠٫٨٢ ٠٫٨٠ ۴٠٠



یا طرفه ΁ی پرت داده شامل مانده های برای خطͬ رگرسیون مدل های از خانواده ای
١٠١ چوله

مختلف برآورد روش های ازای به شبیه سازی شده مثال در پارامترها فردی MSE مقادیر :٢ .۴ جدول
M− Hampel M− BUN SN St نرمال BUNMean BUNModal n پارامتر سناریو

٠٫١٧١٣ ٠٫۴٨۵٣ ١٫۴٠٣٢ ٠٫٠٣٩٧ ١٫٠١۵۶ ٠٫٩٩٨۴ −٠٫٠٠۶٣ ۵٠ β̂٠
٠٫٣١٧٨ ٠٫٨٧٠٢ ٠٫۵۶١٧ ٠٫٠۶۴٩ ١٫٧٧٠٢ −٠٫٠١۴۵ −٠٫٠١۴۵ β̂١
٠٫١٣۵٨ ٠٫۴٩٣ ١٫٣۵۵٣ ٠٫٠۵١ ١٫٠٠١٣ ٠٫٩٩٨۴ ١e− ٠۴ ١٠٠ β̂٠
٠٫٢۵١٩ ٠٫٨٩٠۴ ٠٫۵٩٨ ٠٫٠٨٨٧ ١٫٧۶۵ ٢e− ٠۴ ٢e− ٠۴ β̂١ اول
٠٫٠۵٧٧ ٠٫۴٨١۵ ١٫٣۵٨۴ ٠٫٠۴ ١٫٠٠٢٩ ٠٫٩٩۶٨ −٠٫٠٠۵٣ ٢٠٠ β̂٠
٠٫١١٨٩ ٠٫٨٧١٨ ٠٫۶٠۶۵ ٠٫٠٨١٨ ١٫٧۶٢٢ ٠٫٠٠١۵ ٠٫٠٠١۵ β̂١
٠٫٠١٩٩ ٠٫۴٧۶٩ ١٫٣۴۴۴ ٠٫٠۴٣۶ ٠٫٩٩٢۴ ٠٫٩٩٧ −٠٫٠٠٣٧ ۴٠٠ β̂٠
٠٫٠۴۵٢ ٠٫٨٧٣٣ ٠٫۶٣۵٧ ٠٫٠٨٨١ ١٫٧۶۶٢ ٠٫٠٠٢٨ ٠٫٠٠٢٨ β̂١
−٠٫٠۴۶٣ −٠٫٢٨۵٧ −١٫۵٠١۴ −٠٫٠٢٧۵ −٠٫٩٩٩٨ −٠٫٩٩٣۴ ٠٫٠٠۴٧ ۵٠ β̂٠
−٠٫٠٠۴١ ٠٫٠٠٧٨ −٠٫٠٠۶٢ ۴e− ٠۴ ٠٫٠٢٩۴ ٠٫٠٠١٧ ٠٫٠٠١٧ β̂١
−٠٫٠١۶٣ −٠٫٢۶٠٧ −١٫۴٩٣٢ −٠٫٠٢٨١ −٠٫٩٨٧٨ −٠٫٩٩٠٣ −٠٫٠٠٣ ١٠٠ β̂٠
−٠٫٠٠١۶ ٠٫٠٠٣۶ ٠٫٠١ −٠٫٠٠٧٣ ٠٫٠١٢٨ −٠٫٠٠٢٧ −٠٫٠٠٢٧ β̂١ دوم
−٠٫٠١١٩ −٠٫٢۵٨۶ −١٫۴٩۶٣ −٠٫٠٣٢١ −٠٫٩٩۵٣ −٠٫٩٩۴۴ −٠٫٠٠١٨ ٢٠٠ β̂٠
−٠٫٠٠١۵ ۶e− ٠۴ −٠٫٠٠٣۶ ٢e− ٠۴ ٠٫٠٠٧٩ ١e− ٠۴ ١e− ٠۴ β̂١
−٠٫٠٠۶١ −٠٫٢۵١٩ −١٫۵٠٣۶ −٠٫٠٢٧٨ −٠٫٩٩٣٢ −٠٫٩٩٢٨ ٠٫٠٠١٨ ۴٠٠ β̂٠
−٩e− ٠۴ −٠٫٠٠٣۴ −٠٫٠٠١٩ −٠٫٠٠٣ −٠٫٠٠٨۴ ٣e− ٠۴ ٣e− ٠۴ β̂١
٠٫٧٠٧١ ٠٫٧٠۴٩ ٠٫٧١۴٩ ٠٫٧٠۴١ ٠٫٧١٨٢ ٠٫٧١۵٣ ٠٫۵٢٠٧ ۵٠ β̂٠
۶e− ٠۴ ٨e− ٠۴ ٠٫٠٠١ ١e− ٠۴ ۴e− ٠۴ ٨e− ٠۴ ٨e− ٠۴ β̂١
٠٫٧٠١١ ٠٫۶٩٨٧ ٠٫٧١٠٨ ٠٫٧ ٠٫٧١١٧ ٠٫٧١٠۴ ٠٫۴٩۴۵ ١٠٠ β̂٠
٠٫٠٠۵٨ ٠٫٠٠۵٨ ٠٫٠٠۴۵ ٠٫٠٠۵٧ ٠٫٠٠۶۵ ٠٫٠٠۵ ٠٫٠٠۵ β̂١ سوم
٠٫٧٠٠۵ ٠٫۶٩٧٩ ٠٫٧١١٧ ٠٫٧٠٠٣ ٠٫٧١٢١ ٠٫٧١١۴ ٠٫۴۴٠۴ ٢٠٠ β̂٠
−٠٫٠٠١ −٠٫٠٠١ −٨e− ٠۴ −٨e− ٠۴ −٧e− ٠۴ −٠٫٠٠١۴ −٠٫٠٠١۴ β̂١
٠٫٧٠٢٧ ٠٫٧ ٠٫٧١۴۶ ٠٫٧٠٣ ٠٫٧١۴٧ ٠٫٧١۴۴ ٠٫۴١۵ ۴٠٠ β̂٠
−٠٫٠٠١٧ −٠٫٠٠١٧ −۶e− ٠۴ −٠٫٠٠١٨ −٠٫٠٠١٨ −٠٫٠٠١٧ −٠٫٠٠١٧ β̂١
٠٫٧۶۵٧ ٠٫٧۶٢ ٠٫٧٨٠٣ ٠٫٧۵١٩ ٠٫٧٨١۴ ٠٫٧٧۵١ ٠٫۴۵۴٢ ۵٠ β̂٠
٠٫٠٠٢١ ٠٫٠٠٢٢ ٠٫٠٠١۶ ٠٫٠٠٣۵ ٠٫٠٠١٣ ٠٫٠٠٢٣ ٠٫٠٠٢٣ β̂١
٠٫٧۶٠۴ ٠٫٧۵۶۴ ٠٫٧٧۴٢ ٠٫٧۴٩ ٠٫٧٧۵۵ ٠٫٧٧٣ ٠٫٣٧٣۵ ١٠٠ β̂٠
−٠٫٠٠١٣ −٠٫٠٠١٢ ٩e− ٠۴ −٠٫٠٠١٢ −٩e− ٠۴ ٠٫٠٠١۶ ٠٫٠٠١۶ β̂١ چهارم
٠٫٧۵٩٨ ٠٫٧۵۵٨ ٠٫٧٧۴۶ ٠٫٧۴٧٩ ٠٫٧٧۵۵ ٠٫٧٧۴٣ ٠٫٣٢٩ ٢٠٠ β̂٠
١e− ٠۴ ١e− ٠۴ −٠٫٠٠١۶ −٢e− ٠۴ ١e− ٠۴ −٠٫٠٠٢ −٠٫٠٠٢ β̂١
٠٫٧۵٧٧ ٠٫٧۵٣٧ ٠٫٧٧٣٩ ٠٫٧۴۵٣ ٠٫٧٧٣٩ ٠٫٧٧٣۴ ٠٫٢٩٨٧ ۴٠٠ β̂٠
−٠٫٠٠١٧ −٠٫٠٠١٧ −٠٫٠٠١٢ −٠٫٠٠١۶ −٠٫٠٠٢ −٠٫٠٠٢٢ −٠٫٠٠٢٢ β̂١

واقعͬ مثال های ١. ٣ .۴
داده های برازش در BUN توزیع پایه بر پیشنهادی رگرسیون مدل های عمل΄رد ارزیابی برای
و St و SN نرمال، پارامتری رقیب سه از کردیم. تحلیل را واقعͬ داده مجموعه دو واقعͬ،
کردیم. استفاده پیشنهادی مدل های با مقایسه برای همپل M برآوردگر ناپارامتری رقیب ΁ی



BUN توزیع بر مبتنͬ رگرسیونͬ مدل های ١٠٢
مختلف برآورد روش های ازای به شبیه سازی شده مثال در پارامترها فردی اریبی مقادیر :٣ .۴ جدول
M− Hampel M− BUN SN St نرمال BUNMean BUNModal n پارامتر سناریو

٠٫١۵۵٨ ٠٫٢٩۵ ٢٫٠١٨٨ ٠٫٠٣۵٨ ١٫١١٩۶ ١٫٠١۵٩ ٠٫٠٢٢۴ ۵٠ β̂٠
٠٫۴٩٠۵ ٠٫٨٨٩٨ ٠٫۴۵٢۴ ٠٫٠۵٧ ٣٫٢١٣۶ ٠٫٠٣٣۶ ٠٫٠٣٣۶ β̂١
٠٫١٠٣۴ ٠٫٢٧٣۵ ١٫٨۶ ٠٫٠١٩٣ ١٫٠۴١٢ ١٫٠٠٧٧ ٠٫٠١٢٧ ١٠٠ β̂٠
٠٫٣٣٠١ ٠٫٨۶٢٩ ٠٫۴١۶۶ ٠٫٠٣٢٩ ٣٫١۵۵۵ ٠٫٠١۶ ٠٫٠١۶ β̂١ اول
٠٫٠۴ ٠٫٢۴۶۴ ١٫٨۵۵٨ ٠٫٠١٠۵ ١٫٠٢۵۶ ٠٫٩٩٩١ ٠٫٠٠۶۵ ٢٠٠ β̂٠
٠٫١٣١ ٠٫٧٩٢٢ ٠٫٣٩٢٩ ٠٫٠١٧۴ ٣٫١٢٢٨ ٠٫٠٠٧۶ ٠٫٠٠٧۶ β̂١
٠٫٠١١٢ ٠٫٢٣۴۵ ١٫٨١٢۵ ٠٫٠٠۵٨ ٠٫٩٩۵۴ ٠٫٩٩۶۵ ٠٫٠٠٣١ ۴٠٠ β̂٠
٠٫٠٢٩٨ ٠٫٧٧٧٣ ٠٫۴١۵۴ ٠٫٠١٢٧ ٣٫١٢٨٨ ٠٫٠٠٣۵ ٠٫٠٠٣۵ β̂١
٠٫٠٧٩۴ ٠٫١۵٧٢ ٢٫۵٧١۵ ٠٫٠٣٢ ١٫١٩٨۶ ١٫١٨٠٧ ٠٫٠٢۵۴ ۵٠ β̂٠
٠٫٠٣٢٣ ٠٫٠۵٠٢ ٠٫٠٩٠٢ ٠٫٠٣١٢ ٠٫٢٢٣۶ ٠٫٠١٩٧ ٠٫٠١٩٧ β̂١
٠٫٠١٣٣ ٠٫٠٩١٣ ٢٫٣۶٩۶ ٠٫٠١٧٩ ١٫٠۶۶٧ ١٫٠٧١۴ ٠٫٠١١٧ ١٠٠ β̂٠
٠٫٠١٢۵ ٠٫٠٢٠۵ ٠٫٠٣۶٨ ٠٫٠١۶۵ ٠٫١٠٣۵ ٠٫٠١١١ ٠٫٠١١١ β̂١ دوم
٠٫٠٠۶٢ ٠٫٠٧٨٧ ٢٫٣١٨٩ ٠٫٠٠٨٨ ١٫٠۴۶٣ ١٫٠۴۴١ ٠٫٠٠۵۶ ٢٠٠ β̂٠
٠٫٠٠۵٣ ٠٫٠٠٨٩ ٠٫٠١۴۴ ٠٫٠٠٧۴ ٠٫٠۴٨٣ ٠٫٠٠۴٧ ٠٫٠٠۴٧ β̂١
٠٫٠٠٢٨ ٠٫٠۶٨٣ ٢٫٢٩١٧ ٠٫٠٠۴۵ ١٫٠٠٧٩ ١٫٠٠٧ ٠٫٠٠٢۶ ۴٠٠ β̂٠
٠٫٠٠٢٧ ٠٫٠٠۴٣ ٠٫٠٠٧٢ ٠٫٠٠٣٧ ٠٫٠٢۵۴ ٠٫٠٠٢۴ ٠٫٠٠٢۴ β̂١
٠٫۵١٠٩ ٠٫۵٠٧٨ ٠٫۵٢١۵ ٠٫۵٠٧۴ ٠٫۵٢۶۴ ٠٫۵٢٢۴ ٠٫٣٢٨٨ ۵٠ β̂٠
٠٫٠١٠۶ ٠٫٠١٠۶ ٠٫٠١٠۵ ٠٫٠١٠٨ ٠٫٠١٠٧ ٠٫٠١٢ ٠٫٠١٢ β̂١
٠٫۴٩۶٨ ٠٫۴٩٣۵ ٠٫۵١٠۵ ٠٫۴٩۵۶ ٠٫۵١١٧ ٠٫۵١ ٠٫٢٨٧١ ١٠٠ β̂٠
٠٫٠٠۵۴ ٠٫٠٠۵۴ ٠٫٠٠۵ ٠٫٠٠۵۵ ٠٫٠٠۵۵ ٠٫٠٠۵٨ ٠٫٠٠۵٨ β̂١ سوم
٠٫۴٩٣٢ ٠٫۴٨٩۵ ٠٫۵٠٨٩ ٠٫۴٩٣١ ٠٫۵٠٩۶ ٠٫۵٠٨۵ ٠٫٢١٨۵ ٢٠٠ β̂٠
٠٫٠٠٢۶ ٠٫٠٠٢۶ ٠٫٠٠٢۴ ٠٫٠٠٢۶ ٠٫٠٠٢۶ ٠٫٠٠٢٨ ٠٫٠٠٢٨ β̂١
٠٫۴٩۵ ٠٫۴٩١٣ ٠٫۵١١٩ ٠٫۴٩۵۵ ٠٫۵١٢ ٠٫۵١١۶ ٠٫١٨٩٧ ۴٠٠ β̂٠
٠٫٠٠١٢ ٠٫٠٠١٢ ٠٫٠٠١ ٠٫٠٠١٢ ٠٫٠٠١٢ ٠٫٠٠١٢ ٠٫٠٠١٢ β̂١
٠٫۵٩۴۵ ٠٫۵٨٨٨ ٠٫۶١۶٨ ٠٫۵٧۵٣ ٠٫۶١٨٣ ٠٫۶١٠٧ ٠٫٢۵٣٢ ۵٠ β̂٠
٠٫٠٠٧۶ ٠٫٠٠٧۶ ٠٫٠٠٧٢ ٠٫٠٠٧٩ ٠٫٠٠٧٨ ٠٫٠٠٧۶ ٠٫٠٠٧۶ β̂١
٠٫۵٨٢۵ ٠٫۵٧۶۵ ٠٫۶٠٣۵ ٠٫۵۶۶۴ ٠٫۶٠۵۵ ٠٫۶٠١۶ ٠٫١۶٩۵ ١٠٠ β̂٠
٠٫٠٠٣٩ ٠٫٠٠٣٩ ٠٫٠٠٣ ٠٫٠٠٣٩ ٠٫٠٠۴١ ٠٫٠٠٣۶ ٠٫٠٠٣۶ β̂١ چهارم
٠٫۵٧٩٣ ٠٫۵٧٣١ ٠٫۶٠١٨ ٠٫۵۶٢ ٠٫۶٠٣٢ ٠٫۶٠١۴ ٠٫١٢٩۴ ٢٠٠ β̂٠
٠٫٠٠٢ ٠٫٠٠٢ ٠٫٠٠١۴ ٠٫٠٠٢ ٠٫٠٠٢١ ٠٫٠٠١٨ ٠٫٠٠١٨ β̂١

٠٫۵٧۵٣ ٠٫۵۶٩١ ٠٫۵٩٩٩ ٠٫۵۵۶٩ ٠٫۶ ٠٫۵٩٩١ ٠٫١٠۵۵ ۴٠٠ β̂٠
٩e− ٠۴ ٩e− ٠۴ ٧e− ٠۴ ٩e− ٠۴ ٩e− ٠۴ ٨e− ٠۴ ٨e− ٠۴ β̂١

بردیم. کار به مدل ها مقایسه برای نیز را ADE و RMSPE ،RSE ،AIC مقایسه معیارهای



یا طرفه ΁ی پرت داده شامل مانده های برای خطͬ رگرسیون مدل های از خانواده ای
١٠٣ چوله

صورت شناسͬ داده های

و ͺپاس متغیر و داده ها جزئیات کردیم. بررسͬ ٢. ٢. ١ بخش در را صوت شناسͬ داده های
برازش نتایج است. شده داده شرح ٢. ٢. ١ بخش در شده اند، انتخاب که تبیینͬ متغیرهای
معیارهای و se همراه به برآوردشده توزیعͬ و رگرسیونͬ پارامترهای مقادیر جمله از مدل ها
۴ .۴ جدول به توجه با شده اند. گزارش ۴ .۴ جدول در ADE و ،RMSPE ،RSE ،AIC مقایسه
مقادیر بودن ΁کوچ دارد. را برازش بهترین BUN توزیع AIC مدل انتخاب معیار نظر از
سه این نظر از بنابراین است. مدل برتری نشان دهنده ADE و ،RMSPE ،RSE معیارهای
برآوردهای این که دلیل به ͬ شود. م انتخاب مدل بهترین به عنوان BUN مد رگرسیون نیز معیار
کردیم. گزارش را مد رگرسیون ۴ .۴ جدول در ما گرفته اند، قرار دومدی ناحیه در BUN توزیعͬ
داده وجود (۴ .۴ (ش΄ل برآوردشده ͬ های چ·ال ͬ های منحن و مانده ها نگار بافت از استفاده با
تنها که ͬ شود م مشاهده ۴ .۴ ش΄ل به توجه با همچنین است. مشهود کاملا ی΁ طرفه پرت

است. داده پوشش را مانده ها همه BUN توزیع

در شناسͬ صوت داده های برای برآوردشده چ·الͬ تابع ͬ های منحن و مانده ها نگار بافت :۴ .۴ ش΄ل
پیشنهادی مختلف رگرسیونͬ مدل های



BUN توزیع بر مبتنͬ رگرسیونͬ مدل های ١٠۴
شناسͬ صوت داده های برای BUN خطای جمله با رگرسیون مدل های ML برآورد نتایج :۴ .۴ جدول
M− Hampel M− BUN SN St نرمال BUNModal

رگرسیونͬ پارامترهای
−٠٫۶٩۵٢ −٠٫۵۵۵٨ −١٫٣٠٩١ −٠٫۶٨٩٧ −٠٫٠٠۶٩ ٠٫٨٧٧٧ β̂٠
٠٫۴۵٨٧ ٠٫۴٨١٧ ٠٫۶١٧۴ ٠٫۴٢٨٣ ٠٫۶٩٠١ ٠٫۴۴٣٧ se
−٠٫۶٩۵٢ −٠٫۵۵۵٨ −٠٫٧٩٧۵ −٠٫۶٨٩٧ −٠٫٠٠۶٩ −٠٫٧٠١٢ ثابت ضریب
٠٫۴۵٨٧ ٠٫۴٨١٧ ٠٫۴٢٨٣ ٠٫۶٩٠١ se
٠٫٠۴٨٧ ٠٫٠۴٨۵ ٠٫٠۴٧٢ ٠٫٠۵۵٠ ٠٫٠۴٧۴ ٠٫٠۴٨٧ loudness
٠٫٠٠۵۶ ٠٫٠٠۵٨ ٠٫٠٠۶۵ ٠٫٠٠۶٢ ٠٫٠٠٨۴ ٠٫٠٠۵٣ se
٠٫۶١١۵ ٠٫۵٩٩٩ ٠٫٧٠٧٠ ٠٫۴٣١٠ ٠٫۵۵٨۵ ٠٫۶١٣۴ sharpness
٠٫٢٠١٢ ٠٫٢١١٢ ٠٫٢۴۴١ ٠٫١٩٩٧ ٠٫٣٠٢۶ ٠٫١٩١٠ se
١٫٧٢٧٣ ١٫۶٢٧٧ ١٫٧٠۴٠ ١٫٩٣١٢ ١٫٢١٩٠ ١٫٧٢٨٩ impulsiveness
٠٫٣١١٢ ٠٫٣٢۶٨ ٠٫۴٠٠۵ ٠٫٢٩۵٧ ٠٫۴۶٨٢ ٠٫٣٠٠۶ se

توزیعͬ پارامترهای
٠٫۶٨۶٩ ٠٫٢۴٠٣ ٠٫۵٠٨٢ ٠٫٣٢٠۶ مقیاس
٠٫٠٨٣١ ٠٫٠۴٨١ ٠٫٠۵٠٨ ٠٫٠٣١٨ se
٢٫۶٠٢٩ ۴٫۴٩٣۶ ١ ش΄ل
٠٫٨٨٣٢ ٠٫۶٧٧٨

−٠٫١٣٨٣ ٢ ش΄ل
٠٫٠۴٧۶ se

٢٫٣۶۶٠ آزادی درجه
٠٫٩٩٢٧ se

مقایسه معیارهای
٧٢٫۶٩۵٢ ۵۶٫٧٠٣٩ ٨۴٫١٩٩ ۵٢٫۴٣٩۵ AIC

٠٫٣٠٢٢ ٠٫٣٠٠٢ ٠٫٣٢١٧ ٠٫٢٩٣١ ٠٫٣۴٣٣ ٠٫٢٩٢٠ RSE
٠٫۵٣۶٨ ٠٫۵٣٩٠ ٠٫۵۵٢٢ ٠٫۵٧١۴ ٠٫۵۴۶۵ ٠٫۵٣۴٠ RMSPE
٠٫٣٣٠١ ٠٫٣٣٣۵ ٠٫٣۴١٧ ٠٫٣٧٨٩ ٠٫٣۴٣٢ ٠٫٣٢۶٩ ADE

΁سیستولی خون فشار داده های
انجمن سالانه نشست در موردی مطالعه ΁ی در (SBP) ١٠΁سیستولی خون فشار داده های
است. متغیر ۵٠١ از مشاهده ۵٠٠ شامل داده ها است. شده بررسͬ ٢٠٠۵ سال در کانادا آماری
ژنتی΄ͬ مشخصه ۴٨٣ و بالینͬ متغیر ١٧ شامل دی·ر تبینͬ متغیر ۵٠٠ و SBP ͺپاس متغیر
متغیر ۵٠٠ بین از رگرسیونͬ متغیرهای کردن مشخص موردی مطالعه این هدف هستند.
https://ssc.ca/en/case-study/blood-pressure آدرس در داده ها است. تبیینͬ
ͺپاس متغیر شامل که را داده ها این از کوچ΄ͬ قسمت بخش، این در ما هستند. دسترسͬ قابل
(چاق وزن اضافه وضعیت و (Y = سی·اری ،N = (غیرسی·اری بودن سی·اری وضعیت ،SBP

10Systolic Blood Pressure



یا طرفه ΁ی پرت داده شامل مانده های برای خطͬ رگرسیون مدل های از خانواده ای
١٠۵ چوله

دادیم. قرار بررسͬ مورد را هستند (١= نرمال و ٢ = وزن اضافه ،٣ =
((٢٠١٩) هم΄اران و (کانون١١ R نرم افزار در Stat2Data پ΄یج در داده ها از قسمت این
بنابراین دارد. چول·ͬ مدل خطای داده ها این در که ͬ رسد م نظر به هستند. دسترس قابل
طبقه ای و سی·اری) (وضعیت دودویی متغیرهای بردیم. بهره BUN میانگین رگرسیون از
و غیرسی·اری کردیم. اضافه مدل به ساختگͬ متغیرهای تعریف با را وزن) اضافه (وضعیت
کردیم. انتخاب وزن اضافه و سی·اری وضعیت متغیر برای پایه سطوح عنوان به را نرمال وزن
مدل های برای ۵ .۴ جدول در آنها se همراه به خطا توزیع پارامترهای و ضرایب برآوردهای

شده اند. گزارش مختلف
طبق شده اند. گزارش ۵ .۴ جدول در نیز ADE و RMAPE ،RSE ،AIC مقایسه معیارهای
است. BUN میانگین رگرسیون مدل بهترین RSE و AIC معیارهای اساس بر ،۵ .۴ جدول نتایج
بافت هستند. هم ΁نزدی مختلف مدل های برای جدول این در RMSPE و ADE معیارهای
ش΄ل به توجه با شده اند. رسم ۵ .۴ ش΄ل در برآوردشده ͬ های چ·ال ͬ های منحن و مانده ها نگار
میانگین رگرسیون علت همین به که هستند چول·ͬ دارای مانده ها که ͬ شود م مشاهده ۵ .۴

است. شده گزارش BUN

بر ΁سیستولی خون فشار داد هه ای بری ده برآورد چ·الͬ تابع ͬ های منحن و نگار بافت :۵ .۴ ش΄ل
مختلف پیشنهادی مدل های حسب

11Cannon



BUN توزیع بر مبتنͬ رگرسیونͬ مدل های ١٠۶
خون فشار داده های برای BUN خطای جمله با رگرسیون مدل های ML برآورد نتایج :۵ .۴ جدول

΁سیستولی
M− Hampel M− BUN SN St نرمال BUNMean

رگرسیونͬ پارامترهای
١٣١٫٨۶٠٩ ١٣١٫٩٠٨٧ ١٠٣٫٠٨٠١ ١٣١٫٧۴۶۴ ١٣١٫٨٩٧٧ ١١٧٫٧٢۶٠ β̂٠
٢٫٣١٢٠ ٢٫٣۶٨٣ ٣٫٠۵۵٣ ٢٫٢٧٠١ ٢٫٢۶١٨ ٢٫۶۶٢۴ se

١٣١٫٨۶٠٩ ١٣١٫٩٠٨٧ ١٣١٫۴٨١٢ ١٣١٫٧۴۶۴ ١٣١٫٨٩٧٧ ١٣٣٫٨٣٠٧ ثابت ضریب
٢٫٣١٢٠ ٢٫٣۶٨٣ ٢٫٢٧٠١ ٢٫٢۶١٨ se

٩٫١۴٣۴ ٩٫٠۴٧٩ ٩٫٠۴٢٣ ٩٫۵٩۴٠ ٩٫١٧٩٨ ۶٫٢٧۴٠ smoker

٢٫۴۵٩۵ ٢٫۵١٩۴ ٢٫٢۵۴٨ ٢٫۴١٢٣ ٢٫۴٠۶١ ٢٫۶۶٢٨ se

٧٫٩٩٢٨ ٧٫٧١۵٠ ١٠٫٠٣۵٨ ٨٫٨٩٣١ ٨٫٢۵٩٢ ٩٫٠٣١٨ overweight

٣٫٢٧٣٢ ٣٫٣۵٢٩ ٣٫٠۴۴٩ ٣٫٢١٢٣ ٣٫٢٠٢١ ۵٫٧٨۴٣ se

١۵٫٢۵٠۵ ١۵٫٠۴٨٩ ١۵٫٧۶٨٨ ١۵٫١۵۵٧ ١۵٫۶١٠٢ ١۴٫٢٧۴٠ obese

٢٫٧۶٩٩ ٢٫٨٣٧٣ ٢٫۵۶۵١ ٢٫٧٢١٨ ٢٫٧٠٩٧ ٢٫۶۶٢٧ se

توزیعͬ پارامترهای
٣٨٫٩٢٧١ ٢۶٫۴١۴۵ ٢۶٫۵۶٧٩ ٣٩٫٠۵٣٣ مقیاس
٢٫٠٢٧٨ ٠٫٨٩٢٧ ٠٫٨۴٠٠ ۴٫٨٨٠٧ se

٢٫٢۵٩٠ −١٫٢٩٠٢ ١ ش΄ل
٠٫٣۶٢٨ ٠٫۴٠٢٣ se

٣٨٫٧٧۶١ ٢ ش΄ل
٩٫٧٩٠٩ se

١١٧٫٩٢۶٠ آزادی درجه
١۶۶٫٣١٩۵ se

مقایسه معیارهای
۴۶٩٠٫۵٨٧ ۴٧١١٫٣١٧ ۴٧٠٨٫٧۴١ ۴۶٨٨٫٠٨١ AIC

٢۶٫۶٩ ٢۶٫۶٨ ٢۴٫٨٧ ٢۵٫٢٨ ٢۵٫۵٣ ٢٣٫٧۴ RSE

٢۶٫٧٨٨٠ ٢۶٫٧٨۵٣ ٢۶٫٧۶٠٧ ٢۶٫٨٠۵۵ ٢۶٫٧٧٩١ ٢۶٫٧٧۶۶ RMSPE

٢١٫٢٩٣٧ ٢١٫٢۵٧۵ ٢١٫٣۶٣۴ ٢١٫٣٢۵۶ ٢١٫٣٣۴٩ ٢١٫٢٧۴٣ ADE

چوله و دومدی داده های برای فضایی رگرسیون ٢ .۴
چندان ͬ شوند، م مشاهده مختلف کاربردی موقعیت های در که دومدی فضایی داده های تحلیل
چندمتغیره توزیع ΁ی معرفͬ با بخش این در است. نگرفته قرار پژوهش·ران بررسͬ مورد
برازش برای ͬ کنیم. م ارائه را داده ها نوع این تحلیل برای فضایی رگرسیونͬ مدل منعطف،
مدل عمل΄رد واقعͬ و شبیه سازی مثال های با برد. خواهیم به کار را درستنمایی رهیافت مدل،

ͬ کنیم. م ارزیابی معمول فضایی رگرسیون به نسبت را پیشنهادی



١٠٧ چوله و دومدی داده های برای فضایی رگرسیون

مقدمه ٢. ١ .۴
وابسته آنها، گرفتن قرار موقعیت حسب بر که ͬ شود م گفته داده هایی به فضایی داده های
برقرار خطاها بودن ناهمبسته پذیره داده ها نوع این رگرسیونͬ تحلیل در بنابراین هستند.
آن که برحسب کلͬ، حالت در دارد. وجود قوی تری همبستگͬ مجاور مشاهدات بین و نیست
یا باشند فضایی موقعیت های از توابعͬ رگرسیونͬ ضرایب یا تبیینͬ متغیرهای خطا، جمله
هستند تعریف قابل فضایی داده های برای خطͬ رگرسیون مدل های از مختلفͬ انواع نه،
وابستگͬ ساختار آن در که است مدلͬ روی بر ما تمرکز بخش این در .((١٣٩۴) (محمدزاده
داده ها نوع این رگرسیونͬ تحلیل در معمولا است. فضایی موقعیت های از تابعͬ خطا جمله
مواردی با مختلف موقعیت های در اما است. چندمتغیره نرمال خطا توزیع که است این بر فرض
طلا معدن ΁ی در مثال به عنوان ͬ کنند. نم تبعیت نرمال توزیع از خطاها که ͬ کنیم م برخورد
در باشند؛ متفاوت و ملاحظه قابل طلای عیار با رگه هایی دارای مجزا ناحیه دو است مم΄ن
خاک شناسͬ، داده های در دی·ر، مثالͬ به عنوان بود. خواهد دومدی داده ها توزیع حالت این
بیشتری فراوانͬ با مطالعه، تحت ناحیه م΄انͬ موقعیت از تابعͬ به عنوان کاتیوم تبادل توانایی

ͬ شود. م مشاهده عددی مقدار  دو به ΁نزدی
نمونه به عنوان شده اند. انجام متعددی کارهای چوله، فضایی ͅ های پاس تحلیل برای
بولفرونͬ ،(٢٠٠۵) هم΄اران و وال١٣ آرنولد ،(٢٠٠٣) هم΄اران و ساهو١٢ کارهای به ͬ توان م
و حسینͬ و (٢٠١١) هم΄اران و حسینͬ ،(٢٠١٠) هم΄اران و کریمͬ ،(٢٠٠٧) لوکاس١۴ و
اشاره گرفته اند، ش΄ل نرمال چوله مانند پارامتری توزیع های رده پایه بر که (٢٠١٢) محمدزاده
معرفͬ مدل هایی تنها هستند، ͽمطل نویسندگان که حدی تا دومدی، ͅ های پاس برای اما کرد.
نمونه به عنوان شده اند. ساخته ناپارامتری و پارامتری آمیخته١۵ فرآیندهای اساس بر که شده اند
و گلفاند١۶ و (پارامتری) نرمال متناهͬ آمیخته مدل برای (٢٠١۵) سدودی و فلاح ͬ توان م
(ناپارامتری) دیری΄له آمیخته فرآیند مدل برای (٢٠٠۶) استیل و گریفین١٧ و ،(٢٠٠۵) هم΄اران

برد. نام را
مطلوبی ͬ های ویژگ که ͬ کنیم م معرفͬ منعطف چندمتغیره توزیع ΁ی بخش، این در ما
دومدی و چوله ͅ های پاس شامل پیوسته غیرنرمال فضایی ͅ های پاس تحلیل برای آن از و دارد
ͬ نامیم، م MBUN چند متغیره١٨ دومدی‐ی΁ مدی نرمال آن را که توزیع این ͬ کنیم. م استفاده
یا چول·ͬ تقارن، بودن، دومدی یا ی΁ مدی شامل داده ها در موجود متنوع ͬ های ویژگ ͬ تواند م
مشخصͬ مقادیر تحت همچنین کند. مدل بندی و کنترل خود پارامترهای توسط را آنها ترکیب

12Sahu
13Arellano−Valle
14Lachos
15Mixture
16Gelfand
17Griffin
18Multivariate Bimodal−Unimodal Normal



BUN توزیع بر مبتنͬ رگرسیونͬ مدل های ١٠٨
رده بنابراین شد. خواهد نتیجه چندمتغیره نرمال توزیع ،MBUN توزیع پارامترهای برای

است. MBUN توزیع های رده از زیررده ای چندمتغیره نرمال توزیع های

چندمتغیره دومدی−ی΁ مدی نرمال توزیع ٢. ٢ .۴
مختلف زمینه های در که است چندمتغیره توزیع های پرکاربردترین از چندمتغیره نرمال توزیع
چندمدی یا دم سنگین چوله، که داده هایی برای توزیع این البته ͬ شود. م استفاده آن از
این مناسب چندمتغیره توزیع های معرفͬ برای مختلفͬ تلاش های نیست. مناسب هستند،
مطرح ۴ .٢ بخش در چندمتغیره توسعه های این از نمونه هایی گرفته اند. صورت داده ها نوع
موفق است مم΄ن چندمتغیره داده های چول·ͬ مدل بندی در ͬ شده معرف توزیع های شدند.
ما پیشنهادی MBUN توزیع نیستند. مناسبی انتخاب های دومدی داده های برای اما باشند،
چول·ͬ و تقارن، بودن، دومدی یا ی΁ مدی شامل داده ها در موجود متنوع ͬ های ویژگ ͬ تواند م
ͬ شود. م محسوب خانواده این اعضای از ی΄ͬ نیز چندمتغیره نرمال توزیع کند. مدل بندی را

ش΄ل به چ·الͬ تابع دارای X متغیره p تصادفͬ بردار برای MBUN توزیع

fX(x) =
e−

k′k٢ e

{
k′
∣∣∣∣Σ− ١٢ (x−µ)

∣∣∣∣}
ϕp

(
x,µ+Σ

١٢a,Σ
)

Πp
i=١ (ekiaiΦ(ki + ai) + e−kiaiΦ(ki − ai))

(۵ .۴)
کوواریانس ماتریس و µ میانگین بردار با چندمتغیره نرمال چ·الͬ تابع ϕp(·,µ,Σ) آن در که است
بعدی p بردار سه توزیع این پارامترهای است. استاندارد ی΁ متغیره نرمال توزیع تابع Φ(·) و Σ

ماتریس و مقدار حقیقͬ مولفه های با a = (a١, . . . , ap)′ و k = (k١, . . . , kp)′ ،µ = (µ١, . . . , µp)′
آن نمایش برای کند، پیروی توزیع این از X تصادفͬ بردار اگر است. Σ مثبت معین p × p

(۵ .۴) چ·الͬ تابع ش΄ل از که همان طور ͬ کنیم. م استفاده X ∼ MBUN(µ,Σ,k,a) نماد از
مقدار هستند. ،i = ١, . . . , p iام، متغیر مختص ai و ki ،µi پارامترهای است، استنباط قابل
ͬ کند. م مشخص را مد دو فاصله بودن دومدی صورت در و بودن ی΁ مدی یا دومدی ki پارامتر
تعیین برای هستند. متناظر متغیر ش΄ل و م΄ان پارامترهای ترتیب به نیز ai و µi پارامترهای

ͬ شود. م استفاده Σ ماتریس از نیز متغیرها بین وابستگͬ
قرار موقعیت اساس بر داده ها م΄انͬ وابستگͬ ساختار وجود فضایی داده های اصلͬ ویژگͬ
تعداد ͬ کنیم م فرض بخش این در کنترل، غیرقابل پیچیدگͬ از پرهیز برای است. آنها گرفتن
وابستگͬ ساختار و نیستند وابسته داده ها م΄انͬ موقعیت به داده ها ش΄ل و چول·ͬ مدها،
اندازه از بیش ساده سازی پذیره این البته ͬ کنیم. م مدل وارد Σ ماتریس طریق از را فضایی
وارد م΄ان و مقیاس پارامترهای طریق از معمولا را وابستگͬ ساختار نیز عمل در زیرا نیست،
تابع این صورت در .ai = a و ki = k ͬ پذیریم م i = ١, . . . , p ازای به بنابراین ͬ کنند. م مدل

ͬ شود: م تبدیل زیر ش΄ل به (۵ .۴) چ·الͬ

fX(x) =
e−

pk٢
٢ e

{
k١′

∣∣∣∣Σ− ١٢ (x−µ)

∣∣∣∣}
ϕp(x,µ+Σ

١٢a١,Σ)

(ekaΦ(k + a) + e−kaΦ(k − a))
p



١٠٩ چوله و دومدی داده های برای فضایی رگرسیون
است. p بعد با ١ها از برداری ١ آن در که

ͬ کنیم م استفاده استاندارد نسخه از توزیع ͬ های ویژگ برخͬ آوردن به دست در سهولت برای
ترتیب به jام متغیر دوم و اول گشتاور .Z = Σ− ١٢ (X − µ) آن در که

E [Zj ] =
(aj + kj) e

kjajΦ(kj + aj) + (aj − kj)e
−kjajΦ(kj − aj)

ekjajΦ(kj + aj) + e−kjajΦ(kj − aj)

و

E
[
Z٢
j

]
=

(١ + (aj + kj)
٢) ekjajΦ(kj + aj) +

(١ + (aj − kj)
٢) e−kjajΦ(kj − aj)

ekjajΦ(kj + aj) + e−kjajΦ(kj − aj)

+

kj√٢πe
− ١٢(a٢

j+k٢
j )

ekjajΦ(kj + aj) + e−kjajΦ(kj − aj)

از عبارتند X = Σ
١٢Z+µ به توجه با نیز MBUN کوواریانس ماتریس و میانگین بردار هستند.

E[X] = Σ
١٢E[Z] + µ

V ar[X] = Σ
١٢V ar[Z]Σ

١٢ .

نوشت ͬ توان م ،ki = k و ai = a فرض با
E[X] = h١(k, a)Σ

١٢ ١ + µ

V ar[X] = h٢(k, a)Σ

آن در که
h١(k, a) =

(a+ k) ekaΦ(k + a) + (a− k) e−kaΦ(k − a)

ekaΦ(k + a) + e−kaΦ(k − a)

و

h٢(k, a) =

(١ + (a+ k)٢
)
ekaΦ(k + a) +

(١ + (a− k)٢
)
e−kaΦ(k − a)

ekaΦ(k + a) + e−kaΦ(k − a)

+

k√٢πe
− ١٢(a٢+k٢)

ekaΦ(k + a) + e−kaΦ(k − a)
− h١(k, a)٢.

ͬ توانید م پارامترها مختلف مقادیر برای ۶ .۴ ش΄ل در را متغیر دو با (۵ .۴) چ·الͬ تابع منحنͬ
کنید. مشاهده

دومدی ͅ های پاس فضایی رگرسیون ٢. ٣ .۴
ͬ کنیم م فرض (۶ .١) مدل در

δ ∼ MBUN(٠,Σ, k١n, a١n)



BUN توزیع بر مبتنͬ رگرسیونͬ مدل های ١١٠

توزیع. پارامترهای مختلف مقادیر به ازای p = ٢ برای MBUN توزیع چ·الͬ تابع منحنͬ :۶ .۴ ش΄ل
چپ)، سمت (بالا a =

(٠٫۵, ٠٫۵)′ و k = (١−,١)′ راست)، سمت (بالا a = (٠, ٠)′ و k = (١−,١)′
سمت (پایین a =

(٢,٢)′ و k =
(
−٢−,٢)′ راست)، سمت (پایین a =

(
−٢−,٢)′ و k =

(
−٢−,٢)′

هستند. vech (Σ) =
(١, ٠٫۵, ١)′ و µ = (٠, ٠)′ پارامترهای نمودارها همه در و چپ)

فضایی موقعیت های تعداد بر تاکید برای ١n در n اندیس و δ = (δ(s١), . . . , δ(sn))′ آن در که
است. مشاهده شده

ͬ کنیم. م مدل وارد Σ مثبت معین مقیاس ماتریس طریق از را فضایی وابستگͬ ساختار
مدل مشابه کار، این برای باشد. مانا١٩ فضایی، وابستگͬ ساختار ͬ کنیم م فرض همچنین

هم تغییرنگار پارامتری توابع از نرمال، فضایی خطای فرآیند با رگرسیون
σ(h;θ) = Covθ[δ(s), δ(s+ h)]

برد نام را گاوسͬ و نمایی مدل دو ͬ توان م توابع، نوع این از مثالͬ به عنوان ͬ کنیم. م استفاده
19Stationary



١١١ چوله و دومدی داده های برای فضایی رگرسیون
:(١٩٩٣)) (کرس٢٠ͬ ͬ شوند م تعریف زیر به صورت ترتیب به  که
σ(h; θ١, θ٢) = θ١e−∥h∥/θ٢

و
σ(h; θ١, θ٢) = θ١e−∥h∥٢/θ٢٢

هستند. دامنه و ازاره٢١ ترتیب به θ٢ و θ١ وابستگͬ پارامترهای آنها در که

درستنمایی ماکسیمم رهیافت مدل: برازش
فضایی خطای فرآیند با مدل درستنمایی ل·اریتم تابع ب·یرید. نظر در را (۶ .١) خطͬ مدل

به صورت δ ∼ MBUN
(٠,Σθ

h, k١n, a١n)
ℓ (ζ) = −nk

٢
٢ − n log

(
ekaΦ(k + a) + e−kaΦ(k − a)

)
+ k١′n

∣∣∣∣Σθ
− ١٢

h (Z −Xβ)

∣∣∣∣
− ١

٢ log
(
det
(
Σθ

h

))
− ١

٢
(
Z −Xβ − aΣθ

١٢
h ١n

)′
Σθ−١

h

(
Z −Xβ − aΣθ

١٢
h ١n

)
−n٢ log

(٢π)
پارامتر بردار با معتبر مقیاس ماتریس Σθ

h و پارامترها بردار ζ =
(
β′,θ′, k, a

)′ آن در که است،
مدل این امتیاز بردار است. θ

Un =

((
∂ℓ (ζ)

∂β

)′
,

(
∂ℓ (ζ)

∂θ

)′
,
∂ℓ (ζ)

∂k
,
∂ℓ (ζ)

∂a

)′

که به طوری است،
∂ℓ (ζ)

∂β
= −kX ′Σθ

− ١٢
h sign

(
Σθ

− ١٢
h (Z −Xβ)

)
+X ′Σθ−١

h

(
Z −Xβ − aΣθ

١٢
h ١n

)
∂ℓ (ζ)

∂θj
= −

k١′diag
(
sign

(
Σθ

− ١٢
h (Z −Xβ)

))
Σθ

− ١٢
h

∂Σθ
١٢

h

∂θj
Σθ

− ١٢
h (Z −Xβ)

− ١
٢ (Z −Xβ)′Σθ−١

h

∂Σθ
h

∂θj
Σθ−١

h (Z −Xβ) + a (Z −Xβ)′Σθ
− ١٢

h

∂Σθ
١٢

h

∂θj
Σθ

− ١٢
h ١n

+
١
٢tr

(
Σθ−١

h

∂Σθ
h

∂θj

))
∂ℓ (ζ)

∂k
= −nk − na

aekaΦ(k + a)− ae−kaΦ(k − a) + ٢kekaϕ (k + a)

ekaΦ(k + a) + e−kaΦ(k − a)

+١′n
∣∣∣∣Σθ

− ١٢
h (Z −Xβ)

∣∣∣∣
∂ℓ (ζ)

∂a
= −na− nk

ekaΦ(k + a)− e−kaΦ(k − a)

ekaΦ(k + a) + e−kaΦ(k − a)
+ (Z −Xβ)′Σθ

− ١٢
h ١n

20Cressie
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BUN توزیع بر مبتنͬ رگرسیونͬ مدل های ١١٢
علامت تابع sign(·) و است n× q بعد با تبیینͬ متغیرهای از حاصل طرح ماتریس X آن در که
وجود بسته صورت مدل پارامترهای درستنمایی ماکسیمم برآوردگرهای که است بدیهͬ است.
محاسبه را برآوردها Un = ٠ معادلات دستگاه حل عددی روش های از استفاده با و ندارند

ͬ کنیم. م

پیشنهادی مدل کارایی ارزیابی ۴ .٢ .۴
برای را پیشنهادی مدل عمل΄رد واقعͬ، و شبیه سازی مثال های از استفاده با بخش این در

ͬ کنیم. م مقایسه نرمال جانشین مدل به نسبت دومدی فضایی داده های

شبیه سازی مطالعه
مدل از داده ها مثال این در

z(si) = x١(si) + ٢x٢(si) + δ(si), i = ١, . . . , n
n نرمال توزیع دو از آمیخته فرآیند ΁ی توسط δ = (δ(s١), . . . , δ(sn))′ آن در که شدند، تولید

صورت به ١متغیره
٢Nn(µ١,Σ) +

١
٢Nn(µ٢,Σ)

−٢ و ٢ ترتیب به مولفه های با ثابت بعدی n بردارهای µ٢ و µ١ آن در که شد، شبیه سازی
روی θ٢ = ٠٫۵ و θ١ = ١٫۵ پارامترهای با نمایی مدل ΁ی توسط Σ کوواریانس ماتریس و هستند
داده های تولید به منجر δ(·) فرآیند شبیه سازی نوع این است. شده ساخته منظم مشب΄ه ΁ی
سه و شدند شبیه سازی استاندارد نرمال توزیع از x٢ و x١ تبیینͬ متغیرهای ͬ شود. م دومدی

شدند. گرفته نظر در نیز n = ۵٠, ١٠٠,٢٠٠ نمونه حجم
دهیم. قرار z − β١x١ − β٢x٢ برابر را MBUN مدل م΄انͬ پارامتر باید مدل، برازش برای
،(MN) نرمال مدل از حاصل برآوردهای با مقایسه و MBUN مدل برآوردهای ارزیابی برای
درستنمایی ماکسیمم برآوردهای MSE و اریبی مقادیر کردیم. تکرار بار ١٠٠ را شبیه سازی
جدول، مقادیر به توجه با شده اند. گزارش ۶ .۴ جدول در مدل دو هر برای رگرسیونͬ ضرایب
نسبت کاراتری برآوردهای ،MSE و اریبی معیار دو هر حسب بر ،MBUN مدل که است ͹واض
کارایی درصد ۶۶ حداقل MBUN مدل ،MSE مقادیر مقایسه با است. کرده ارایه MN مدل به

ͬ شود. م بارزتر نیز نمونه حجم افزایش با وضعیت این دارد. بیشتری
ش΄ل دادیم. قرار مقایسه مورد نیز BIC و AIC مدل انتخاب معیار دو منظر از را مدل دو
MBUN مدل دو برای شبیه سازی تکرار ١٠٠ برای را معیار دو این مقادیر جعبه ای نمودار ٧ .۴
مدل توسط داده ها بهتر توصیف گویای معیار دو هر مقادیر پراکندگͬ ͬ دهد. م نمایش MN و
برازش در MBUN مدل کارایی مقابل در و نرمال مدل توانایی عدم بنابراین است. MBUN

است. نتیجه گیری و مشاهده قابل دومدی فضایی ͅ های پاس



١١٣ چوله و دومدی داده های برای فضایی رگرسیون
شبیه سازی مثال در پارامترها برآوردهای MSE و اریبی مقادیر :۶ .۴ جدول

â k̂ θ̂٢ θ̂١ β̂٣ β̂٢ β̂١ n

−٠٫٠٠٨٨ ٠٫٢٢٣٢ −٠٫٠٠٨٣ −٠٫٠۶۵٧ −٠٫٠١٨١ −٠٫٠٠٢١ ٠٫٠٠٨٢ اریبی ۵٠
٠٫٠٠٠۵ ٠٫١٧١٨ ٠٫٠٢۵۶ ٠٫٠١۶۶ ٠٫٠١٢٠ ٠٫٠١١٢ ٠٫٠٢٧٣ MSE

−٠٫٠٠۴٣ ٠٫٠۶١٣ −٠٫٠٠٣٣ −٠٫٠١۶۶ ٠٫٠٠١۴ −٠٫٠٠۵٣ ٠٫٠١۴۴ اریبی ١٠٠
٠٫٠٠٠٢ ٠٫٠۵٨٧ ٠٫٠٠٨٢ ٠٫٠٠٧٩ ٠٫٠٠۴٠ ٠٫٠٠۴٩ ٠٫٠١٩٠ MSE

−٠٫٠٠٢٨ ٠٫٠۵۵٧ −٠٫٠٠١٢ −٠٫٠١٨٩ −٠٫٠٠٢٠ −٠٫٠٠٣٧ ٠٫٠٠۶٨ اریبی ٢٠٠
٠٫٠٠٠١ ٠٫٠٣١١ ٠٫٠٠٣٩ ٠٫٠٠۴٣ ٠٫٠٠١۶ ٠٫٠٠٢٢ ٠٫٠١۴۶ MSE

−٠٫٠٠٠٢ ٠٫٠٢٠٩ −٠٫٠٠٨١ −٠٫٠١٢٧ ٠٫٠٠٠٩ ٠٫٠٠١٧ ٠٫٠١٨۵ اریبی ۵٠٠
٠٫٠٠٠٠ ٠٫٠٠٩٢ ٠٫٠٠١٧ ٠٫٠٠٢٠ ٠٫٠٠٠۴ ٠٫٠٠٠۴ ٠٫٠١۵٣ MSE

شبیه سازی مثال در رگرسیونͬ ضرایب برآوردهای MSE و اریبی مقادیر :٧ .۴ جدول
٢٠٠ ١٠٠ ۵٠ n

β̂٢ β̂١ β̂٢ β̂١ β̂٢ β̂١ مدل
−٠٫٠١۴۴ ٠٫٠٠١٢ ٠٫٠٢١۶ ٠٫٠١٩٢ ٠٫٠۴٣٧ −٠٫٠٠٨۴ اریبی MBUN

٠٫٠١٣٠  ٠٫٠٠٩٣ ٠٫٠١٨١ ٠٫٠٢٢۶ ٠٫٠۵٧٨ ٠٫٠۵٠١ MSE

−٠٫٠٠١۴ −٠٫٠١٢۴ ٠٫٠٢٣٧ ٠٫٠۵۴۴ ٠٫٠۶٠١ −٠٫٠۶٠٨ اریبی MN

٠٫٠٢٢٢ ٠٫٠٢۵٨ ٠٫٠۴٢٨ ٠٫٠٩٨٩ ٠٫١٠١١ ٠٫١٣٠٨ MSE

واقعͬ مثال های
قرار بررسͬ مورد واقعͬ مثال دو برازش در را MBUN مدل کاربرد و عمل΄رد بخش این در
مثال اولین ͬ کنیم. م استفاده نرمال مدل با مقایسه برای BIC و AIC معیار دو از و ͬ دهیم م
شده اند نمونه برداری میوز٢٢ رودخانه نزدی΄ͬ در که است سنگین فلزات غلظت داده مجموعه
١۴ شامل داده مجموعه این است. دسترس در Meuse نام با R نرم افزار در ٢٣georob بسته در و

صورت به گرفتیم، نظر در که خطͬ مدل است. مشاهده ١۶۴ و متغیر

log(zinc) = β١ + β٢
√
dist + β٣cadmium + δ

͹سط کادمیم غلظت cadmium و رودخانه تا فاصله dist روی، عنصر غلظت zinc آن در که است
است. خاک

٢٢ و مشاهده ٢۵٠ با خاک اندازه گیری شده شیمیایی خواص به مربوط دوم داده مجموعه
22Meuse
23https://cran.r-project.org/package=georob



BUN توزیع بر مبتنͬ رگرسیونͬ مدل های ١١۴

MN و MBUN مدل دو برای چپ) سمت (ستون BIC و راست) سمت (ستون AIC مقادیر :٧ .۴ ش΄ل
مختلف نمونه حجم های ازای به

برای نظر مورد مدل است. موجود soil250 نام با R نرم افزار در ٢۴geoR بسته در که است متغیر
صورت به  داده ها این

CTC = β١ + β٢K+ β٣Ca + δ

خاک در موجود کلسیم مقدار Ca و پتاسیم مقدار K کاتیوم، تبادل توانایی CTC آن در که است
پارامترهای برآورد نتایج کردیم. استفاده نمایی هم تغییرنگار مدل از مثال دو هر برای است.
توجه با شده اند. گزارش ٨ .۴ جدول در BIC و AIC معیارهای همراه به مدل دو هر رگرسیونͬ
استفاده با است. برتر مدل MN به نسبت MBUN مدل مثال، دو هر برای جدول، نتایج به
،(٨ .۴ (ش΄ل برآوردشده چ·الͬ تابع دو ͬ های منحن و استانداردشده مانده های نگار بافت از

24https://cran.r-project.org/package=geoR



١١۵ چوله و دومدی داده های برای فضایی رگرسیون
واقعͬ داده مجموعه دو مدل انتخاب معیارهای و رگرسیونͬ پارامترهای برآورد :٨ .۴ جدول

BIC AIC β̂٣ β̂٢ β̂١ مدل داده مجموعه
١٢۶٫۴٢ ١٠۵٫١٢ ٠٫١١ −١٫١۴ ۵٫٧۵ MBUN Mesue

١٢٧٫٣٠ ١١٢٫٠٨ ٠٫١٢ −١٫١٩ ۶٫٠٢ MN

٣۴٢٫٠۴ ٣١٧٫٣٩ ١٫٢٧ ١٫٣۵ ٢٫٧٠ MBUN soil250

۴٧٣٫٩٣ ۴۵۶٫٣٣ ١٫٠٢ ٠٫۶١ ٣٫٨۵ MN

نرمال مدل برازش نی΄ویی عدم این، بر افزون است. مشهود کاملا MBUN مدل برازش نی΄ویی
و هستند چوله نرمال مدل مانده های Meuse داده مجموعه در است؛ ͹واض نیز مثال دو هر در
مدل که است ͹واض بنابراین هستند. دومدی نرمال مدل مانده های soil250 داده مجموعه در
داراست. را داده ها بودن دومدی و چول·ͬ ویژگͬ دو هر مدل بندی برای لازم انعطاف MBUN

نتیجه گیری ۵ .٢ .۴
پرت مشاهده شامل داده های و چوله داده های خطͬ رگرسیون تحلیل مورد در فصل، این در
رفتار کردیم. تشریح داده ها نوع این در را BUN توزیع کاربردهای و کردیم بحث ی΁ طرفه
مجانبی توزیع دارای و ضعیف سازگار دادیم نشان و کرده بررسͬ را ML برآوردگرهای مجانبی
خوبی کارایی BUN توزیع که دادیم نشان واقعͬ و شبیه سازی مثال های با هستند. نرمال
چوله فضایی داده های مورد در و دادیم گسترش چندمتغیره نسخه به را BUN همچنین دارد.
پیشنهادی مدل بهتر و کارا عمل΄رد واقعͬ و شبیه سازی مثال های با و کردیم بحث دومدی و

دادیم. نشان هستند، دومدی یا چوله داده ها که زمانͬ نرمال مدل به نسبت را



BUN توزیع بر مبتنͬ رگرسیونͬ مدل های ١١۶

دو در مدل دو استانداردشده مانده های بر MN و MBUN برآوردشده چ·الͬ توابع برازش :٨ .۴ ش΄ل
(پایین) دوم داده مجموعه و (بالا) اول داده مجموعه واقعͬ. مثال



۵ فصل
آینده پژوهش های برای پیشنهادهای

ماتریسͬ حتͬ و چندمتغیره حالت  به را رساله این در ͬ شده معرف توزیع های ͬ توان م •
برد. به کار طولͬ و فضایی داده های مانند چندمتغیره داده های تحلیل در و داده توسعه
در و داد توسعه ل·اریتمͬ نسخه های به را رساله این در ͬ شده معرف توزیع های ͬ توان م •

برد. کار به اعتماد قابلیت و بقا داده های
توزیع های پایه بر ش΄ل و مقیاس م΄ان، برای تعمیم یافته جمعͬ مدل های ͬ توان م •

داد. توسعه و کرد بررسͬ رساله این در را ͬ شده معرف
فضایی پیش·ویی است، مهم و مطرح زمین آماری داده های تحلیل در که مباحثͬ از ی΄ͬ •
یا دومدی که داده هایی برای مساله این هستند. مشاهده فاقد که است م΄ان هایی در
باشد. پیشنهادی مدل توسط آن روی بر پژوهش برای انگیزه ای ͬ تواند م هستند، چوله

١١٧





آ پیوست
قضایا  اثبات

ͬ پردازیم. م شده اند، ارائه ۵ و ۴ ،٣ فصل های در که قضایایی اثبات به اختصار به فصل این در

سوم فصل قضایای اثبات آ. ١

:٢. ١. ١ گزاره اثبات

F (z) =

z∫
−∞

cν exp (t)

(
١ +

١
ν
exp(٢t)

)− ν+١٢
dt.



قضایا ١٢٠ اثبات
داریم ،u =

exp(٢t)
ν + exp(٢t) متغیر تغییر با

F (z) =

exp(٢z)
ν + exp(٢z)∫

٠
cν

ν
١٢u

١٢

(١ − u)
١٢
ν

ν+١٢
(

ν

١ − u

)− ν+١٢ ١
٢u(١ − u)

du

=

exp(٢z)
ν + exp(٢z)∫

٠
cν٢ ν

١٢u
١−١٢ (١ − u)

ν١−٢
du

=

exp(٢z)
ν + exp(٢z)∫

٠
١
٢ν

١٢
٢Γ(ν+١٢

)
√
νπΓ

(
ν٢
)u ١−١٢ (١ − u)

ν١−٢
du

=

exp(٢z)
ν + exp(٢z)∫

٠
١

B
( ١٢ , ν٢

)u ١−١٢ (١ − u)
ν١−٢

du

= I exp (٢z)
ν+exp (٢z)

( ١
٢ ,

ν

٢
)
.

:٢. ١. ٢ گزاره اثبات
M(t) =

∞∫
−∞

cνexp(tz) exp (z)

(
١ +

١
ν
exp(٢z)

)− ν+١٢
dz.

داریم ،u =
exp(٢z)

ν + exp(٢z) متغیر تغییر با

M(t) =

١∫
٠
cν

ν
t+١٢ u

t+١٢

(١ − u)
t+١٢

ν
ν+١٢
(

ν

١ − u

)− ν+١٢ ١
٢u(١ − u)

du

=

١∫
٠
cν٢ ν

t+١٢ u
t+١٢ −١ (١ − u)

ν−t٢ −١
du

=
cν٢ ν

t+١٢ B
(
t+ ١

٢ ,
ν − t

٢
)

=
ν

t٢Γ
(١+t٢

)
Γ
(
ν−t٢
)

√
πΓ
(
ν٢
) .

ͬ کنیم. م نظر صرف آن اثبات از است این شبیه مشخصه تابع اثبات چون
چ·الͬ تابع دارای X کنید فرض :٢. ١. ٣ گزاره اثبات

f(x) =
cos
(
π٢α
)

πσ

eα(
x−µ
σ )

cosh
(x−µ

σ

)



١٢١ سوم فصل قضایای اثبات
ͬ شود: م داده زیر به صورت Y = −X چ·الͬ تابع آن گاه باشد،

f(y) =
cos
(
π٢α
)

πσ

eα(
−y−µ

σ )

cosh
(−y−µ

σ

)
=

cos
(
π٢α
)

πσ

e
α
(

−(y+µ)
σ

)
cosh

(
−(y+µ)

σ

) .
داریم cosh(·) و cos(·) توابع بودن زوج از استفاده با

f(y) =
cos
(
−π٢α

)
πσ

e
−α

(
(y−(−µ))

σ

)
cosh

(
(y−(−µ))

σ

) ,
است. SHS٢(−µ, σ,−α) چ·الͬ تابع این که

:۴ .٢. ١ گزاره اثبات

F (z) =

t∫
−∞

cos
(
π٢α
)

π

eαt

cosh (t)
dt

داریم ،u =
exp(٢t)

١ + exp(٢t) متغیر تغییر با

F (z) =

exp(٢z)
١ + exp(٢z)∫

٠

cos
(
π٢α
)

π
u

١+α٢ −١ (١ − u)
١−α٢ −١

du.

ͬ دانیم م
cos
(π

٢α
)
= sin

(π
٢ − π

٢α
)
= sin

(
π

(١ − α

٢
))

و
sin(πγ)

π
=

١
B (γ, ١ − γ)

نتیجه در و
cos
(
π٢α
)

π
=

١
B

(١ − α

٢ ,
١ + α

٢
) .

بنابراین

F (z) =

exp(٢z)
١ + exp(٢z)∫

٠
١

B

(١ − α

٢ ,
١ + α

٢
)u ١+α٢ −١ (١ − u)

١−α٢ −١
du = I exp (٢z)١+exp (٢z)

(١ + α

٢ ,
١ − α

٢
)



قضایا ١٢٢ اثبات
:۵ .٢. ١ گزاره اثبات

C(t) =

∞∫
−∞

eitz
cos
(
π٢α
)

πσ

eαz

cosh (z)
dz

=
cos
(
π٢α
)

cos
(
π٢ (it+ α)

) ∞∫
−∞

cos
(
π٢ (it+ α)

)
πσ

e(it+α)z

cosh (z)
dz

=
cos
(
π٢α
)

cos
(
π٢ (it+ α)

) .
قضیه اثبات ͬ کنیم. م نظر صرف آن اثبات از است این شبیه گشتاور مولد تابع اثبات چون

نوشت: زیر به صورت ͬ توان م را Z چ·الͬ تابع باشد. Z ∼ SHS1(٠, ١, ν) کنید فرض :٢. ١. ١

f(z) ∝ exp (−z)h(z)

آن در که

h(z) =

( ١
ν + exp(−٢z))−١

(١ + ١
ν exp(٢z)

) ν−١٢
.

رو این از

lim
z→∞

h(zy)

h(z)
= ١.

η = ١ با SHS2(٠, ١, α) برای است. γ = ٠ و η = ١ با نیمه دم سنگین چ·الͬ تابع SHS1 بنابراین
و γ = ٠ و

h(z) =
exp(αz)

١ + exp(−٢z)
ͬ آید. م به دست مشابهͬ نتیجه

داریم. نیاز زیر لم به ،٢. ١. ٢ اثبات برای :٢. ١. ٢ قضیه اثبات

داریم، ۵ و ۴ ،٣ شرایط تحت آ. ١. ١. لم

−١
n
ℓ(٢) P−→B =


B(β) B(β, σ) B(β, ν)

B(β, σ) B(σ) B(σ, ν)

B(β, ν) B(σ, ν) B(ν)





١٢٣ سوم فصل قضایای اثبات
آن در که

lim
n→∞

n−١Bn(β) = B(β) =
c′ν
σ٢Beta

(٣
٢ ,
ν + ٣

٢
)
C

lim
n→∞

n−١Bn(βj , σ) = B(βj , σ) =
c′ν
σ٢
(
Beta

(٣
٢ ,
ν + ٣

٢
)
(log (ν) + ψν٣)+

١
٢Beta

(٣
٢ ,
ν + ١

٢
))

cj −
١
σ٢ cj

lim
n→∞

n−١Bn(βj , ν) = B(βj , ν) =
c′ν٢σνBeta

(٣
٢ ,
ν + ٣

٢
)
− c′ν٢σ(ν + ١)Beta

(٣
٢ ,
ν + ١

٢
)
cj

lim
n→∞

n−١Bn(σ) = B(σ) = n−١In(σ)
lim
n→∞

n−١Bn(σ, ν) = B(σ, ν) = n−١In(σ, ν)
lim
n→∞

n−١Bn(ν) = B(ν) = n−١In(ν).

نوشت ͬ توان م آ. ١. ١: لم اثبات
−n−١ ∂٢ℓ(θ)

∂βj∂βk
= −n−١ ∂٢ℓ(θ)

∂βj∂βk
− n−١Bn(β)(jk) + n−١Bn(β)(jk).

بنابراین

lim
n→∞

n−٢E
(
∂٢ℓ(θ)
∂βj∂βk

+Bn(β)(jk)

)٢

= lim
n→∞

n−٢Var

٢ν + ١
σ٢

n∑
i=١

xijxik

 ١
ν exp

(٢yi−β′xi

σ

)
(١ + ١

ν exp
(٢yi−β′xi

σ

))٢


 .

داریم هستند، هم توزیع و مستقل i = ١,٢, ..., n برای {ϵ, ϵi = yi − β′xi} که این از استفاده با

cov
 ١

ν exp
(٢ ϵi

σ

)(١ + ١
ν exp

(٢ ϵi
σ

))٢ ,
١
ν exp

(٢ ϵj
σ

)(١ + ١
ν exp

(٢ ϵj
σ

))٢

 = ٠, i ̸= j

نتیجه در و

lim
n→∞

n−٢E
(
∂٢ℓ(θ)
∂βj∂βk

+Bn(β)(jk)

)٢

= lim
n→∞

n−٢۴(ν + ٢(١
σ۴ Var

 ١
ν exp

(٢ ϵ
σ

)(١ + ١
ν exp

(٢ ϵ
σ

))٢

 n∑
i=١

x٢
ijx

٢
ik = ٠.

بنابراین
−n−١ ∂٢ℓ(θ)

∂βj∂βk
= on(١) + n−١Bn(β)(j,k).

یعنͬ
−n−١ ∂٢ℓ(θ)

∂βj∂βk

P−→B(β)(j,k).



قضایا ١٢۴ اثبات
که داد نشان ͬ توان م مشابه به طور

−n−٢∂١ℓ(θ)
∂βj∂σ

P−→ B(β, σ)(j)

−n−٢∂١ℓ(θ)
∂βj∂ν

P−→ B(β, ν)(j)

−n−٢∂١ℓ(θ)
∂σ٢

P−→ B(σ)

−n−٢∂١ℓ(θ)
∂σ∂ν

P−→ B(σ, ν)

−n−٢∂١ℓ(θ)
∂ν٢

P−→ B(ν).

شروع را ٢. ١. ٢ قضیه اثبات ͬ توانیم م آ. ١. ١ لم از استفاده با اکنون ͬ کند. م کامل را اثبات این که
سازگاری برای عمومͬ نتیجه (١٩٨۴) مارشال٢ و ماردیا و (١٩٨٠) سوییتینگ١ بنابر کنیم.
نظم شرط سه برقراری مستلزم ماکسیمم درستنمایی برآوردگرهای نرمال مجانبی توزیع و

فیشر. اطلاع ماتریس هم·رایی (٣ و رشد (٢ پیوستگͬ، (١ است:
مشتق و پارامتر فضای در درستنمایی تابع ل·اریتم مشتق پذیری بار دو با پیوستگͬ شرط
برقرار نیز فیشر اطلاع ماتریس رشد شرط است. برقرار پیشنهادی مدل در آن پیوسته دوم

چون است، برقرار شرط این که limn→∞Bn(θ) = ∞ باشیم داشته n→ ∞ برای اگر است،
lim
n→∞

n−١Bn(β) = B(β) → lim
n→∞

Bn(β) = ∞

lim
n→∞

n−١Bn(βj , σ) = B(βj , σ) → lim
n→∞

Bn(βj , σ) = ∞

lim
n→∞

n−١Bn(βj , ν) = B(βj , ν) → lim
n→∞

Bn(βj , ν) = ∞

lim
n→∞

n−١Bn(σ) = B(σ) → lim
n→∞

Bn(σ) = ∞

lim
n→∞

n−١Bn(σ, ν) = B(σ, ν) → lim
n→∞

Bn(σ, ν) = ∞

lim
n→∞

n−١Bn(ν) = B(ν) → lim
n→∞

Bn(ν) = ∞.

هرگاه شد خواهد برقرار ℓ(٢)n یعنͬ مشاهده شده فیشر اطلاع ماتریس هم·رایی یعنͬ سوم شرط
داریم آ. ١. ١ لم از استفاده با کند. میل همانͬ ماتریس به احتمال در Bn(θ)

− ١٢ ℓ(٢)n Bn(θ)
− ١٢

بنابراین .n−١Bn → B همچنین و −n−١ℓ(٢) → B

lim
n→∞

−Bn(θ)
− ١٢ ℓ(٢)n Bn(θ)

− ١٢ = lim
n→∞

n
١٢Bn(θ)

− ١٢
(
−n−١ℓ(٢)n

)
n

١٢Bn(θ)
− ١٢ = I.

ͬ کند. م کامل را اثبات این که
لم به جای زیر لم جای·زاری با ٢. ١. ٢ قضیه اثبات مشابه قضیه این اثبات :٢. ١. ٣ قضیه اثبات

است. آ. ١. ١
1Sweeting
2Mardia and Kent



١٢۵ چهارم فصل قضایای اثبات
داریم، ۵ و ۴ ،٣ شرایط تحت آ. ١. ٢. لم

−١
n
ℓ̃(٢) P−→B̃ =


B̃(β) B̃(β, σ) B̃(β, α)

B̃(β, σ) B̃(σ) B̃(σ, α)

B̃(β, α) B̃(σ, α) B̃(α)

 ,

درآن که

lim
n→∞

n−١B̃n(β) = B̃(β) = ۴cos
(
π٢α
)

πσ٢ Beta

(
α+ ٣

٢ ,
٣ − α

٢
)
C ′,

lim
n→∞

n−١B̃n(βj , σ) = B̃(βj , σ) = α
cj

σ٢ +
cos
(
π٢α
)

π

(
٢Beta

(
α+ ٣

٢ ,
١ − α

٢
)

−Beta

(
α+ ١

٢ ,
١ − α

٢
))

cj

σ٢

+٢cos
(
π٢α
)

π
Beta

(
α+ ٣

٢ ,
٣ − α

٢
)(

ψ

(
α+ ٣

٢
)

−ψ
(٣ − α

٢
))

cj

σ٢ ,

lim
n→∞

n−١B̃n(βj , α) = B̃(βj , α) = − ١
σ٢ cj ,

lim
n→∞

n−١B̃n(σ) = B̃(σ) = ۴cos
(
π٢α
)

π

(
Beta

(
α+ ٣

٢ ,
١ − α

٢
)(

ψ

(
α+ ٣

٢
)
− ψ

(١ − α

٢
))

−Beta

(
α+ ١

٢ ,
١ − α

٢
)(

ψ

(
α+ ١

٢
)
− ψ

(١ − α

٢
)))

+
απ

σ٢ tan
(π

٢α
)

+۴cos
(
π٢α
)

π
Beta

(
α+ ٣

٢ ,
٣ − α

٢
)(

ψ

(
α+ ٣

٢
)
− ψ

(٣ − α

٢
))

+
١
σ٢ ,

lim
n→∞

n−١B̃n(σ, α) = B̃(σ, α) =
π

٢σ tan
(π

٢α
)
,

lim
n→∞

n−١B̃n(α) = B̃(α) =
π٢
۴
(١ + tan٢ (π٢α)) .

است. آ. ١. ١ لم اثبات مشابه لم این اثبات آ. ١. ٢: لم اثبات

چهارم فصل قضایای اثبات آ. ٢
:٣. ٢. ١ قضیه اثبات

ͬ شود. م نتیجه w(.) و g(.) بودن متقارن از الف)
مد m١ کنید فرض است، مد ΁ی دارای حداقل است، R مقادیر با چ·الͬ تابع fX(x) چون ب)
از کاستن بدون .m١ ̸= c داد نشان ͬ توان م w(·) بودن محدب به توجه با باشد. fX(x)



قضایا ١٢۶ اثبات
متقارن c حول fX(x) اینکه به توجه با است. m١ > c کرد فرض ͬ توان م مسئله کلیت

است. fX(x) دوم مد نیز m٢ = ٢c−m١ است
m١ +m٢ = m١ + ٢c−m١ = ٢c داریم ب قسمت از پ)

هستند. چ·الͬ توابع (۴ .٣) و (٣. ٣) که ͬ کنیم م ثابت قسمت این در :٣. ٢. ٢ قضیه اثبات
داریم (٣. ٣) بودن چ·الͬ تابع اثبات ∫برای ∞

−∞
ekG(|x|)g(x)dx =

∫ ٠
−∞

ekG(−x)g(x)dx+

∫ ∞

٠ ekG(|x|)g(x)dx.

داریم G (−x) = ١ −G (x) تساوی ∫از ٠
−∞

ek(١−G(x))g(x)dx+

∫ ∞

٠ ekG(x)g(x)dx

داریم u = G (x) متغیر تغییر با و
∫ ١٢

٠ ek(١−u)du+

∫ ١
١٢
ekudu =

٢(ek − e
k٢
)

k
.

داریم (۴ .٣) بودن چ·الͬ تابع اثبات ∫برای ∞

−∞
G (|x|)k g(x)dx =

∫ ٠
−∞

G (−x)k g(x)dx+

∫ ∞

٠ G (x)k g(x)dx

=

∫ ٠
−∞

(١ −G (x))
k
g(x)dx+

∫ ∞

٠ G (x)k g(x)dx

=

∫ ٠
−∞

(١ − u)
k
du+

∫ ∞

٠ ukdu =
١)٢ − ١٢k+١

)
k + ١ .

w(x) = G (|x|)k و w(x) = ekG(|x|) این که دلیل به ٣. ٢. ١ قضیه از (۴ .٣) و (٣. ٣) بودن دومدی
ͬ شود. نتیجه م هستند، محدب و مثبت اکیدا

:٣. ٢. ٣ قضیه اثبات
قرار صفر برابر و g(h(x)) از گرفتن مشتق با را fX(x) مد است، fX(x) ∝ g(h(x)) چون الف)

داریم ͬ آوریم. م به دست آن دادن
h′(x)g′(h(x)) = ٠

است، متقارن ٠ حول و محدب h(x) چون .g′(h(x)) = ٠ یا h′(x) = ٠ ͬ دهد م نتیجه که
g′(h(x)) = ٠ معادله برای است. (۵ .٣) مد ٠ یعنͬ است. ٠ برابر h′(x) = ٠ معادله جواب
مد تنها ٠ یعنͬ x = ٠ نتیجه در h(x) = ٠ ͬ شود م نتیجه است، صفر برابر g(x) مد چون

است. (۵ .٣)



١٢٧ چهارم فصل قضایای اثبات
جواب h′(x) = ٠ برای الف قسمت g′(h(x)) = ٠ و h′(x) = ٠ معادله باشد، k ̸= ٠ اگر ب)
دو است محدب h(x) چون که است h(x) = k معادله حل g′(h(x)) = ٠ جواب و x = ٠

که دادیم نشان اینجا تا دارد. جواب
h′(x)g′(h(x)) = ٠

h(x) = k از حاصل جواب  دو که کرد تایید ͬ توان م دوم مشتق آزمون با دارد. جواب سه
با است برابر (۵ .٣) دوم مشتق هستند. تابع نسبی ماکسیمم
h′′(x)g′(h(x)) + h′(x)g′′(h(x)).

داریم h(x) = k برای
h′′(x)g′(k) + h′(x)g′′(k).

بنابراین است. مثبت g′′(k) و صفر برابر g′(k) است، g(·) چ·الͬ تابع مد k چون
h′(x)g′′(k) > ٠.

ͬ شود. م نتیجه ب قسمت از پ)
داریم (۵ .٣) در h(x) = |x| دادن قرار با :۴ .٣. ٢ قضیه اثبات
fX(x) =

g (|x|)∫∞
−∞ g (|w|) dw

نوشت ͬ توان م زیر به صورت که

fX(x) =


g (x)∫∞٠ g (w) dw

if x ≥ ٠;
g (−x)∫ ٠

−∞ g (−w) dw
if x < ٠.

یا
fX(x) =


g (x)

١ −GX(٠) if x ≥ ٠;
g (−x)
G−X(٠) if x < ٠.

G−X(٠) = اینکه به توجه با هستند. −X و X توزیع توابع به ترتیب G−X و GX آن در که
داریم است، ١ −GX(٠)

fX(x) =


g (x)

١ −GX(٠) if x ≥ ٠;
g (−x)

١ −GX(٠) if x < ٠



قضایا ١٢٨ اثبات
چون و

١ −GX(٠) = P (X > ٠) = P (X − k > −k) = P (X − k < k) = G(X−k)(k)

داریم
fX(x) =

١
٢

g (|x|)
G(X−k)(k)

.

ی΄ͬ بیاوریم. به دست را (٣. ١) بحرانͬ نقاط باید ٣. ٣. ١ گزاره اثبات برای :٣. ٣. ١ گزاره اثبات
مد زمانͬ x = µ ندارد. وجود مشتق نقطه این در چون است. x = µ برابر بحرانͬ نقاط از
تابع مشتق باشد. منفͬ x > µ برای و مثبت x < µ برای (٣. ١) مشتق علامت که است (٣. ١)

است: زیر عبارت متناسب (٣. ١) چ·الͬ
kσsign(x− µ)− x+ µ+ a

اگر است مثبت x < µ برای که
kσsign(x− µ)− x+ µ+ a > ٠.

داریم بنابراین
−kσ + µ+ a > x

باشیم داشته که است برقرار صورتͬ در که
−kσ + a ≥ ٠ −→ kσ ≤ a. (آ.‐ ۴)

باشیم داشته اگر است، منفͬ x > µ برای (٣. ١) مشتق که داد نشان ͬ توان م مشابه استدلال با
kσ + a ≤ ٠ −→ kσ ≤ −a.

باشیم داشته یعنͬ باشند، برقرار همزمان (٣. ١) و (٣. ١) شرایط ͬ که درصورت بنابراین
kσ ≤ −|a| (آ.‐ ۴)

یعنͬ دی·ر حالت های اکنون است. x = µ برابر (٣. ١) مد
kσ > −|a| (آ.‐ ٣)

معادله باید کار این برای ͬ آوریم. م به دست را (٣. ١) دی·ر بحرانͬ نقاط ابتدا ͬ کنیم. م بررسͬ را
کنیم: حل را زیر

kσsign(x− µ)− x+ µ+ a = ٠.



١٢٩ چهارم فصل قضایای اثبات
داریم k

σ − x−µ−a

σ٢ x > µ

−k
σ − x−µ−a

σ٢ x < µ

و x = µ+ a+ kσ x > µ

x = µ+ a− kσ x < µ

برقرار شرط صورتͬ در که x > µ باشیم داشته که است این x = µ+ a+ kσ مد وجود شرط که
که است

kσ > −a. (آ.‐ ۵)
داریم (آ.‐ ٣) با شرط این اشتراک از

−a < kσ < a.

داشته که است برقرار صورتͬ در که است x < µ برابر x = µ+a−kσ مد وجود شرط همچنین
باشیم

kσ > a. (آ.‐ ۵)
داریم (آ.‐ ٣) با شرط این اشتراک با که

a < kσ < −a.

x = مد دو ،kσ > |a| یعنͬ باشند، برقرار همزمان (آ.‐ ۵) و (آ.‐ ۵) شرط دو اگر بنابراین
ͬ کند. م کامل را اثبات این داشت. خواهیم را µ+ a± kσ

است: زیر به صورت X تصادفͬ متغیر چ·الͬ تابع :٣. ٣. ٢ گزاره اثبات
f (x) = cσ,k,a exp

(
k

∣∣∣∣x− µ

σ

∣∣∣∣) ١
σ
ϕ

(
x− µ

σ
− a

σ

)
x ∈ R

نوشت. زیر دوضابطه ای صورت به ͬ توان م را چ·الͬ تابع این

f (x) =

 cσ,k,a exp
(
−k x−µ

σ

) ١
σϕ
(x−µ

σ − a
σ

)
x < µ

cσ,k,a exp
(
k x−µ

σ

) ١
σϕ
(x−µ

σ − a
σ

)
x > µ

ͬ رسیم م زیر رابطه به ساده محاسبات با

f (z) =


exp

(
−ka

σ

)
Φ
(
k − a

σ

)
exp

(
ka
σ

)
Φ
(
k + a

σ

)
+ exp

(
−ka

σ

)
Φ
(
k − a

σ

) ϕ (x−µ
σ + k − a

σ

)
σΦ
(
k − a

σ

) x < µ

exp
(
ka
σ

)
Φ
(
k + a

σ

)
exp

(
ka
σ

)
Φ
(
k + a

σ

)
+ exp

(
−ka

σ

)
Φ
(
k − a

σ

) ϕ (x−µ
σ − k − a

σ

)
σΦ
(
k + a

σ

) x > µ



قضایا ١٣٠ اثبات
با است برابر این و

p
ϕ
(x−µ

σ + k − a
σ

)
σΦ
(
k − a

σ

) + (١ − p)
ϕ
(x−µ

σ − k − a
σ

)
σΦ
(
k + a

σ

)
ͬ شود. م کامل اثبات و

صرف نظر آن اثبات از لذا است ۴ .٣. ٣ گزاره اثبات مشابه ٣. ٣. ٣ گزاره اثبات :٣. ٣. ٣ گزاره اثبات
ͬ کنیم. م

داریم :۴ .٣. ٣ گزاره اثبات
lim
ν→∞

s− = lim
ν→∞

s+ = σ٢

lim
ν→∞

s
− ν٢
− = exp

(
ak

σ٢
)

lim
ν→∞

s
− ν٢
+ = exp

(
−ak
σ٢
)

lim
ν→∞

s
− ١٢
− dν

(
x− µ− (a+ k)

√
s−

)
=

١
σ
ϕ

(
x− µ− (a+ k)

σ

)
lim
ν→∞

s
− ١٢
+ dν

(
x− µ− (a− k)

√
s+

)
=

١
σ
ϕ

(
x− µ− (a− k)

σ

)
lim
ν→∞

Dν

(
a+ k
√
s−

)
= Φ

(
a+ k

σ

)
lim
ν→∞

Dν

(
k − a
√
s+

)
= Φ

(
k − a

σ

)
.

بنابراین

lim
ν→∞

{
s
− ν+١٢
+ dν

(
x−µ−(a−k)√

s+

)}I(x<µ){
s
− ν+١٢
− dν

(
x−µ−(a+k)√

s−

)}I(x≥µ)

s
− ν٢
− Dν

(
a+k√
s−

)
+ s

− ν٢
+ Dν

(
k−a√
s+

)

=

{
exp

(
−ak
σ٢
)

١
σϕ
(
x−µ−(a−k)

σ

)}I(x<µ){
exp

(
ak

σ٢
)

١
σϕ
(
x−µ−(a+k)

σ

)}I(x≥µ)

exp

(
ak

σ٢
)
Φ
(
a+k
σ

)
+ exp

(
−ak
σ٢
)
Φ
(
k−a
σ

)

=



exp
(
−ka

σ٢
)
Φ
(
k−a
σ

)
exp

(
ka
σ٢
)
Φ
(
k+a
σ

)
+ exp

(
−ka

σ٢
)
Φ
(
k−a
σ

) ϕ
(
x−µ−(a−k)

σ

)
σΦ
(
k−a
σ

) x < µ

exp
(
ka
σ٢
)
Φ
(
k+a
σ

)
exp

(
ka
σ٢
)
Φ
(
k+a
σ

)
+ exp

(
−ka

σ٢
)
Φ
(
k−a
σ

) ϕ
(
x−µ−(a+k)

σ

)
σΦ
(
k+a
σ

) x ≥ µ

است. BUN (µ, σ, kσ , a) چ·الͬ تابع ٣. ٣. ٢ گزاره طبق آخر تساوی که
آن اثبات از لذا است، ٣. ٣. ٢ گزاره اثبات مشابه ۵ .٣. ٣ گزاره اثبات :۵ .٣. ٣ گزاره اثبات

ͬ کنیم. م صرف نظر



١٣١ پنجم فصل قضایای اثبات
با است متناسب (١۴ .٣) چ·الͬ تابع مشتق :۶ .٣. ٣ گزاره اثبات
٢t− kσ

(
١ +

t٢
σ٢
)

sign (t+ a) (آ.‐ ١٩)

داریم ͬ کنیم. م حل و داده قرار صفر مساوی را (آ.‐ ١٩) ادامه در .t = x− µ− a آن در که t٢ − ٢σ
k t+ σ٢ = ٠ x > µ

t٢ + ٢σ
k t+ σ٢ = ٠ x < µ

∆ ≥ ٠ شرط k ≤ ١ برای که ∆ =
۴σ٢
k٢ − ۴σ٢ با است برابر اخیر معادله قسمت دو هر دلتای

داریم ادامه در است. برقرار

x = µ+ a+ σ
( ١
k +

√ ١
k٢ − ١) x > µ

x = µ+ a+ σ
( ١
k −

√ ١
k٢ − ١) x > µ

x = µ+ a− σ
( ١
k −

√ ١
k٢ − ١) x < µ

x = µ+ a− σ
( ١
k +

√ ١
k٢ − ١) x < µ

(آ.‐ ١٩)

ماکسیمم فوق جواب های از ΁ی کدام که ͬ کنیم م مشخص دوم مشتق آزمون از استفاده با
با است متناسب (١۴ .٣) چ·الͬ تابع دوم مشتق هستند. نسبی مینیمم ΁ی کدام و نسبی ٢ − ٢ k

σ t x > µ

٢ + ٢ k
σ t x < µ

مشتق نسبی) (ماکسیمم منفͬ علامت با (آ.‐ ١٩) در موجود جواب های جای گذاری با که
از عبارتند مد به عنوان دوم x = µ+ a+ σ

( ١
k +

√ ١
k٢ − ١) x > µ

x = µ+ a− σ
( ١
k −

√ ١
k٢ − ١) x < µ

است. µ+ a± σ
( ١
k −

√ ١
k٢ − ١) برابر توزیع مدهای k ≤ ١ برای یعنͬ

پنجم فصل قضایای اثبات آ. ٣
داریم. زیر لم دو اثبات و بیان به نیاز ١. ١ .۴ قضیه اثبات برای :١. ١ .۴ قضیه اثبات

باشد، متناهͬ مولفه های با مثبت معین ماتریس ،limn→∞ n−١XT
nXn = C اگر آ. ٣. ١. لم

داریم
lim
n→∞

n−١In (θ) = I (θ)



قضایا ١٣٢ اثبات
داریم آ. ٣. ١: لم اثبات

I (θ) = − lim
n→∞

n−١E
(

∂٢ℓ
∂θ∂θT

)
=


I (β) I (β, σ) I (β, k) I (β, a)

I(β, σ)T I (σ) I (σ, k) I (σ, a)

I(β, k)T I (σ, k) I (k) I (k, a)

I(β, a)T I (σ, a) I (k, a) I (a)


آن در که

I (β) =
١
σ٢C

I (β, σ) =
ks

σ٢ (x١, x٢, . . . , xp)T

I (β, k) =
s

σ
(x١, x٢, . . . , xp)T

I (β, a) =
١
σ٢ (x١, x٢, . . . , xp)T

I (σ) =
١
σ٢
(٢ + k٢ + kρ

)
− ka٢

σ۴
(
ks٢ − k − ρ

)
I (σ, k) =

١
σ
(k + ρ)− ka

σ٢
(
a

σδ
− as٢

σ
+ ρs

)

I (σ, a) =
ks

σ٢ − ka

σ٢
(
k

σ
+
ρ

δ
− ks٢

σ

)

I (k) = ١ +
a

σ

(
a

σδ
+
as٢
σ

)
− ρ (k + ρ)

I (k, a) =
١
σ

(
s+ a

(
k

σ
+
ρ

δ
− ks٢

σ

))
− ρ

(
a

σ٢ +
ks

σ

)

I (a) =
١
σ٢ +

k

σ

(
k

σ
+
ρ

δ
− ks٢

σ

)
.

باشد متناهͬ مولفه های با مثبت معین ماتریس ،limn→∞ n−١XT
nXn = C اگر آ. ٣. ٢. لم

داریم

−n−١ ∂٢ℓ
∂θ∂θT

p→I (θ)

داریم آ. ٣. ٢: لم اثبات

− lim
n→∞

n−١ ∂٢ℓ
∂θ∂θT

= − lim
n→∞

n−١



∂٢ℓ
∂β∂βT

(
∂٢ℓ

∂β∂σ

) (
∂٢ℓ
∂β∂k

) (
∂٢ℓ
∂β∂a

)
(

∂٢ℓ
∂β∂σ

)T
∂٢ℓ
∂σ٢ ∂٢ℓ

∂σ∂k
∂٢ℓ
∂σ∂a(

∂٢ℓ
∂β∂k

)T
∂٢ℓ
∂σ∂k

∂٢ℓ
∂k٢ ∂٢ℓ

∂k∂a(
∂٢ℓ
∂β∂a

)T
∂٢ℓ
∂σ∂a

∂٢ℓ
∂k∂a

∂٢ℓ
∂a٢





١٣٣ پنجم فصل قضایای اثبات

− lim
n→∞

n−١ ∂٢ℓ
∂βTβ

=
١
σ٢ lim

n→∞
n−١XT

nXn =
١
σ٢C = I (β) .

بنابراین
n−١ ∂٢ℓ

∂βTβ

p→ I(β)

که داد نشان ͬ توان م مشابه ΁تکنی با
−n−١ ∂٢ℓ

∂β∂a

p→ I(β, a)

−n−١ ∂٢ℓ
∂k٢

p→ I(k)

−n−١ ∂٢ℓ
∂k∂a

p→ I(k, a)

−n−١ ∂٢ℓ
∂a٢

p→ I(a)

و
− lim

n→∞
n−١ ∂٢ℓ

∂βj∂σ
= − lim

n→∞
n−١

(
∂٢ℓ
∂βj∂σ

− E

(
∂٢ℓ
∂βj∂σ

)
+ E

(
∂٢ℓ
∂βj∂σ

))

= − lim
n→∞

n−١
(

∂٢ℓ
∂βj∂σ

− E

(
∂٢ℓ
∂βj∂σ

))
− lim

n→∞
n−١E

(
∂٢ℓ
∂βj∂σ

)

داریم و

lim
n→∞

E

{n−١
(

∂٢ℓ
∂βj∂σ

− E

(
∂٢ℓ
∂βj∂σ

))}٢
= lim

n→∞
n−٢var

[
∂٢ℓ
∂βj∂σ

]

= lim
n→∞

n−٢var
 k

σ٢
n∑

i=١
xijsign (Zi)−

٢
σ٢

n∑
i=١

xij

(
Zi − a

σ

) .
بنابراین هستند. هم توزیع و مستقل i = ١,٢, ..., n برای Zi = Yi − βTxi تصادفͬ متغیرهای

lim
n→∞

n−٢var
 k

σ٢
n∑

i=١
xijsign (Zi)−

٢
σ٢

n∑
i=١

xij

(
Zi − a

σ

)
= lim

n→∞
n−٢var

 k

σ٢
n∑

i=١
xijsign (Z)− ٢

σ٢
n∑

i=١
xij

(
Z − a

σ

)
= lim

n→∞
n−٢var

 k

σ٢
n∑

i=١
xijsign (Z)

 − lim
n→∞

n−٢var
 ٢
σ٢

n∑
i=١

xij

(
Z − a

σ

)
=
k٢
σ۴var

[sign (Z)
]

lim
n→∞

n−٢ n∑
i=١

x٢
ij −

۴
σ۴var

[(
Z − a

σ

)]
lim
n→∞

n−٢ n∑
i=١

x٢
ij = ٠.



قضایا ١٣۴ اثبات
داریم

− lim
n→∞

n−١ ∂٢ℓ
∂βj∂σ

= on(١)− lim
n→∞

n−١E
(

∂٢ℓ
∂βj∂σ

)
.

یعنͬ
−n−١ ∂٢ℓ

∂βj∂σ

p→− lim
n→∞

n−١E
(

∂٢ℓ
∂βj∂σ

)
= I(βj , σ)

این براساس است. I(β, σ) مولفه امین j− I(βj , σ) آن در که
−n−١ ∂٢ℓ

∂β∂σ

p→ I(β, σ).

داد نشان ͬ توان م مشابه ΁تکنی با
−n−١ ∂٢ℓ

∂β∂k

p→ I(β, k)

−n−١ ∂٢ℓ
∂σ٢

p→ I(σ)

−n−١ ∂٢ℓ
∂σ∂k

p→ I(σ, k)

−n−١ ∂٢ℓ
∂σ∂a

p→ I(σ, a).

بنابراین
−n−١L(٢) p→ lim

n→∞
n−١In (θ) = I (θ) .

در که همان طور ͬ کنیم. م شروع را ١. ١ .۴ قضیه اثبات آ. ٣. ٢، و آ. ٣. ١ لم از استفاده با اکنون
نتیجه شد، گفته (١٩٨۴) مارشال و ماردیا و (١٩٨٠) سوییتینگ اساس بر ٢. ١. ٢ قضیه اثبات
مستلزم ماکسیمم درستنمایی برآوردگرهای نرمال مجانبی توزیع و سازگاری برای عمومͬ
فیشر. اطلاع ماتریس هم·رایی (٣ و رشد (٢ پیوستگͬ، (١ است: نظم شرط سه برقراری
دوم مشتق و پارامتر فضای در درستنمایی تابع ل·اریتم مشتق پذیری بار دو با پیوستگͬ شرط
است برقرار نیز فیشر اطلاع ماتریس رشد شرط است. برقرار پیشنهادی مدل در آن پیوسته
است. برقرار آ. ٣. ١ لم بنابر شرط این که limn→∞ In(θ)

−١ = ٠ باشیم داشته n→ ∞ برای اگر
شد، خواهد برقرار L(٢)

n یعنͬ مشاهده  شده فیشر اطلاع ماتریس هم·رایی یعنͬ سوم شرط
آ. ٣. ٢ لم از استفاده با کند. میل همانͬ ماتریس به احتمال در −In(θ)−

١٢L(٢)
n In(θ)

− ١٢ هرگاه
بنابراین .n−١In (θ) → I (θ) همچنین و −n−١ℓ(٢) → I (θ) داریم

lim
n→∞

−In(θ)−
١٢L(٢)

n In(θ)
− ١٢ = lim

n→∞
n

١٢ In(θ)−
١٢
(
−n−١L(٢)

n

)
n

١٢ In(θ)−
١٢

= lim
n→∞

I(θ)−
١٢ I (θ) I(θ)−

١٢ = I

ͬ کند. م کامل را اثبات این که
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Abstract

In practice, to analyze real data, assuming normality is not valid in many cases, and the

models that can consider the possible real structure of the data should be used. For this

purpose, we need flexible distributions for the analysis of non−normal data such as a thick

tail, semi−heavy tail, and heavy tail skewed and bimodality. To this end, in this thesis,

we introduce some probability distributions that are suitable for analyzing data with the

mentioned properties. We first propose two approaches to develop symmetric distribu-

tions to the Bimodal−Unimodal symmetric and skewed distributions. Then we describe

and evaluate their applications in the robust and spatial linear regression models. In the

second part of the thesis, we introduce a new location−scale semi−parametric regression

model constructed based on a semi−heavy tailed hyperbolic secant distribution. We de-

velop skewed generalizations of the hyperbolic secant distribution and construct a linear

regression model based on them. We also calculate and evaluate the asymptotic behavior

of ML estimators of the introduced regression model. Finally, we introduce a multivariate

version of the hyperbolic secant distribution.

Keywords: Bimodal−Unimodal distributions, Outliers, Skewed, Location−Scale regres-

sion, Spatial regression, Robust linear models, Modal regression.
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