




ریاضͬ علوم دانش΄ده

عملیات در تحقیق دکتری رساله

حل برای پویا سازی بهینه روی΄رد
فازی رگرسیون مسائل

کرباسͬ آرا دل نگارنده:

راهنما استادان

ناظمͬ علیرضا دکتر
ربیعͬ محمدرضا دکتر

١٣٩٩ بهمن







଒درم৮یادଘ
૛ൈࣺها॥تاما...

ଘૼن،اീীتادنآड़وࣾت

و



سپاس گزاری...

پايان به را پايان نامه اين تا ساخت راهم رفیق را توفيق که منان ایزد نثار شایان ش΄ر
خود، راهنمای اساتید دریغ بی زحمات از ͬ دانم م خود وظیفه ی آغاز در برسانم.
قدردانͬ و تش΄ر صمیمانه ربیعͬ محمدرضا دکتر و ناظمͬ علیرضا دکتر آقایان جناب
بردم فراوان حاصل پژوهش، پیشبرد راستای در ایشان ارزنده راهنمایی های از که کنم

هستم. ایشان والای منش و انسانیت و علم م΄تب شاگرد همواره و
و غزنوی دکتر روزبه، دکتر آقایان جناب فرهیخته اساتید از ͬ دانم م لازم همچنین
قدردانͬ و تش΄ر وجود تمام با گرفتند عهده به را پایان نامه این داوری که نوری دکتر

نمایم.
آرامش، و عشق سایه بان که فرشته ایی عزیزم، مادر دستان بر ͬ زنم م بوسه به علاوه،
بود. من تحصیل دوران در امید و خوش بینͬ آموزگار برترین و آسایش و امن گاه تکیه
وجودش، امیدبخش گرمای و سرشار حمایت پاس به عزیزم امین̞ از ͬ کنم م تش΄ر و

بود. من پشتیبان بهترین دوران، سردترین در که

کرباسͬ آرا دل
١٣٩٩ بهمن

ز



نامه تعهد
دانش·اه ریاضͬ علوم کاربردی ریاضͬ رشته دکتری دانشجوی کرباسͬ آرا دل اینجانب
رگرسیون مسائل حل برای پویا سازی بهینه روی΄رد عنوان با پایان نامه نویسنده شاهرود،

ͬ شوم: م متعهد ربیعͬ محمدرضا و ناظمͬ علیرضا راهنمایی تحت ، فازی
برخوردار اصالت و صحت از و است شده انجام اینجانب توسط پایان نامه این در تحقیقات •

است.
شده استناد استفاده مورد ͽمرج به پژوهش گران، دی·ر پژوهش های نتایج از استفاده در •

است.
مدرک نوع هیچ دریافت برای دی·ری فرد یا خود، توسط کنون تا پایان نامه، این مطالب •

است. نشده ارایه هیچ جا در امتیازی یا
نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتͬ دانش·اه به اثر، این معنوی حقوق •
خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتͬ دانش·اه “

رسید.
بوده اند، تاثیرگذار پایان نامه اصلͬ نتایج آوردن به دست در که افرادی تمام معنوی حقوق •

ͬ گردد. م رعایت پایان نامه از مستخرج مقالات در
آنها) بافت های (یا زنده موجود از که مواردی در پایان نامه، این انجام مراحل تمام در •

است. شده رعایت اخلاقͬ اصول و ضوابط است، شده استفاده
افراد شخصͬ اطلاعات حوزه به که مواردی در پایان نامه، این انجام مراحل تمام در •
شده رعایت انسانͬ اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته دسترسͬ

است.
کرباسͬ آرا دل
١٣٩٩ بهمن

نشر حق و نتایج مال΄یت
برنامه های کتاب، مستخرج، ( مقالات آن محصولات و اثر این معنوی حقوق تمام •
شاهرود صنعتͬ دانش·اه به متعلق شده) ساخته تجهیزات و نرم افزارها رایانه ای،

شود. ذکر مربوطه علمͬ تولیدات در مقتضͬ، نحو به باید مطلب این ͬ باشد. م
ͬ باشد. نم مجاز منبع ذکر بدون پایان نامه این در موجود نتایج و اطلاعات از استفاده •

ح





چ΄یده
(پارامترهای) ضرایب تخمین برای بازگشتͬ عصبی شب΄ه های روی΄رد ΁ی پایان نامه این در
فازی محیط در رگرسیون تحلیل در ͬ شود. م ارائه فازی چندجمله ای و خطͬ رگرسیون مدل
پیش بین متغیرهای بین چندگانه هم خطͬ که زمانͬ (΁کلاسی آماری نظریه در رگرسیون (مانند
فازی محیط در بریج رگرسیون مش΄ل، این حل برای ͬ شود. م کاسته مدل اعتبار از دارد وجود
آن خاص حالت های و آن حل به نسبت و ͬ شود م معرفͬ پایان نامه این در بار اولین برای
شب΄ه عصبی ͬ شود. اقدام م کارا عصبی شب΄ه ΁ی از استفاده با فازی) لاسو و ریج (رگرسیون
که ͬ شود م ساخته پایداری نظریه و محدب بهینه سازی مفاهیم برخͬ اساس بر پیشنهادی
ͬ کند. م تضمین را فازی رگرسیون مدل های برای تقریبی جواب ΁ی به رسیدن آن، چارچوب
پایداری و ͬ شود م داده قرار مطالعه مورد عصبی شب΄ه مسیرهای هم·رایی و وجود همچنین،

ͬ شود. م اثبات عصبی شب΄ه این برای لیاپانوف

شب΄ه فازی، بریج فازی،رگرسیون چندجمله ای فازی،رگرسیون خطͬ رگرسیون کلیدی: کلمات
هم·رایی پایداری، بازگشتͬ، عصبی

ی





پایان نامه از مستخرج مقالات لیست

1. Delara Karbasi, Alireza Nazemi, Mohammadreza Rabiei. (2020). A parametric

recurrent neural network scheme for solving a class of fuzzy regression models with

some real-world applications. Soft Computing. DOI 10.1007/s00500-020-05008-1.

2. Delara Karbasi, Mohammadreza Rabiei, Alireza Nazemi. (2020). A generalized

bridge regression in fuzzy environment and its numerical solution by a capable re-

current neural network. Journal of Mathematics. DOI 10.1155/2020/8838040.

3. Delara Karbasi, Alireza Nazemi, Mohammadreza Rabiei, A capable recurrent neural

network model for solving a class of ridge fuzzy regression problems, revised.

4. Delara Karbasi, Mohammadreza Rabiei, Alireza Nazemi, Numerical solution of a

multivariate fuzzy polynomial regression model with interaction using an efficient

recurrent neural network, submitted.

Conference articles

1. Delara Karbasi, Alireza Nazemi, Mohammadreza Rabiei (2017), Efficient neurody-

namic model for fuzzy linear regression model, The 1st Seminar on Control and

Optimization, Mashhad-Iran.

2. Delara Karbasi, Alireza Nazemi, Mohammadreza Rabiei (2018), Fuzzy linear regres-

sion model with crisp coefficients: A dynamic optimization scheme, 11th Interna-

tional Conference of Iranian Operations Research Society, Kermanshah-Iran.

3. Delara Karbasi, Alireza Nazemi, Mohammadreza Rabiei (2018), Efficient neuro-

dynamic model for interval-valued fuzzy linear regression, 14th Iranian Statistics

Conference, Shahrood-Iran.

4. Delara Karbasi, Alireza Nazemi, Mohammadreza Rabiei (2018), Artifcial neural

network approach for solving fuzzy linear regression by fuzzy differential equations,

The 2nd national seminar on control and optimization , Shahrood-Iran.
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مطالب فهرست
ق تصاویر فهرست
ث جداول فهرست
١ اولیه تعاریف و مفاهیم ١
١ . . . . . . . . . . . . . . . . . . . . . . . . . . غیرفازی رگرسیون ١ . ١
٢ . . . . . . . . . . . . . . . . . . . . چندگانه خطͬ رگرسیون ١ . ١ . ١
٢ . . . . . . . . . . . . . . . . . دوم توان های کمترین برآورد ١ . ١ . ٢
٣ . . . . . . . . . . . . . . . . . . آماری رگرسیون در هم خطͬ ١ . ١ . ٣
۵ . . . . . . . . . . . . . . . . . هم خطͬ با برخورد روش های ۴ . ١ . ١
۶ . . . . . . . . . . . . . . . . . . . . چندجمله ای رگرسیون ۵ . ١ . ١
٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . فازی رگرسیون ١ . ٢
٨ . . . . . . . . . . . . . . . . . . . . . فازی رگرسیون انواع ١ . ٢ . ١
٩ . . . . . . . . . . . . . . . . . . . . . . . . برازش نی΄ویی ١ . ٢ . ٢
١٢ . . . . . . . . . . . . . . . . . . . . . . عصبی شب΄ه های بر مروری ١ . ٣
١٢ . . . . . . . . . . . . . . . . . . . طبیعͬ عصبی شب΄ه های ١ . ٣ . ١
١۴ . . . . . . . . . . . . . . . . . . مصنوعͬ عصبی شب΄ه های ١ . ٣ . ٢

شب΄ه های از استفاده با سازی بهینه مسائل حل از تاریخچه ای ١ . ٣ . ٣
١۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . عصبی
١٧ . . . . . . . . . . . . . . . . . بازگشتͬ شب΄ه عصبی روی΄رد ۴ . ١ . ٣

٢٩ فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٢
٣٠ فازی خطͬ رگرسیون مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی ٢ . ١
٣٠ . . . . . . . . . . . . . . . . . . . . . . . بهینه سازی مدل ٢ . ١ . ١
٣٣ . . کامل درجه از و متغیر ΁ی با فازی چندجمله ای رگرسیون مدل ٢ . ١ . ٢
٣٣ . . . دوم درجه از و متغیر دو با فازی چندجمله ای رگرسیون مدل ٢ . ١ . ٣

س



مطالب فهرست ع
٣۴ . . . . . . . . . . . . . . . . . بازگشتͬ عصبی شب΄ه روی΄رد ۴ . ٢ . ١
٣٩ . . . . . . . . . . . . . . . . . . . . . . . عددی مثال های ۵ . ٢ . ١
۶٢ . . . . . . . . . . . . . . . . . . . . پیشنهادی روش مزایای ۶ . ٢ . ١
۶۶ . . . فازی چندجمله ای رگرسیون مدل حل برای عصبی شب΄ه روش ΁ی ٢ . ٢
۶۶ . . . . . . . . . . . . . . . . . . . . . . . بهینه سازی مدل ٢ . ٢ . ١
۶٩ . . . . . . . . . . . . . . . . . بازگشتͬ عصبی شب΄ه روی΄رد ٢ . ٢ . ٢
٧١ . . . . . . . . . . . . . . . . . . . . . . . عددی مثال های ٢ . ٢ . ٣
٨١ . . . . . . . . . . . . . . . . . . . . پیشنهادی روش مزایای ۴ . ٢ . ٢

٨۵ فازی ریج رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٣
٨۶ . . . . . . . . . . . . . . . . . . . . . . . فازی ریج رگرسیون مدل ٣ . ١
٨٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . سازی بهینه مدل ٣ . ٢
٨٩ . . . . . . . . . . . . . . . . . . . . . بازگشتͬ عصبی شب΄ه روی΄رد ٣ . ٣
٩٠ . . . . . . . . . . . . . . . . . . . . . . . . . . . عددی مثال های ۴ . ٣
١٠٢ . . . . . . . . . . . . . . . . . . . . . . . . پیشنهادی روش مزایای ۵ . ٣

١٠٣ γ مختلف مقادیر برای فازی بریج رگرسیون عددی حل ۴
١٠٣ . . . . . . . . . . . . . . . . . پیشنهادی فازی بریج رگرسیون مدل ١ . ۴
١٠۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . بهینه سازی مدل ٢ . ۴
١٠٧ . . . . . . . . . . . . . γ = ٢ و γ = ١ برای فازی بریج رگرسیون مدل ٣ . ۴
١٠٩ . . . . . . . . . . . . . . . . . . . . . بازگشتͬ عصبی شب΄ه روی΄رد ۴ . ۴
١١٠ . . . . . . . . . . . . . . . . . . پایداری و هم·رایی بررسͬ ١ . ۴ . ۴
١١١ . . . . . . . . . . . . . . . . . . . . . . . . . . . عددی مثال های ۵ . ۴
١٢۴ . . . . . . . . . . . . . . . . . . . . . . . . پیشنهادی روش مزایای ۶ . ۴

١٢٩ ͽمراج
١٣٩ فازی مجموعه های نظریه آ 
١٣٩ . . . . . . . . . . . . . . فازی مجموعه های نظریه مفاهیم بر مروری آ  . ١
١۴٢ . . . . . . . . . . . . . . . . . . . . . . . . . . فازی اعداد آ  . ١ . ١
١۴٣ . . . . . . . . . . . . . . . . . . . . . . فازی اعداد حساب آ  . ١ . ٢
١۴۴ . . . . . . . . . . . . . . . . . . . . . . . فازی اعداد فاصله آ  . ١ . ٣

١۴٧ گزاره ها و قضایا ب اثبات
١۴٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ٢ فصل ب . ١



ف مطالب فهرست
١۵١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ۴ فصل ب . ٢

١۵۵ انگلیسͬ به فارسͬ واژه نامه
١۵٧ فارسͬ به انگلیسͬ واژه نامه





تصاویر فهرست
١٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نرون ساختار ١ . ١
١۵ . . . . . . . . . . . . . . . . . . . . مصنوعͬ عصبی نرون ریاضͬ مدل ١ . ٢
١۶ . . . . . . . . . . . . . . . . . . . . . . . . . . فعال سازی تابع انواع ١ . ٣
٢٢ . . . . . . . . . . . . . . . . . . . (١ . ٢٢) و (١ . ٢١) شب΄ه عصبی نمودار ۴ . ١
۴٠ . . .٢ . ١ . ١ مثال در h = ٠٫۵ با (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه از A مسیر رفتار ٢ . ١

و متفاوت شروع نقطه ٢٠ با (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه از A مسیر رفتار ٢ . ٢
۴٠ . . . . . . . . . . . . . . . . . . . . . . . . . .٢ . ١ . ١ مثال در h = ٠٫۵
۴٧ . . . . . . . . . . ٢ . ١ . ١ مثال در h مختلف مقادیر برای مدل ضرایب تقریب ٢ . ٣
۴٨ . . . . . . . . . . . . . . . . . . . . .٢ . ١ . ١ مثال در فازی حبابی نمودار ۴ . ٢
۴٩ . . . .٢ . ١ . ٢ مثال در h = ٠٫۵ با (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه از A مسیر رفتار ۵ . ٢

و متفاوت شروع نقطه ٢٠ با (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه از A مسیر رفتار ۶ . ٢
۴٩ . . . . . . . . . . . . . . . . . . . . . . . . .٢ . ١ . ٢ مثال در h = ٠٫۵
۵٠ . . . . . . . . . . ٢ . ١ . ٢ مثال در h مختلف مقادیر برای مدل ضرایب تقریب ٢ . ٧
۵١ . . . . . . . . . . . . . . . . . . . . .٢ . ١ . ٢ مثال در فازی حبابی نمودار ٢ . ٨
۵٢ . . . . .٢ . ١ . ٣ مثال در h = ١ با (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه از A مسیر رفتار ٢ . ٩
۵٣ . . . . . . . . . . . . . . . . . . . . .٢ . ١ . ٣ مثال در فازی حبابی نمودار ٢ . ١٠
۵۴ . . . . .۴ . ٢ . ١ مثال در h = ١ با (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه از A مسیر رفتار ٢ . ١١
۵۶ . . . . . . . . . . . مثال٢ . ١ . ۴ در h مختلف مقادیر برای مدل ضرایب تقریب ٢ . ١٢
۵٧ . . . . . . . . . . . . . . . . . . . . .۴ . ٢ . ١ مثال در فازی حبابی نمودار ٢ . ١٣
۵٩ . . . . .۵ . ٢ . ١ مثال در h = ٠٫٣ با (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه A مسیر رفتار ١۴ . ٢

و متفاوت شروع نقطه ٢٠ با (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه از A مسیر رفتار ١۵ . ٢
۶٠ . . . . . . . . . . . . . . . . . . . . . . . . .۵ . ٢ . ١ مثال در h = ٠٫٣
۶١ . . . . . . . . . . . . . . . . . . . . ۵ . ٢ . ١ مثال در مدل ضرایب تقریب ١۶ . ٢
۶٢ . . . . . . . . . . . . . . . . . . . . .۵ . ٢ . ١ مثال در فازی حبابی نمودار ٢ . ١٧
۶٣ . . . . . . . . . . . مثال٢ . ١ . ۶ در h مختلف مقادیر برای مدل ضرایب تقریب ٢ . ١٨

ق



تصاویر فهرست ر
۶۴ . . . .۶ . ٢ . ١ مثال در h = ٠٫۵ با (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه از A مسیر رفتار ٢ . ١٩
۶۴ . . . . . . . . . . . . . . . . . . . . .۶ . ٢ . ١ مثال در فازی حبابی نمودار ٢ . ٢٠
٧۴ . . . . . . . .٢ . ٢ . ١ مثال در (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه از A مسیر رفتار ٢ . ٢١

در متفاوت شروع نقطه ۵٠ با (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه از A٠ مسیر رفتار ٢ . ٢٢
٧۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .٢ . ٢ . ١ مثال
٧۵ . . . . . . . .٢ . ٢ . ٢ مثال در (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه از A مسیر رفتار ٢ . ٢٣

در متفاوت شروع نقطه ٢٠ با (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه از A١ مسیر رفتار ٢۴ . ٢
٧۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .٢ . ٢ . ٢ مثال
٧٧ .٢ . ٢ . ٣ مثال در (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه از A٢ و A١ ،A٠ مسیرهای رفتار ٢۵ . ٢
٧٨ .٢ . ٢ . ٣ مثال در (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه از A۵ و A۴ ،A٣ مسیرهای رفتار ٢۶ . ٢
٧٩ . . . . . . . .٢ . ٢ . ٣ مثال در (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه از A۶ مسیر رفتار ٢ . ٢٧

در متفاوت شروع نقطه ٣٠ با (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه از A٢ مسیر رفتار ٢ . ٢٨
٧٩ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .۴ . ٢ . ٢ مثال
٨٣ . . . . . . . .۴ . ٢ . ٢ مثال در (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه از A مسیر رفتار ٢ . ٢٩
٨۴ . . . . . . . .۵ . ٢ . ٢ مثال در (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه از A مسیر رفتار ٢ . ٣٠

شده ارایه روش از استفاده با D۴ و D٣ متفاوت فاصله دو با λ مختلف مقادیر ٣ . ١
٩١ . . . . . . . . . . . . . . . . . . . . . . . . .١ . ۴ . ٣ مثال در [٨٩] در
٩۴ . .١ . ۴ . ٣ مثال در (٣ . ١١) و (٣ . ١٠) عصبی شب΄ه از A٣ و A٢ ،A١ مسیرهای رفتار ٣ . ٢

(٣ . ١٠) عصبی شب΄ه از متفاوت شروع نقطه ٢٠ با a٣u و a٢u ،a١u مسیرهای رفتار ٣ . ٣
٩۵ . . . . . . . . . . . . . . . . . . . . . . . . .١ . ۴ . ٣ مثال در (٣ . ١١) و
٩۵ . . . . . . . . . . . . . . . . . . .١ . ۴ . ٣ مثال در مراکز برای تیلور نمودار ۴ . ٣
٩۶ . . . . . . . . . . . . . . . . . . . . . . . .٢ . ١ . ١ مثال در تیلور نمودار ۵ . ٣
٩٨ .٢ . ۴ . ٣ مثال در [٨٩] در شده ارایه روش از استفاده با D١ فاصله با λ مختلف مقادیر ۶ . ٣
٩٩ . . . . . . . .٢ . ۴ . ٣ مثال در (٣ . ١١) و (٣ . ١٠) عصبی شب΄ه از A مسیر رفتار ٣ . ٧

در (٣ . ١١) و (٣ . ١٠) عصبی شب΄ه از اولیه شروع نقطه ٢٠ با A١ مسیرهای رفتار ٣ . ٨
١٠٠ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .٢ . ۴ . ٣ مثال

و سبز مربع با [٨۶] مدل .٢ . ۴ . ٣ مثال در فازی اعداد مراکز برای تیلور نمودار ٣ . ٩
١٠٠ . . . . . . . . . . . . . . . . است. شده داده نشان زرد مربع با [٨٧] مدل

زرد مربع با [٨٧] مدل و سبز مربع با [٨۶] مدل .٢ . ۴ . ٣ مثال در تیلور نمودار ٣ . ١٠
١٠١ . . . . . . . . . . . . . . . . . . . . . . . . . است. شده داده نشان

مثال در D٢ و D۴ ،D٣ متفاوت فاصله سه با γ مختلف مقادیر برای برازش نی΄ویی ١ . ۴
١١٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .١ . ۵ . ۴



ش تصاویر فهرست
(۴١ . ۴) عصبی شب΄ه برای (γ = ٣٫٧) با بریج رگرسیون مدل در A٢۴ مسیر رفتار ٢ . ۴

١١۴ . . . . . . . . . . . . .١ . ۵ . ۴ مثال در متفاوت شروع نقطه ٢٠ با (۴٢ . ۴) و
١١۵ . . . . . .١ . ۵ . ۴ مثال در (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه مسیرهای رفتار ادامه ٣ . ۴
١١۶ . . . . . .١ . ۵ . ۴ مثال در (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه مسیرهای رفتار ادامه ۴ . ۴
١١٧ . . . . . .١ . ۵ . ۴ مثال در (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه مسیرهای رفتار ادامه ۵ . ۴
١١٨ . . . . . .١ . ۵ . ۴ مثال در (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه مسیرهای رفتار ادامه ۶ . ۴
١١٩ . . . . . .١ . ۵ . ۴ مثال در (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه مسیرهای رفتار ادامه ٧ . ۴
١٢٠ . . . . . . . . . . . . . . . . . . . . .١ . ۵ . ۴ مثال در فازی حبابی نمودار ٨ . ۴
١٢١ . . . . . . . . . . . . . .١ . ۵ . ۴ مثال در فازی اعداد مراکز برای تیلور نمودار ٩ . ۴
١٢١ . . . . . . . . . . . .١ . ۵ . ۴ فازی اعداد چپ سمت مقادیر برای تیلور نمودار ١٠ . ۴
١٢٢ . . . . . . . . . . .١ . ۵ . ۴ فازی اعداد راست سمت مقادیر برای تیلور نمودار ١١ . ۴

در D٣ و D١, D٢ متفاوت فاصله سه با γ مختلف مقادیر برای برازش نی΄ویی ١٢ . ۴
١٢٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مثال۴ . ۵ . ٢.
١٢۵ . . . . . . . .٢ . ۵ . ۴ مثال در (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه مسیرهای رفتار ١٣ . ۴
١٢۶ . . . . . . . . . . . . . . . . . . . . .١ . ۵ . ۴ مثال در فازی حبابی نمودار ١۴ . ۴
١٢٧ . . . . . . . . . . . . . . . . . .١ . ۵ . ۴ مثال در فازی حبابی نمودار ادامه ١۵ . ۴

متفاوت شروع نقطه ٢٠ با (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه برای A٢ مسیر رفتار ١۶ . ۴
١٢٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . .٢ . ۵ . ۴ مثال در
١٢٨ . . . . . . . . . . . . . .١ . ۵ . ۴ مثال در فازی اعداد مراکز برای تیلور نمودار ١٧ . ۴
١٢٨ . . . . .١ . ۵ . ۴ مثال در فازی اعداد راست و چپ سمت مقادیر برای تیلور نمودار ١٨ . ۴





جداول فهرست
٣٩ . . . . . . . . . . ٢ . ١ . ١ مثال در آمده به دست خطای و شده مشاهده مقادیر ٢ . ١
۴١ . . . . . . . . . . ٢ . ١ . ١ مثال در h مختلف مقادیر برای مدل ضرایب تقریب ٢ . ٢
۴١ . . . . . . . . . . . . . . . . . . . . ٢ . ١ . ٢ مثال در شده مشاهده مقادیر ٢ . ٣
۴٢ . . . . . . . . . . ٢ . ١ . ٢ مثال در h مختلف مقادیر برای مدل ضرایب تقریب ۴ . ٢
۴٢ . . . . . . . . . . . . . ٢ . ١ . ٢ مثال در آمده به دست خطای و فازی ضرایب ۵ . ٢
۴٣ . . . . . . . . . . . . . . . ٢ . ١ . ٣ مثال در (٢ . ٢٨) رگرسیون مدل ضرایب ۶ . ٢
۴٣ . . . . . . . . . . . . . . . . . . . . ٢ . ١ . ٣ مثال در شده مشاهده مقادیر ٢ . ٧
۵۵ . . . . . . . . . . . مثال٢ . ١ . ۴ در h مختلف مقادیر برای مدل ضرایب تقریب ٢ . ٨
۵۵ . . . . . . . . . . ۴ . ٢ . ١ مثال در آمده به دست خطای و شده مشاهده مقادیر ٢ . ٩
۵٨ . . . . . . . . . . . . . . . . . . . . ۵ . ٢ . ١ مثال در شده مشاهده مقادیر ٢ . ١٠
۵٨ . . . . . . . . . . ۵ . ٢ . ١ مثال در h مختلف مقادیر برای مدل ضرایب تقریب ٢ . ١١
۵٩ . . . . . . . . . . . . . ۵ . ٢ . ١ مثال در آمده به دست خطای و فازی ضرایب ٢ . ١٢
۶٠ . . . . . . . . . . ۶ . ٢ . ١ مثال در آمده به دست خطای و شده مشاهده مقادیر ٢ . ١٣
۶۴ . . . . . . . . . . ۶ . ٢ . ١ مثال در h مختلف مقادیر برای مدل ضرایب تقریب ١۴ . ٢
٧١ . . . . . . . . . . . . . . . . . . . . ٢ . ٢ . ١ مثال در شده مشاهده مقادیر ١۵ . ٢
٧٢ . . . . . . . . . . . . . . . . . . . . ٢ . ٢ . ١ مثال در آمده به دست خطای ١۶ . ٢
٧٢ . . . . . . . . . . . . . . . . . . . . . . . ٢ . ٢ . ١ مثال در MCV روش ٢ . ١٧
٧٣ . . . . . . . . . . ٢ . ١ . ٢ مثال در آمده به دست خطای و شده مشاهده مقادیر ٢ . ١٨
٧۶ . . . . . . . . . . . . . . . . . . . . ٢ . ٢ . ٣ مثال در مدل ضرایب تقریب ٢ . ١٩
٧۶ . . . . . . . . . . . . . . . . . . . . ٢ . ٢ . ٣ مثال در آمده به دست خطای ٢ . ٢٠
٨٠ . . . . . . . . . . . . . . . . . . . . . . . . . ۴ . ٢ . ٢ مثال در MSPE ٢ . ٢١
٨٠ . . . . . . . . . . . . . . . . . . . . . . . ۴ . ٢ . ٢ مثال در MCV روش ٢ . ٢٢
٨٠ . . . . . . . . . . . . . . . . . . . ۵ . ٢ . ٢ مثال در شده مشاهده مقادیر ٢ . ٢٣
٨١ . . . . . . . . . . . . . . . . . . . . مثال٢ . ٢ . ۵ در آمده به دست خطای ٢۴ . ٢
٨٢ . . . . . . . . . . . . . . . . . . . . ۶ . ٢ . ٢ مثال در آمده به دست خطای ٢۵ . ٢

ث



جداول فهرست خ
٩٣ . . . . . . . . . . . . . . . . . . . . مثال٣ . ۴ . ١ در شده مشاهده مقادیر ٣ . ١
٩٧ . . . . . . . . . . . . . . ١ . ۴ . ٣ مثال داده های برای MCV مقادیر تخمین ٣ . ٢
٩٧ . . . . . . . . . . . . . . . . . . . ٢ . ۴ . ٣ مثال در شده مشاهده مقادیر ٣ . ٣
٩٨ . . . . . . . . . . . . . . ١ . ۴ . ٣ مثال داده های برای MCV مقادیر تخمین ۴ . ٣
٩٨ . . . . . . . . . . . . . ٢ . ۴ . ٣ مثال داده های برای MSPE مقادیر تخمین ۵ . ٣

در γ مختلف مقادیر برای شده شبیه سازی داده مجموعه ٣٠ خطای میانگین ١ . ۴
١١٢ .١ . ۵ . ۴ مثال در فازی رگرسیون مدل حل برای متداول تکنی΁ های برخͬ با مقایسه

مثال در γ مختلف مقادیر برای شده شبیه سازی داده مجموعه امین ١۵ خطای ٢ . ۴
١١٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .١ . ۵ . ۴

مثال در داده مجموعه امین ١۵ با مطابق ،γ = ٣٫٧ با بریج رگرسیون مدل ضرایب ٣ . ۴
١١۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .١ . ۵ . ۴
١٢٢ . . . . . . . . . .٢ . ۵ . ۴ مثال در آمده به دست خطای و شده مشاهده مقادیر ۴ . ۴

تکنی΁ های برخͬ با γ = ٢ برای بریج رگرسیون مدل از آمده به دست خطای مقایسه ۵ . ۴
١٢۴ . . . . . . . . . . . .٢ . ۵ . ۴ مثال در فازی رگرسیون مدل حل برای متداول





١ فصل
اولیه تعاریف و مفاهیم

غیرفازی رگرسیون ١ . ١
آماری متغیرهای بین نادقیق روابط تحلیل و تعیین روش عنوان به رگرسیون آماری کُتب در
آمده به دست روابط تحلیل و متغیرها بین روابط تعیین رگرسیون، در بنابراین ͬ شود. م تعریف
این دلیل است. «برگشت» معنͬ به لغت در رگرسیون کلمه است. گرفته قرار توجه مورد
مربوط پسر قد و پدر قد بین رابطه مورد در [۵] ١ گالتون فرانسیس مطالعات به نام گذاری
حجم اساس بر پراکنش) (نمودار پدر قد مقابل در پسر قد نمودار رسم با گالتون ͬ شود. م
افراد اکثر و قدتر کوتاه پسرانͬ بلندقد، افراد اغلب که رسید نتیجه این به داده ها از بزرگͬ
پس آن از و نامید میانگین» به «برگشت را پدیده این و دارند خود از بلندتر پسرانͬ کوتاه قد،

ماند. باقͬ آماری متغیرهای بین روابط بررسͬ روش های بر رگرسیون نام
x١, x٢, ..., xp با را پیش بین متغیرهای و Y با را ͺپاس متغیر رگرسیونͬ، معادله ΁ی در
بردن کار به اما ͬ نامند، م نیز مستقل» «متغیرهای را پیش بین متغیرهای ͬ دهند. م نشان
از مستقل x١, x٢, ..., xp همیشه زیرا باشد، کننده گمراه حدی تا است مم΄ن اصطلاح این
وابسته» «متغیر گاهͬ نیز ͺپاس متغیر ͬ باشند. نم مستقل Y از معمولا و نیستند ی΄دی·ر

شود. مراجعه [١] به بیشتر، اطلاعات برای ͬ شود. م نامیده
١Francis Galton



اولیه تعاریف و مفاهیم ٢

چندگانه خطͬ رگرسیون ١ . ١ . ١
است: زیر صورت به خطͬ) رگرسیون اختصار به (یا چندگانه خطͬ رگرسیون برای متداول مدل

Yi = Ai٠xi٠ +Ai١xi١ + ...+Aipxip + ϵi, i = ١,٢, ..., n (١ . ١)
خطای ϵi و هستند مدل رگرسیونͬ ضرایب Ai٠, Ai١, ..., Aip است، ͺپاس متغیر Yi آن در که
ͬ کنیم م فرض مدل این در .i = ١,٢, ..., n برای xi٠ = ١ ͬ شود م فرض همچنین است تصادفͬ
تصادفͬ خطاهای به نیز مدل خطای و هستند غیرفازی آن ها به مربوط مشاهدات و متغیرها که
گرفته نظر در مدل در و دارند وابسته متغیر بر جزئͬ اثرات که متغیرها برخͬ حضور عدم و
گرفته نظر در مدل خطاهای مورد در نیز مفروضاتͬ به علاوه، ͬ شود. م داده نسبت نشده اند،
دارای و ناهمبسته نرمال، تصادفͬ، خطاهای این که ͬ شود م فرض مثال، عنوان به ͬ شود. م

هستند. ثابت واریانس و صفر میانگین
باید ͬ گیرند. م کار به را دوم توان های کمترین روش معمولا˟ رگرسیون، ضرایب برآورد برای
که نیست لازم رگرسیون، ضرایب دوم توان های کمترین برآورد کردن پیدا برای که داشت توجه
چندگانه خطͬ رگرسیون مدل ͬ کند. م پیروی نرمال توزیع از رگرسیون خطای بردار شود فرض

نمود: بیان زیر ماتریسͬ صورت به ͬ توان م را
Y = XA+ ϵ (١ . ٢)

΁ی X = (xi٠, xi١, ..., xip)⊤ ͅ ها، پاس از بعدی n بردار ΁ی Y = (Y١, Y٢, ...Yn)⊤ آن در که
رگرسیون ضرایب بردار A = (A٠, A١, ...Ap)

⊤ طرح)، (ماتریس بعدی n × (p + ١) ماتریس
هستند. تصادفͬ خطای بردار ϵ = (ϵ١, ϵ٢, ..., ϵn)⊤ و مدل) (پارامترهای مجهول

دوم توان های کمترین برآورد ١ . ١ . ٢
صورت به خطا دوم توان های مجموع کردن کمینه طریق از ،A دوم توان های کمترین برآورد

ͬ آید: م به دست زیر
Â = arg min

A

[
(Y −XA)⊤(Y −XA)

] (١ . ٣)
ͬ آید. م به دست Ŷ = XÂ صورت به (١ . ٢) رگرسیون مدل برآورد بناراین،

Â = (X⊤X)−١X⊤Y به صورت (١ . ٢) رگرسیون مدل برای دوم توان های کمترین برآورد
است. شده فرض مستقل اند) هم از X (ستون های ٢ نامنفرد ماتریس ΁ی X⊤X آن در که است
متغیر میان رابطه بودن خطͬ فرض که است مناسب هنگامͬ پارامتری روش این که است ͹واض
میان رابطه که هنگامͬ اما باشد. برقرار تقریبی صورت به کم دست پیش بین متغیر و ͺپاس
مم΄ن معمولͬ خطͬ رگرسیون از استفاده است، نامعلوم پیش بین متغیرهای و ͺپاس متغیر

شود. کننده ای گمراه نتایج به منجر است
٢Non-singular matrix



٣ غیرفازی رگرسیون

آماری رگرسیون در هم خطͬ ١ . ١ . ٣
متغیرهای که است وابسته فرض این به ضمنͬ به طور خطͬ رگرسیون معادله تفسیر و تعبیر
ضریب ΁ی تعبیر زیرا هستند. مستقل خطͬ عبارتͬ به و نداشته ی΄دی·ر با وابستگͬ پیش بین،
واحد ΁ی متناظر، پیش بین متغیر وقتͬ ͺپاس متغیر در تغییر اندازه گیری صورت به رگرسیون
این اما است؛ متداول امری شوند داشته نگاه ثابت پیش بین متغیرهای سایر و یافته افزایش
نخواهد معتبر باشد داشته وجود پیش بین متغیرهای بین قوی خطͬ روابط که صورتͬ در تعبیر
بستگͬ رگرسیون ضرایب تک تک برآورد به خطͬ رگرسیون ال·وی از استفاده و تفسیر غالباً بود.
وابسته کامل، تقریباً یا کامل طور به پیش بین متغیرهای رگرسیون ال·وی ΁ی در اگر دارد.
باشد. کننده گمراه رگرسیون ال·وی این برای استنباط است مم΄ن حالت این در باشند، خطͬ

دارد. وجود ٣ هم خطͬ رگرسیون، ال·وی در متغیرها بین ͬ گوییم م صورت این در
دی·ر پیش بین متغیر چند یا ΁ی از خطͬ دقیق تابع ΁ی پیش بین متغیرهای از ی΄ͬ اگر
ͬ افتد م اتفاق وقتͬ ۵ ناقص هم خطͬ است. ۴ کامل هم خطͬ دارای رگرسیون گوییم باشد
پیش بین متغیر چند یا ΁ی از خطͬ تابع ΁ی تقریبی به طور پیش بین متغیرهای از ی΄ͬ که
i ΁ی ازای به کم دست که ͬ دهد م رخ زمانͬ کامل هم خطͬ دی·ر، عبارت به باشد. دی·ر
کم دست که ͬ آید م پیش زمانͬ ناقص هم خطͬ و R٢

i = ١ باشیم داشته i = ١,٢, ..., n برای
بر xi متغیر خطͬ رگرسیون ۶ تعیین ضریب R٢

i آن در که R٢
i
∼= ١ باشیم داشته i ΁ی ازای به

پراکندگͬ نسبت R٢ تعیین ضریب که باشیم داشته دقت باید است. پیش بین متغیرهای سایر
و Y = (Y١, Y٢, ...Yn)

⊤ فرض با (١ . ١) رگرسیون مدل در لذا است. کل پراکندگͬ به شده بیان
با: است برابر X روی Y تعیین ضریب X = (xi١, xi٢, ..., xin)⊤

R٢ =

∑n
i=١(Ŷi − Ȳ )٢∑n
i=١(Yi − Ȳ )٢ (۴ . ١)

هم خطͬ مورد در بیشتر اطلاع برای .Ȳ = ١
n

∑n
i=١ Yi و آمده بدست ͺپاس متغیر Ŷ آن در که

شود. مراجعه [۶] به چندگانه

پارامترها برآورد بر هم خطͬ اثرات
نتیجه در و شود ΁کوچ بسیار X⊤X ماتریس دترمینان که ͬ شود م باعث ناقص هم خطͬ
به و هستند بزرگ بسیار قدرمطلق لحاظ از که باشند درايه هایی دارای ،(X⊤X)−١ ماتریس
یعنͬ A دوم توان های کمترین برآوردگر واریانس دی·ر، عبارت به ͬ کنند. م میل بینهایت
و بود نخواهد A از دقیقͬ برآورد Â صورت، این در ͬ شود. م بزرگ بسیار Â = (X⊤X)−١X⊤Y

تغییر با یعنͬ است. ناپایدار Â این، بر علاوه ͬ شود. م کم بسیار رگرسیون ضرایب برآورد دقت
٣Collinearity
۴Perfect
۵Nearly
۶Coefficient of determination



اولیه تعاریف و مفاهیم ۴
محاسبه نتیجه در و ͬ کنند م پیدا زیادی تغییرات Â پیش بین، متغیرهای مقادیر در کوچ΄ͬ
چون طرفͬ از دهد. دست به متفاوتͬ کاملا́ های جواب است مم΄ن متفاوت روش دو با Â

A پارامتر برای عریض اطمینان فواصل آمدن به دست باعث هم خطͬ ،cov(Â) = (X⊤X)−١
(زیرا نبوده وارون پذیر X⊤X ماتریس کامل، هم خطͬ وجود صورت در این بر علاوه ͬ شود. م
نخواهد وجود ی΄تا جواب ضرایب، برآورد برای نتیجه در و ͬ شود). نم ٧ رتبه تمام ماتریس این
مم΄ن پیامدهای مواظب تا دارد وجود هم خطͬ وقت چه بدانیم که است مهم بنابراین داشت.

شود. مراجعه [٧] به هم خطͬ آثار مورد در بیشتر مطالعات برای باشیم. آن

هم خطͬ بررسͬ شاخص ΁ی عنوان به واریانس تورم عامل
پرکاربرد از برخͬ است. شده ارائه رگرسیون مدل در هم خطͬ تشخیص برای زیادی شاخص های
این در همبستگͬ. ماتریس ΁مح و شرطͬ عدد واریانس، تورم عامل از: عبارت اند آنها ترین
استفاده مدل در هم خطͬ وجود بررسͬ منظور به واریانس عامل  تورم شاخص از پایان نامه

ͬ کنیم. م
دارد، زیادی کاربرد که هم خطͬ وجود تشخیص شیوه های از ی΄ͬ شد، گفته که همان طور
نشان عامل این است. شده نام گذاری [٨] ٩ مارکارت توسط که است ٨ واریانس تورم عامل
پیش بین متغیرهای که حالتͬ به نسبت حد چه تا شده برآورد ضرایب واریانس که ͬ دهد م

ͬ آید: م به دست زیر رابطه از واریانس تورم عامل است. شده متورم ندارند، خطͬ همبستگͬ
V IFj =

١
١ −R٢

j

, j = ٠, ١, ..., p

برازش مستقل متغیرهای سایر روی xj مستقل متغیر که است مدلͬ تعیین ضریب R٢
j آن در که

مدل در مستقل متغیرهای سایر با xj دی·ر عبارت به R٢
j = ٠ که حالتͬ در است. شده داده

بود خواهد V IFj > ١ ،R٢
j ̸= ٠ که هنگامͬ و V IFj = ١ باشد، نداشته خطͬ رابطه رگرسیونͬ

متورم چقدر مستقل متغیرهای بین همبستگͬ وجود دلیل به xj واریانس ͬ دهد م نشان که
خطͬ وابستگͬ مستقل، متغیر ΁ی که هنگامͬ است. کرده پیدا افزایش آن مقدار و است شده
΁ی با برابر آن با مرتبط تعیین ضریب باشد، داشته مدل مستقل متغیرهای سایر با کامل
ͬ توان م آن از و کرد خواهد میل بینهایت سمت به واریانس تورم عامل نتیجه در بود. خواهد
متغیرهای برای واریانس تورم عامل مقدار شد. خواهد بینهایت نیز xj واریانس که گرفت نتیجه
ͬ شود. م استفاده مدل در هم خطͬ شدت اندازه گیری برای شاخصͬ عنوان به اغلب مستقل،
است این دهنده نشان باشد، ΁ی از بزرگ تر مدل در واریانس تورم عامل مقدار بیشترین اگر
گذاشته دوم توان های کمترین روش برآوردگرهای بر نامطلوبی اثر مدل، در هم خطͬ وجود که
اخطاری کنند، تجاوز ١٠ از ها V IF از ΁ی هر اگر که است این از حاکͬ عملͬ تجربیات است.

٧Full rank
٨Variance inflation factor
٩Marquaridt



۵ غیرفازی رگرسیون
شده اند برآورد ضعیفͬ به صورت هم خطͬ علت به ذیربط رگرسیونͬ ضرایب که است این بر مبنͬ

شود). مراجعه [٩٠] به بیشتر اطلاعات (برای

هم خطͬ با برخورد روش های ۴ . ١ . ١
رگرسیون تحلیل در پیش بین متغیرهای بین چندگانه هم خطͬ وقوع که گفتیم قبل بخش های در
پارامترهای دوم توان های کمترین برآوردهای در شدید ناپایداری باعث است مم΄ن خطͬ
طور به مختلف نمونه های در پارامترها بردار علامت و بزرگͬ که معنͬ این به شود، رگرسیونͬ
دست به دوم توان های کمترین برآورد آن، نتیجه ی در که بود خواهد بی ثبات ملاحظه ای قابل
مدل های در هم خطͬ مش΄ل بر غلبه برای مختلفͬ روش های بود. نخواهد اعتماد قابل آمده،
با پایان نامه این در شود). مراجعه [٩–١١] به بیشتر اطلاعات (برای است شده ارائه خطͬ

ͬ پردازیم. م هم خطͬ با مقابله به ١٢ لاسو و ١١ ریج ، ١٠ بریج برآوردگرهای از استفاده

بریج برآوردگر
از ی΄ͬ است. شده مطرح رگرسیون مسائل در هم خطͬ با مقابله برای متعددی روش های
لاسو و ریج برآوردگرهای آن خاص حالت های که است بریج برآوردگر از استفاده روش ها این

ͬ باشند. م
به دست خطای دوم توان های مجموع هم خطͬ، با مقابله برای [١٢] ١۴ فریدمن و ١٣ فرانک
زیر سازی بهینه مسئله به و کرده اند کمینه ∑p

j=٠ |Aj |γ ≤ t قید تحت را (١ . ٣) در آمده
رسیده اند:

ÂBridge = arg min
A

[
(Y −XA)⊤(Y −XA) + λ

p∑
j=٠

|Aj |γ ]

کنترل را ضرایب به شده تحمیل انقباض میزان و بوده کنترل پارامترهای ،γ, λ ≥ ٠ آن در که
با شد. خواهد برآوردگر کارایی افزایش به منجر γ بهینه انتخاب که است ذکر به لازم ͬ کند. م
برآوردگر دو بین برآوردگر این ،γ ∈ {١,٢} ازای به که است ͹واض بریج برآوردگر ساختار به توجه
آن نام گذاری اصلͬ دلیل که ͬ زند م پˀل برآوردگر دو این بین ͽدرواق و ͬ کند م رفتار ریج و لاسو

است.
١٠Bridge
١١Ridge
١٢Lasso
١٣Frank
١۴Friedman



اولیه تعاریف و مفاهیم ۶
لاسو برآوردگر

تیبشیرانͬ توسط بار اولین ͬ آید، م به دست بریج برآوردگر در γ = ١ ازای به که لاسو برآوردگر
قید تحت (١ . ٣) کمینه سازی مسئله حل از لاسو برآوردگر ͽواق در گردید. ارائه [١٣] ١۵
برآوردگر که ͬ شود م باعث مسئله این در قدرمطلق وجود ͬ آید. م به دست ∑p

j=٠ |Aj | ≤ t

باشد. نداشته نظری حل لاسو

ریج برآوردگر
برآوردگر نام به هم خطͬ با مقابله برای موجود روش های موثرترین از ی΄ͬ از ما بخش این در

ͬ کنیم. م استفاده شد معرفͬ [١۴] ١٧ کنارد و ١۶ هورل توسط بار اولین برای که ریج
دارد بستگͬ λ ریج پارامتر به ریج برآوردگر ب·یرید. نظر در را (١ . ١) خطͬ رگرسیون مدل

ͬ شود: م آن وضعیت بهبود باعث زیر صورت به X⊤X ماتریس به پارامتر این افزودن با که
Â(λ) =(X⊤X+ λIp)

−١(X⊤Y)

= (X⊤X+ λIp)
−١(X⊤X)Â

= T (λ)Â

برآوردگر از خطͬ تبدیل ΁ی ریج برآوردگر ͽواق در .T (λ) = (X⊤X+ λIp)
−١(X⊤X) آن در که

تحت (١ . ٣) سازی بهینه مسئله حل از بریج برآوردگر بنابراین است. دوم توان های کمترین
ͬ شود. م حاصل A⊤A =

∑p
j=٠ A٢

j ≤ t قید

چندجمله ای رگرسیون ۵ . ١ . ١
ͬ روند. م کار به وابسته و مستقل متغیرهای بین داده ها مدل سازی برای رگرسیونͬ روش های
استفاده گاهͬ ولͬ هستند. برخوردار زیادی محبوبیت از خطͬ رگرسیون مدل های بین این در
قرار راست خط ΁ی روی مستقل و وابسته متغیر بین ارتباط که زمانͬ برای رگرسیون مدل از
استفاده با که است روش هایی از ی΄ͬ چندجمله ای رگرسیون است. استفاده قابل نیز ندارد،
ͬ کند. م مدل بندی را وابسته متغیر با ارتباط مستقل، متغیر برحسب ١٨ چند جمله ای ΁ی از
΁ی صورت به را ͺپاس و توصیفͬ متغیرهای بین غیرخطͬ مدل ΁ی ͬ توان م دی·ر، بیانͬ به
متغیرها بین متقابل اثر با چندجمله ای رگرسیون کامل حالت کرد. تعیین k درجه چندجمله ای

ͬ شود: م نوشته زیر صورت به ،i = ١,٢, ..., n برای و
Yi = A٠xi٠ +

p∑
j=١

Ajxij +

p∑
j=١

p∑
l=١

Ajlxijxil +

p∑
j=١

p∑
l=١

p∑
s=١

Ajlsxijxilxis + ... (۵ . ١)
١۵Tibshirani
١۶Horel
١٧Kenard
١٨Polynomial



٧ فازی رگرسیون
مدل حالت این در ͽواق (در است مستقیم خط ΁ی اول مرتبه چندجمله ای رگرسیون مدل
و است سهمͬ ΁ی دوم مرتبه مدل ͬ شود)؛ م تبدیل خطͬ رگرسیون به چندجمله ای رگرسیون

بالاتر. مراتب برای صورت همین به و است؛ S‐ش΄ل منحنͬ ΁ی سوم مرتبه مدل

فازی رگرسیون ١ . ٢
ایرانͬ دانشمند عس·رزاده، لطفͬ پروفسور توسط فازی مجموعه های نظریه معرفͬ از پس
توجه مورد فازي محیط در رگرسیونͬ تحلیل و مدل سازي موضوع ،١٩۶۵ سال در تبار،
نظریه مورد در بیشتر اطلاعات (برای است گرفته قرار کاربردي و نظري علوم پژوهش·ران
و مدل سازي از منظور که است گفتنͬ نخست شود). مراجعه آ  پیوست به فازی مجموعه های
ی΄ͬ کم دست آنها در که وضعیت هایی همه از است عبارت فازي محیط در رگرسیونͬ تحلیل
فازي خطا جملۀ یا مدل پارامترهاي آنها)، مشاهدات (یا مطالعه مورد متغیرهاي مؤلفه سه از
روی΄رد دارد: و داشته وجود اصلͬ روی΄رد دو فازي محیط در رگرسیون موضوع در باشند.
تحت مدل، کُل ابهام کمترین (روی΄رد ام΄انͬ روی΄رد و فاصله ها مجموع کمترین بر مبتنͬ
فاصله ها مجموع کمترین ΁کلاسی روی΄رد از طبیعͬ تعمیم ΁ی نخست، روی΄رد قیود). برخͬ
این در است. فاصله مفهوم تعمیم بر مبتنͬ و است دوم) توان های کمترین روی΄رد ویژه، (به
در و ͬ یابد م تعمیم فازي اعداد بین فاصله مفهوم به حقیقͬ اعداد بین فاصله مفهوم روی΄رد،
روی΄رد ͬ شود. م استفاده خطاها) مطلق هاي قدر مجموع (یا خطاها دوم توان مجموع محاسبه
این در است. مدل) اعتبار مورد در قیود برخͬ (تحت مدل کل ابهام کمترین بر مبتنͬ دوم،
غیرخطͬ یا خطͬ برنامه ریزی مسئله ΁ی به تبدیل مدل، پارامترهاي برآورد موضوع روی΄رد،
[١–١٧۵] به بیشتر اطلاعات (برای ͬ گردند م برآورد نظر مورد پارامترهاي آن، حل با که ͬ شود م

شود). مراجعه
نسخه هاي انواع نیز (و روی΄رد دو از ΁ی هر کاربردي و نظري توانای هاي زمان، گذشت با
روش هاي اصلͬ، روی΄رد دو این کنار در است. شده آش΄ار آنها) یافته ی تصحیح تعدیل/
روش ها این از برخͬ البته که شده اند، پیشنهاد فازي رگرسیون موضوع در نیز متعددي ابتکاري
روش هاي از برخͬ شود). مراجعه [١٨–٢١] به مثال (برای هستند بالا روی΄رد دو ترکیب پایۀ بر
این در بیشتر اطلاعات (برای هستند خاص محاسباتͬ ال·وریتم هاي اساس بر نیز ابتکاري
ͬ کنند م استفاده فازي استنتاج سیستم هاي از دی·ر، برخͬ شود). مراجعه [٢٣،٢٢] به زمینه
عصبی شب΄ه هاي از نیز روش ها برخͬ در ببینید). را [٢۶–٢۴] روی΄رد این از نمونه هایی (براي
[٢٧–٣٢] به روش این بررسͬ و مرور (برای ͬ شود م استفاده تکاملͬ ال·وریتم هاي یا مصنوعͬ
خاص مسئله های در آنها توانایی  ابتکاري، روش هاي قوت وجه کلͬ، دید از کنید). مراجعه

است.



اولیه تعاریف و مفاهیم ٨

فازی رگرسیون انواع ١ . ٢ . ١
کرد: تقسیم زیر حالت سه به ͬ توان م را فازی رگرسیون انواع کلͬ، تقسیم بندی ΁ی در

دی·ر عبارت به ͬ  شود. م فرض فازی متغیرها بین ارتباط که حالتͬ در فازی رگرسیون .١
ͬ شوند. م گرفته نظر در فازی رگرسیونͬ، معادله ضرایب

هستند. فازی و نادقیق (ͺپاس یا پیش بین از (اعم متغیرها که حالتͬ در فازی رگرسیون .٢

ͬ شوند. م گرفته نظر در فازی مدل، ضرایب هم و متغیرها هم که حالتͬ در فازی رگرسیون .٣
شيوه هايی بل΄ه نیست. فوق حالت های به محدود فازی، رگرسيون در تنوع كه است ذكر به لازم
کرده ایجاد فازی رگرسيون روش های در را بسياری تنوع است، شده پيشنهاد حالت هر برای كه

است.

فازی خطای دوم توان های کمترین رگرسیون
کلمینس و [٣٣] ٢٠ دیاموند توسط بار نخستین ١٩ فازی خطای دوم توان های کمترین روش
΁کلاسی حالت در دوم توان های کمترین رگرسیون از تعمیمͬ روش این شد. ارائه [٣۴] ٢١
این در بیشتر اصلاعات (برای ͬ باشد م فازی اعداد بین فاصله برای تعریف هایی پایه بر که است،
مدل هایی فازی، اعداد بر فاصله ای تعریف با [٣٣] دیاموند شود). مراجعه آ  پیوست به زمینه
و فازی وابسته متغیر و دقیق مستقل متغیر با مدل دوم توان های کمترین برازش برای را
روش [٣۵] ٢٢ کورنر و دیاموند نمود. پیشنهاد فازی، وابسته و مستقل متغیر با همچنین
و ٢٣ ژو همچنین کردند. ارائه فازی تصادفͬ متغیرهای برآورد برای را دوم توان های کمترین
متری از استفاده با مدل فازی ضرایب برآورد برای را دوم توان های کمترین روش [٣۶] ٢۴ لͬ
را رگرسیونͬ مدل درستͬ ٢۵ برازش نی΄ویی معیار ΁ی با و کردند ارائه تراز سطوح اساس بر
که ͬ شوند م برآورد گونه ای به پارامترها فازی، دوم توان های کمترین روش در گرفتند. اندازه
بر شده برآورد وابسته متغیر و شده مشاهده وابسته متغیر بین فاصله ی مقدار، هر ازای به
مجموع کردن مینیمم دنبال به ΁کلاسی روش مانند عبارتͬ به گردد. کمینه D فاصله اساس
ͬ خواهیم م باشند، فازی وابسته متغیر مشاهدات اگر مثال برای هستیم. خطا دوم توان های

خطا دوم توان های مجموع
n∑

i=١
D٢(Yi, Ŷi) (۶ . ١)

١٩Fuzzy least squares
٢٠Diamond
٢١Celmins
٢٢Korner
٢٣Xu
٢۴Li
٢۵Goodness of fit



٩ فازی رگرسیون
مدل ΁ی ͬ خواهیم م اینجا در است. فازی اعداد بین فاصله ΁ی D آن در که کنیم کمینه را

به صورت j = ٠, ١, ..., p برای Aj فازی ضرایب با خطͬ
Ŷi = A٠xi٠ +A١xi١ + ...+Apxip, i = ١, ..., n (١ . ٧)

به صورت مشاهداتͬ پایه ی بر را
(Yi, xi٠, ..., xip), i = ١, ..., n

که صورتͬ (در xi٠ = ١ و xij > ٠ ͬ کنیم م فرض مسئله کلیت از کاستن بدون دهیم. برازش
کرد). تبدیل مثبت اعدادی به را آنها ͬ توان م انتقال با باشند منفͬ اعدادی ها xij

برازش نی΄ویی ١ . ٢ . ٢
معیار تعدادی بخش، این در ͬ باشد. م مدل تشریح توان مهم، موضوع ΁ی فازی رگرسیون در

ͬ کنیم. م معرفͬ را رگرسیونͬ مدل ΁ی برازش توان اندازه گیری برای برازش نی΄ویی

عددی شاخص های منظر از برازش نی΄ویی
محاسبه آماری، رگرسیون مدل برازش نی΄ویی ارزیابی شاخص های از ی΄ͬ تعیین: ضریب .١
تعریف این از الهام با است. شده داده نشان (۴ . ١) رابطه در که ͬ باشد م تعیین ضریب
ͬ توان م را یافته تعمیم تعیین ضریب فازی، رگرسیونͬ مدل های براي ،΁کلاسی آمار در

کرد. تعریف زیر صورت به

R٢ =

∑n
i=١ D٢(Ŷi − Ȳ )٢∑n
i=١ D٢(Yi − Ȳ )٢

تعیین ضریب شاخص که کرد ادعا ͬ توان م شده: تعدیل یافته ی تعمیم تعیین ضریب .٢
شده ارائه داده های بعضͬ برای مدل بهترین شناسایی به قادر است مم΄ن یافته تعمیم
مش΄ل، این بر غلبه برای بنابراین شود). مراجعه [٣٧] به بیشتر اطلاعات (برای نباشد

است. شده تعریف R٢ برای زیر شده تعدیل نسخه
R̄٢ = ١ − (١ −R٢)n− ١

n− p
(١ . ٨)

(MSPE) ٢۶ پیش·ویی خطای دوم توان میانگین پیش·ویی: خطای دوم توان میانگین .٣
معیار زیر در کرد. استفاده برازش نی΄ویی ارزیابی برای دی·ری معیار عنوان به ͬ توان م را

ͬ آوریم. م تعریف ΁ی قالب در را MSPE

٢۶Mean squares of prediction error



اولیه تعاریف و مفاهیم ١٠
پیش·ویی مقدار Ŷi اگر (١ . ٧) فازی رگرسیونͬ مدل مفروضات تحت [٣٨] .١ . ٢ . ١ تعریف

با است برابر پیش·ویی خطای دوم توان میانگین آن گاه باشد Yi
MSPE =

١
n

n∑
i=١

D٢(Yi, Ŷi)

اعتبار روش مدل، کارایی بررسͬ برای دی·ر شاخص های از ی΄ͬ متقابل: سنجͬ اعتبار .۴
مدل پیش بینͬ قابلیت سنجش برای متقابل سنجͬ اعتبار روش است. ٢٧ متقابل سنجͬ
i دفعه هر منظور این برای شود). مراجعه [٣٩] به بیشتر اطلاعات (برای ͬ بریم م کار به
منظور به مشاهدات مابقͬ که حالͬ در ͬ شود، م خارج داده ها مجموعه از مشاهده امین
بدون آمده به دست مدل روش، این در ͬ شود. م استفاده فازی رگرسیون مدل ایجاد
مقدار پیش بینͬ برای و ͬ شود م داده نمایش Ŷ(−i)(xi) با مشاهده امین i گرفتن نظر در
مقدار امین i مقایسه برای سرانجام ͬ گیرد. م قرار استفاده مورد مشاهده امین i ͺپاس
ͬ شود. م محاسبه را Ŷ(−i)(xi) و Yi بین فاصله ،Ŷ(−i)(xi) پیش بینͬ مقدار و Yi مشاهدات
زیر صورت به و ͬ شود م داده نشان MCV با i = ١,٢, ..., n برای فواصل این میانگین

ͬ شود: م محاسبه
MCV =

١
n

n∑
i=١

D٢(Yi, Ŷ(−i)(xi)) (١ . ٩)

فازی مجموعه های بین تشابه سنجش برای تشابه معیار چندین کنون تا تشابه: اندازه .۵
خاصͬ مزایای دارای که ͬ کنیم م استفاده شاخصͬ از پایان نامه این در است. شده معرفͬ
شود). مراجعه [۴١،۴٠] به بیشتر اطلاعات (برای است دی·ر تشابه اندازه های به نسبت
صورت به (MSM) ٢٨ تشابه اندازه میانگین ،(١ . ٧) مدل مفروضات تحت .١ . ٢ . ٢ تعریف

ͬ شود: م تعریف زیر
MSM =

١
n

n∑
i=١

SUI

(
Ŷi, Yi

)
آن در که

SUI(Ŷi, Yi) =
Card(Ŷi ∩ Yi)

Card(Ŷi ∪ Yi)

١ تا ٠ بین تشابه اندازه است. فازی عدد ΁ی A آن در که Card(A) =
∫
x µA(x)dx و

دارد. داده ها با بهتری تناسب بالاتر MSM مقدار با مدل و ͬ گیرد م مقدار

نموداری منظر از برازش نی΄ویی
استفاده زیر شده شناخته نمودارهای از پایان نامه این در مدل عمل΄رد کشیدن تصویر به برای

ͬ کنیم. م
٢٧Cross- validation
٢٨Mean of similarity measures



١١ فازی رگرسیون
مقدار بین ال·و شباهت مورد در اطلاعات انتقال برای ٢٩ تیلور نمودار تیلور: نمودار .١
همبستگͬ نظر از شباهت این است. شده کشیده تصویر به شده مشاهده و شده برآورد
آ نها انحراف و آنها (RMS) ٣٠ دوم توان های میانگین جذر خطای داده ها، و برآورد بین
پیچیده مدل های مختلف جنبه های ارزیابی برای نمودار این ͽواق در ͬ شود. م بررسͬ
نمودار این این، بر علاوه شود). مراجعه [۴٢] به بیشتر اطلاعات (برای است مناسب
مجموعه نمودار این در است. کرده پذیر ام΄ان را مختلف مدل های بین عمل΄رد مقایسه
داده نشان « ٣١ واقعͬ «داده های عنوان به x محور در نقطه ΁ی با شده مشاهده داده

ͬ شوند: م داده قرار آماری کمیت سه با مطابق برآوردها ͬ شود. م
نشان که مختصات مبدا از واقعͬ» های «داده برچسب دارای نقطه شعاع̞ͬ فاصله الف.

است. داده ها مجموعه معیار انحراف دهنده
آنها با متناسب برآوردهای و داده ها میان فاصله دهنده نشان که RMS خطای ب.

است.
x محور تا شده ایجاد زاویه با که آنها برآوردهای و داده ها میان ρ ٣٢ همبستگͬ ج.

ͬ شود. م داده نشان
مشاهده داده های معیار انحراف ،ρ همبستگͬ مقدار RMS خطای محاسبه برای فرمول ها

ͬ شوند: م معرفͬ زیر صورت به (σŶ ) آمده به دست مقادیر و (σY ) شده
ρ =

١
n

∑n
i=١(Ŷi − ¯̂

Y )(Yi − ¯̂
Y )

σŶ σY

RMS =

√√√√١
n

n∑
i=١

(Ŷi − Yi)٢

σŶ =

√√√√١
n

n∑
i=١

(Ŷi − ¯̂
Y )٢

σY =

√√√√١
n

n∑
i=١

(Yi − Ȳ )٢

نمودار در هستند. Y و Ŷ برای شده محاسبه میانگین مقدار ترتیب به Ȳ و ¯̂
Y آن در که

است این دهنده نشان باشد کوتاه نسبتاً واقعͬ» های «داده نقطه از فاصله وقتͬ تیلور،
شده اند. زده تقریب خوبی به داده ها که

با فازی رگرسیون مدل تناسب ارزیابی برای [٣٧] در نویسندگان فازی: حبابی نمودار .٢
طوری به کرده اند، استفاده حبابی نمودارهای از غیرفازی، ورودی های و فازی خروجͬ

٢٩Taylor’s diagram
٣٠Root mean square
٣١Actual data
٣٢Correlation



اولیه تعاریف و مفاهیم ١٢
ͬ دهند. م نشان را شده زده تخمین و شده مشاهده مراکز ترتیب، به y و x محورهای که
ͬ شود. م محاسبه (|yil− ŷil|+ |yir− ŷir|)

١٢ با آنها قطر و (yim, ŷim) صورت به دایره ها مرکز
مدل که ͬ دهد م نشان صفحه نیمساز به دایره ها این بودن ΁نزدی حبابی، نمودارهای در
باشد، کوچ΁ تر دایره های قطر هرچه و ͬ زند م تقریب را فازی داده های مراکز درستͬ به

ͬ زند. م تقریب را فازی اعداد پهنای درستͬ به مدل که است این دهنده نشان

عصبی شب΄ه های بر مروری ١ . ٣
ͬ کنیم م معرفͬ را انسان مغز در موجود عصبی شب΄ه های از کلͬ ساختار ابتدا فصل این در
ال·و با سپس است. چ·ونه ΁شماتی صورت به مغز سیستمͬ عمل΄رد که دید خواهیم ͽواق در
عمل΄رد برحسب را محاسبات از برخͬ ͬ توانیم م که ͬ یابیم م در مغز، سیستمͬ رفتار از برداری
كارا روش های از ي΄ͬ ͬ گویند. م مصنوعͬ هوش یا محاسباتͬ هوش آن به که دهیم انجام مغز
زير اين از كدام هر كه است ساده تر مساله های زير به آن ش΄ستن پيچيده، مسائل حل برای
از مجموعه ای شب΄ه ΁ي حقيقت در هستند. توصيف و درک قابل ساده تری نحو به مساله ها

ͬ کنند. م توصيف را نهایی پيچيده سيستم ي΄دي·ر كنار در كه است ساده ساختارهای اين
داده نشان آنها كار طرز و شده معرفͭ طبیعͬ عصبى شب΄ه هاى نرون هاى ابتدا فصل اين در
عصبى شب΄ه های آنها، رياضͭ مدل آنها، ساختار و نرون ها اين مصنوعͭ مدل سپس است شده
تمركز رساله این در است. شده داده نشان شب΄هها اين ب΄ارگيرى و آموزش نحوه و مصنوعͭ
این مطالب مͭباشد. بازگشتͬ مصنوعͭ عصبى شب΄ههاى نام به شب΄هها اين از نوعͭ بر بيشتر

است. شده گرفته .[٢] از غالباً فصل

طبیعͬ عصبی شب΄ه های ١ . ٣ . ١
درصد بیست انرژی، مصرف لحاظ از اما ͬ دهد م تش΄یل را بدن وزن از کمͬ درصد انسان مغز
یا ٣٣ ها نرون مغز عصبی شب΄ه ساختاری واحد ترین ساده ͬ کند. م مصرف را بدن انرژی
شده تش΄یل پیوند ١٠١۶ تعداد با مرتبط هم به نرون ١٠١١ تریلیون ١٠٠ از مغز هستند. عصب ها
اگر شب΄ه ها اين در ͬ شود. م موجب را اطلاعات موازی پردازش ام΄ان ساختار، این و است
آن بازسازى در نيز و كرده جبران آن را نبود مͭتوانند سلول ها بقيهى ببيند آسيب سلول ΁ی
عصبى سلول های به سوزش اعمال با مثلا́ يادگيرى اند. به قادر شب΄هها اين باشند. سهيم
مͭآموزد سيستم ال·وريتم اين با و نروند داغ جسم طرف به كه مͭگيرند ياد سلول های لامسه،
مͭگيرد، صورت تطبيقͭ صورت به سيستمها اين در يادگيرى كند. اصلاح را خود خطاى كه
دادن صورت در كه كند مͭ تغيير اى گونه به سيناپسها وزن مثالها از استفاده با يعنͭ

كند. توليد درستͭ ͺپاس سيستم جديد ورودىهاى
٣٣Neuron



١٣ عصبی شب΄ه های بر مروری

نرون ساختار :١ . ١ ش΄ل

دارند. مشترکͬ مشخصه های ظاهری، ش΄ل و اندازه نظر از زیاد تفاوت های وجود با نرون ها
خارج کوتاه ΁شاخ تعدادی نرون سلولͬ تنه از است شده داده نشان ١ . ١ ش΄ل در که همان طور
مجاور نرون های از را سی·نال ها سلولͬ، تنه و دندریت ها دارد. نام ٣۴ دندریت که ͬ شود م
ͬ کنند. م منتقل دی·ر نرون های به ٣۵ آکسون نام به ΁باری لوله ΁ی طریق از و ͬ کنند م دریافت
دارد نام آکسونͬ پایانه  که ͬ شود م تقسیم ΁باری جانبی رشته تعدادی به خود انتهای در آکسون
دی·ر نرون دندریت و نرون ΁ی آکسون بین ارتباط است. مرتبط نرون ها سایر دندریت های با و
اگر و ͬ شوند م ترکیب نرون تنه در شده جمͽ بندی سی·نال های همه ͬ نامند. م ٣۶ سیناپس را
ͬ شود م فعال ٣٧ شدن ΁تحری مرحله برسد، نرون آستانه به شده ترکیب سی·نال های وسعت
از بخشͬ یا منفرد پالس ΁ی به صورت سی·نال این ͬ شود. م تولید خروجͬ سی·نال ΁ی و
موجب و ͬ یابد م انتقال سیناپسͬ پایانه های به آکسون موازات به خاص میزان ΁ی در پالس ها
پخش سیناپسͬ ش΄اف داخل در عصب‐رسانه ͬ شود. م ٣٨ عصب‐رسانه به نام موادی ͹ترش
دی·ری به نرون ΁ی از سی·نال ΁ی ترتیب این به و ͬ کند م ΁تحری را بعدی نرون و ͬ شود م
به نرون ΁ی دندریت های با مختلف نرون های از آکسون زیادی بسیار تعداد ͬ یابد. م انتقال
دارد ال΄تری΄ͬ ماهیت عصبی پیام ΁ی ͬ شد م تصور ابتدا ͬ کنند. م برقرار ارتباط این صورت
ذخیره و اطلاعات حفظ لذا دارند. ال΄تروشیمیایی ماهیت پیام ها این که شد ثابت بعدها اما

نیست. آن پیوندهای و سلول بدنه در شیمیایی فعالیت های جز چیزی مغز در آنها سازی

٣۴Dendrite
٣۵Axon
٣۶Synapse
٣٧Firing
٣٨Neuro-transmitter



اولیه تعاریف و مفاهیم ١۴

مصنوعͬ عصبی شب΄ه های ١ . ٣ . ٢
طبیعͬ عصبى سيستم از كه اطلاعات پردازش براى است ايده اى ٣٩ مصنوعͭ عصبى شب΄ه
از شاخه ای عصبی شب΄ه های ͭ پردازد. م اطلاعات پردازش به مغز مانند و شده گرفته الهام
به صورت انسان مغز عصبی نرون های پیاده سازی برای تلاشͬ ͽواق در و است مصنوعͬ هوش
اين است. اطلاعات پردازش سيستم جديد ساختار ايده، اين كليدى عنصر است. مصنوعͬ
هم با مساله ΁ی حل براى كه شده تش΄يل پيوسته هم به پردازشͭ عناصر زيادى شمار از سيستم
طراحͭ داده ای ساختار برنامهنويسͭ، دانش ΁کم به شب΄هها اين در مͭكنند، عمل هماهنگ
مصنوعͬ عصبی شب΄ه های ویژگͬ مهم ترین كند. عمل نرون همانند ͭ تواند م كه ͭ شود م
ثابت و مشخص قاعده ΁ی مبنای بر شب΄ه این که مفهوم این به است. آنها در یادگیری قابلیت
اصطلاح به یا ͬ کند م تغییر آن وضعیت شب΄ه تکرار هر در یا و زمان گذشت با و نشده برنامه ریزی
در یادگیری قوه از برداری ال·و به مربوط مصنوعͬ عصبی شب΄ه های مبحث ͬ بیند. م آموزش
عصبی شب΄ه های بنابراین است. کامپیوتری ال·وریتم های به صورت آن سازی پیاده  و انسان
هستند مش΄ل قاعده مبتنͬ بر سیستم های برای که پیچیده ای کارهای که دارند را قابلیت این
١٩۴٠ دهه به مصنوعͬ عصبی شب΄ه های زمینه در تحقیقات شروع چند هر گیرند. فرا را
تا ١٩٨٢ سال های .[٣] پذیرفت صورت ١٩٨٠ دهه در آن گسترش اما ͬ گردد بر م میلادی
زمینه این در مهم اتفاق دو سال ها این در دانست. عصبی شب΄ه دوباره تولد ͬ توان م را ١٩٨۶
که بود ۴٠ هاپفیلد جان توسط انرژی تابع مفهوم و بازگشتͬ عصبی شب΄ه ارائه اول داد. رخ
شب΄ه توسط ۴١ دوره گرد فروشنده مساله حل اتفاق، دومین .[۴٣] شد منتشر ١٩٨٢ سال در
بهینه مسائل حل برای ͬ توان م بازگشتͬ شب΄ه این از که داد نشان هاپفیلد .[۴۴] بود هاپفیلد

گشود. مصنوعͬ عصبی شب΄ه های در را جدیدی افق و کرد استفاده  سازی

مصنوعͭ عصبى شب΄ههاى توپولوژى
شب΄ه توپولوژى را آن ها) اتصالات نوع و بندى گروه و (تعداد شب΄ه در نرون ها نسبى وضعيت
نرم افزار با توام كه است ي΄دي·ر به نرون ها افزار سخت اتصال سيستم ͽواق در توپولوژى گويند.
وجود ورودى لايهى ΁ی توپولوژى اين در مͭكند. تعيين را شب΄هعصبى عمل΄رد نوع مربوطه
لايههاى از را اطلاعات كه دارد وجود مخفͭ لايهى تعدادى مͭكند، دريافت را اطلاعات كه دارد
ͬ رود م آنجا به محاسبات نتيجه كه دارد وجود خروجͭ لايهى ΁ی نهايت در و مͭگيرند قبلͭ
،xi ورودی n شامل بايد نرون ΁ي مدل ساده نگاه ΁ي در ͬ گیرند. م قرار آن در جواب ها و
روی که (i = ١,٢, . . . , n) ،wi سیناپسͬ وزن های در ورودی ها اين باشد. (i = ١,٢, ..., n)
حاصل ضرب ͬ شوند. م ضرب ͬ کنند م ایفا را سیناپسͬ ساختار نقش و هستند ͽواق آکسون ها

٣٩Artificial neural network
۴٠John Hopfield
۴١Travelling salesman problem



١۵ عصبی شب΄ه های بر مروری

مصنوعͬ عصبی نرون ریاضͬ مدل :١ . ٢ ش΄ل

این ͬ شوند. م ͽجم ۴٢ بایاس به موسوم b مانند عددی با متناظرشان وزن های در ورودی ها
تابع نام به تابعͬ نهایتاً دهیم. مͬ نشان z با و نامیده نرون خطͬ خروجͬ را ͽجم حاصل
چنین ریاضͬ معادلات ͬ گردد. م حاصل نرون خروجͬ ترتیب بدین و کرده اثر z به ۴٣ فعال ساز

است. زیر صورت به نرونͬ

f(z) = f(
n∑

i=١
wixi + b) (١ . ١٠)

اطلاعات پردازش به واقعͬ نرون شده ساده مدل از استفاده با مصنوعͬ عصبی شب΄ه بنابراين
گره ΁ي) نرون ΁ي توصيف برای ساده ای مدل ͬ توان م توضيحات اين به توجه با ͬ پردازد. م
است. شده داده نشان ١ . ٢ ش΄ل در مدل اين كرد. پيشنهاد مصنوعͬ) عصبی شب΄ه در
از: است عبارت گیرند قرار نظر مد باید آن طراحͬ در که عصبی شب΄ه ΁ی اصلͬ مشخصه های

تش΄یل لایه های تعداد و آنها تعداد نرون ها، بین اتصالات نحوه عصبی: شب΄ه معماری الف.
گویند. عصبی شب΄ه  معماری را ارتباطͬ نرون های بخش دهنده 

تولید را نرون خروجͬ و گیرد قرار نرون روی تا ͬ شود م انتخاب که تابعͬ فعال ساز: تابع  ب.
توجه مورد نکته این باید f تابع ماهیت مورد در گویند. نرون آن ساز فعال تابع کند
را آنها شب΄ه داریم انتظار که ͬ هایی خروج نوع به بستگͬ تابع این ضابطه که ب·یرد قرار

ͬ شود. م مشاهده فعال سازی توابع انواع ١ . ٣ ش΄ل در ͬ شود. م مشخص کند حاصل

فعالیت توابع و بایاس ها وزن ها، یافتن از است عبارت یادگیری عصبی: شب΄ه یادگیری ج.
گردد. حاصل مطلوب خروجͬ ورودی، هر از کاری دامنه ΁ی در که طوری به

۴٢Bias
۴٣Activation function
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فعال سازی تابع انواع :١ . ٣ ش΄ل

شب΄ه های از استفاده با سازی بهینه مسائل حل از تاریخچه ای ١ . ٣ . ٣
عصبی

خطͬ برنامه ریزی مسائل حل برای را عصبی شب΄ه اولین [۴۵] هاپفیلد و ۴۴ تانک ١٩٨۶ سال در
انرژی تابع که ͬ کند م تغییر به گونه ای تکرار هر در شب΄ه وضعیت که دادند نشان کردند. معرفͬ
این که ͬ رسد م خود کمینه نقطه به که جایی  تا ͬ یابد م کاهش ی΄نواخت طور به  آن با متناظر
΁ی توسط را عصبی شب΄ه این آنها است. عصبی شب΄ه تعادل نقطه با متناظر کمینه نقطه
با دوره گرد فروشنده مساله حل برای شب΄ه این از همچنین کردند. سازی پیاده ال΄تری΄ͬ مدار
شب΄ه تعادل نقطه این که به خصوص بود نقص هایی دارای شب΄ه این نمودند. استفاده شهر ٣٠
وجود این با ͬ شد. نم حاصل مساله از مطلوبی جواب لذا و ͬ کرد نم صدق بهینگͬ شرایط در
کنند. فعالیت زمینه این در تا آورد به وجود محققین برای را خوبی بسیار انگیزه هاپفیلد کارهای
دادند توسعه آن را هاپفیلد شب΄ه به متناهͬ جریمه پارامتر ΁ی افزودن با [۴۶] ۴۶ چا و ۴۵ کندی
جریمه پارامترهای با کردند. استفاده محدب غیرخطͬ برنامه ریزی مسئله حل برای آن از و
باشد بزرگ جریمه پارامتر اگر به خصوص است ناتوان دقیق بهینه نقطه یافتن در شب΄ه این

۴۴Tank
۴۵Kennedy
۴۶Chua



١٧ عصبی شب΄ه های بر مروری
ͬ کند. م عمل به سختͬ شب΄ه این

توسط ۴٧ سوئیچ‐خازن عصبی شب΄ه ΁ی جریمه پارامتر بردن به کار از جلوگیری برای
عصبی شب΄ه ΁ی [۴٨] ۵٠ شانبلات و ۴٩ ما شد.  معرفͬ [۴٧] هم΄اران و ۴٨ رودری·ز‐وازک˼ز
شب΄ه مسیر دوم فاز در و بود چا و کندی شب΄ه مشابه شب΄ه اول فاز که کردند ارائه فازی دو
شب΄ه به نسبت دقیق تری جواب های روش این بنابراین، ͬ شد. م هم·را مساله دقیق جواب به
انتخاب به بستگͬ شب΄ه دوم فاز پایداری که بود این در شب΄ه این مش΄ل داد. ارائه چا و کندی
کاهش روش این در جریمه پارامتر تاثیر اگرچه لذا و داشت جریمه پارامتر از بزرگ مقدار ΁ی

نبود. پارامتر از مستقل هنوز اما بودند دقیق تر حاصل جواب های و بود یافته
مستقل کاملا́ که کردند ارائه عصبی شب΄ه ΁ی لاگرانژ روش برمبنای [۴٩] در نویسندگان
شرایط در عصبی شب΄ه این تعادل نقطه بود. غیرخطͬ مسائل حل به قادر و جریمه پارامتر از
١٩٩٣ سال در بود. هم·را حاصل شب΄ه هم چنین و ͬ کرد م صدق دوم و اول مرتبه بهینگͬ
پارامتر از مستقل و تصویر روش و گرادیان برمبنای را شب΄ه ای [۵٠] ۵٢ پتیسن و ۵١ بوزردوم
روش این بود. کران دار متغیرهای با دوم درجه مسائل حل به قادر تنها که کردند ابداع جریمه
را دوم درجه و خطͬ برنامه ریزی مسائل کلͬ حالت ͬ توانست نم اما بود کارایی روش عمل در
و عفتͬ توسط غیرخطͬ سازی بهینه مسائل حل برای عصبی شب΄ه مدل چندین کند. حل

است. شده ارائه [۵۴–۵١] هم΄اران

بازگشتͬ شب΄ه عصبی روی΄رد ۴ . ١ . ٣
دینامی΄ͬ سیستم ΁ی شبیه رفتاری که هستند شب΄ه ها از دسته ای ۵٣ بازگشتͬ شب΄ه های
که است علت این به آنها بودن بازگشتͬ ͬ گویند. م نیز دینامی΄ͬ شب΄ه های آنها به لذا دارند،
شب΄ه معرفͬ از پیش ͬ شوند. م داده بازگشت دی·ر نرون های تمام ورودی به نرون ها خروجͬ
بپردازیم. دینامی΄ͬ سیستم های در گزاره ها و تعاریف برخͬ مرور به است لازم بازگشتͬ عصبی

دینامی΄ͬ سیستم های بر مروری
وجود ی·انگͬ و وجود اساسͬ قضیه ی و نموده معرفͬ را ۵۴ دینامی΄ͬ سیستم های بخش این در
بخش این مباحث ͬ نماییم. م ارائه را پایداری به مربوط قضایای و اولیه مقدار مسئله جواب

است. [٢] از برگرفته عمدتاً
۴٧Switched-Capacitor
۴٨Rodriguez-Vazquez
۴٩Maa
۵٠Shanblatt
۵١Bouzerdoum
۵٢Pattison
۵٣Recurrent networks
۵۴Dynamical systems
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ب·یرید: نظر در را زیر ش΄ل به دیفرانسیل معادله دستگاه

dx

dt
= f(x(t), t) (١ . ١١)

دستگاهͬ .چنین ͬ شود م نامیده ۵۵ حالت یا وضعیت بردار x(t) = [xi(t)]
⊤ ، t ≥ ٠ آن در که

آش΄ار به طور t متغیر که معنͬ این به است. ۵۶ غیرخودگردان یا زمان به وابسته دستگاه ΁ی
عبارتͬ به نباشد وابسته t به صریح به طور f اگر ͬ شود. م ظاهر f ضابطه  در

dx

dt
= f(x(t)) (١ . ١٢)

معادله دستگاه چنین به نامند. زمان از مستقل یا ۵٧ خودگردان را سیستم صورت دراین
گفته دینامی΄ͬ سیستم ΁ی ͬ کند، م تغییر زمان تغییر با آن وضعیت بردار که دیفرانسیلͬ

ͬ کنیم. م استفاده زمان به نسبت x مشتق نمایش برای ẋ(t) نماد از ادامه در ͬ شود. م
Ω کنید فرض اولیه) مقدار مسئله جواب ی·انگͬ و وجود اساسͬ (قضیه ی .١ . ٣ . ١ قضیه
مشتق پذیر Rn روی پیوسته طور به تابعͬ fi و باشد x٠ نقطه شامل و Rn از بازی زیرمجموعه
اولیه  مقدار مسئله ،a ∈ R که a > ٠ هر ازای به این صورت در ،fi ∈ C١(R) عبارتͬ به یا است

دارد: x(t) ی·انه  جواب [−a, a] بازه  روی زیر
ẋ(t) = f(x(t))

x(t٠) = x٠

ͬ نامیم م تعادل نقطه ی را (١ . ١٢) دینامی΄ͬ سیستم جواب (۵٨ تعادل (نقطه ی .١ . ٣ . ١ تعریف
ẋ(t) = f(x(t)) سیستم از جوابی تعادل نقطه لذا .f(xe) = ٠ هرگاه ͬ دهیم، م نشان xe با و

ͬ باشد. م زمان از مستقل که است
هرگاه ͬ شود م نامیده پایدار نقطه ،xe تعادل نقطه (پایداری۵٩) .١ . ٣ . ٢ تعریف

∀ε ≥ ٠ ∃δ > ٠ s.t ∥x(t٠)− xe∥ < δ =⇒ ∥x(t)− xe∥ < ε ∀ t ≥ t٠

پایدار هرگاه است پایدار مجانبی طور به xe تعادل نقطه (۶٠ مجانبی (پایداری .١ . ٣ . ٣ تعریف
. limt→∞ x(t) = xe و باشد

است. ۶١ لیاپانف روش دینامی΄ͬ سیستم های پایداری تحلیل برای روش ها بهترین از ی΄ͬ
روش این است. استفاده قابل مرتبه ای هر از غیرخطͬ و خطͬ سیستم های برای روش این

۵۵State vector
۵۶Non-autonomous
۵٧Autonomous
۵٨���Equilibrium
۵٩Stability
۶٠Asymptotic
۶١Lyapunov



١٩ عصبی شب΄ه های بر مروری
به ͬ دهد. م را غیرخطͬ دینامی΄ͬ سیستم ΁ی تعادل نقطه مجانبی پایداری برای کافͬ شرط
غیرخطͬ سیستم تعادل نقطه پایداری ͬ توان م سیستم، وضعیت معادلات حل بدون عبارتͬ
وجود مسیر به وابسته توابعͬ است مم΄ن که کرد پیشنهاد لیاپانف ͽواق در کرد. بررسͬ را
ͬ شود م هم·را ساکن نقطه ی ΁ی به مسیر آیا که ͬ کند م تعیین آنها خواص که باشند داشته
به که ͬ شود م گرفته نظر در دینامی΄ͬ سیستم برای انرژی تابع به عنوان تابعͬ چنین خیر. یا

است. معروف نیز لیاپانف تابع
پایدار دینامی΄ͬ سیستم ΁ی تعادل نقطه ی که ͬ کند م بیان مختصر به طور لیاپانف قضیه ی

باشد. داشته وجود نقطه این همسای·ͬ در لیاپانف تابع ΁ی هرگاه است
ͬ کند: م صدق زیر شرایط در که است E(x(t)) مانند تابعͬ لیاپانف تابع .۴ . ١ . ٣ تعریف

E(x(t)) ∈ دی·ر عبارت به باشند، پیوسته هم·ͬ آن اول مرتبه جزئͬ مشتقات و E(x(t)) .١
.C١

.E(xe) = ٠ و E(x(t)) > ٠ ، xe تعادل نقطه ی باز همسای·ͬ ΁ی در ویژه به ،E(x(t)) ⩾ ٠ .٢
دی·ر: عبارت به است، منفͬ زمان به نسبت E(x(t)) تابع مشتق .٣

dE(x(t))

dt
=

[
∇x(t)E(x(t))

]⊤ · ẋ(t) =
[
∇x(t)E(x(t))

]⊤ · f(x(t)) ≤ ٠, x ∈ Ω− {xe}

.dE(xe)
dt = ٠ داریم xe تعادل نقطه ی در و

متناظر لیاپانف تابع ΁ی اگر است پایدار ẋ(t) = f(x(t)) سیستم تعادل نقطه ی .١ . ٣ . ٢ قضیه
باشد. داشته وجود سیستم این با

΁ی اگر است پایدار مجانبی طور به ẋ(t) = f(x(t)) سیستم تعادل نقطه ی .١ . ٣ . ٣ قضیه
،xe تعادل نقطه ی همسای·ͬ ΁ی در و باشد داشته وجود سیستم این با متناظر لیاپانف تابع

. dE(x(t))
dt < ٠

مجانبی به طور الزاماً ولͬ است پایدار xe آن گاه باشد، dE(x(t))
dt ≤ ٠ اگر که ͬ شود م ملاحظه

نیست. پایدار

انتخابی بازگشتͬ عصبی شب΄ه ی مدل
ب·یرید: نظر در را زیر محدب دوم درجه برنامه ریزی مسئله

minimize f(x) (١ . ١٣)
subject to

g(x) ≤ ٠ (١۴ . ١)



اولیه تعاریف و مفاهیم ٢٠
.g(x) =

(
g١(x), g٢(x), ..., gm(x)

)⊤ و f : Rn → R ،x = (x١, x٢, ..., xn)⊤ ∈ Rn آن در که
هستند. مشتق پذیر دوبار و محدب f(x), g١(x), g٢(x), ..., gm(x) توابع همچنین

(١ . ١٣) مسئله که ͬ شود م فرض همواره متناسب عصبی شب΄ه یافتن برای پایان نامه این در
(یعنͬ ͬ کند م صدق [۵۵] ۶٢ اسلاتر شرط در که است متناهͬ بهینه جواب دارای (١۴ . ١) و

.(g(x٠) < ٠ که طوری به x٠ ∈ Rn دارد وجود
سیستم ΁ی به (١۴ . ١) و (١ . ١٣) دوم درجه مدل [۵۶] در شده ارائه مطالب به توجه با
ͬ پردازیم. م بخش این در استفاده مورد نکات برخͬ مرور به ابتدا در ͬ شود. م تبدیل پویا غیرخطͬ
هرگاه گوییم Rn روی L ثابت با ۶٣ لیپ شیتس پیوسته را F : Rn → Rn تابع .۵ . ١ . ٣ تعریف

باشیم: داشته x,y ∈ Rn هر برای
∥F (x)− F (y)∥ ≤ L∥x− y∥ (١۵ . ١)

همسای·ͬ ΁ی Rn از نقطه هر برای هرگاه گوییم Rn روی محلͬ لیپ شیتس پیوسته را F

باشد. برقرار x,y ∈ Rn هر برای (١۵ . ١) نامساوی که طوری به باشد داشته وجود D٠ ⊂ Rn

هرگاه گوییم ۶۴ ی΄نوا را F : Rn → Rn تابع .۶ . ١ . ٣ تعریف
(x− y)⊤(F (x)− F (y) ≥ ٠, ∀x,y ∈ Rn (١۶ . ١)

باشد. برقرار x ̸= y برای اکید طور به (١۶ . ١) نامساوی هرگاه گوییم ی΄نوا اکیداً و
پیوسته طور به است، Ω شامل که D باز محدب مجموعه روی F نگاشت اگر [۵٧] .١ . ٣ . ١ لم
ژاکوبین ماتریس اگر تنها و اگر است، Ω روی ی΄نوا) (اکیداً ی΄نوا F آن گاه باشد، مشتق پذیر

باشد. مثبت) (معین مثبت معین نیمه x ∈ Ω تمام برای ∇F (x)

صورت این در باشد. پذیر مشتق پیوسته طور به E : Rn → R کنید فرض [۵٧] .١ . ٣ . ٧ تعریف
هرگاه گوییم بی΄ران شعاعͬ طور به را E(x)

∥x∥ → ∞ ⇒ E(x) → ∞

محلͬ جواب ΁ی به نتواند [t٠, τ) بازه در شده تعریف محلͬ جواب ΁ی اگر [۵٧] .١ . ٣ . ٨ تعریف
ماکسیمال جواب ΁ی آن گاه یابد، گسترش ͬ باشد م τ١ > τ که [t٠, τ١) بزرگتر بازه ΁ی روی

ͬ شود. م نامیده جواب وجود ماکسیمال بازه [t٠, τ) و ͬ شود م نامیده
τ < ∞ که t ∈ [t٠, τ ] برای x(t) و باشد پیوسته تابع ΁ی f : Rn → Rn اگر [۵٨] .۴ . ١ . ٣ قضیه

.limt→τ ∥x∥ = ∞ آن گاه باشد، ماکسیمال جواب ΁ی
۶٢Slater
۶٣Lipschitz
۶۴Monotone



٢١ عصبی شب΄ه های بر مروری
پیوسته طور به تابع ΁ی E کنید فرض ( ۶۵ لسال ناپذیری تغییر (اصل [۵٩] .۵ . ١ . ٣ قضیه

کنید: فرض همچنین باشد. مشتق پذیر
باشد. (١ . ١٢) سیستم جواب به نسبت پایدار و فشرده مجموعه ΁ی M ⊂ Rn .١

.dE(x(t))
dt ≤ ٠ ،x ∈ M ازای به .٢

.dE(x(t))
dt = ٠ که طوری به باشد M نقاط همه مجموعه F .٣

باشد. F در پایدار مجموعه بزرگترین N .۴
داریم: ͬ باشد م t٠ ≥ ٠ که x(t٠) ∈ M هر ازای به آن گاه

lim
t→∞

dist(x(t), N) = ٠
.dist(x,N) = infy∈N∥x− y∥ آن در که

اگر تنها و اگر است، (١۴ . ١) و (١ . ١٣) از بهینه جواب ΁ی x∗ ∈ Rn که ͬ دانیم م [۶٠] از
زیر ۶۶ کروش‐کان‐تاکر شرایط در (x∗⊤,u∗⊤)⊤ که طوری به u∗ ∈ Rn باشد داشته وجود

کند: صدق u∗ ≥ ٠, g(x∗) ≤ ٠, u∗⊤g(x∗) = ٠
∇f(x∗) +∇g(x∗)⊤u∗ = ٠ (١ . ١٧)

لاگرانژ ضرایب بردار را u∗ و (١۴ . ١) و (١ . ١٣) مدل کروش‐کان‐تاکر نقطه را x∗ صورت این در
وتنها اگر است، (١۴ . ١) و (١ . ١٣) از بهینه جواب ΁ی x∗ این، بر علاوه ͬ نامیم. م x∗ با متناظر

باشد. (١۴ . ١) و (١ . ١٣) مدل کروش‐کان‐تاکر نقطه x∗ اگر
با زیر عصبی شب΄ه آن گاه باشند. زمان به وابسته متغیر دو u(.) و x(.) کنید فرض اکنون

ͬ شود: م معرفͬ y٠ = (x٠,u٠) شروع نقطه
dx

dt
= −

(
∇f(x) +∇g(x)⊤(u+ g(x))+

)
du

dt
= (u+ g(x))+ − u

(١ . ١٨)
(١ . ١٩)

آن در که
(u+ g(x))+ =

(
[(u١ + g١(x))]+, [(u٢ + g٢(x))]+, ..., [(um + gm(x))]+

)⊤
[(uk + gk(x))]

+ = max{(uk + gk(x)), ٠}, k = ١,٢, ...,m
اگر تنها و اگر (u+ g(x))+ = u .١ . ٣ . ٢ لم

u ≥ ٠, g(x) ≤ ٠, u⊤(g(x)) = ٠
۶۵LaSalle principle of invariance
۶۶Karush-Kuhn-Tucker



اولیه تعاریف و مفاهیم ٢٢
داریم: را زیر حالت های پس .u > ٠ یا u = ٠ بنابراین (u+ g(x))+ = u اگر برهان.

.u⊤(g(x)) = ٠ و g(x) ≤ ٠ نتیجه در و +u)؛ g(x)
)+

=
(
g(x)

)+
= ٠ پس ،u = ٠ اگر آ)

.u⊤(g(x)) = ٠ و g(x) = ٠ نتیجه در و u+g(x))؛
)+

= u+g(x) = u پس ،u > ٠ اگر ب)
است. راست سر برعکس حالت اثبات

ͬ کنیم: م تعریف سادگͬ برای

ϕ(y) =

 −
(
∇f(x) +∇g(x)⊤(u+ g(x))+

)
(u+ g(x))+ − u

 (١ . ٢٠)

بازنویسͬ زیر صورت به (١ . ١٩) و (١ . ١٨) شب΄ه عصبی بنابراین .y = (x⊤,u⊤) آن در که
ͬ شود: م


dy

dt
= τϕ(y)

y(t٠) = y٠ = (x(t٠)⊤,u(t٠)⊤)⊤ ∈ Rn+m, τ > ٠
(١ . ٢١)
(١ . ٢٢)

پایان نامه این (در است (١ . ٢٢) و (١ . ٢١) شب΄ه عصبی هم·رایی سرعت دهنده نشان τ آن در که
.(τ = ١ که ͬ شود م فرض

ͬ دهد. م نشان را شده ارائه شب΄ه عصبی مدل افزاری سخت اجرای قابلیت (۴ . ١) ش΄ل

(١ . ٢٢) و (١ . ٢١) شب΄ه عصبی نمودار :۴ . ١ ش΄ل

پایداری و هم·رایی بررسͬ
(١ . ٢٢) و (١ . ٢١) مدل پایداری و هم·رایی به مربوط گزاره های بررسͬ به قسمت این در

ͬ پردازیم. م



٢٣ عصبی شب΄ه های بر مروری
(١ . ٢٢) و (١ . ٢١) عصبی شب΄ه مدل تعادل نقطه y∗ = (x∗⊤,u∗⊤)⊤ کنید فرض .۶ . ١ . ٣ قضیه
از است. (١۴ . ١) و (١ . ١٣) مسئله برای کروش‐کان‐تاکر نقطه ΁ی x∗ صورت، این در باشد.
وجود u∗ ∈ Rn بنابراین باشد، (١۴ . ١) و (١ . ١٣) مسئله جواب ΁ی x∗ ∈ Rn اگر دی·ر، سمت
است. (١ . ٢٢) و (١ . ٢١) عصبی شب΄ه مدل تعادل نقطه y∗ = (x∗⊤,u∗⊤)⊤ که طوری به دارد

بنابراین باشد. (١ . ٢٢) و (١ . ٢١) از تعادل نقطه ΁ی ،y∗ = (x∗⊤,u∗⊤)⊤ کنید فرض برهان.
که ͬ شود م نتیجه و .du∗

dt = ٠ و dx∗

dt = ٠

∇f(x∗) +∇g(x∗)⊤(u∗ + g(x∗))+ = ٠ (١ . ٢٣)
(u∗ + g(x∗))+ = u∗ (٢۴ . ١)

اگر تنها و اگر (u∗ + g(x∗)
)+

= u∗ داریم، ١ . ٣ . ٢ لم از

u∗ ≥ ٠, g(x∗) ≤ ٠, u∗⊤g(x∗) = ٠ (٢۵ . ١)

داریم: در(١ . ٢٣) (٢۴ . ١) جای·ذاری با این، بر علاوه

∇f(x∗) +∇g(x∗)⊤u∗ = ٠ (٢۶ . ١)

کروش‐کان‐تاکر شرایط در y∗ = (x∗⊤,u∗⊤)⊤ که ͬ شود م نتیجه دیده ،(٢۶ . ١) و (٢۵ . ١) از
ͬ کند. م صدق (١ . ١٧)

است. راست سر برگشت حالت اثبات

است. لیاپانوف پایدار عصبی شب΄ه مدل که ͬ کنیم م ثابت ادامه در

است. منفͬ معین نیمه است، شده تعریف (١ . ٢٠) در که ϕ ماتریس ژاکوبین .١ . ٣ . ٣ لم

که، طوری به ٠ < m′ < m دارد وجود کنید فرض کلیت از کاستن بدون برهان.
(
u+ g(x)

)+
=

((
u١ + g١(x)

)
,
(
u٢ + g٢(x)

)
, ...,

(
um′ + gm′(x)

)
, ٠, ٠, ..., ٠︸ ︷︷ ︸

m−m′

)⊤

بنابراین

∇ϕ(y) =

 −
(
∇٢f(x) +∑m′

k=١
(
uk + gk(x)

)
∇٢g∗k(x)

)
+∇g∗(x)⊤∇g∗(x)

)
−∇g∗(x)⊤

∇g∗(x)⊤ Wm×m





اولیه تعاریف و مفاهیم ٢۴
آن در که

∇g∗(x) =

 Rm′×n

O(m−m′)×n

 =



∂g١
∂x١ · · · ∂g١

∂xm′−١
∂g١
∂xm′

∂g١
∂xm′+١ · · · ∂g١

∂xn

∂g٢
∂x١ · · · ∂g٢

∂xm′−١
∂g٢
∂xm′

∂g٢
∂xm′+١ · · · ∂g٢

∂xn... ... ... ... ... ... ...
∂gm′
∂x١ · · · ∂gm′

∂xm′−١
∂gm′
∂xm′

∂gm′
∂xm′+١ · · · ∂gm′

∂xn

٠ · · · ٠ ٠ ٠ · · · ٠
٠ · · · ٠ ٠ ٠ · · · ٠
... ... ... ... ... ... ...
٠ · · · ٠ ٠ ٠ · · · ٠


با است برابر k = ١,٢, ...,m′ برای ∇٢g∗

k(x) و

∇٢g∗
k(x) =



∂٢gk
∂x٢١

· · · ∂٢gk
∂x١∂xm′−١

∂٢gk
∂x١∂xm′

∂٢gk
∂x١∂xm′+١ · · · ∂٢gk

∂x١∂xn

∂٢gk
∂x٢∂x١ · · · ∂٢gk

∂x٢∂xm′−١
∂٢gk

∂x٢∂xm′
∂٢gk

∂x٢∂xm′+١ · · · ∂٢gk
∂x٢∂xn... ... ... ... ... ... ...

∂٢gk
∂xm′∂x١ · · · ∂٢gk

∂xm′∂xm′−١
∂٢gk

∂xm′∂xm′
∂٢gk

∂xm′∂xm′+١ · · · ∂٢gk
∂xm′∂xn

٠ · · · ٠ ٠ ٠ · · · ٠
٠ · · · ٠ ٠ ٠ · · · ٠
... ... ... ... ... ... ...
٠ · · · ٠ ٠ ٠ · · · ٠



W(m×m) =

 Om′×m′ Om′×(m−m′)

O(m−m′)×m′ −I(m−m′)×(m−m′)


است. صفر ماتریس دهنده نشان O و

که آنجایی از و است. مثبت معین نیمه ماتریس ΁ی ∇g∗(x)⊤∇g∗(x) که ͬ شود م دیده
بنابراین باشند مشتق پذیر دوبار و محدب که اند شده فرض f, g١(x), g٢(x), ..., gm(x) توابع
علاوه هستند. مثبت معین نیمه k = ١,٢, ...,m′ برای ∇٢gk(x) و ∇٢f(x) هسین ماتریس های
که ͬ شود م نتیجه شده بیان نکات از است. منفͬ معین نیمه W(m×m) که است ͹واض این بر

است. منفͬ معین نیمه ماتریس ΁ی ∇ϕ(y)

،(u + g(x)
)+

=
((

u١ + g١(x)
)
,
(
u٢ + g٢(x)

)
, ...,

(
um + gm(x)

)) آن گاه ،m′ = m اگر
بنابراین

∇ϕ(y) =

 −
(
∇٢f(x) +∑m′

k=١
(
uk + gk(x)

)
∇٢gk(x)

)
+∇g(x)⊤∇g(x)

)
−∇g(x)⊤

∇g(x)⊤ Wm×m





٢۵ عصبی شب΄ه های بر مروری
است. منفͬ معین نیمه ∇ϕ(y) که ͬ شود م اثبات قبلͬ، حالت با مشابه

آن گاه ،m = ٠ اگر نهایتاً
(
u+ g(x)

)+
= (٠, ٠, ..., ٠︸ ︷︷ ︸

m

)⊤

داریم بنایراین

∇ϕ(y) =

 −∇٢f(x) O(n×m)

O(m×n) −I(m×m)


را اثبات این و است منفͬ معین نیمه ماتریس ΁ی ∇ϕ(y) که ͬ شود م نتیجه نیز حالت این در

ͬ کند. م کامل
است. لیاپانوف پایدار (١ . ٢٢) و (١ . ٢١) عصبی شب΄ه .١ . ٣ . ٧ قضیه
ب·یرید: نظر در زیر صورت به را E : Rm → R لیاپانوف تابع برهان.

E(y) = E١(y) + E٢(y) (١ . ٢٧)
.E٢(y) = ١٢∥y − y∗∥٢ و E١(y) = ∥ϕ(y)∥٢ آن در که

ͬ شود م دیده ،(١ . ٢٠) به توجه با پس است مشتق پذیر تابع ΁ی E١(y) که ͬ دانیم م [۶٢] از
که

dϕ

dt
=

∂ϕ

∂y

dy

dt
= ∇ϕ(y)ϕ(y)

داریم: (١ . ٢٢) و (١ . ٢١) عصبی شب΄ه مدل از y(t) نقطه در E(t) مشتق محاسبه با
dE(y(t))

dt
= (dϕdt )

⊤ϕ+ ϕ⊤(dϕdt ) + (y − y∗)⊤ dy(t)
dt (١ . ٢٨)

= ϕ⊤(∇ϕ(y)⊤ +∇ϕ(y))ϕ+ (y − y∗)⊤ϕ(y)

که ͬ شود م نتیجه ،١ . ٣ . ٣ لم از استفاده با
ϕ⊤(y)(∇ϕ(y)⊤ +∇ϕ(y))ϕ(y) ≤ ٠, ∀y ̸= y∗ (١ . ٢٩)

داریم: (١ . ٣ . ١) لم و (۶ . ١ . ٣) تعریف به توجه با این، بر علاوه
(y − y∗)⊤(ϕ(y)− ϕ(y∗)) = (y − y∗)⊤ϕ(y) ≤ ٠, ∀y ̸= y∗

بنابراین
dE(y(t))

dt
≤ ٠ (١ . ٣٠)

است. لیاپانوف پایدار (١ . ٢٢) و (١ . ٢١) عصبی شب΄ه که است معنͬ این به این و



اولیه تعاریف و مفاهیم ٢۶
ی΄تا پیوسته جواب ΁ی y(t٠) = (x(t٠)⊤,u(t٠)⊤)⊤ ابتدایی نقطه هر برای .١ .۴ . ١ . ٣ لم

دارد. وجود (١ . ٢٢) و (١ . ٢١) سیستم برای ،y(t) = (x(t)⊤,u(t)⊤)⊤

با (١ . ٢٢) و (١ . ٢١) عصبی شب΄ه از مسیر ΁ی y(t) = (x(t)⊤,u(t)⊤)⊤ کنید فرض .٢
بنابراین ،u(t٠) ≥ ٠ اگر، صورت این در باشد. y(t٠) = (x(t٠)⊤,u(t٠)⊤)⊤ ابتدایی نقطه

.u(t) ≥ ٠
مشتق پذیر پیوسته طور به k = ١,٢, ...,m برای ∇gk(x) و ∇f(x) که آنجایی از .١ برهان.

بنابراین هستند D ⊂ Rn+m باز مجموعه }روی
∇f(x∗) +∇g(x∗)⊤(u∗ + g(x∗))+

}
}و

(u∗ + g(x∗))+ − u∗
}

و (١ . ٢١) عصبی شب΄ه ١ . ٣ . ١ قضیه به توجه با هستند. D روی محلͬ لیپشیتس پیوسته
قضیه اثبات از دارد. η > t٠ بعضͬ برای y(t), t ∈ [t٠, η) ی΄تا پیوسته جواب ΁ی (١ . ٢٢)

بنابراین است. صعودی غیر تابع ΁ی ،t روی E که ͬ دانیم م ١ . ٣ . ٧
١
٢∥y − y∗∥٢ ≤ E(y(t)) ≤ E(y(t٠)), ∀t ≥ t٠ (١ . ٣١)

بنابراین است. کراندار (١ . ٢٢) و (١ . ٢١) عصبی شب΄ه مسیر که ͬ دهد م نشان این
.η → +∞

داریم: u(t٠) ≥ ٠ با y(t٠) شده داده  ابتدایی نقطه برای .٢
du

dt
+ u = (u+ g(x))+∫ t

t٠

(
du

dt
+ u

)
esds =

∫ t

t٠
es(u+ g(x))+ds

همچنین
u(t) = e−(t−t٠)u(t٠) + e−t

∫ t

t٠
es(u+ g(x))+ds

.t ≥ t٠ هر برای u(t) ≥ ٠ داریم: (u+ g(x))+ ≥ ٠ که این به توجه با نتیجه در

ابتدایی نقطه هر برای (١ . ٢٢) و (١ . ٢١) عصبی شب΄ه مسیرهای .١ . ٣ . ٨ قضیه
y٠ = (x(t٠)⊤,u(t٠)⊤)⊤ ∈ Rn+n

(١ . ٢٢) و (١ . ٢١) عصبی شب΄ه خاص، طور به ͬ شود. م هم·را عصبی شب΄ه تعادل نقطه به
΁ی D∗ و است سراسری مجانبی پایدار y٠ = (x(t٠)⊤,u(t٠)⊤)⊤ ∈ Rn+m ابتدایی نقطه هر با
دوگان و اصلͬ مسئله بهینه نقاط مجموعه دهنده نشان D∗ آن در که دارد ی΄تا تعادل نقطه

است.



٢٧ عصبی شب΄ه های بر مروری
(١ . ٢٢) و (١ . ٢١) عصبی شب΄ه از ((x(t))⊤,u(t)⊤)⊤ مسیر که داریم ،۴ . ١ . ٣ لم اثبات از برهان.
حدی نقطه و k → ∞ برای tk → ∞ با {tk} صعودی دنباله ΁ی بنابراین، است. کراندار

که: طوری به دارد وجود (x̄⊤, ū⊤)⊤,

lim
k→∞

(x(tk)
⊤,u(tk)

⊤)⊤ = (x̄⊤, ū⊤)⊤

داریم: ۵ . ١ . ٣ قضیه از استفاده با
{(x(t)⊤,u(t)⊤)⊤ → H}

در ثابت مجموعه بزرگ ترین H و t → ∞, برای
K = {(x(t)⊤,u(t)⊤)⊤|dE(y(t))

dt
= ٠}

است.
.dE(y(t))

dt = ٠ ⇔ du
dt = ٠ و dx

dt = ٠ که ͬ شود م نتیجه ،(١ . ٣٠) و (١ . ٢٢) و (١ . ٢١) از
.H ⊆ K ⊆ D∗ برای (x̄⊤, ū⊤)⊤ ∈ D∗ بنابراین

(x̄(t)⊤, ū(t)⊤)⊤ تعادل نقطه به سراسری هم·رای (x(t)⊤,u(t)⊤)⊤ که ͬ کنیم م اثبات دی·ر، طرف از
ͬ کنیم: م تعریف دی·ری لیاپانوف تابع اکنون است.

Ē(y) = ∥ϕ(y)∥٢ +
١
٢∥y − ȳ∥٢ (١ . ٣٢)

مشتق پذیر پیوسته طور به Ē(y) که ͬ شود م نتیجه .(١ . ٢٧) در u∗ = ū و x∗ = x̄ جای·ذاری با
داریم بنابراین .limk→∞(x(tk)

⊤,u(tk)
⊤)⊤ = (x̄⊤, ū⊤)⊤ که شود توجه .Ē(ȳ) = ٠ و است

lim
k→∞

Ē
(
x(tk)

⊤,u(tk)
⊤)⊤ = Ē(x̄⊤, ū⊤)⊤

به .Ē(y(t)) < ϵ داریم t ≥ tq, هر برای که طوری به q > ٠ دارد وجود ∀ϵ > ٠ هر برای پس
،t ≥ tq برای نتیحه در dĒ(y(t))

dt ≤ ٠. مشابه طریق
١
٢∥y(t)− ȳ∥٢ ≤ Ē(y(t)) ≤ ϵ

هم·رای (١ . ٢٢) و (١ . ٢١) شب΄ه بنابراین limt→∞ y(t) = ȳ. و limt→∞ ∥y(t)−ȳ∥ = ٠ همچنین
و (١ . ١٣) مسئله بهینه جواب x̄ آن در که است. ،ȳ = (x̄⊤, ū⊤)⊤ تعادل نقطه به سراسری

است. (١۴ . ١)
نقطه هر با (x(t)⊤,u(t)⊤)⊤ مسیر بنابراین ،D∗ = {(x∗⊤,u∗⊤)⊤} اگر خاص، حالت در
است. y∗ = (x∗⊤,u∗⊤)⊤ تعادل نقطه به سراسری مجانبی پایدار (x(t٠)⊤,u(t٠)⊤)⊤ ابتدایی

ͬ یابد. م افزایش τ افزایش با (١ . ٢٢) و (١ . ٢١) عصبی شب΄ه هم·رایی سرعت .١ . ٣ . ٩ قضیه



اولیه تعاریف و مفاهیم ٢٨
داریم: (١ . ٢٢) و (١ . ٢١) در τ > ٠ هر برای که ͬ شود م دیده (١ . ٣٠) و (١ . ٢٩) از برهان.

dE(y)

dt
≤ τϕ(y)⊤

(
∇ϕ(y)⊤ +∇ϕ(y)

)
ϕ(y) ≤ ٠

نتیجه در
E(y(t)) ≤ E(y(t٠)) + τ

∫ t

t٠
ϕ(y(s))⊤

(
∇ϕ(y(s))⊤ +∇ϕ(y(s))

)
ϕ(y(s))ds.

(١ . ١٣) از کروش‐کان‐تاکر نقطه ΁ی y∗ و E(y) ≥ ١٢∥y − y∗∥٢ که این به توجه با طرفͬ از
داریم: است، (١۴ . ١) و

∥y(t)− y∗∥٢ ≤ ٢E(y(t٠)) + ٢τ
∫ t

t٠
ϕ(y(s))⊤

(
∇ϕ(y(s))⊤ +∇ϕ(y(s))

)
ϕ(y(s))ds

ͬ یابد. م افزایش τ افزایش با y(t) مسیر هم·رایی سرعت پس
داریم: را زیر نتیجه بخش این در شده ارائه مطالب به توجه با

حل برای (١ . ٢٢) و (١ . ٢١) عصبی شب΄ه بنابراین D∗ = {(x∗⊤,u∗⊤)⊤} اگر .١ . ٣ . ١ نتیجه
است. y∗ = (x∗⊤,u∗⊤)⊤ ی΄تا تعادل نقطه به سراسری مجانبی پایدار (١۴ . ١) و (١ . ١٣)



٢ فصل
حل برای بازگشتͬ عصبی شب΄ه مدل

فازی رگرسیون مسائل
١ ایشیبوچͬ توسط بار اولین فازی، رگرسیون مسائل حل برای عصبی شب΄ه های از استفاده
ارائه دوم توان های کمترین روش با حل قابل مسائل از پیچیده تر مسائل حل برای ٢ تاناکا و
رگرسیون مختلف مسائل حل به روش، این از استفاده با زیادی محققان آن از پس .[۶۴] گردید
هیچ کنون تا حال این با شود). مراجعه [٧٠–۶۵ ،٢٩ ،٢٧] به مثال (برای پرداخته اند فازی
برای سراسری هم·رایی به مربوط قضایای و پایداری تحلیل با بازگشتͬ عصبی شب΄ه مدل

است. نشده ارائه مسائل از دست این حل
یادگیری ال·وریتم ΁ی از استفاده با تا کرده اند تلاش نویسندگان شده، ذکر منابع بیشتر در
ایراد مهمترین کنند. اقدام پیش رونده عصبی شب΄ه ΁ی از فازی وزن های آوردن بدست برای
فازی ای چندجمله و غیرخطͬ خطͬ، رگرسیون مسائل حل به کلͬ طور به که روش این
عصبی شب΄ه پایداری و هم·رایی به مربوط گزاره های و قضایا به نکردن اشاره است؛ پرداخته
΁ی از وزن ها آوردن بدست برای روش ها این در دی·ر، طرف از است. شده بیان پیش رونده
است. تکرار هر در وارون ماتریس محاسبه نیازمند که است شده استفاده تکراری ال·وریتم
این، بر علاوه ͬ شود. م بیشتر محاسباتͬ پیچیدگͬ برود بالاتر مسئله بعد چه هر که است ͹واض

١Ishibuchi
٢Tanaka



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٣٠
بستگͬ مناسب اولیه نقطه ΁ی انتخاب به عصبی شب΄ه هم·رایی پیشنهادی روش های در
نیاز بدون فازی رگرسیون مسائل حل برای مناسب عصبی شب΄ه ΁ی پیشنهاد بنابراین دارد.
معنͬ و ضروری کاملا́ هم·رایی، و پایداری دقیق تحلیل و تجزیه با و جریمه پارامتر محاسبه به

است. دار
عصبی شب΄ه مدل ΁ی کروش‐کان‐تاکر، سازی بهینه شرایط به توجه با منظور این برای
ثابت ͬ شود. م ارائه فازی رگرسیون مسئله با معادل دو درجه برنامه ریزی مسئله حل برای
مسئله از کروش‐کان‐تاکر نقطه با معادل پیشنهادی عصبی شب΄ه تعادل نقطه که ͬ شود م
و تجزیه مورد نیز شب΄ه تعادل نقطه بودن فرد به منحصر و وجود است. دوم درجه برنامه ریزی
پایداری و وجود برای کافͬ شرط لیاپانوف، مناسب تابع ΁ی ساخت با است. گرفته قرار تحلیل
پایان در همچنین ͬ آید. م به دست عصبی شب΄ه فرد به منحصر تعادل نقطه سراسری مجانبی

است. سراسری هم·رای پیشنهادی عصبی شب΄ه که ͬ شود م اثبات

مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی ٢ . ١
فازی خطͬ رگرسیون

فازی خطͬ رگرسیون مدل ١ . ٢ در شده ارائه مطالب به توجه با
Yi = A٠xi٠ +A١xi١ + ...+Apxip + ϵi, i = ١, ..., n (٢ . ١)

A٠, A١, ..., Ap رگرسیون ضرایب یافتن به مند علاقه ما بخش این در ͬ گیریم. م نظر در را
به شود. زده تقریب Yi به ΁نزدی ام΄ان حد تا i = ١,٢, ..., n برای Ŷi که طوری به هستیم

دی·ر: عبارت
minimize

∥∥Ŷ †
i (h)− Y †

i (h)
∥∥, h ∈ [٠, ١], i = ١,٢, ..., n (٢ . ٢)

برقرار مستقل طور به و هم با پایین و بالا حد برای گزاره این که معناست بدان † آن در که
ͬ شود. م تبدیل بهینه سازی مسئله ΁ی به مسئله این بنابراین است.

این از ΁ی هر که دارد وجود (٢ . ٢) برنامه ریزی مسئله حل برای سازی بهینه روش چندین
حل برای عصبی شب΄ه روش به ما اینجا در دارند. را خود خاص قوت و ضعف نقاط روش ها
اشاره گذشته در که روش هایی با اساسͬ تفاوت که هستیم علاقه مند فازی رگرسیون مسائل

شود). مراجعه [۵۶] به بیشتر اطلاعات (برای دارد است شده

بهینه سازی مدل ٢ . ١ . ١
شود: داده نشان زیر صورت به i = ١, ..., n برای Yi ͺپاس متغیر h‐برش های کنید فرض

Yi[h] = [Y i(h), Y i(h)], h ∈ [٠, ١]



٣١ فازی خطͬ رگرسیون مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی
‐h راست سمت نقاط و چپ سمت نقاط دهنده نشان ترتیب به Y i(h) و Y i(h) آن در که
زیر صورت به شود کمینه h‐برش هر برای باید که خطا تابع هستند. ͺپاس متغیر برش های

است:
C(A٠, A١, ..., Ap)(h) = C(A٠, A١, ..., Ap)(h) + C(A٠, A١, ..., Ap)(h)

متغیر h‐برش های چپ سمت نقاط میان خطا دهنده نشان C(A٠, A١, ..., Ap)(h) آن در که
سمت نقاط میان خطا دهنده نشان C(A٠, A١, ..., Ap)(h) و است شده برآورد مقدار و ͺپاس
[٧١] به بیشتر اطلاعات (برای است شده برآورد مقدار و ͺپاس متغیر h‐برش های راست

شود). مراجعه
ͬ شود: م تعریف  زیر صورت به C† ،(٢ . ٢) به توجه با

C†(A٠, A١, ..., Ap)(h) =
∥∥Ŷ †

i (h)− Y †
i (h)

∥∥, h ∈ [٠, ١], i = ١,٢, ..., n
آن در که

∥∥Ŷ †
i (h)− Y †

i (h)
∥∥ =

١
٢

n∑
i=١

(
Ŷ †
i (h)− Y †

i (h)
)٢

=
١
٢

n∑
i=١

( p∑
j=٠

xijA
†
j(h)− Y †

i (h)
)٢ (٢ . ٣)

ش΄ل به دوم درجه تابع ΁ی به (٢ . ٣) ،j = ٠, ..., p و i = ١, ..., n برای ٠ ≤ xij فرض با اکنون
ͬ شود: م تبدیل زیر

C†(A٠, A١, ..., Ap)(h) =
١
٢

n∑
i=١

( p∑
j=٠

xijA
†
j(h)− Y †

i (h)
)٢

=
١
٢

n∑
i=١

[( p∑
j=٠

xijA
†
j(h)

)٢
− ٢Y †

i (h)

p∑
j=٠

xijA
†
j(h) + (Y †

i (h))
٢]

=
١
٢(A†(h))⊤QA†(h) + (B†(h))⊤A†(h) +M †(h)

آن در که

Q =


n

∑n
i=١xi١

∑n
i=١xi٢ ...

∑n
i=١xip∑n

i=١xi١
∑n

i=١x٢
i١

∑n
i=١xi١xi٢ ...

∑n
i=١xi١xip... ... ... ... ...∑n

i=١xip
∑n

i=١xipxi١
∑n

i=١xipxi٢ ...
∑n

i=١x٢
ip

 (۴ . ٢)

A†(h) = (A†٠(h), A†١(h), ..., A†
p(h))

⊤

B†(h) = (B†٠(h), B†١(h), ..., B†
p(h))

⊤

M †(h) =
١
٢

p∑
i=١

(Y †
i (h))

٢

.B†
j (h) = −

∑p
i=١xijY †

i (h) و



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٣٢
داریم: j = ٠, ١, ..., p که Aj فازی اعداد برای آ ، پیوست در شده ارائه مطالب به توجه با

Aj(h) ≤ Aj(h), h ∈ [٠, ١]

ͬ آید: م به دست زیر محدب دوم درجه بهینه سازی مدل بنابراین

minimize C(A)(h) =
١
٢(A(h))⊤NA(h) + (B(h))⊤A(h) +M(h) (۵ . ٢)

subject to

GA(h) ≤ ٠, h ∈ [٠, ١] (۶ . ٢)

آن در که

A(h) = (A٠(h), A١(h), ..., Ap(h), A٠(h), A١(h), ..., Ap(h))
⊤ (٢ . ٧)

B(h) = (B٠(h), B١(h), ..., Bp(h), B٠(h), B١(h), ..., Bp(h))
⊤ (٢ . ٨)

M(h) = (M(h) +M(h)) (٢ . ٩)

G =



−١ · · · ٠ ١ · · · ٠
... ... ... ... ... ...
٠ · · · −١ ٠ · · · ١
٠ · · · ٠ ٠ · · · ٠
... ... ... ... ... ...
٠ · · · ٠ ٠ · · · ٠


(٢p+٢)×(٢p+٢)

(٢ . ١٠)

N =

Q O

O Q


(٢p+٢)×(٢p+٢)

Bj(h) = −
n∑

i=١
xijY i(h)

Bj(h) = −
n∑

i=١
xijY i(h)

است. شده تعریف (۴ . ٢) در Q و ͬ باشد م صفر (p+ ١)× (p+ ١) ماتریس O اینجا در
∇٢C(A)(h) = ∇(∇C(A)(h)) = N با است برابر C(A)(h) ماتریس هسین که ͬ شود م دیده

است. مثبت معین ماتریس ΁ی Q زیرا است مثبت معین ماتریس ΁ی که



٣٣ فازی خطͬ رگرسیون مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی

درجه از و متغیر ΁ی با فازی چندجمله ای رگرسیون مدل ٢ . ١ . ٢
کامل

چندجمله ای رگرسیون مدل در
Yi = A٠xi٠ +

p∑
j=١

Ajxij +

p∑
j=١

p∑
l=١

Ajlxijxil ++

p∑
j=١

p∑
l=١

p∑
s=١

Ajlsxijxilxis + ... (٢ . ١١)

داریم. متغیر ΁ی تنها و هستند فازی ضرایب کنید فرض پرداختیم، آن معرفͬ به ۵ . ١ . ١ در که
ͬ آید: م به دست زیر فازی چندجمله ای رگرسیون مدل صورت این در
Ŷi = A٠x٠

i +A١xi +A٢x٢
i + ...+Apx

p
i (٢ . ١٢)

و i = ١, ..., n برای x٠
i = ١ و ٠ ≤ xji فرض با و شد، برده کار به ٢ . ١ . ١ در آنچه مشابه روشͬ با

آن در که ͬ آید م به دست (۶ . ٢) و (۵ . ٢) مقید دوم درجه مسئله ،j = ٠, ..., p
N =

Q O

O Q


(٢p+٢)×(٢p+٢)

Q =


n

∑n
i=١xi

∑n
i=١x٢

i ...
∑n

i=١xpi∑n
i=١xi

∑n
i=١x٢

i

∑n
i=١xix٢

i ...
∑n

i=١xixpi... ... ... ... ...∑n
i=١xpi

∑n
i=١xpi xi

∑n
i=١xpi x٢

i ...
∑n

i=١xpi xpi


B(h) = (B٠(h), B١(h), ..., Bp(h), B٠(h), B١(h), ..., Bp(h))⊤

Bj(h) = −
n∑

i=١
xjiY i(h)

Bj(h) = −
n∑

i=١
xjiY i(h)

ماتریس هسین شده اند. معرفͬ (٢ . ١٠) و (٢ . ٩) ،(٢ . ٧) در ترتیب به G و M(h) ،A(h) و
است. مثبت معین ماتریس ΁ی بنابراین N با است برابر C(A)(h)

دوم درجه از و متغیر دو با فازی چندجمله ای رگرسیون مدل ٢ . ١ . ٣
مدل در که شود فرض اگر

Yi = A٠ +
p∑

j=١
Ajxij +

p∑
j=١

p∑
l=١

Ajlxijxil ++

p∑
j=١

p∑
l=١

p∑
s=١

Ajlsxijxilxis + ... (٢ . ١٣)
باشد، دوم مرتبه از مدل و باشیم داشته متغیر دو تنها باشند، فازی ضرایب ۵ . ١ . ١ در شده ارائه

داریم: بنابراین
Ŷi = A٠xi٠ +A١xi١ +A٢xi٢ +A١١x٢

i١ +A٢٢x٢
i٢ +A١٢xi١xi٢ (١۴ . ٢)



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٣۴
برای جداگانه دوم درجه و خطͬ اجزای شامل (١۴ . ٢) رگرسیون مدل که باشید داشته توجه
کردن پیدا هدف قبل مانند است. برداری ضرب ΁ی و کننده بینͬ پیش متغیر دو از ΁ی هر
باشد. Yi برای تقریب بهترین Ŷi که طوری به است (١۴ . ٢) از A٠, A١, A٢, A١١, A٢٢, A١٢ ضرایب

و i = ١, ..., n برای xi٠ = ١ و ٠ ≤ xi١, xi٢ فرض با قبل مشابه
A(h) =(A٠(h), A١(h), A٢(h), A١١(h), A٢٢(h), A١٢(h),

A٠(h), A١(h), A٢(h), A١١(h), A٢٢(h), A١٢(h))⊤

آن در که ͬ رسیم م (۶ . ٢) و (۵ . ٢) محدب دوم درجه بهینه سازی مسئله به

N =

Q O

O Q


١٢×١٢

Q =


n

∑n
i=١xi١

∑n
i=١xi٢

∑n
i=١x٢

i١
∑n

i=١x٢
i٢

∑n
i=١xi١xi٢∑n

i=١xi١
∑n

i=١x٢
i١

∑n
i=١xi١xi٢

∑n
i=١x٣

i١
∑n

i=١xi١x٢
i٢

∑n
i=١x٢

i١xi٢... ... ... ...∑n
i=١xi١xi٢

∑n
i=١x٢

i١xi٢
∑n

i=١xi١x٢
i٢

∑n
i=١x٣

i١xi٢
∑n

i=١xi١x٣
i٢

∑n
i=١x٢

i١x٢
i٢


B(h) = −

( n∑
i=١

xi٠Y i(h),

n∑
i=١

xi١Y i(h),

n∑
i=١

xi٢Y i(h),

n∑
i=١

x٢
i١Y i(h),

n∑
i=١

x٢
i٢Y i(h),

n∑
i=١

xi١xi٢Y i(h),

n∑
i=١

xi٠Y i(h),

n∑
i=١

xi١Y i(h),

n∑
i=١

xi٢Y i(h),

n∑
i=١

x٢
i١Y i(h),

n∑
i=١

x٢
i٢Y i(h),

n∑
i=١

xi١xi٢Y i(h)
)⊤

ͬ باشند. م (٢ . ١٠) و (٢ . ٩) در شده ارائه تعاریف مشابه G و M(h) و
است. مثبت معین C(A)(h) ماتریس هسین که است ͹واض قبل مشابه

بازگشتͬ عصبی شب΄ه روی΄رد ۴ . ٢ . ١
با مطابق بنابراین است. محدب دوم درجه بهینه سازی مسئله ΁ی ،(۶ . ٢) و (۵ . ٢) مدل 
بهینه روش های از استفاده با که ͬ کنیم م تلاش نیز فصل این در ۴ . ١ . ٣ در شده ارائه مطالب

کنیم. تبدیل پویا غیرخطͬ سیستم ΁ی به را (۶ . ٢) و (۵ . ٢) دوم درجه مدل  سازی
مدل ΁ی طراحͬ ما هدف باشند. زمان به وابسته متغیرهای U(.) و A(h)(.) کنید فرض
زیر بازگشتͬ عصبی شب΄ه مدل h‐برش هر برای بنابراین برسد. تعادل نقطه به که است پویا

کند. حل را (۶ . ٢) و (۵ . ٢) سازی بهینه مسئله که طوری به ͬ دهیم. م ارائه را

dA(h)

dt
= −τ

[
NA(h) +B(h) +G⊤(U+GA(h)

)+]
h ∈ [٠, ١]

dU

dt
= −τ

[(
U+GA(h)

)+ −U
]

A(٠) = A٠,

(١۵ . ٢)
(١۶ . ٢)
(٢ . ١٧)



٣۵ فازی خطͬ رگرسیون مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی
مدل هم·رایی سرعت کننده تنظیم عامل ΁ی τ > ٠ شد، اشاره ۴ . ١ . ٣ در که همانطور

است. (٢ . ١٧)‐(١۵ . ٢)
اگر است (۶ . ٢) و (۵ . ٢) بهینه جواب h ∈ [٠, ١] برای A∗(h) ∈ R٢p+٢ که ͬ دانیم م ۴ . ١ . ٣ از
کروش‐ شرایط در (A∗(h)⊤,U∗⊤)⊤ که طوری به U∗ ∈ R٢p+٢ باشد داشته وجود اگر تنها و

کند: صدق زیر کان‐تاکر U∗ ≥ ٠, GA∗(h) ≤ ٠, U∗⊤GA∗(h) = ٠
NA∗(h) +B(h) +G⊤U∗ = ٠, h ∈ [٠, ١] (٢ . ١٨)

متناظر لاگراژ ضریب بردار U∗ و (۶ . ٢) و (۵ . ٢) مدل کروش‐کان‐تاکر نقطه A∗(h) آن در که
است. A∗(h) با

ͬ گیریم: م نظر در را زیر پیشنهادی عصبی شب΄ه مدل h ∈ [٠, ١] هر ازای به اکنون
dy

dt
= τϕ(y)

y(t٠) = y٠ = ((A(t٠)(h))⊤,U(t٠)⊤)⊤ ∈ R۴p+۴, τ > ٠,
(٢ . ١٩)
(٢ . ٢٠)

آن در که

ϕ(y) =

 −
(
NA(h) +B(h) +G⊤(U+GA(h))+

)
(U+GA(h))+ −U

 (٢ . ٢١)

.τ = ١ شده فرض راحتͬ برای

پایداری و هم·رایی بررسͬ
(٢ . ٢٠) و (٢ . ١٩) مدل پایداری و هم·رایی به مربوط گزاره های بررسͬ به قسمت این در

ͬ پردازیم. م
شب΄ه مدل تعادل نقطه h ∈ [٠, ١] برای ،y∗ = (A∗(h)⊤,U∗⊤)⊤ کنید فرض .٢ . ١ . ١ قضیه
مسئله برای کروش‐کان‐تاکر نقطه ΁ی A∗(h) بنابراین باشد. (٢ . ٢٠) و (٢ . ١٩) عصبی
(۶ . ٢) و (۵ . ٢) مسئله بهینه جواب A∗(h) ∈ R٢p+٢ اگر دی·ر، سمت از است. (۶ . ٢) و (۵ . ٢)
مدل تعادل نقطه y∗ = (A∗(h)⊤,U∗⊤)⊤ طوری΄ه به U∗ ∈ R٢p+٢ دارد وجود بنابراین باشد؛

است. (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه
(٢ . ٢٠) و (٢ . ١٩) مدل تعادل نقطه h ∈ [٠, ١] برای y∗ = (A∗(h)⊤,U∗⊤)⊤ کنید فرض برهان.

که: ͬ شود م نتیجه راحتͬ به .dU∗

dt = ٠ و dA∗(h)
dt = ٠ بنابراین باشد.

NA∗(h) +B(h) +G⊤(U∗ +GA∗(h)
)+

= ٠ (٢ . ٢٢)(
U∗ +GA∗(h)

)+ −U∗ = ٠ (٢ . ٢٣)



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٣۶
y∗ = (A∗(h)⊤,U∗⊤)⊤ که ͬ شود م دیده  (٢ . ٢٢) در (٢ . ٢٣) جای·ذاری با و ١ . ٣ . ٢ لم از استفاده با

ͬ کند. م صدق (٢ . ١٨) کروش‐کان‐تاکر شرایط در
است. راست سر برگشت حالت اثبات

منفͬ معین نیمه ماتریس ΁ی است، شده تعریف (٢ . ٢١) در که ϕ ماتریس ژاکوبین .٢ . ١ . ١ لم
است.

که: طوری به ٠ < m′ < (٢p+ ٢) دارد وجود کنید فرض کلیت، از کاستن بدون برهان.
(
U+GA(h)

)+
=

((
U+GA(h)

)
١,
(
U+GA(h)

)
٢, ...,

(
U+GA(h)

)
m′ , ٠, ٠, ..., ٠︸ ︷︷ ︸

(٢p+٢)−m′

)⊤

داریم: شد، انجام ١ . ٣ . ٣ لم در آنچه مشابه روشͬ با

∇ϕ(y) =

 −
(
N+ (G∗)⊤G∗) −(G∗)⊤

G∗ W(٢p+٢)×(٢p+٢)


آن در که

G∗ =

 Rm′×(٢p+٢)
O(٢p+٢−m′)×(٢p+٢)

 =



G١
G٢
...

...

Gm′

O١×(٢p+٢)
O١×(٢p+٢)

...

...

O١×(٢p+٢)



W(٢p+٢)×(٢p+٢) =
 Om′×m′ Om′×(٢p+٢−m′)

O(٢p+٢−m′)×m′ −I(٢p+٢−m′)×(٢n+٢−p)


معین نیمه ماتریس ΁ی ∇ϕ(y) که ͬ شود م نتیجه شده بیان نکات از است. صفر ماتریس O و

است. منفͬ
آن گاه، m′ = ٢p+ ٢ اگر

(
U+GA(h)

)+
=

((
U+GA(h)

)
١,
(
U+GA(h)

)
٢, ...,

(
U+GA(h)

)
٢p+٢

)⊤



٣٧ فازی خطͬ رگرسیون مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی
بنابراین:

∇ϕ(y) =

 −
(
N+G⊤G

)
−G⊤

G O(٢p+٢)×(٢p+٢)


اگر نهایتاً است. منفͬ معین نیمه ماتریس ΁ی ∇ϕ(y) که ͬ شود م اثبات قبلͬ، حالت با مشابه

داریم: بنایراین (U+GA(h)
)+

= (٠, ٠, ..., ٠︸ ︷︷ ︸
٢p+٢

)⊤, آن گاه ،m′ = ٠

∇ϕ(y) =

 −N O(٢p+٢)×(٢p+٢)
O(٢p+٢)×(٢p+٢) −I(٢p+٢)×(٢p+٢)

 .

را اثبات این و است منفͬ معین نیمه ماتریس ΁ی ∇ϕ(y) که ͬ شود م نتیجه نیز حالت این در
ͬ کند. م کامل

است. لیاپانوف پایدار (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه ٢ . ١ . ١ لم مفروضات تحت .٢ . ١ . ٢ قضیه
ب·یرید: نظر در زیر صورت به را E : R۴p+۴ → R لیاپانوف تابع برهان.

E(y) = E١(y) + E٢(y) (٢۴ . ٢)
لم در شده ارائه روش با مشابه روشͬ با .E٢(y) = ١٢∥y − y∗∥٢ و E١(y) = ∥ϕ(y)∥٢ آن در که

است. لیاپانوف پایدار (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه ͬ شود م نتیجه ١ . ٣ . ٧
΁ی ،h ∈ [٠, ١] که y(t٠) = ((A(t٠)(h))⊤,U(t٠)⊤)⊤ ابتدایی نقطه هر برای (i) .٢ . ١ . ٢ لم
دارد. وجود (٢ . ٢٠) و (٢ . ١٩) سیستم برای y(t) = ((A(t)(h))⊤,U(t)⊤)⊤ ی΄تا پیوسته جواب
عصبی شب΄ه از مسیر ΁ی ،h ∈ [٠, ١] برای y(t) = ((A(t)(h))⊤,U(t)⊤)⊤ کنید فرض (ii)
اگر صورت، این در باشد. y(t٠) = ((A(t٠)(h))⊤,U(t٠)⊤)⊤ ابتدایی نقطه با (٢ . ٢٠) و (٢ . ١٩)

.t ≥ t٠ هر برای ،U(t) ≥ ٠ آنگاه U(t٠) ≥ ٠{
NA(h)+B(h)+G⊤(U+GA(h)

)+} که است ͹واض ۴ . ١ . ٣ لم برهان به توجه با (i) برهان.
D ⊆ R۴p+۴ باز محدب مجموعه روی محلͬ ٣ لیپشیتس پیوسته {(U + GA(h)

)+ − U
} و

ͬ دهد م نشان که ͬ گیریم م نتیجه دیدیم، ۴ . ١ . ٣ لم اثبات در آنچه مشابه روی΄ردی با ͬ باشند. م
.η → +∞ بنابراین است. کراندار (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه مسیر

است. ͹واض نتیجه ۴ . ١ . ٣ لم برهان به توجه با (ii)
ابتدایی نقطه هر برای (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه مسیرهای .٢ . ١ . ٣ قضیه

y٠ = ((A(t٠)(h))⊤,U(t٠)⊤)⊤ ∈ R۴p+۴ h ∈ [٠, ١]
٣Lipschitz



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٣٨
(٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه خاص، به طور به ͬ شوند. م هم·را عصبی شب΄ه تعادل نقطه به
D∗ و است سراسری مجانبی پایدار y٠ = (A(t٠)(h))⊤,U(t٠)⊤)⊤ ∈ R۴p+۴ ابتدایی نقطه هر با
و اصلͬ مسئله بهینه نقاط مجموعه دهنده نشان D∗ آن در که دارد. ی΄تا تعادل نقطه ΁ی

است. آن دوگان

و (٢ . ١٩) عصبی شب΄ه از ((A(t)(h))⊤,U(t)⊤)⊤ مسیر که داریم ،٢ . ١ . ٢ لم اثبات از برهان.
حدی نقطه و k → ∞ که tk → ∞ با {tk} صعودی دنباله ΁ی بنابراین است. کراندار (٢ . ٢٠)

که: طوری به دارد وجود (Ā(h)⊤, Ū⊤)⊤

lim
k→∞

((A(tk)(h))
⊤,U(tk)

⊤)⊤ = (Ā(h)⊤, Ū⊤)⊤

بزرگ ترین M و ،t → ∞ که {((A(t)(h))⊤,U(t)⊤)⊤ → M} داریم: ۵ . ١ . ٣ قضیه از استفاده با
(٢ . ٢٠) و (٢ . ١٩) از است. K = {((A(t)(h))⊤,U(t)⊤)⊤|dE(y(t))

dt = ٠} در ثابت مجموعه
که (Ā(h)⊤, Ū⊤)⊤ ∈ D∗ بنابراین .dE(y(t))

dt = ٠ ⇔ dU
dt = ٠ و dA(h)

dt = ٠, که ͬ شود م نتیجه
.M ⊆ K ⊆ D∗

نقطه به سراسری هم·رای ((A(t)(h))⊤,U(t)⊤)⊤ مسیر که کردیم اثبات دی·ر، طرف از
ͬ کنیم: م تعریف دی·ری لیاپانوف تابع اکنون است. (Ā(h)⊤, Ū⊤)⊤ تعادل

Ē(y) = ∥ϕ(y)∥٢ +
١
٢∥y − ȳ∥٢ (٢۵ . ٢)

پیوسته طور به Ē(y) که ͬ شود م نتیجه (٢۴ . ٢) در U∗ = Ū و A∗(h) = Ā(h) جای·ذاری با
.(U(tk)

⊤)⊤ = (Ā(h)⊤Ū⊤)⊤ و limk→∞(A(tk)(h)
⊤ که شود توجه .Ē(ȳ) = ٠ و است مشتق پذیر

ϵ > ٠ هر برای پس .limk→∞ Ē
(
(A(tk)(h))

⊤,U(tk)
⊤)⊤ = Ē(Ā(h)⊤, Ū⊤)⊤ داریم بنابراین

.dĒ(y(t))
dt ≤ ٠ مشابه طریق به .Ē(y(t)) < ϵ داریم t ≥ tq هر برای که طوری به q > ٠ دارد وجود

،t ≥ tq برای نتیحه در
١
٢∥y(t)− ȳ∥٢ ≤ Ē(y(t)) ≤ ϵ

(٢ . ٢٠) و (٢ . ١٩) شب΄ه بنابراین .limt→∞ y(t) = ȳ و limt→∞ ∥y(t) − ȳ∥ = ٠ همچنین
بهینه جواب Ā(h) آن در که است. ،ȳ = (Ā(h)⊤, Ū⊤)⊤ تعادل نقطه به سراسری هم·رای
مسیر بنابراین ،D∗ = {(A∗(h)⊤,U∗⊤)⊤} اگر خاص، حالت در است. (۶ . ٢) و (۵ . ٢) مسئله
به سراسری مجانبی پایدار ((A(t٠)(h))⊤,U(t٠)⊤)⊤ ابتدایی نقطه هر با ((A(t)(h))⊤,U(t)⊤)⊤

است. y∗ = (A∗(h)⊤,U∗⊤)⊤ تعادل نقطه

ͬ یابد. م افزایش τ افزایش با (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه هم·رایی سرعت .۴ . ٢ . ١ قضیه

شود. مراجعه ١ . ٣ . ٩ قضیه برهان به برهان.



٣٩ فازی خطͬ رگرسیون مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی

عددی مثال های ۵ . ٢ . ١
ͬ پردازیم. م معروف مثال چند حل به پیشنهادی روش کارایی دادن نشان برای قسمت این در
ͬ کنیم. م آزمایش مختلف شروع نقطه چندین با را پیشنهادی روش درستͬ مثال ها، از بعضͬ در
،۶۵،٢٩] در موجود مدل های با مقایسه هایی پیشنهادی، مدل بر بیشتر تاکید برای همچنین

است. شده انجام D٣ و D٢ ،D١ فازی فاصله های از استفاده با [٧–٧٨۴
که اند. شده داده نشان A = (al, am, ar)T فرم به فازی اعداد بخش این در .٢ . ١ . ١ ملاحظه
راست و چپ سمت انتهایی نقاط دهنده نشان ترتیب به ar و al و مرکز دهنده نشان am آن در

ͬ باشند. م فازی عدد
دو و Y فازی وابسته متغیر ΁ی برای را ٢ . ١ جدول در شده ارائه فازی داده های .٢ . ١ . ١ مثال

ب·یرید. نظر در x٢ و x١ فازی غیر متغیر
٢ . ١ . ١ مثال در آمده به دست خطای و شده مشاهده مقادیر :٢ . ١ جدول

آمده به دست خطای شده مشاهده مقادیر
(٢ . ٢٠) و (٢ . ١٩) مدل [٢٩] در شده ارائه مدل

SUI D٣ D٢ D١ SUI D٣ D٢ D١ Y x٢ x١
٠٫٩٧۶ ٠٫٠٠١ ٠٫١۵١ ٠٫٠۴٢ ٠٫٩٧٨ ٠٫٠٠١ ٠٫١۵٠ ٠٫٠٣۵ (−٢,٢,٧)T ٢ ١
٠٫٩١٧۵ ٠٫٠٩۶ ١٫١۶٣ ١٫٨١٢ ٠٫٩١٨ ٠٫٠٩١ ١٫١۶۴ ١٫٨٠۶ (−٣,٣, ١١)T ٣ ٢
٠٫٧٧٩ ١٫٢٧٩ ٣٫٨۵١ ٢٣٫٢۶٧ ٠٫٧٧٧ ١٫٣٠۶ ٣٫٨٨١ ٢٣٫۵۴٩ (−٣,۵, ١٢)T ۴ ۴
٠٫٨۵۵ ٠٫٩٩٧ ٣٫٣٢٠ ١٧٫۴٢۵ ٠٫٨۵٧ ٠٫٩۶٧ ٣٫٣٢٣ ١٧٫٣٧٢ (−۴,٧,٢١)T ۵ ۵
٠٫٩٨٣ ٠٫٠١٩٨ ٠٫۵٠٩ ٠٫۴١۵ ٠٫٩٨٠ ٠٫٠٢۵٧ ٠٫۵۶٠ ٠٫۴٧١ (−٧,۶,٢٣)T ٨ ۶

٠٫۴٧٩ ١٫٧٩٩ ٨٫۵٩٢ ٠٫۴٧٨ ١٫٨١۶ ٨٫۶۴٧ MSPE
٠٫٩٠٢ ٠٫٩٠٢ MSM

ͬ پردازیم. م زیر رگرسیونͬ مدل تقریبی حل به (٢ . ٢٠) و (٢ . ١٩) مدل از استفاده با
Y = A٠ +A١x١ +A٢x٢ (٢۶ . ٢)

مسئله بهینه جواب به (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه مسیرهای که ͬ دهد م نشان  ٢ . ١ ش΄ل
تقریب برای (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه مسیرهای ٢ . ٢ ش΄ل است. هم·را ،(۶ . ٢) و (۵ . ٢)
A٠, A١ ضرایب تقریب ͬ دهد. م نشان را متفاوت شروع نقطه ٢٠ با رگرسیون مدل از A ضریب
عددی نتایج و ٢ . ٣ ش΄ل در h از مختلف مقدار ١١ با (٢۶ . ٢) فازی خطͬ رگرسیون مدل از A٢ و

است. شده داده نشان ٢ . ٢ جدول در
داریم: را زیر خطͬ رگرسیون مدل بنابراین

Ŷ = (−٠٫١۴۶۶, ١٫۶٨۴٧,٢٫٨۶٩۶)T + (٠٫۴۴٧٧, ١٫۶٧١۴,٢٫٠٢۴٧)Tx١
+ (−١٫١٩۶۵,−٠٫٧١٠۶, ١٫٠۵۴۴)Tx٢

همواره شروع، نقطه هر با (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه مسیرهای که ͬ دهند م نشان نتایج
ͬ باشند. م هم·را مثال این با متناظر ،(۶ . ٢) و (۵ . ٢) مسئله بهینه جواب به



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ۴٠
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.٢ . ١ . ١ مثال



۴١ فازی خطͬ رگرسیون مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی
٢ . ١ . ١ مثال در h مختلف مقادیر برای مدل ضرایب تقریب :٢ . ٢ جدول

A٢[h] A١[h] A٠[h] h

[−١٫١٩۶۵, ١٫٠۵۴۴] [٠٫۴۴٧٧,٢٫٠٢۴٧] [−٠٫١۴۶۶,٢٫٨۶٩۶] ٠
[−١٫١۴٧۶, ٠٫٨٧٨۴] [٠٫۵٧٠٣, ١٫٩٨٩٧] [٠٫٠٣۶۶,٢٫٧۵١٣] ٠٫١
[−١٫٠٩٨۶, ٠٫٧٠٢٢] [٠٫۶٩٢٩, ١٫٩۵۴۶] [٠٫٢١٩٨,٢٫۶٣٢٩] ٠٫٢
[−١٫٠۴٩٧, ٠٫۵٢۶١] [٠٫٨١۵۴, ١٫٩١٩۵] [٠٫۴٠٣٠,٢٫۵١۴۵] ٠٫٣
[−١٫٠٠٠٧, ٠٫٣۵٠٠] [٠٫٩٣٨٠, ١٫٨٨۴۴] [٠٫۵٨۶٣,٢٫٣٩۶١] ٠٫۴
[−٠٫٩۵١٧, ٠٫١٧٣٨] [١٫٠۶٠۶, ١٫٨۴٩٢] [٠٫٧۶٩۵,٢٫٢٧٧٧] ٠٫۵
[−٠٫٠٠٢٣−,٠٫٩٠٢٨] [١٫١٨٣٢, ١٫٨١۴١] [٠٫٩۵٢٧,٢٫١۵٩٣] ٠٫۶
[−٠٫٨۵٠٫١٧٨−,٣٨۵] [١٫٣٠۵٨, ١٫٧٧٨٩] [١٫١٣۵٩,٢٫٠۴٠٩] ٠٫٧
[−٠٫٨٠۴٠٫٣−,٨۵۴۶] [١٫۴٢٨۴, ١٫٧۴٣٨] [١٫٣١٩٢, ١٫٩٢٢۵] ٠٫٨
[−٠٫٧۵۵٠٫−,٨۵٣٠٨] [١٫۵۵١٠, ١٫٧٠٨۶] [١٫۵٠٢۵, ١٫٨٠٣٩] ٠٫٩
[−٠٫٧١٠۶ − ٠٫٧١٣٢] [١٫۶٧١۴, ١٫۶٧۵۶] [١٫۶٨۴٧, ١٫۶٨۶۶] ١

(مثال [٢٩] در شده ارائه عصبی شب΄ه با مثال این پیشنهادی، مدل کارایی بررسͬ برای
است. شده حل یادگیری ال·ریتم از تکرار ١۵ با و (۶.١

پیشنهادی روش از آمده به دست خطای با مقایسه در روش این برای شده محاسبه خطای
پیشنهادی، روش از آمده به دست خطای که است ͹واض است. شده داده نشان ٢ . ١ جدول در
ͬ دهد م نشان ش΄ل براین، علاوه است. در شده ارائه روش برای آمده به دست خطای از کمتر

دارد. شده مشاهده مقادیر با بیشتری سازگاری پیشنهادی عصبی شب΄ه که
برای ٢ . ٣ جدول در شده ارائه های داده از [٧٧] و [٧۶] ،[٢٩] در نویسندگان .٢ . ١ . ٢ مثال

کرده اند. استفاده پیشنهادیشان روش دادن نشان
٢ . ١ . ٢ مثال در شده مشاهده مقادیر :٢ . ٣ جدول

۵ ۴ ٣ ٢ ١ x

(١٠٫۶, ١٣٫٠, ١۵٫۴)T (١٠٫٩, ١٣٫۵, ١۶٫١)T (۶٫٩,٩٫۵, ١٢٫١)T (۴٫٢,۶٫۴,٨٫۶)T (۶٫٢,٨٫٠,٩٫٨)T Y

ب·یرید: نظر در را زیر رگرسیون مدل
Y = A٠ +A١x (٢ . ٢٧)

زده تخمین زیر صورت به (٢ . ٢٧) رگرسیون مدل ضرایب ،(٢ . ٢٠) و (٢ . ١٩) مدل از استفاده با
ͬ شوند: م

Ŷ = (−٢٫۶۴٠٫٨٠٩−,٩١۵, ١٫٠٣٠٢)T + (٢٫٩٨٩٧,٣٫١۴٩٩,٣٫٣٠٩٨)Tx
مسئله بهینه جواب به ،(٢ . ٢٠) و (٢ . ١٩) پیشنهادی مسیرهای که ͬ دهد م نشان ۵ . ٢ ش΄ل
،(٢ . ٢٠) و (٢ . ١٩) پیشنهادی شب΄ه مسیرهای که ͬ دهد م نشان ۶ . ٢ ش΄ل ͬ شوند. م هم·را
مدل از A١ و A٠ ضرایب تقریب هستند. هم·را مدل بهینه جواب به همواره شروع، نقطه هر با
.۴ . ٢ جدول است. شده داده نشان ٢ . ٧ ش΄ل در h مختلف مقدار ١١ برای (٢ . ٢٧) رگرسیون

ͬ دهد. م نشان را متناظر عددی نتایج



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ۴٢
٢ . ١ . ٢ مثال در h مختلف مقادیر برای مدل ضرایب تقریب :۴ . ٢ جدول

A١[h] A٠[h] h

[٢٫٩٨٩٧,٣٫٣٠٩٨] [−٢٫۶۴٩١, ١٫٠٣٠٢] ٠
[٣٫٠٠٣٨,٣٫٢٩٢٨] [−٢٫۴۶۵۶, ٠٫٨۴۶٠] ٠٫١
[٣٫٠٢١٧,٣٫٢٧٧٨] [−٢٫٢٨١٢, ٠٫۶۶٢٣] ٠٫٢
[٣٫٠٣٧٧,٣٫٢۶١٨] [−٢٫٠٩٧٢, ٠٫۴٧٨٣] ٠٫٣
[٣٫٠۵٣٨,٣٫٢۴۵٩] [−١٫٩١٣٢, ٠٫٢٩۴۴] ٠٫۴
[٣٫٠۶٩٨,٣٫٢٢٩٩] [−١٫٧٢٩٣, ٠٫١١٠۴] ٠٫۵
[٣٫٠٨۵٨,٣٫٢١٣٩] [−١٫۵۴۵٠٫٠٧٣−,٣۵] ٠٫۶
[٣٫١٠١٧,٣٫١٩٧٧] [−١٫٣۶١۴,−٠٫٢۵٧۵] ٠٫٧
[٣٫١١٧۵,٣٫١٨١۵] [−١٫١٧٧۵,−٠٫۴۴١۵] ٠٫٨
[٣٫١٣٣٧,٣٫١۶۵٧] [−٠٫٩٩٣۵,−٠٫۶٢۵۴] ٠٫٩
[٣٫١۴٩٩,٣٫١۴٩٨] [−٠٫٨٠٩۵,−٠٫٨٠٩٣] ١

های روش با را روش این از آمده به دست خطای پیشنهادی، روش کارایی اثبات برای
.( شود مشاهده ۵ . ٢ (جدول ͬ کنیم م مقایسه [٧٧] و [٧۶] ،[٢٩] در شده ارائه معروف

منظور به است. داشته مشاهدات روی بهتری عمل΄رد پیشنهادی، روش که است ͹واض
٢ . ١ . ٢ مثال در آمده به دست خطای و فازی ضرایب :۵ . ٢ جدول

MSPE فازی ضرایب روش
D٣ D٢ D١
۴٫١٣۵ ۵٫٠٧٠٠ ٣٧٫٣۶۴۵ A٠ = (٠,٣٫٨۵٠,٧٫٧٠٠)T ارائه مدل

A١ = (٢٫١٠٠,٢٫١٠٠,٢٫١٠٠)T [٧٧] در شده
۵٫۴۴٢ ۴٫٢٩۴۴ ١۶٫٣٣١٣ A٠ = (−٢٫٢٠٢, ٠٫١١٨,٢٫۴٣٨)T ارائه مدل

A١ = (١٫٧١٨, ١٫٧١٨, ١٫٧١٨)T [٧۶] در شده
۵٫۶۵۴ ٢٫۴٧۵٩ ١۵٫٨٠٢٣ A٠ = (٣٫١١٠,۴٫٩۴٩,۶٫٧٨٩)T ارائه مدل

A١ = (١٫۵۵٠, ١٫٧١٠, ١٫٨٧٠)T [٢٩] در شده
١٫۵٠٧ ١٫٧۴۴۵ ١۵٫۵٢٧٢ A٠ = (−٢٫۶۴٠٫٨٠٩−,٩, ١٫٠٣٠)T مدل

A١ = (٢٫٩٨٩,٣٫١۴٩,٣٫٣٠٩)T (٢ . ٢٠) و (٢ . ١٩)

این تناسب چ·ونگͬ دادن نشان برای فازی حبابی نمودارهای پیشنهادی، روش بهتر تجسم
حبابی نمودار .( شود مشاهده ٢ . ٨ (ش΄ل شده اند ترسیم شده مشاهده داده های با مدل چهار
مدل دو به نسبت بهتری عمل΄رد پیشنهادی عصبی شب΄ه که ͬ دهد م نشان وضوح به فازی
دایره ها نزدی΄ͬ این، بر علاوه دایره ها). کمتر شعاع دلیل (به است داشته [٧٧] و [٧۶] در قبلͬ
برای بهتری تخمین ،[٢٩] در شده ارائه مدل با مقایسه در مدل که ͬ دهد م نشان نیمساز به

است. بوده مراکز
داده های از استفاده با [٧۵] در نویسندگان ( خانه ها قیمت صرفه به مقرون ͹سط) .٢ . ١ . ٣ مثال
مقرون ͹سط میان رابطه دادن نشان برای خطͬ رگرسیون مدل ΁ی ٢ . ٧ جدول در شده ارائه
در کرده اند. پیشنهاد کلیدی عوامل از برخͬ و کننده مصرف دیدگاه از خانه قیمت صرفه به
بهره (نرخ اقتصادی عامل سه شامل خانه قیمت بر تاثیرگذار عوامل پیشنهادی، رگرسیون مدل
) اقتصادی غیر عامل سه و پرداخت) پیش نسبت و مستغلات و املاک بر مالیات مس΄ن، وام

است. بوده خانواده) جمعیت و خانوار سالانه درآمد مس΄ن، اندازه
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٢ . ١ . ٣ مثال در (٢ . ٢٨) رگرسیون مدل ضرایب :۶ . ٢ جدول

MSM MSPE فازی ضرایب روش
A٠ = (٧٫٧٢, ١٣٫٠١,٢٣٫٨٩)T
A١ = (۴۶٨٫١۶,٧٠٩٫٧٢,٨٠۵٫۶٢)T

٠٫۴٠۶ ١۵٫١٨۶٧ A٢ = (٢۶٫١۵,٢٠٫١٢, ١۴٫٩٧)T ارائه مدل
A٣ = (۴۵٫۶۵,٣۴٫١١,٢٧٫۵٢)T [٧۵] در شده
A۴ = (٢٨٫٩٧,٢۵٫٧,٢۴٫٩)T
A۵ = (۶۶۴٫٩٢,٨٧٩٫١٩, ١٠٣۴٫۶٩)T
A۶ = (٩٫۵٢,٧٫۶۵,۴٫۵٩)T
A٠ = (−٧۴۴٫۶٧−,٨۴۴٫۶٧٠٠٫٠٩−,٨)T
A١ = (۶٫۴۵٩۴,٧٫٢۶١٧,٧٫٢۶١٧)T

٠٫٧٧١ ٨٫۵١١۶ A٢ = (−١٧٫٣٠۵,−١٧٫٣٠۵١−,١١۶٫٧٨٣)T مدل
A٣ = (−۵٣٫١٣٠,−۵٠٫٣٢٩٩٨,−۵٠٫٣٢٩)T (٢ . ٢٠) و (٢ . ١٩)
A۴ = (−٢٫۵۶۵٢٫−,٢۵۶۵٢٫٣١٣٩−,٢)T
A۵ = (٩٫٨٠۴۵, ١٣٫١١٧, ١۵٫۴٢٨)T
A۶ = (٩١٫۶٢٨٢, ١٠٣٫۵۴, ١١۶٫۵٠)T

٢ . ١ . ٣ مثال در شده مشاهده مقادیر :٢ . ٧ جدول

i x١ x٢ x٣ x۴ x۵ x۶ Y

١ ٨٠ ۵٫٩ ٠٫۶ ٢٠ ٢٧ ۴ (١٨٠,٣٠٠,٣٨٠)T
٢ ٩٠ ۴٫٩ ٠ ٣۵ ٣٠ ۴ (٣٣٠,۴٧٠,۶٢٠)T
٣ ٧٠ ۶٫۵۵ ٠٫۴ ٣٠ ٣۵ ٣ (٢٣٠،٣٣٠،۴٣٠)T
۴ ١٢٠ ۶٫٨ ٠٫۶ ٣٠ ۴٠ ٣ (۵٣٠،٧۵٠،٩٣٠)T
۵ ١٠٠ ۴٫٩ ٠ ٣۵ ٣٣ ۴ (۴٠٠،۶٠٠،٨٠٠)T
۶ ١٠٠ ۶٫۵۵ ٠ ٣٠ ۴٠ ۵ (۴٣٠،۶٧٠،٨٢٠)T
٧ ٨٠ ۵٫٩ ٠٫۴ ٢٠ ١٨ ۵ (١٢٠،٢٢٠،٢٧٠)T
٨ ٩٠ ۶٫٨ ٠٫۶ ٣٠ ۴۵ ۵ (۴۵٠،۶٣٠،٨٠٠)T
٩ ٩٠ ۶٫١۵ ٠٫۶ ٣٠ ١٢ ۴ (١٠٠،٢٠٠،٢۵٠)T
١٠ ١٠٠ ۶٫١۵ ٠ ٣٠ ٣٠ ٣ (٣٨٠،۵۵٠،۶٣٠)T
١١ ٨٠ ۴٫٩ ٠ ٣۵ ٢۵ ٣ (٢٢٠،٣۵٠،۴٠٠)T
١٢ ٩٠ ۵٫٩ ٠٫۶ ٢٠ ٢٢ ٣ (٢٠٠،٣٣٠،۴٢٠)T
١٣ ١٠٠ ۶٫٨ ٠٫۶ ٣٠ ۶۵ ٣ (٧٠٠،١٠٠٠،١٢٧٠)T
١۴ ٧٠ ۶٫١۵ ٠٫۶ ٣٠ ٢٣ ۴ (١٠٠،١٨٠،٢۵٠)T
١۵ ٨٠ ۶٫۵۵ ٠٫۶ ٣٠ ٣٠ ۴ (٢٠٠،٣٧٠،۴٧٠)T
١۶ ٧٠ ۴٫٩ ٠٫۴ ٣٠ ٢٣ ۵ (١٢٠،٢٠٠،٢٧٠)T
١٧ ١٠٠ ۶٫١۵ ٠ ٣٠ ٣۴ ۵ (۴۵٠،۶٢٠،٧٣٠)T
١٨ ٨٠ ۵٫٩ ٠٫۶ ٢٠ ٢٠ ۴ (١٢٠،٢٢٠،٢۵٠)T
١٩ ٨٠ ۵٫٩ ٠٫۶ ٢٠ ١٨ ٢ (١٠٠،٢٠٠،٢٧٠)T
٢٠ ١٠٠ ۶٫۵۵ ٠ ٣٠ ۴٢ ۴ (۵٠٠،۶٨٠،٨٧٠)T
٢١ ٨٠ ۴٫٩ ٠٫۶ ٣۵ ٣٠ ٣ (٢٣٠،۴٢٠،۴٨٠)T
٢٢ ١٠٠ ۶٫١۵ ٠ ٣٠ ٢٠ ٣ (٢۵٠،۴٧٠،۵٠٠)T
٢٣ ٨٠ ۶٫١۵ ٠٫۶ ٢٠ ٢٣ ۴ (١۵٠،٢٨٠،٣٣٠)T
٢۴ ١١٠ ۶٫٨ ٠ ٣٠ ٣۵ ۵ (۵٠٠،۶٨٠،٨٢٠)T
٢۵ ٨٠ ٣٫٢۵ ٠٫۶ ٣٠ ٣٣ ٣ (٢٨٠،۴٣٠،۴٧٠)T
٢۶ ١٠٠ ۶٫١۵ ٠ ٣٠ ۴٧ ۴ (۵٣٠،٧٢٠،٩٠٠)T
٢٧ ١٢٠ ۴٫٧ ٠٫۴ ٣٠ ۵٧ ۵ (٧٣٠،١١٣٠،١٢٢٠)T
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٢٨ ٩٠ ۵٫٩ ٠ ٣٠ ٢٣ ٣ (٢٧٠،٣٨٠،۴٨٠)T
٢٩ ١٠٠ ۵٫٩ ٠ ٣٠ ٣۵ ۴ (۴٣٠،۶٣٠،٧٠٠)T
٣٠ ٩٠ ۴٫٧ ٠ ٣٠ ٢۵ ٣ (٢٧٠،٣۵٠،۵٠٠)T
٣١ ١٠٠ ۶٫٨ ٠ ٣٠ ٣٧ ۴ (۴٠٠،۶٠٠،٧٨٠)T
٣٢ ٨٠ ۶٫١۵ ٠٫۴ ٢٠ ٢٨ ٣ (٢٢٠،٣٧٠،۴٢٠)T
٣٣ ٩٠ ۶٫۵۵ ٠ ٣٠ ٢٠ ٣ (٢٠٠،٣٢٠،٣٨٠)T
٣۴ ١٠٠ ۶٫۵۵ ٠٫۴ ٣٠ ٣٢ ۴ (٣۵٠،۵٠٠،۶۵٠)T
٣۵ ٩٠ ۶٫۵۵ ٠ ٣٠ ٣۵ ۴ (٣۵٠،۵۵٠،٧٠٠)T
٣۶ ٩٠ ۵٫٩ ٠٫۶ ٢٠ ١٧ ۴ (١٣٠،٢٧٠،٣۵٠)T
٣٧ ١٠٠ ۶٫١۵ ٠ ٣٠ ٣۵ ۴ (۴٠٠،۶٣٠،٧۵٠)T
٣٨ ٨٠ ۵٫٩ ٠ ٣٠ ٢٣ ٢ (٢٠٠،٣٢٠،٣٨٠)T
٣٩ ٨٠ ۶٫٨ ٠٫۶ ٢٠ ١۵ ۴ (١٠٠،١۵٠،١٨٠)T
۴٠ ٩٠ ۶٫١۵ ٠ ٣٠ ٢٠ ٣ (٢٣٠،٣۵٠،٣٨٠)T
۴١ ٨٠ ۴٫٩ ٠٫۶ ٣۵ ٢٧ ٣ (٢٠٠،٣٢٠،۴٢٠)T
۴٢ ٨٠ ۶٫١۵ ٠ ٣٠ ٢٢ ٣ (٢٠٠،٣٠٠،٣٣٠)T
۴٣ ١٠٠ ۶٫٨ ٠ ٣٠ ۴٣ ۴ (۴٨٠،۶٧٠،٨٢٠)T
۴۴ ١٠٠ ۴٫٩ ٠ ٣۵ ٣۵ ۵ (۴٣٠،۶٣٠،٧۵٠)T
۴۵ ۶٠ ۶٫۵۵ ٠٫۶ ٢٠ ٢٧ ۴ (١٢٠،١٧٠،٢٣٠)T
۴۶ ١٢٠ ۴٫٩ ٠ ٣۵ ۵٠ ٣ (٧٣٠،٩٧٠،١١٧٠)T
۴٧ ٧٠ ۶٫١۵ ٠٫۶ ٣٠ ٢۵ ٣ (١٢٠،١٨٠،٢۵٠)T
۴٨ ١٠٠ ۵٫٩ ٠٫۴ ٣٠ ٢٨ ٣ (٣٠٠،۵٣٠،۶٠٠)T
۴٩ ٨٠ ۶٫٨ ٠٫۶ ٢٠ ٢٠ ٣ (١٢٠،٢٢٠،٣٠٠)T
۵٠ ١٠٠ ۶٫١۵ ٠٫۴ ٣٠ ٣٧ ۴ (٣٧٠،۶٢٠،٧٢٠)T
۵١ ٨٠ ۶٫١۵ ٠ ٢٠ ٣٠ ۴ (٢٨٠،۴٣٠،۵٢٠)T
۵٢ ٩٠ ۶٫۵۵ ٠٫۴ ٣٠ ٣٠ ٣ (٣٠٠،۴٢٠،۵٢٠)T
۵٣ ٨٠ ۵٫٩ ٠٫۶ ٢٠ ٢٠ ٣ (١٣٠،٢۵٠،٣٠٠)T
۵۴ ٧٠ ۴٫٩ ٠٫۶ ٣۵ ٢۵ ٢ (١٢٠،١٨٠،٣٠٠)T
۵۵ ٨٠ ۵.٩ ٠ ٢٠ ٣٠ ۴ (٢٨٠،۴٠٠،۴٨٠)T
۵۶ ٩٠ ۶٫۵۵ ٠٫۶ ٣٠ ٣۵ ٣ (٣٢٠،۵٠٠،۶٨٠)T
۵٧ ٨٠ ۶٫٨ ٠ ٢٠ ٣٠ ۴ (٢٧٠،۴٠٠،۵٠٠)T
۵٨ ٧٠ ۵٫٩ ٠٫۶ ٢٠ ٢٣ ٣ (١٠٠،١٨٠،٢٣٠)T
۵٩ ١٠٠ ۶٫١۵ ٠ ٣٠ ٣٠ ۴ (٣٧٠،۵۵٠،٧٠٠)T
۶٠ ٨٠ ۶٫۵۵ ٠٫۶ ٢٠ ٣٣ ۴ (٢٢٠،۴۵٠،۵٠٠)T
۶١ ٨٠ ۴٫٩ ٠ ٣۵ ٢٧ ۴ (٢٣٠،٣٢٠،۴٠٠)T
۶٢ ٩٠ ٣٫٢۵ ٠ ٣٠ ٢۵ ٣ (٢٨٠،٣٨٠،۴٧٠)T
۶٣ ۶٠ ۶٫۵۵ ٠٫۴ ٣٠ ٣٠ ٢ (١۵٠،٢۵٠،٣٢٠)T
۶۴ ٨٠ ۴٫٩ ٠ ٣۵ ٢٧ ۴ (٢٣٠،٣۵٠،۴٧٠)T
۶۵ ١۵٠ ۶٫٨ ٠٫۶ ٣٠ ٧۵ ۵ (١٠۵٠،١۵٢٠،١٨٠٠)T
۶۶ ٨٠ ۵٫٩ ٠ ٢٠ ٢٠ ۴ (١٧٠،٢٧٠،٣٠٠)T
۶٧ ٧٠ ۶٫١۵ ٠٫۶ ٣٠ ٢٣ ۴ (١٠٠،١٧٠،٢٣٠)T
۶٨ ٨٠ ۵٫٩ ٠٫۴ ٣٠ ٢۵ ٣ (٢٠٠،٣٠٠،٣٧٠)T
۶٩ ٨٠ ۵٫٩ ٠٫۶ ٢٠ ٣٣ ٢ (٢۵٠،۴۵٠،۵٧٠)T
٧٠ ٨٠ ۴٫٩ ٠ ٣۵ ٢٨ ٣ (٢٣٠،٣٧٠،۴٧٠)T
٧١ ٧٠ ۶٫۵۵ ٠٫۴ ٣٠ ٢٣ ٢ (١٣٠،٢٠٠،٢۵٠)T
٧٢ ٨٠ ۶٫٨ ٠ ٢٠ ٣٧ ۴ (٣٣٠،۴۵٠،۶٧٠)T
٧٣ ٧٠ ۶٫١۵ ٠٫۶ ٣٠ ٣٠ ۴ (١۵٠،٢٧٠،٣٢٠)T
٧۴ ٨٠ ۶٫۵۵ ٠٫۴ ٣٠ ٢٢ ٣ (١۵٠،٢٧٠،٣٢٠)T
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٧۵ ١٠٠ ۴٫٩ ٠٫۶ ٣۵ ٣۶ ٣ (٣٧٠،۶۵٠،۶٨٠)T
٧۶ ٨٠ ۵٫٩ ٠ ٢٠ ٢٠ ۴ (١٧٠،٢۵٠،٣٣٠)T
٧٧ ١٠٠ ۶٫١۵ ٠ ٣٠ ٣۵ ۵ (۴۵٠،۵٨٠،٧۵٠)T
٧٨ ٨٠ ۶٫٨ ٠٫۶ ٣٠ ٣٧ ٣ (٣٠٠،۴٧٠،۶٠٠)T
٧٩ ١٠٠ ۵٫٩ ٠٫۴ ٢٠ ٢۵ ٢ (٣٢٠،۵٠٠،۶٢٠)T
٨٠ ٩٠ ۶٫۵۵ ٠ ٣٠ ٢٠ ٣ (٢۵٠،٣۵٠،٣٨٠)T
٨١ ١٠٠ ۶٫٨ ٠ ٣٠ ٣٧ ٢ (۴٢٠،۶٧٠،٧٣٠)T
٨٢ ٨٠ ۶٫٨ ٠٫۶ ٢٠ ٣۵ ٣ (٣٠٠،۴٧٠،۵٨٠)T
٨٣ ٩٠ ۶٫١۵ ٠٫۶ ٢٠ ۴٠ ٢ (٣٨٠،۵٣٠،۶۵٠)T
٨۴ ٨٠ ۶٫۵۵ ٠ ٣٠ ٣٠ ٣ (٢٨٠،۴٣٠،۵٠٠)T
٨۵ ۶٠ ۶٫١۵ ٠٫۴ ٣٠ ٢٨ ٣ (١٠٠،١٧٠،٢٣٠)T
٨۶ ٧٠ ۴٫٩ ٠٫۶ ٣۵ ٢٢ ٣ (١٢٠،١٨٠،٢۵٠)T
٨٧ ١٠٠ ۴٫٧ ٠٫۶ ٣٠ ۴٣ ٣ (۴٨٠،۶۵٠،٩٢٠)T
٨٨ ٩٠ ۴٫٩ ٠٫۶ ٣۵ ٣٠ ٢ (٣٠٠،۴٧٠،۵٨٠)T
٨٩ ٧٠ ۴٫٩ ٠٫۶ ٣۵ ٢٧ ۴ (١۵٠،٢٧٠،٣٢٠)T
٩٠ ١١٠ ۵٫٩ ٠٫۶ ٢٠ ۴٧ ٣ (۵٨٠،٨٣٠،١٠۵٠)T
٩١ ٨٠ ۴٫٧ ٠ ٣٠ ٢٠ ٢ (١٧٠،٢۵٠،٣٢٠)T
٩٢ ١٠٠ ۶٫٨ ٠٫۴ ٣٠ ٣۵ ۴ (۴٠٠،۶٢٠،٧٠٠)T
٩٣ ٨٠ ۴٫٩ ٠٫۴ ۴٠ ٣٢ ۴ (٢٣٠،۴٣٠،۵۵٠)T
٩۴ ١٠٠ ۶٫١۵ ٠ ٣٠ ۴٠ ٣ (۴٨٠،٧٨٠،٨٠٠)T
٩۵ ٨٠ ۶٫١۵ ٠ ٣٠ ٣۵ ٣ (٣٣٠،۴٨٠،۵٢٠)T
٩۶ ٩٠ ۵٫٩ ٠٫۶ ٣٠ ٢٧ ۴ (٢٣٠،۴٢٠،۴٣٠)T
٩٧ ٧٠ ۵٫٩ ٠٫۶ ٣٠ ٢٣ ۴ (١٠٠،١٧٠،٢۵٠)T
٩٨ ٨٠ ۵٫٩ ٠ ٣٠ ٢۵ ٢ (٢٢٠،٣٢٠،٣٨٠)T
٩٩ ٨٠ ٣٫٢۵ ٠٫۴ ٣٠ ١٨ ٣ (١٣٠،٢٢٠،٢٧٠)T
١٠٠ ٧٠ ۶٫١۵ ٠ ٣٠ ٣٠ ۴ (٢٠٠،٣۵٠،٣٧٠)T
١٠١ ١٢٠ ۶٫٨ ٠ ٣٠ ۵٠ ٣ (۶٨٠،١٠٠٠،١١۵٠)T
١٠٢ ٩٠ ۶٫١۵ ٠ ٣٠ ٣٣ ۴ (٣۵٠،۵٣٠،۵٨٠)T
١٠٣ ٧٠ ۶٫٨ ٠ ٣٠ ٢٣ ۴ (١٢٠،٢٢٠،٢٨٠)T
١٠۴ ١٠٠ ۶٫٨ ٠٫۶ ٣٠ ٣۵ ٣ (٣٨٠،۵٨٠،٧٣٠)T
١٠۵ ٩٠ ۴٫٩ ٠ ٣۵ ٣۵ ٣ (۴٠٠،۵٧٠،۶۵٠)T
١٠۶ ٧٠ ۶٫١۵ ٠٫۶ ٣٠ ٢۵ ٢ (١٢٠،٢٠٠،٢٨٠)T
١٠٧ ٨٠ ۶٫١۵ ٠٫۴ ٣٠ ٢۵ ٣ (٢٠٠،٣٠٠،٣٣٠)T
١٠٨ ١٠٠ ۶٫۵۵ ٠ ٢٠ ٣٢ ٣ (٣٨٠،۵٧٠،٧٣٠)T
١٠٩ ٩٠ ۵٫٩ ٠ ٢٠ ٣٠ ٣ (٣٣٠،۵٢٠،۵٧٠)T
١١٠ ١٢٠ ۶٫١۵ ٠ ٢٠ ۴٧ ٢ (٧٣٠،١٠٠٠،١٠۵٠)T
١١١ ١٠٠ ۶٫۵۵ ٠٫۴ ٣٠ ۵٠ ۴ (۵٧٠،٨٠٠،٩٢٠)T
١١٢ ٩٠ ۶٫۵۵ ٠٫۴ ٣٠ ٢٠ ٣ (١٨٠،٣٠٠،٣٨٠)T
١١٣ ۶٠ ۶٫١۵ ٠ ٣٠ ٣٠ ٢ (١۵٠،٢۵٠،٣٢٠)T
١١۴ ٧٠ ۵٫٩ ٠ ۶٠ ٢٧ ٣ (١٧٠،٢۵٠،٣٣٠)T
١١۵ ٧٠ ۶٫۵۵ ٠ ٣٠ ٣٢ ٣ (٢۵٠،٣٢٠،٣٧٠)T
١١۶ ٨٠ ۴٫٩ ٠ ۴٠ ٣۵ ٣ (٣٢٠،۴۵٠،۵٣٠)T
١١٧ ٨٠ ۵٫٩ ٠ ٢٠ ٣۵ ۵ (٣۵٠،۵٠٠،۶٢٠)T
١١٨ ٩٠ ۶٫١۵ ٠ ٣٠ ٢٣ ٢ (٢۵٠،٣٨٠،۴٧٠)T
١١٩ ١٠٠ ۶٫۵۵ ٠٫۶ ٢٠ ٣۵ ۴ (٣٧٠،۶٢٠،٨٢٠)T
١٢٠ ٨٠ ۵٫٩ ٠ ٣٠ ٢٨ ٣ (٢۵٠،٣٧٠،۴٣٠)T
١٢١ ١٠٠ ۴٫٩ ٠٫۶ ٣٠ ۴٨ ٣ (۵٢٠،٧٨٠،٩۵٠)T



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ۴۶

١٢٢ ٨٠ ۶٫۵۵ ٠٫۶ ٣٠ ٣٧ ۴ (٢٨٠،۵٣٠،۵٨٠)T
١٢٣ ۶٠ ۵٫٩ ٠٫۶ ٣٠ ٢٧ ۴ (١٢٠،١٨٠،٢٢٠)T
١٢۴ ٨٠ ۶٫١۵ ٠٫۶ ٢٠ ۴٧ ٣ (۴٣٠،۶٠٠،۶٨٠)T
١٢۵ ٨٠ ۶٫١۵ ٠ ٣٠ ٣٠ ۴ (٢۵٠،۴٠٠،۴٧٠)T
١٢۶ ٧٠ ۵٫٩ ٠ ٣٠ ٢٣ ٣ (١۵٠،٢٣٠،٢٧٠)T
١٢٧ ٧٠ ۶٫١۵ ٠٫۶ ٣٠ ٢٣ ٣ (١٠٠،١٧٠،٢٣٠)T
١٢٨ ١٠٠ ۵٫٩ ٠ ۶٠ ۴٠ ۴ (۴٨٠،٧٢٠،٨٢٠)T
١٢٩ ٧٠ ۶٫١۵ ٠ ٢٠ ٣٣ ٢ (٢٧٠،٣٨٠،۴٨٠)T
١٣٠ ٩٠ ۶٫٨ ٠٫۶ ٣٠ ٣۴ ٣ (٢٨٠،۴٨٠،۵٧٠)T
١٣١ ٨٠ ۶٫۵۵ ٠ ٢٠ ٣٠ ۴ (٢٧٠،٣٨٠،۴٧٠)T
١٣٢ ٩٠ ۵٫٩ ٠ ٣٠ ٢٧ ۴ (٢٨٠،۴٠٠،۵٠٠)T
١٣٣ ٨٠ ۶٫١۵ ٠ ٣٠ ٣٢ ۴ (٢٨٠،٣٨٠،۴۵٠)T
١٣۴ ١٠٠ ٣٫٢۵ ٠٫۴ ٣٠ ٣٧ ٣ (۴۵٠،۶٣٠،٧٣٠)T
١٣۵ ٨٠ ۶٫۵۵ ٠٫۴ ٣٠ ٣۵ ٣ (٢٨٠،۴٢٠،۵٢٠)T
١٣۶ ١٠٠ ۶٫۵۵ ٠٫۴ ٣٠ ٣٠ ٣ (٣۵٠،۵٢٠،۶٣٠)T
١٣٧ ١٢٠ ۶٫١۵ ٠ ٣٠ ۴٧ ٣ (۶۵٠،١٠٢٠،١١٣٠)T
١٣٨ ٧٠ ۵٫٩ ٠٫۶ ٣٠ ٢۵ ٢ (١٢٠،٢٠٠،٢٨٠)T
١٣٩ ٧٠ ۵٫٩ ٠ ٣٠ ٣۵ ٣ (٣٠٠،۴٠٠،۴٢٠)T
١۴٠ ٩٠ ۶٫١۵ ٠ ٣٠ ٢٠ ٣ (٢٠٠،٣٢٠،۴٣٠)T
١۴١ ١٠٠ ۶٫٨ ٠ ٣٠ ٢٨ ٢ (٣۵٠،۵٢٠،۶٨٠)T
١۴٢ ٨٠ ۶٫٨ ٠٫۶ ٣٠ ١٧ ٣ (١٠٠،١٨٠،٢٣٠)T
١۴٣ ٨٠ ۶٫١۵ ٠٫۴ ٣٠ ٢٣ ٣ (١٨٠،٢۵٠،٣٢٠)T
١۴۴ ٩٠ ۴٫٩ ٠ ٣۵ ٢٣ ٣ (٢٧٠،٣٧٠،۴٧٠)T
١۴۵ ٩٠ ۶٫١۵ ٠ ٣٠ ٣٠ ۴ (٣٠٠،۴٨٠،۵٨٠)T

تقریب دنبال به (٢ . ٢٠) و (٢ . ١٩) پیشنهادی مدل به توجه با و داده ها این از استفاده با
هستیم: زیر رگرسیون مدل ضرایب

Y = A٠ +A١x١ +A٢x٢ +A٣x٣ +A۴x۴ +A۵x۵ +A۶x۶ (٢ . ٢٨)
عصبی شب΄ه مسیرهای ٢ . ٩ ش΄ل است. شده داده نشان ۶ . ٢ جدول در آمده به دست نتایج
نظر در را [٧۵] در شده ارائه مدل کارایی، مقایسه برای ͬ دهد. م نشان را (٢ . ٢٠) و (٢ . ١٩)
که است ͹واض است. شده گزارش ۶ . ٢ جدول در مشاهده ١۴۵ برای عددی نتایج ͬ گیریم. م
، این بر علاوه است. داشته [٧۵] در شده ارائه مدل به نسبت بهتری عمل΄رد پیشنهادی مدل
نمودار ٢ . ١٠ ش΄ل در شده؛ مشاهده فازی های داده با مدل این تناسب چ·ونگͬ تجسم برای
و مراکز (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه که شود مͬ دیده است. شده ترسیم فازی حبابی
تر ΁نزدی دلیل (به است زده تخمین [٧۵] در شده ارائه مدل از بهتر را فازی های داده پهنای

نیمساز). به ها دایره بودن



۴٧ فازی خطͬ رگرسیون مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی
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٢ . ١ . ١ مثال در h مختلف مقادیر برای مدل ضرایب تقریب :٢ . ٣ ش΄ل



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ۴٨

(٢ . ٢٠) و (٢ . ١٩) مدل (آ)

[٢٩] در شده ارائه مدل (ب)
.٢ . ١ . ١ مثال در فازی حبابی نمودار :۴ . ٢ ش΄ل



۴٩ فازی خطͬ رگرسیون مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی

A١ و A٠ مسیرهای (آ)
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.٢ . ١ . ٢ مثال در h = ٠٫۵ با (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه از A مسیر رفتار :۵ . ٢ ش΄ل

در h = ٠٫۵ و متفاوت شروع نقطه ٢٠ با (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه از A مسیر رفتار :۶ . ٢ ش΄ل
.٢ . ١ . ٢ مثال



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ۵٠
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۵١ فازی خطͬ رگرسیون مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی

[٢٩] در شده ارائه مدل (ب) (٢ . ٢٠) و (٢ . ١٩) مدل (آ)

[٧۶] در شده ارائه مدل (د) [٧٧] در شده ارائه مدل (ج)
.٢ . ١ . ٢ مثال در فازی حبابی نمودار :٢ . ٨ ش΄ل



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ۵٢
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۵٣ فازی خطͬ رگرسیون مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی
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(٢ . ٢٠) و (٢ . ١٩) مدل (آ)
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[٧۵] در شده ارائه مدل (ب)
.٢ . ١ . ٣ مثال در فازی حبابی نمودار :٢ . ١٠ ش΄ل



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ۵۴
ها داده خودرو مدل ۵ برای تعمیرات سالانه هزینه مورد در نظرسنجͬ ΁ی در .۴ . ٢ . ١ مثال
معادله شود). مشاهده ٢ . ٩ (جدول (سال) خودرو سن و (دلار) سالانه تعمیر هزینه از: عبارتند

ب·یرید: نظر در زیر صورت به را فازی رگرسیون
Y = A٠ +A١x+A٢x٢ (٢ . ٢٩)

به ٢ . ١١ ش΄ل ͬ پردازیم. م (٢ . ٢٩) مدل ضرایب تقریب به (٢ . ٢٠) و (٢ . ١٩) مدل از استفاده با
ͬ دهد. م نشان متفاوت شروع نقطه پنجاه و ΁ی با را پیشنهادی عصبی شب΄ه مسیرهای ترتیب
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متفاوت شروع نقطه ۵٠ با A٢ و A١ ،A٠ مسیرهای (ب)
.۴ . ٢ . ١ مثال در h = ١ با (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه از A مسیر رفتار :٢ . ١١ ش΄ل



۵۵ فازی خطͬ رگرسیون مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی
ͬ شود: م زده تخمین زیر صورت به رگرسیون مدل ضرایب بنابراین

Ŷ = (٧١٫٧۶٣۴,٧٢٫۵۵۶٨,٧۴٫١۶١۶)T + (٣٫٧٧٠۴,۵٫١٩٢٣,۵٫٣٧١۶)Tx
+ (٣٫١٣٨٩,٣٫۵۶١٢,۴٫١٣٨١)Tx٢

متناظرش عددی مقادیر و ٢ . ١٢ ش΄ل در A٢ و A١ A٠, رگرسیون ضرایب h, مختلف مقادیر برای
است. شده داده نشان ٢ . ٨ جدول در

مثال٢ . ١ . ۴ در h مختلف مقادیر برای مدل ضرایب تقریب :٢ . ٨ جدول
A٢[h] A١[h] A٠[h] h

[٣٫١٣٨٩,۴٫١٣٨١] [٣٫٧٧٠۴,۵٫٣٧١۶] [٧١٫٧۶٣۴,٧۴٫١۶١۶] ٠
[٣٫١٨١۴,۴٫٠٨١۴] [٣٫٩١٣٠,۵٫٣۵٢۴] [٧١٫٨۴٣۶,٧۴٫٠٠۴٣] ٠٫١
[٣٫٢٢۴٠,۴٫٠٢٣۶] [۴٫٠۶١٢,۵٫٣٣۶٩] [٧١٫٩١۶٧,٧٣٫٨۴٢٠] ٠٫٢
[٣٫٢۶۵٩,٣٫٩۶۵۶] [۴٫٢٠٢٠,۵٫٣٢١۶] [٧١٫٩٩٨٩,٧٣٫۶٧٩۴] ٠٫٣
[٣٫٣٠٨٨,٣٫٩٠٩۴] [۴٫٣۴٨۵,۵٫٣٠۶٩] [٧٢٫٠٧۴٣,٧٣٫۵١۶۶] ٠٫۴
[٣٫٣۵١٩,٣٫٨۵٢١] [۴٫۴٨٩۴,۵٫٢٨٨۵] [٧٢٫١۵۶٩,٧٣٫٣۵٨٢] ٠٫۵
[٣٫٣٩۵۵,٣٫٧٩۵٢] [۴٫۶٣٢١,۵٫١٩۶۴] [٧٢٫٢٣٧۴,٧٣٫٢٠٢۶] ٠٫۶
[٣٫۴٣٨۵,٣٫٧٣٨۴] [۴٫٧٧١١,۵٫٢٢٢۴] [٧٢٫٣٢٢٣,٧٣٫٠۴٢۵] ٠٫٧
[٣٫۴٧٩٣,٣٫۶٨٣٧] [۴٫٩٢۶٨,۵٫٢٣٩٣] [٧٢٫٣٨۵٣,٧٢٫٩٠١٩] ٠٫٨
[٣٫۵٢٢۶,٣٫۶٢٣٩] [۵٫٠۶١٩,۵٫٢۵١٠] [٧٢٫۴٧۵٣,٧٢٫٧١۵٢] ٠٫٩
[٣٫۵۶١٢,٣٫۵۶١٢] [۵٫١٩٢٣,۵٫٢۶٨٠] [٧٢٫۵۵۶٨,٧٢٫۵۵۶٨] ١

مسئله این حل به [۶۵] از ۶.٣ مثال در شده ارائه عصبی شب΄ه از استفاده با مقایسه،  برای
٢ . ٩ جدول در یادگیری ال·وریتم از تکرار ۵٠ با روش این از شده محاسبه خطای ͬ پردازیم. م
است شده ترسیم مدل دو هر برای فازی حبابی های نمودار همچنین است. شده داده نشان

۴ . ٢ . ١ مثال در آمده به دست خطای و شده مشاهده مقادیر :٢ . ٩ جدول
آمده به دست خطای شده مشاهده مقادیر

(٢ . ٢٠) و (٢ . ١٩) مدل [۶۵] در شده ارائه مدل
SUI D٣ D٢ D١ SUI D٣ D٢ D١ Repair Age

٠٫۶٧۶ ٠٫١٣٧ ١٫٠٢٩ ٢٫٨١۶ ٠٫۶۶۵ ٠٫١٢۴ ١٫٠٢٧ ٣٫٠۴۴ (٧٨,٨١,٨٣)T ١
٠٫۶۵٠ ٠٫۶۵۵ ١٫٨٧٧ ١٢٫١۴٩ ٠٫۶۵۴ ٠٫۶٨۵ ١٫٩١۵ ١٢٫٧٩٠ (٩٣,٩٨, ١٠٣)T ٢
٠٫٩٢١ ٠٫١۴۶ ١٫٣٩١ ١٫۴٩۵ ٠٫٩١٨ ٠٫١١٩ ١٫۴۵٨ ١٫۵٩٨ (١١٢, ١٢٠, ١٢٧)T ٣
٠٫٨۶٩ ٠٫۴٢٠ ٢٫۶٠٣ ١١٫۵٩٣ ٠٫٨۶٢ ٠٫۴٠۴ ٢٫۴٨۵ ١٢٫٣۵۵ (١٣۵, ١۵٠, ١۶١)T ۴
٠٫٩٣۶ ٠٫١٠۶ ١٫٠٠٨ ٣٫٨٧٨ ٠٫٩۴۶ ٠٫١۵٧ ١٫١٧١ ٢٫٩۵٩ (١٧٠, ١٨٨,٢٠۵)T ۵

٠٫٢٩٣ ١٫۵٨٢ ۶٫٣٨۶ ٠٫٢٩٨ ١٫۶١١ ۶٫۵۴٩ MSPE
٠٫٨١٠ ٠٫٨٠٩ MSM

برآورد روش ΁ی موفقیت با ما که دهد مͬ نشان مثال این نتایج شود). مراجعه ٢ . ١٣ ش΄ل (به
ͬ باشد. م عمل در کارایی و مناسب برازش اثر دارای که ایم کرده تعریف را مناسب



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ۵۶

71.5 72 72.5 73 73.5 74 74.5

 A
0

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 h

A٠ ضریب تقریب (آ)

3.6 3.8 4 4.2 4.4 4.6 4.8 5 5.2 5.4

 A
1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 h

A١ ضریب تقریب (ب)

3 3.2 3.4 3.6 3.8 4 4.2

 A
2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 h
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مثال٢ . ١ . ۴ در h مختلف مقادیر برای مدل ضرایب تقریب :٢ . ١٢ ش΄ل



۵٧ فازی خطͬ رگرسیون مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی

(٢ . ٢٠) و (٢ . ١٩) مدل (آ)

[۶۵] در شده ارائه مدل (ب)
.۴ . ٢ . ١ مثال در فازی حبابی نمودار :٢ . ١٣ ش΄ل



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ۵٨
[٧٨] و [٧۴] در موجود روش های دی·ر با مدل کارایی مقایسه برای مثال این در .۵ . ٢ . ١ مثال
دارد، وجود پرت داده داده ها میان در که زمانͬ ٢ . ١٠ جدول در شده مشاهده داده های از

ͬ کنیم. م استفاده
۵ . ٢ . ١ مثال در شده مشاهده مقادیر :٢ . ١٠ جدول

۵ ۴ ٣ ٢ ١ x

(١٣,٢٫۴,٢٫۴)T (١١٫۵,٢٫۶,٢٫۶)T (١۶٫۵,٢٫۶,٢٫۶)T (٨, ١٫٨, ١٫٨)T (۶٫۴,٢٫٢,٢٫٢)T Y

ب·یرید: نظر در را زیر خطͬ رگرسیون مدل
Y = A٠ +A١x (٢ . ٣٠)

ͬ شوند: م زده تقریب زیر صورت به ضرایب (٢ . ٢٠) و (٢ . ١٩) مدل از استفاده با
Ŷ = (۴٫١١٠٠,۶٫٠٧٠٠,٨٫٠٣٠٠)T + (١٫۵۵٠٠, ١٫۶۵٠٠, ١٫٧٩٠٠)Tx

هم·را مسئله بهینه جواب به (٢ . ٢٠) و (٢ . ١٩) مسیرهای که ͬ دهد م نشان ،١۴ . ٢ ش΄ل
مختلف شروع نقطه ٢٠ با را A١ و A٠ رگرسیون ضرایب مسیرهای رفتار ١۵ . ٢ ش΄ل ͬ باشند. م
ش΄ل در h مختلف مقدار ١١ با (٢ . ٣٠) مدل از A١ و A٠ رگرسیون ضرایب تقریب ͬ دهد. م نشان

است. شده داده نشان ٢ . ١١ جدول در عددی نتایج و ١۶ . ٢
۵ . ٢ . ١ مثال در h مختلف مقادیر برای مدل ضرایب تقریب :٢ . ١١ جدول

A١[h] A٠[h] h

[٢٫٩٨٩٧, ١٫٧٩٠٠] [۴٫١١٠٠, ١٫۵۵٠٠] ٠
[١٫۵۶٢٠, ١٫٧٧٨٠] [۴٫٣٠۶٠,٧٫٨٣۴٠] ٠٫١
[١٫۵٧۴٠, ١٫٧۶۶٠] [۴٫۵٠٢٠,٧٫۶٣٨٠] ٠٫٢
[١٫۵٨۶٠, ١٫٧۵۴٠] [۴٫۶٩٨٠,٧٫۴۴٢٠] ٠٫٣
[١٫۵٩٨٠, ١٫٧۴٢٠] [۴٫٨٩۴٠,٧٫٢۴۶٠] ٠٫۴
[١٫۶١٠٠, ١٫٧٣٠٠] [۵٫٠٩٠٠,٧٫٠۵٠٠] ٠٫۵
[١٫۶٢٢٠, ١٫٧١٨٠] [۵٫٢٨۶٠,۶٫٨۵۴٠] ٠٫۶
[١٫۶٣۴٠, ١٫٧٠۶٠] [۵٫۴٨٢٠,۶٫۶۵٨٠] ٠٫٧
[١٫۶۴۶٠, ١٫۶٩۴٠] [۵٫۶٧٨٠,۶٫۴۶٢٠] ٠٫٨
[١٫۶۵٨٠, ١٫۶٨٢٠] [۵٫٨٧۴٠,۶٫٢۶۶٠] ٠٫٩
[١٫۶٧٠٠, ١٫۶٧٠٠] [۶٫٠٧٠٠,۶٫٠٧٠٠] ١

[٧۴] در موجود روش های و پیشنهادی روش از استفاده با آمده به دست فازی ضرایب
بهتری عمل΄رد پیشنهادی، روش که ͬ شود م مشاهده شده اند. مقایسه ٢ . ١٢ جدول در [٧٨] و

است. داشته موجود روش های دی·ر به نسبت
است. شده کشیده تصویر به ٢ . ١٧ ش΄ل در کارایی مقایسه برای نیز فازی حبابی نمودار
دو به نسبت (٢ . ٢٠) و (٢ . ١٩) پیشنهادی عصبی شب΄ه بهتر عمل΄رد دهنده نشان وضوح به

ͬ باشد. م [٧٧] و [٢٩] در قبلͬ مدل



۵٩ فازی خطͬ رگرسیون مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی
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A١ و A٠ مسیرهای (ب)
.۵ . ٢ . ١ مثال در h = ٠٫٣ با (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه A مسیر رفتار :١۴ . ٢ ش΄ل

۵ . ٢ . ١ مثال در آمده به دست خطای و فازی ضرایب :٢ . ١٢ جدول
MSM MSPE فازی ضرایب روش

D٣ D٢
٠٫٢٢١٩ ٢٠٫١٩۵ ١۶٫۴٢۴۵ A٠ = (۵٫۵٠۶٧,۵٫۵٠۶٧,۵٫۵٠۶٧)T ارائه مدل

A١ = (١٫٣٣۴١,٢٫۴۶۵۶,٣٫۵٩٧١)T [٧٨] در شده
٠٫٢۶۴١ ۵٫٠۴٠ ٢٫۶١٠٠ A٠ = (۴٫١٠٠,۶٫٠۶٠,٨٫٠٢٠٠)T ارائه مدل

A١ = (١٫۵۵٠, ١٫۶٧, ١٫٧٩٠)T [٧۴] در شده
٠٫٢۶٧٨ ۵٫٠٣٠ ٢٫۵٨٠٠ A٠ = (۴٫١١٠٠,۶٫٠٧٠٠,٨٫٠٣٠٠)T مدل

A١ = (١٫۵۵٠٠, ١٫۶٧٠٠, ١٫٧٩٠٠)T (٢ . ٢٠) و (٢ . ١٩)

اقتصاد زمینه در کلان و خرد مش΄لات از برخͬ که هنگامͬ کار) نیروی (تأمین .۶ . ٢ . ١ مثال
دقیق آن در پارامترها از برخͬ که کنند مͬ ایجاد را معادلاتͬ اغلب ͬ گیرند، م قرار مطالعه مورد



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ۶٠

در h = ٠٫٣ و متفاوت شروع نقطه ٢٠ با (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه از A مسیر رفتار :١۵ . ٢ ش΄ل
.۵ . ٢ . ١ مثال

فازی رگرسیون مدل از اقتصادی کاربرد ΁ی مثال، این در ͬ رسد. م نظر به مبهم و نیستند
نیروی در مشارکت نرخ که Y وابسته فازی متغیر ΁ی برای بازار عرضه های داده ͬ شود. م ارائه
نشان را دستمزد و داخلͬ ناخالص تولید ترتیب به که x٢ و x١ مستقل متغیر دو و است کار

است. شده داده ٢ . ١٣ جدول در ، ͬ دهند م

۶ . ٢ . ١ مثال در آمده به دست خطای و شده مشاهده مقادیر :٢ . ١٣ جدول
آمده به دست خطای شده مشاهده مقادیر
مدل ارائه مدا Y x٢ x١ Year

(٢ . ٢٠) و (٢ . ١٩) [۶۵] در شده
٣٫٩۴٢۵ ٣٫٩۴٢۵ (٣٧٫۶٩٩,٣٨٫۶٩٩,٣٩٫١٩٩)T ١٩٠۵٠ ١٨٠٨٢٢ ١٩٨٨
٣٫١٣٨٣ ٣٫١٣٨٣ (٣٧٫٢١۶,٣٨٫١١۶,٣٨٫٩١۶)T ١٩٢۶۴ ١٨٩۵٩٧ ١٩٨٩
٢٫٧۵١٩ ٢٫٧۵١٩ (٣۶٫٧٩٩,٣٨٫٢٩٩,٣٩٫٢٩٩)T ٢٠۶١١ ٢١٨۵٣٨ ١٩٩٠
٣٫۴۶٨۶ ٣٫۴۶٨۶ (٣۶٫٩٩٩,٣٨٫٠٩٩,٣٩٫٢٩٩)T ٢٢٧٧٨ ٢۴۵٠٣۶ ١٩٩١
٢٫٨٩٣۴ ٢٫٨٩٣۴ (٣۶٫۴٩٩,٣٧٫۶٩٩,٣٨٫٨٩٩)T ٢٢٨۵٩ ٢۵۴٠۵٩ ١٩٩٢
۴٫۴١۴۴ ۴٫۴١۴۴ (٣۶٫٢٩٩,٣٧٫١٩٩,٣٧٫۶٩٩)T ٢۴٨۶۶ ٢۵٨۶٠١ ١٩٩٣
۴٫١٢۶٣ ۴٫١٢۶٣ (٣۵٫٩٩٩,٣۶٫٧٩٩,٣٧٫۵٩٩)T ٢۵۴۴۵ ٢۵٩٨٧۶ ١٩٩۴
٣٫٨٧٧۴ ٣٫٨٧٧۴ (٣۵٫٩٠٠,٣۶٫۴٠٠,٣٧٫۴٠٠)T ٢۴۶٢۴ ٢۶٧۵٣۴ ١٩٩۵
۵٫۴١۴٢ ۵٫۴١۴٢ (٣۴٫٨٠,٣۵٫٣٠٠,٣۶٫٩٠٠)T ٢۴٧۴٢ ٢٨٣٨٠۶ ١٩٩۶
٢٫١٢۶٧ ۵٫۴٢٩٧ (٣۴٫٨٠٠,٣۵٫٧٠٠,٣۶٫٣۵)T ٢٣٩۴٨ ٢٩١٧۶٨ ١٩٩٧
١٫۵٧٩٣ ۴٫۵١٠٧ (٣۵٫٢٠٠,٣۶٫٢٠٠,٣٧٫٢٠٠)T ٢۴٢٩۴ ٣٠٠١٣٩ ١٩٩٨
٢٫٢٩٠٧ ۵٫۶٣٠٧ (٣۶٫١٩٩,٣۶٫۶٩٩,٣٧٫۴٩٩)T ٢٢۵٧۶ ٣٠۴٩۴١ ١٩٩٩
١٫٠۶٩۶ ۴٫۵١٣٩ (٣۶٫٢٠٠,٣٧٫١٠٠,٣٧٫۶٠٠)T ٢۴۶٣٨ ٣٢٠٠۶٩ ٢٠٠٠
٠٫٨٣٨٠ ۴٫۵٩٢٢ (٣٧٫٠٩٩,٣٧٫۵٩٩,٣٨٫٠٩٩)T ٢۴٧٨٠ ٣٣٠۵۶۵ ٢٠٠١
٠٫٨٢۶١ ۴٫٨٢٨۶ (٣٧٫۴٩٩,٣٨٫٠٩٩,٣٨٫۵٩٩)T ٢۵۶٩١ ٣۵۵۵۵۴ ٢٠٠٢
٠٫٨٣۴۶ ۵٫٠٠١٨ (٣٧٫٨٩٩,٣٨٫۴٩٩,٣٩٫٠٩٩)T ٢۶٠١٣ ٣٧٩٨٣٧ ٢٠٠٣
١٫٢٩٣١ ۵٫۶۴٣۴ (٣٨٫٣٩٩,٣٨٫٩٩٩,٣٩٫۵٩٩)T ٢۶۶۵٣ ٣٩٨٢٣۴ ٢٠٠۴
١٫٠٠١١ ۵٫١۶۴٧ (٣٨٫۴٠٠,٣٩٫٢٠٠,٣٩٫٨٠٠)T ٢۶٣١٧ ۴١٩٧٠۵ ٢٠٠۵
٠٫۶٢٧۴ ۵٫١٣۶٣ (٣٨٫۶٩٩,٣٩٫٣٩٩,۴٠٫٠٩٩)T ٢۶۵٠١ ۴۴۵٧٩٠ ٢٠٠۶
١٫٢٠٧٩ ۴٫۴۴۶٣ MSPE



۶١ فازی خطͬ رگرسیون مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی
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A١ ضریب تقریب (ب)
۵ . ٢ . ١ مثال در مدل ضرایب تقریب :١۶ . ٢ ش΄ل

ساخته زیر صورت به فازی رگرسیون معادله ΁ی داده ها، این از استفاده با که است این هدف
شود:

Y = A٠ +A١x١ +A٢x٢٢ (٢ . ٣١)
جدول و ٢ . ١٨ ش΄ل ͬ دهد. م نشان را (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه مسیرهای ٢ . ١٩ ش΄ل
متناظر عددی نتایج و h, مختلف مقادیر برای A٢ و A١ ،A٠ رگریسون ضرایب ترتیب به ١۴ . ٢

ͬ دهند. م نشان را آن با
ͬ آید: م به دست زیر صورت به فازی رگرسیون مدل

Ŷ = (٣۶٫۵٧۶,٣٨٫٢۶٠,٣٩٫٣٩٢)T + (٠٫١٧٨, ٠٫١٨٣, ٠٫١٨٣)T × ١٠−۴x١
+ (−٠٫١٠−,٠٫٠٨٩۶,−٠٫١١٠)T × ٧−١٠x٢٢



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ۶٢

[٢٩] در شده ارائه مدل (ب) (٢ . ٢٠) و (٢ . ١٩) مدل (آ)

[٧٧] در شده ارائه مدل (ج)
.۵ . ٢ . ١ مثال در فازی حبابی نمودار :٢ . ١٧ ش΄ل

از تکرار ١۵ با و [۶۵] در شده ارائه روش گیری کار به با مسئله این حل از آمده به دست خطای
است. شده داده نشان ٢ . ١٣ جدول در یادگیری ال·وریتم

از است بهتر مشخصاً که ١٫٢٠٧٩ با است برابر پیشنهادی روش از شده محاسبه خطای
است. [۶۵] در شده ارائه روش با مدل حل از آمده به دست خطای مقدار که ،۴٫۴۴۶٣

پیشنهادی روش مزایای ۶ . ٢ . ١
ͬ کنیم: م خلاصه زیر شرح به را پیشنهادی روش مزایای از برخͬ بخش، این به دادن پایان از قبل
جواب که است شده پیشنهاد سخت افزاری سازی پیاده برای مناسب عصبی شب΄ه ΁ی •

ͬ دهد. م ارائه فازی رگرسیون مسئله برای خوبی



۶٣ فازی خطͬ رگرسیون مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی
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A٢ ضریب تقریب (ج)
مثال٢ . ١ . ۶ در h مختلف مقادیر برای مدل ضرایب تقریب :٢ . ١٨ ش΄ل



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ۶۴
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.۶ . ٢ . ١ مثال در h = ٠٫۵ با (٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه از A مسیر رفتار :٢ . ١٩ ش΄ل

۶ . ٢ . ١ مثال در h مختلف مقادیر برای مدل ضرایب تقریب :١۴ . ٢ جدول
A٢[h] A١[h] A٠[h] h

[−٠٫٨٩٠٣٨۴٠٫١١٠−,١۴٢٢۴]× ٨−١٠ [٠٫١٧٨٣۶۵۴, ٠٫١٨٣١١۶٢]× ١٠−۴ [٣۶٫۵٧۶۶٠,٣٩٫٣٩٢٠۵] ٠
[−٠٫٩٠٩۶۴٠٫١٠٩٨−,٠٢۶٢٣]× ٨−١٠ [٠٫١٧٨٨۴٠۴, ٠٫١٨٣١١۶٢]× ١٠−۴ [٣۶٫٧۴۵٠٣,٣٩٫٢٧٨٩٣] ٠٫١
[−٠٫٩٢٣۴۵٠٫١٠٩٧٨−,٨٩۴٣]× ٨−١٠ [٠٫١٧٩٣١۵۴, ٠٫١٨٣١١۶٢]× ١٠−۴ [٣۶٫٩١٣۴۶,٣٩٫١۶۵٨٠] ٠٫٢
[−٠٫٩۴٠٫١٠٩١−,٣٠٩٩٢۵٠٧]× ٨−١٠ [٠٫١٧٩٧٩٠۴, ٠٫١٨٣١١۶٢]× ١٠−۴ [٣٧٫٠٨١٨٩,٣٩٫٠۵٢۶٨] ٠٫٣
[−٠٫٩۵٨۵٣۵۴,−٠٫١٠٨٨٨۶٩]× ٨−١٠ [٠٫١٨٠٢۶۵۴, ٠٫١٨٣١١۶٢]× ١٠−۴ [٣٧٫٢۵٠٣٢,٣٨٫٩٣٩۵۶] ٠٫۴
[−٠٫١٠٨−,٠٫٩٧٧٨٩٠٧۴۴۴۵]× ٨−١٠ [٠٫١٨٠٧۴٠٣, ٠٫١٨٣١١۶٢]× ١٠−۴ [٣٧٫۴١٨٧۵,٣٨٫٨٢۶۴١] ٠٫۵
[−٠٫٩٩۵٠٫١٠٨٠٠−,٠١٧٣۵٧]× ٨−١٠ [٠٫١٨١٢١۵٩, ٠٫١٨٣١١۶٢]× ١٠−۴ [٣٧٫۵٨٧٢٠,٣٨٫٧١٣٣٨] ٠٫۶
[−٠٫١٠٧−,٠٫١٠١١٧٣٣۶٨٨۴]× ٨−١٠ [٠٫١٨١۶٩٠٨, ٠٫١٨٣١١۶٢]× ١٠−۴ [٣٧٫٧۵۵۶٢,٣٨٫۶٠٠٢۵] ٠٫٧
[−٠٫١٠٧٢٣٨٩−,٠٫١٠٢٩٨٧٧]× ٨−١٠ [٠٫١٨٢١۶۶٠, ٠٫١٨٣١١۶٢]× ١٠−۴ [٣٧٫٩٢۴٠۶,٣٨٫۴٨٧١۵] ٠٫٨
[−٠٫١٠۴۶۶٠٫١٠−,٨٠۶٨٣٣۶]× ٨−١٠ [٠٫١٨٢۶۴١١, ٠٫١٨٣١١۶٢]× ١٠−۴ [٣٨٫٠٩٢۴٩,٣٨٫٣٧۴٠۴] ٠٫٩
[−٠٫١٠۶۴٣۴٠٫١٠−,٢۶۴٣۴٣]× ٨−١٠ [٠٫١٨٣١١۶٢, ٠٫١٨٣١١۶٢]× ١٠−۴ [٣٨٫٢۶٠٩٣,٣٨٫٢۶٠٩٣] ١

[۶۵] در شده ارائه مدل (ب) (٢ . ٢٠) و (٢ . ١٩) مدل (آ)
.۶ . ٢ . ١ مثال در فازی حبابی نمودار :٢ . ٢٠ ش΄ل



۶۵ فازی خطͬ رگرسیون مدل های حل برای ΁پارامتری عصبی شب΄ه روش ΁ی
نیاز جریمه پارامتر به فازی رگرسیون مسئله حل برای پیشنهادی بازگشتͬ عصبی شب΄ه •

ندارد.
کروش‐کان‐ نقطه با معادل پیشنهادی، عصبی شب΄ه تعادل نقطه که است شده ثابت •

است. دوم درجه بهینه سازی مدل از تاکر
پایداری و وجود از اطمینان برای کافͬ شرایط مناسب، لیاپانوف تابع ΁ی ساخت با •

ͬ آید. م بدست عصبی شب΄ه ی΄تای تعادل نقطه سراسری مجانبی
ͬ باشد. م مسئله جواب به سراسری هم·رای پیشنهادی عصبی شب΄ه که است شده ثابت •

ندارد. بستگͬ مناسب اولیه نقطه انتخاب به روش هم·رایی بنابراین،
موجود روش های با مقایسه در پیشنهادی روش از استفاده با توان مͬ را محاسباتͬ بار •
ماتریس معکوس محاسبه (ضرایب)، وزن ها آوردن بدست برای زیرا داد کاهش زیادی حد تا

شود). مراجعه [٨٠ ،٧٩] به مثال (برای نداریم نیاز را تکرار هر در
فاصله ΁ی از فقط نویسندگان از برخͬ که حالͬ در پیشنهادی، مدل ارزیابی منظور به •

هرچه بررسͬ برای فصل این در ؛ شود) مراجعه [٧۴،۶۵،٢٩] به مثال (برای ͬ کنند م استفاده
است. شده استفاده مختلف فاصله سه از مدل دقیق تر

مثبت گرفتن نظر در (برای مقید سازی بهینه مدل ΁ی مسئله، ریاضͬ سازی مدل برای •
مدل در نویسندگان که صورتͬ در است. شده ایجاد شده) استفاده فازی اعداد پهنای بودن
نظر در (بدون نامقید سازی بهینه مسئله ΁ی معمولا˟ ([٧۴ ،۶۵ ،٢٩] مثال (برای دی·ر های
کاربردی مثال های در تفاوت ͬ کنند. م بررسͬ را فازی) اعداد با کار برای لازم شرایط گرفتن

است. شده داده نشان وضوح به
نیروی «تاًمین و خانه ها» قیمت صرفه به مقرون ͹سط» نام های به واقعͬ جهان مثال دو •

به قادر کامل طور به پیشنهادی روش که است این دهنده نشان که است شده بررسͬ کار»
است. علوم و مهندسͬ در واقعͬ دنیای مسائل حل

آماری نمودار از مدل ها، دی·ر به نسبت پیشنهادی مدل مزایای از برخͬ دادن نشان برای •
است. شده استفاده فازی» حبابی «نمودار نام به ای شده شناخته



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ۶۶

رگرسیون مدل حل برای عصبی شب΄ه روش ΁ی ٢ . ٢
فازی چندجمله ای

پرداختیم. خاص حالت دو در چندجمله ای رگرسیون مدل حل به ٢ . ١ . ٣ و ٢ . ١ . ٢ بخش های در
نظر در را زیر فازی چندجمله ای رگرسیون مدل ۵ . ١ . ١ در شده ارائه مفروضات به توجه با اکنون

ͬ گیریم: م

Yi = A٠ +
p∑

j=١
Ajxij +

p∑
j=١

p∑
k=١

Ajkxijxik + ..., i = ١,٢, ..., n (٢ . ٣٢)

کرد: بازنویسͬ زیر صورت به ͬ توان م را (٢ . ٣٢) مدل
Yi = A٠ +A١zi١ +A٢zi٢ + ...+Ap′zip′ i = ١,٢, ..., n (٢ . ٣٣)

از مدل که حالتͬ در مثال برای ͬ دهد. م نشان را جدید مدل متغیرهای تعداد p′ آن در که
فازی چندجمله ای رگرسیون مدل j = ٠, ١, ..., p برای zij = xji دادن قرار با است، ΁ی مرتبه

.(p′ = p حالت این (در ͬ شود م تبدیل فازی خطͬ رگرسیون مدل ΁ی به
و j = ٠, ١, ..., p, برای zij = xij دادن قرار با باشد، دو مرتبه از مدل که زمانͬ برای

zi(p+١) = x٢
i١

zi(٢p+١) = xi١xi٢, zi(p+٢) = x٢
i٢

zi(٢p+٢) = xi١xi٣, zi(٣p+١) = xi٢xi٣, · · ·
... ... ...

zi(٣p−١) = xi١xip, zi(۴p−٢) = xi٢xip, · · · zip′ = x٢
ip

فازی خطͬ رگرسیون مدل ΁ی به را دو مرتبه با فازی چندجمله ای رگرسیون مدل ͬ توانیم م
زمانͬ خاص، حالت در داد. بسط بالاتر مراتب برای را روش این ͬ توان م آسانͬ به کنیم. تبدیل
فازی خطͬ مدل همان فازی چندجمله ای رگرسیون مدل نباشد متغیرها بین تعاملͬ هیچ که

ͬ باشد. م (١ . ٧) در شده ارائه

بهینه سازی مدل ٢ . ٢ . ١
خطایی تابع آ  . ١ . ٣ در ژو فاصله تعریف از استفاده با و ١ . ٢ . ١ در شده ارائه روش مشابه روشͬ با

ͬ شود: م نوشته زیر صورت به شود کمینه باید که

C(A) =

n∑
i=١

D٢٣(Ȳi[h]i, Yi[h])



۶٧ فازی چندجمله ای رگرسیون مدل حل برای عصبی شب΄ه روش ΁ی
آن در که

D٣(Ȳi[h], Yi[h]) =
(∫ ١

٠ f(h)d٢(Ȳi[h], Yi[h])dh
)١/٢

, i = ١,٢, ..., n

است. Yi و Ȳi فازی عدد h‐برش های میان فاصله ،i = ١,٢, ..., n, برای d(Ȳi[h], Yi[h]) و
داریم: را زیر سازی بهینه مسئله بنابراین

minimize C(A) =
n∑

i=١

∫ ١
٠

f(h)d٢(Ȳi[h], Yi[h])dh

Aj = (ajm, ajl, ajr)T و Yi = (yim, yil, yir)T فرض با همچنین و آ  . ١ . ٧ تعریف از استفاده با اکنون
تبدیل زیر ش΄ل به فازی چندجمله ای رگرسیون مسئله ،j = ٠, ١, ..., p′ و i = ١, ..., n برای

ͬ شود: م

Ȳi = (

p′∑
j=٠

zijajm,

p′∑
j=٠

zijajl,

p′∑
j=٠

zijajr)T

ͬ آید: م بدست زیر بهینه سازی مسئله آ  . ١ . ٢، نتیجه به توجه با
(٣۴ . ٢)

minimize C(A) =

n∑
i=١

( p′∑
j=٠

zijajm − yim
)٢

+
١
٣

n∑
i=١

( p′∑
j=٠

zijajm − yim
)[( p′∑

j=٠
zijajr − yir

)
−

( p′∑
j=٠

zijajl − yil
)]

+
١

١٢
n∑

i=١

[( p′∑
j=٠

zijajl − yil
)٢

+
( p′∑
j=٠

zijajr − yir
)٢]

آن در که

A = (a٠m, a١m, ..., ap′m, a٠l, a١l, ..., ap′l, a٠r, a١r, ..., ap′r)⊤ (٣۵ . ٢)



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ۶٨
ش΄ل به (٣۴ . ٢) ،j = ٠, ١, ..., p′ و i = ١, ..., n برای (٠ ≤ zij نتیجه (در ٠ ≤ xij فرض با اکنون

ͬ شود: م بازنویسͬ زیر دوم درجه تابع

C(A) =
n∑

i=١

( p′∑
j=٠

zijajm − yim

)٢

+
١
٣

n∑
i=١

[( p′∑
j=٠

zijajm − yim
)( p′∑

j=٠
zijajr − yir

)]
+

١
١٢

n∑
i=١

( p′∑
j=٠

zijajl − yil

)٢

− ١
٣

n∑
i=١

[( p′∑
j=٠

zijajm − yim
)( p′∑

j=٠
zijajl − yil

)]
+

١
١٢

n∑
i=١

( p′∑
j=٠

zijajr − yir

)٢

=
n∑

i=١

[( p′∑
j=٠

zijajm

)٢
− ٢yim

p′∑
j=٠

zijajm + y٢
im

]

+
١
٣

n∑
i=١

[( p′∑
j=٠

zijajm − yim
)( p′∑

j=٠
zijajr − yir

)]

+
١

١٢
n∑

i=١

[( p′∑
j=٠

zijajl

)٢
− ٢yil

p′∑
j=٠

zijajl + y٢
il

]

− ١
٣

n∑
i=١

[( p′∑
j=٠

zijajm − yim
)( p′∑

j=٠
zijajl − yil

)]

+
١

١٢
n∑

i=١

[( p′∑
j=٠

zijajr

)٢
− ٢yir

p′∑
j=٠

zijajr + y٢
ir

]
= A⊤QA+B⊤A+M

آن در که

Q =


q − ١٣q ١٣q

O(p′+1)×(p′+1)
١١٢q O(p′+1)×(p′+1)

O(p′+1)×(p′+1) O(p′+1)×(p′+1)
١١٢q

 (٣۶ . ٢)

است. صفر ماتریس ΁ی O و
B = (b٠, b١, ..., bp′ , bp′+١, ..., b٢p′ , ..., b٢p′+٢, ..., b٣p′ , ..., b٣p′+٣)⊤ (٢ . ٣٧)
M =

n∑
i=١

(
y٢
im + y٢

il + y٢
ir −

١
٣yimyil +

١
٣yimyir

) (٢ . ٣٨)

q =


n

∑n
i=١zi١ ...

∑n
i=١zip′∑n

i=١zi١
∑n

i=١z٢
i١ ...

∑n
i=١zi١zip′... ... ... ...∑n

i=١zip′
∑n

i=١zip′zi١ ...
∑n

i=١z٢
ip′





۶٩ فازی چندجمله ای رگرسیون مدل حل برای عصبی شب΄ه روش ΁ی
و

bt =



n∑
i=١

xij
(
− ٢yim +

١
٣yil −

١
٣yir

) برای t = ٠, ١, ..., p′
n∑

i=١
xij

( ١
٣yim − ١

۶yil
) برای t = p′ + ١, ...,٢p′ + ٢

n∑
i=١

xij
(
− ١

٣yim − ١
۶yir

) برای t = ٢p′ + ٣, ...,٣p′ + ٣

΁ی که ∇٢C(A) = ∇(∇C(A)) = Q با است برابر C(A) هسین ماتریس که ͬ شود م دیده
است. مثبت معین ماتریس

فازی اعداد چپ و راست پهناهای که ͬ دانیم م آ  پیوست در فازی اعداد تعریف به توجه با
ͬ آید: م بدست زیر محدب دوم درجه سازی بهینه مسئله بنابراین باشد مثبت باید A٠, A١, ..., Ap′

minimize C(A) = A⊤QA+B⊤A+M (٢ . ٣٩)
subject to

GA ≤ ٠ (۴٢ . ٠)
آن در که

G =



٠ · · · ٠ ٠ · · · ٠ ٠ · · · ٠
... ... ... ... ... ... ... ... ...
٠ · · · ٠ ٠ · · · ٠ ٠ · · · ٠
٠ · · · ٠ −١ · · · ٠ ٠ · · · ٠
... ... ... ... ... ... ... ... ...
٠ · · · ٠ ٠ · · · −١ ٠ · · · ٠
٠ · · · ٠ ٠ · · · ٠ −١ · · · ٠
... ... ... ... ... ... ... ... ...
٠ · · · ٠ ٠ · · · ٠ ٠ · · · −١


(٣p′+٣)×(٣p′+٣)

شده اند. تعریف (٢ . ٣٨) و (٢ . ٣٧) ،(٣۶ . ٢) ،(٣۵ . ٢) در ترتیب به M و A,Q,B

بازگشتͬ عصبی شب΄ه روی΄رد ٢ . ٢ . ٢
درجه سازی بهینه مسئله حل برای مناسب عصبی شب΄ه ΁ی معرفͬ دنبال به قسمت این در
بخش این در ۴ . ١ . ٣ بخش در شده اجرا روش همانند هستیم. (۴٢ . ٠) و (٢ . ٣٩) محدب دوم
و (٢ . ٣٩) برنامه ریزی مسئله سازی، بهینه تکنی΁ های از استفاده با که ͬ کنیم م تلاش در نیز



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٧٠
شده ارائه مباحث روی بر بیشتر تمرکز برای کنیم. تبدیل خطͬ غیر سیستم ΁ی به را (۴٢ . ٠)

است. شده داده انتقال ب پیوست به قسمت این های اثبات تمام
باشد داشته وجود اگر تنها و اگر است. (۴٢ . ٠) و (٢ . ٣٩) از بهینه جواب ΁ی A∗ ∈ R٣p′+٣

کند: صدق زیر کروش‐کان‐تاکر شرایط در (A∗⊤,U∗⊤)⊤ که طوری به U∗ ∈ R٣p′+٣ U∗ ≥ ٠, GA∗ ≤ ٠, U∗⊤GA∗ = ٠
٢QA∗ +B+G⊤U∗ = ٠ (۴٢ . ١)

متناظر لاگرانژ ضریب بردار U∗ و (۴٢ . ٠) و (٢ . ٣٩) مدل کروش‐کان‐تاکر نقطه A∗ آن در که
است. A∗ با

معرفͬ را زیر عصبی شب΄ه آن گاه باشند. زمان به وابسته متغیر دو U(.) و A(.) کنید فرض
ͬ کنیم: م

dy

dt
= τϕ(y)

y(t٠) = y٠ = (A(t٠)⊤,U(t٠)⊤)⊤ ∈ R۶p′+۶, τ > ٠
(۴٢ . ٢)
(۴٢ . ٣)

آن در که

ϕ(y) =

 −
(٢QA+B+G⊤(GA)+

)
(GA)+ −U

 (۴۴ . ٢)

.τ = ١ و

پایداری و هم·رایی بررسͬ
(۴٢ . ٣) و (۴٢ . ٢) مدل پایداری و هم·رایی به مربوط گزاره های بررسͬ به قسمت این در

ͬ پردازیم. م
و (۴٢ . ٢) عصبی شب΄ه مدل تعادل نقطه y∗ = (A∗⊤,U∗⊤)⊤ کنید فرض .٢ . ٢ . ١ قضیه
است. (۴٢ . ٠) و (٢ . ٣٩) مسئله برای کروش‐کان‐تاکر نقطه ΁ی A∗ بنابراین باشد. (۴٢ . ٣)
U∗ ∈ بنابراین باشد، (۴٢ . ٠) و (٢ . ٣٩) مسئله جواب ΁ی A∗ ∈ R٣p′+٣ اگر دی·ر، سمت از
و (۴٢ . ٢) عصبی شب΄ه مدل تعادل نقطه y∗ = (A∗⊤,U∗⊤)⊤ که طوری به دارد وجود R٣p′+٣

است. (۴٢ . ٣)
است. لیاپانوف پایدار پیشنهادی عصبی شب΄ه مدل که ͬ کنیم م ثابت ادامه در

است. منفͬ معین نیمه است، شده تعریف (۴۴ . ٢) در که ϕ ماتریس ژاکوبین .٢ . ٢ . ١ لم
است. لیاپانوف پایدار (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه ٢ . ٢ . ١ لم مفروضات تحت .٢ . ٢ . ٢ قضیه

داریم: را زیر قضیه و لم مدل، سراسری هم·رایی دادن نشان برای



٧١ فازی چندجمله ای رگرسیون مدل حل برای عصبی شب΄ه روش ΁ی
ی΄تا پیوسته جواب ΁ی y(t٠) = (A(t٠)⊤,U(t٠)⊤)⊤, ابتدایی نقطه هر برای (i) .٢ . ٢ . ٢ لم

دارد. وجود (۴٢ . ٣) و (۴٢ . ٢) سیستم برای y(t) = (A(t)⊤,U(t)⊤)⊤

(۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه از مسیر ΁ی y(t) = (A(t)⊤,U(t)⊤)⊤ کنید فرض (ii)
بنابراین U(t٠) ≥ ٠, اگر، صورت این در باشد. y(t٠) = (A(t٠)⊤,U(t٠)⊤)⊤ ابتدایی نقطه با

.U(t) ≥ ٠
ابتدایی نقطه هر برای (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه مسیرهای .٢ . ٢ . ٣ قضیه

y٠ = (A(t٠)⊤,U(t٠)⊤)⊤ ∈ R۶p′+۶

(۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه خاص، طور به ͬ شود. م هم·را عصبی شب΄ه تعادل نقطه به
΁ی D∗ و است سراسری مجانبی پایدار y٠ = (A(t٠)⊤,U(t٠)⊤)⊤ ∈ R۶p′+۶ ابتدایی نقطه هر با
دوگان و اصلͬ مسئله بهینه نقاط مجموعه دهنده نشان D∗ آن در که دارد. ی΄تا تعادل نقطه

است.
ͬ یابد. م افزایش τ افزایش با (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه هم·رایی سرعت .۴ . ٢ . ٢ قضیه

عددی مثال های ٢ . ٢ . ٣
چندجمله ای و خطͬ رگرسیون مسائل حل در پیشنهادی مدل کارایی بررسͬ برای قسمت این در
با را پیشنهادی روش درستͬ مثال ها، از بعضͬ در ͬ پردازیم. م مثال چند حل به فازی،
پیشنهادی، مدل بر بیشتر تأکید برای همچنین ͬ کنیم. م آزمایش مختلف شروع نقطه چندین
و D٢ ،D١ فازی فاصله های وسیله به [٧–٧٧۵ ،۶۵ ،٢٩] در موجود مدل های با مقایسه هایی

است. شده انجام D٣

متغیر دو و پیوسته فازی متغیر ΁ی برای را ١۵ . ٢ جدول در شده ارائه داده های .٢ . ٢ . ١ مثال
ب·یرید. نظر در فازی غیر مستقل

٢ . ٢ . ١ مثال در شده مشاهده مقادیر :١۵ . ٢ جدول
۶ ۵ ۴ ٢ ١ x١
٨ ۵ ۴ ٣ ٢ x٢

(۶, ١٣, ١٧)T (٧, ١١, ١۴)T (۵,٨,٧)T (٣,۶,٨)T (٢,۴,۵)T Y

رگرسیون مسئله ضرایب که داریم نظر در داده ها این از استفاده با
Y = A٠ +A١x١ +A٢x٢ (۴۵ . ٢)

΁ی (۴۵ . ٢) که است ͹واض بزنیم. تقریب (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه مدل به توجه با را
داریم. معمولͬ خطͬ رگرسیون مسئله ΁ی پس است. ΁ی مرتبه از و متغیره دو رگرسیون مدل



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٧٢
مسئله بهینه جواب به (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه مسیرهای که ͬ دهد م نشان ٢ . ٢١ ش΄ل

داریم: را زیر خطͬ رگرسیون مدل بنابراین، است. هم·را
Ȳ = (١٫۶٨۶١, ١٫٨٣٢٧, ١٫١٨۴١)T + (١٫۶٧٣١, ١٫٢٢۶٠, ٠٫٣۵١۴)Tx١

+ (−٠٫٧٠٧٧, ٠٫۴٨٩۶, ١٫٧۶١۴)Tx٢

ͬ کشد. م تصویر به را متفاوت شروع نقطه ۵٠ برای پیشنهادی مدل هم·رایی ٢ . ٢٢ ش΄ل
ارائه مدل و (۴٢ . ٣) و (۴٢ . ٢) مدل از استفاده با شده محاسبه خطای تفاوت ١۶ . ٢ جدول

ͬ دهد. م نشان را [۶۵ ،٢٩] در شده
٢ . ٢ . ١ مثال در آمده به دست خطای :١۶ . ٢ جدول

آمده به دست خطای
D٢ D١ D٣ روش/فاصله

٠٫١۵٠۶ ٠٫٠٣۵٧ ٠٫٠٠٣٠ [۶۵ ،٢٩] در شده ارائه مدل
١٫١۶۴۴ ١٫٨٠۶١ ٠٫٠٨٧٢
٣٫٨٨١١ ٢٣٫۵۴٩٨ ١٫٢٨١٠
٣٫٣٢٣٩ ١٧٫٣٧٢٧ ٠٫٩۴٩٨
٠٫۵۶٠١ ٠٫۴٧١۶ ٠٫٠٢۵٠
١٫٨١۶٠ ٨٫۶۴٧٢ ٠٫۴۶٩٢ خطا
٠٫١۵٢۴ ٠٫٠٣٧٧ ٠٫٠٠٣٢ (۴٢ . ٣) و (۴٢ . ٢) مدل
١٫١۶۶٢ ١٫٨٢١١ ٠٫٠٨٨٢
٣٫٨٧٨١ ٢٣٫۴۴٣١ ١٫٢٧٣٢
٣٫٣٢٨١ ١٧٫۴٨٠۴ ٠٫٩۵٨۴
٠٫۵۵٢٣ ٠٫۴۴۵٢ ٠٫٠٢٣٠
١٫٨١۵۴ ٨٫۶۴۵۵ ٠٫۴۶٩٢ خطا

٢ . ٢ . ١ مثال در MCV روش :٢ . ١٧ جدول
MCV

D٢ D١ D٣ روش/فاصله
٠٫٣٧٠٢ ٠٫٢٢٩٧ ٠٫٠١٩٨ [۶۵ ،٢٩] در شده ارائه مدل
١٫٨۵٣۶ ۴٫۵٧٨٧ ٠٫٢٢٠٩
۶٫٨١۴۴ ٧٢٫٧۶٨٢ ٣٫٩٢٨٠
٧٫٧۶٣٧ ٩۴٫٨۶٣٨ ۵٫١٩٠٣
١۶٫۶۶٢٣ ۶۵٫٠١٨٠ ۴٫١۴٠۵
۶٫۶٩٢٨ ۴٧٫۴٩١٧ ٢٫۶٩٩٩ خطا
٠٫۴٠٣١ ٠٫٢۵١۶ ٠٫٠٢١١ (۴٢ . ٣ ) و (۴٢ . ٢) مدل
١٫٨۵۵٢ ۴٫۵٨۵٢ ٠٫٠۵٩٠
٣٫٨٨٧٧ ٢٣٫۴٨١٠ ١٫٢٧٢٣
٧٫٠٢٢٩ ۶٧٫٢٠۵٧ ۴٫۴٠٢٨
١٣٫۴۶١٧ ۵۶٫٨٣٠۵ ۵٫١٢٢۴
۵٫٣٢۶١ ٣٠٫۴٧٠٨ ٢٫١٧۵۵ خطا

داشته شده مشاهده داده های روی بر شایسته ای عمل΄رد شده ارائه مدل که است ͹واض
است.



٧٣ فازی چندجمله ای رگرسیون مدل حل برای عصبی شب΄ه روش ΁ی
برای ٢ . ١٨ جدول در شده ارائه داده های از [٧٧] و [٢٩] ،[٧۶] در نویسندگان .٢ . ٢ . ٢ مثال

اند. کرده استفاده پیشنهادیشان روش دادن نشان
٢ . ١ . ٢ مثال در آمده به دست خطای و شده مشاهده مقادیر :٢ . ١٨ جدول

آمده به دست خطای متغیر متغیر
مدل شده ارائه مدل شده ارائه مدل شده ارائه مدل ͺپاس مستقل

(۴٢ . ٣) و (۴٢ . ٢) [٢٩] در [٧۶] در [٧٧] در
١٩٫٩٠٨۵ ١٩٫٩٠٨۴ ٢١٫٢۶٧١ ۶٢٫۴٠٧١ (٨٫٠, ١٫٨, ١٫٨)T ١
١٩٫٩٠٨۵ ١٩٫٩٠٨۴ ٢١٫٢۶٧١ ۶٢٫۴٠٧١ (۶٫۴,٢٫٢,٢٫٢)T ٢
٣٫٩٩٨۴ ۴٫٠٠١۶ ۴٫٠٠٢٢ ١٠٫۶۶٣١ (٩٫۵,٢٫۶,٢٫۶)T ٣

٣٢٫٢۵۶٣ ٣٢٫٢٢١۴ ٣٢٫١۶۶٧ ٢٣٫٢٠٣١ (١٣٫۵,٢٫۶,٢٫۶)T ۴
٢٫٩۵۵٨ ٢٫٩٧١٩ ٢٫٩۵٣۵ ٢٨٫١۴٢١ (١٣٫٠,٢٫۴,٢٫۴)T ۵
١۵٫٨٠١۵ ١۵٫٨٠٢٣ ١۶٫٣٣١٣ ٣٧٫٣۶۴۵ MSPE

ͬ شوند: م زده تخمین زیر صورت به رگرسیون ضرایب
Ȳ = (۴٫٩۵٠٠, ١٫٨۴٠٠, ١٫٨۴٠٠)T + (١٫٧٠٩٩, ٠٫١۶٠٠, ٠٫١۶٠٠)Tx

ͬ دهد. م نشان را هستند هم·را مدل بهینه جواب به که عصبی شب΄ه مسیرهای ٢ . ٢٣ ش΄ل
نقطه هر با پیشنهادی عصبی شب΄ه مسیرهای که است شده داده نشان ٢۴ . ٢ ش΄ل در

ͬ شوند. م هم·را مسئله بهینه جواب به دلخواه اولیه شروع
ͬ آید: م بدست زیر رگرسیون مدل یادگیری، ال·وریتم از تکرار ٨ با [٢٩] در دی·ر، طرف از

Ȳ = (۴٫٩۴٩٩, ١٫٨٣٩٩, ١٫٨٣٩٨)T + (١٫٧١٠٠, ٠٫١۶٠٠, ٠٫١۶٠١)Tx
است: زیر صورت به h = ٠ با سازی کمینه مسئله نتیجه ،[٧٧] در

Ȳ = ٣٫٨۵٠ + ٢٫١٠٠x
داده اند: پیشنهاد را زیر مدل [٧۶] در نویسندگان همچنین

Ȳ = ۴٫٨٠٨ + ١٫٧١٨x+ (٠٫١١٨,٢٫٣٢,٢٫٣٢)T
͹واض ͬ دهد. م نشان را روش چهار این از آمده به دست خطاهای میان ای مقایسه ٢ . ١٨ جدول

است. بوده ها داده برای بهتری تقریب (۴٢ . ٣) و (۴٢ . ٢ ) عصبی شب΄ه روش که است



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٧۴
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٧۵ فازی چندجمله ای رگرسیون مدل حل برای عصبی شب΄ه روش ΁ی

مثال در متفاوت شروع نقطه ۵٠ با (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه از A٠ مسیر رفتار :٢ . ٢٢ ش΄ل
.٢ . ٢ . ١
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فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٧۶

مثال در متفاوت شروع نقطه ٢٠ با (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه از A١ مسیر رفتار :٢۴ . ٢ ش΄ل
.٢ . ٢ . ٢

استفاده با و ٢ . ١ . ٣ مثال مفروضات تحت خانه ها) قیمت صرفه به مقرون ͹سط) .٢ . ٢ . ٣ مثال
ͬ زنیم. م تقریب را (٢ . ٢٨) خطͬ رگرسیون مدل ضرایب ،(۴٢ . ٣) و (۴٢ . ٢) در شده ارائه مدل از

است. شده داده نشان ٢ . ١٩ جدول در نتایج
٢ . ٢ . ٣ مثال در مدل ضرایب تقریب :٢ . ١٩ جدول

[٧۵] در شده ارائه روش (۴٢ . ٣) و (۴٢ . ٢) مدل
(١٣٫٠١,۵٫٢٩, ١٠٫٨٨)T (−٧٢٩٫٨٢٢١, ٠, ٠)T A٠
(٧٠٩٫٧٢,٢۴١٫۵۶,٩۵٫٩٠)T (۶٫۵٩۴٣, ٠٫۶٢۴٧ × ٧−١٠, ٠٫١٣٩٣ × ٧−١٠)T A١
(−٢٠٫١٢,۶٫٠٣,۵٫١۵)T (−١٧٫١٣١٣, ٠٫۶١۶٢ × ٧−١٠, ٠٫۶۴۴٢ × ٧−١٠)T A٢
(−٣۴٫١١, ١١٫۵۴,۶٫۵٩)T (−۵١٫٢۶٣۶, ٠٫١١٠۴ × ١٠−۵, ٠٫١٢۶۵ × ١٠−۵)T A٣
(−٢۵٫٧,٣٫٢٧, ٠٫٨)T (−٢٫۴٨١۴, ٠٫۶٨۶۶ × ٨−١٠, ٠٫٧٨۶١ × ٨−١٠)T A۴
(٨٧٩٫١٩,٢١۴٫٢٧, ١۵۵٫۵)T (١٣٫٣٢٠١,٣٫٩٢١۶, ١٫٧٠١٨)T A۵
(−٧٫۶۵, ١٫٨٧,٣٫٠۶)T (١٠٣٫٢۵۶٣, ١١٫٠۵٣٩, ١٣٫٨١٩۵)T A۶

نشان را (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه مدل هم·رایی مسیرهای ٢‐٢ . ٢٧۵ . ٢ ش΄ل های
نشان را مختلف روش های در آمده به دست خطای مقدار از مقایسه ای ٢ . ٢٠ جدول ͬ دهند. م
است. داشته داده ها روی بر بهتری عمل΄رد پیشنهادی مدل که است ͹واض بنابراین ͬ دهد. م

٢ . ٢ . ٣ مثال در آمده به دست خطای :٢ . ٢٠ جدول
(۴٢ . ٣) و (۴٢ . ٢) مدل [٧۵] در شده ارايه مدل روش

١٣٫١٩٠٩ ٣۵٧٫۶٠٣١ MSPE



٧٧ فازی چندجمله ای رگرسیون مدل حل برای عصبی شب΄ه روش ΁ی
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فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٧٨
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٧٩ فازی چندجمله ای رگرسیون مدل حل برای عصبی شب΄ه روش ΁ی
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.٢ . ٢ . ٣ مثال در (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه از A۶ مسیر رفتار :٢ . ٢٧ ش΄ل

رگرسیون مدل ضرایب تقریب برای ب·یرید. نظر در را ۴ . ٢ . ١ مثال های داده .۴ . ٢ . ٢ مثال
ش΄ل  های ͬ کنیم. م استفاده (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه مدل از (٢ . ٢٩) چندجمله ای

ͬ دهد. م نشان را عصبی شب΄ه مدل مسیرهای هم·رایی رفتار ٢ . ٢٩ و ٢ . ٢٨

مثال در متفاوت شروع نقطه ٣٠ با (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه از A٢ مسیر رفتار :٢ . ٢٨ ش΄ل
.۴ . ٢ . ٢

ͬ شوند: م زده تقریب زیر صورت به مدل ضرایب z٢ = x٢ و z١ = x فرض با
Ȳ = (٧٢٫۴۶٠٣, ٠٫٢٨٢٩, ١٫٨٧٣٨)T + (۵٫٢۶۶٣, ١٫٧٩٢٩, ٠٫٠٠١٢)T z١

+ (٣٫۵۵٧۵, ٠٫٣٧٣٩, ٠٫۵٩۵٢)T z٢
[۶۵] در موجود روش با را پیشنهادی روش برای شده محاسبه خطای ٢ . ٢٢ و ٢ . ٢١ جدول های
فصل این در شده ارائه روش برای شده محاسبه خطای جدول دو هر در ͬ کنند. م مقایسه

دارد. دی·ر روش به نسبت کمتری خطای



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٨٠
۴ . ٢ . ٢ مثال در MSPE :٢ . ٢١ جدول

آمده به دست خطای
D٢ D١ D٣ روش/فاصله

١٫٠٢٧٧ ٣٫٠۴۴۴ ٠٫٢١۶١ [۶۵] در شده ارائه مدل
١٫٩١۵٠ ١٢٫٧٩٠٢ ٠٫٩۴٨۴
١٫۴۵٨٧ ١٫۵٩٨٩ ٠٫٠٨٧٣
٢٫۴٨۵۴ ١٢٫٣۵۵٨ ٠٫٧١۶٣
١٫١٧١۵ ٢٫٩۵٩۴ ٠٫١٨۴٣
١٫۶١١٧ ۶٫۵۴٩٧ ٠٫۴٣٠۵ کل خطای
١٫٠٣۴۶ ٣٫٠٩١٠ ٠٫٢٢١٠ (۴٢ . ٣) و (۴٢ . ٢) مدل
١٫٨٨۴۴ ١٢٫۶٩٣۶ ٠٫٩۴٧٨
١٫۵٣٧۶ ١٫٧٧٠٩ ٠٫٠٨۵٩
٢٫۴١٠۴ ١٢٫٠١١٨ ٠٫٧٠٧٣
١٫١٠۵٨ ٢٫٨۴١٧ ٠٫١٨٢٩
١٫۵٩۴۶ ۶٫۴٨١٨ ٠٫۴٢٩٠ کل خطای

۴ . ٢ . ٢ مثال در MCV روش :٢ . ٢٢ جدول
MCV

D٢ D١ D٣ روش/فاصله
٠٫١۴٢٧ ٠٫٢٢٩٧ ٠٫٠١٩٨ [۶۵] در شده ارائه مدل
١٫٨۵٣۶ ۴٫۵٧٨٧ ٠٫٢٢٠٩
۶٫٨١۴۴ ٧٢٫٧۶٨٢ ٣٫٩٢٨٠
٧٫٧۶٣٧ ٩۴٫٨۶٣٨ ۵٫١٩٠٣
۶٫۶۶٢٣ ۶۵٫٠١٨٠ ۴٫١۴٠۵
۴٫۶۴٧٣ ۴٧٫۴٩١٧ ٢٫۶٩٩٩ کل خطای
٠٫۴٠٣١ ٠٫٢۴۵٧ ٠٫٠٢١٠ (۴٢ . ٣) و (۴٢ . ٢) مدل
١٫٨۵۵٢ ۴٫۵٩۵٨ ٠٫٢٢٢٠
٣٫٨٨٧٧ ٢٣٫۴٨٠٨ ١٫٢٧١٨
٧٫٠٢٢٩ ۶٧٫٢٠۵٧ ۴٫۴٠١٩
٣٫۴۶١٧ ۵۶٫٨٣٠۵ ۵٫١٧٩١
٣٫٣٢۶١ ٣٠٫۴٧١٧ ٢٫٢١٩١ کل خطای

ب·یرید. نظر در را ٢ . ٢٣ جدول داده های .۵ . ٢ . ٢ مثال
۵ . ٢ . ٢ مثال در شده مشاهده مقادیر :٢ . ٢٣ جدول

۶ ۴ ٣ ٢ ١ x١
۴ ۵ ٣ ٣ ١ x٢

(٨۴,٩,۶)T (۶٧,۵,٣)T (٣٣,٣,٢)T (٢٣,٣, ١)T (۵, ١, ١)T Y

است. داده ها این از استفاده با زیر چندجمله ای رگرسیون مدل ضرایب تقریب هدف
Y = A٠x١ +A١x١x٢

ͬ آید: م بدست زیر رگرسیون مدل z٢ = x١x٢ و z١ = x١ فرض با و پیشنهادی روش از استفاده با
Y = (٢٫۶٠١٣, ١٫١۵٣١, ٠٫٧۵٨۴)T z١ + (٢٫٨۴٣٢, ٠٫٠۵۶٠, ٠٫٠٢٣٠)T z٢



٨١ فازی چندجمله ای رگرسیون مدل حل برای عصبی شب΄ه روش ΁ی
نتایج ٢۴ . ٢ جدول در است. شده داده نشان ٢ . ٣٠ ش΄ل در عصبی شب΄ه مسیرهای هم·رایی

است. شده داده نشان [۶۵] در موجود روش و پیشنهادی روش مقایسه از حاصل عددی
مثال٢ . ٢ . ۵ در آمده به دست خطای :٢۴ . ٢ جدول

آمده به دست خطای
D٢ D١ D٣ روش/فاصله

٠٫٨۶۴۵ ١٫٣٠۶۵ ٠٫١۴١٨ [۶۵] در شده ارائه روش
١٫٧٩٧۴ ٢٫٩۴١٠ ٠٫٣۴٣٢
١٫٨٢٧١ ٢٫٩٠٣٨ ٠٫١٨٧٩
١٫۴٧٠٨ ١٫٩٨٠٩ ٠٫١١۶٠
١٫٨١٩٨ ٢٫٩۴۶٠ ٠٫١۴۴٩
١٫۵۵۶٠ ٢٫۴١۵۶ ٠٫١٨۶۵ کل خطای
٠٫٨٧٢٢ ١٫٣٠٣٩ ٠٫١۴١٨ (۴٢ . ٣) و (۴٢ . ٢) مدل
١٫٧۵٠٨ ٢٫٩۵۴٩ ٠٫٣۴٢٢
١٫٨٣٨٢ ٢٫٨٩١١ ٠٫١٨٧١
١٫۴٩۵٢ ١٫٩۴۵٢ ٠٫١١۵٣
١٫٧٩٠۴ ٢٫٠٠٠٢ ٠٫١۴۴٨
١٫۵۴٩۴ ٢٫٢١٩٠ ٠٫١٨۶۴ کل خطای

ͬ دهد. م نشان [۶۵] در شده ارائه مدل دی·ر به نسبت را پیشنهادی روش برتری جدول

(۴٢ . ٢) روش از استفاده با و ۶ . ٢ . ١ مثال مفروضات تحت کار) نیروی (تأمین .۶ . ٢ . ٢ مثال
تقریب زیر صورت به z٢ = x٢٢ و z١ = x١ فرض با را (٢ . ٣١) رگرسیون مدل ضرایب (۴٢ . ٣) و

ͬ زنیم: م
Ȳ = (٣٨٫١٧٨٩, ٠٫٨١۵٨, ٠٫٧۵۴٧)T + (١٫٨١۵٣ × ١٠−۵,٢٫۴٠٣٣ × ١٣−١٠, ١٫٧٢٧۶ × ١٣−١٠)T z١

+ (−١٫٠۴٢٠ × ٨−١٠, ١٫٠٣٨٣ × ١−١٠۵,۴٫٨۶۶۴ × ١٧−١٠)T z٢
داریم: را زیر مدل یادگیری ال·وریتم از تکرار ١۵ با ،[۶۵] در

Ȳ = (٣٨٫٢۶١,٢٫٢٣۴۵, ١٫٠٢٠٣)T + (١٫٨٣١٢, ٠٫٢٢٣٣, ٠٫٣١٢۴)T × ١٠−۵x١
+ (−١٫٠۶۴٣, ٠٫٠٠٢١, ٠٫٠۶١)T × ٨−١٠x٢٢

ͬ دهد. م نشان را روش دو این با آمده به دست خطای میان تفاوت ٢۵ . ٢ جدول
است. داشته شده مشاهده مقادیر روی بر بهتری عمل΄رد پیشنهادی روش که است ͹واض

پیشنهادی روش مزایای ۴ . ٢ . ٢
به را پیشنهادی روش مزایای از دی·ر برخͬ ،٣۵ . ٢ در شده بیان ٩ تا ١ شماره مزایای بر علاوه

ͬ کنیم: م خلاصه زیر شرح
روش ΁ی از مدل ها، دی·ر به نسبت پیشنهادی مدل مزایای از برخͬ دادن نشان برای •

ͬ کنیم. م استفاده متقابل» سنجͬ «اعتبار نام به معروف آماری



فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٨٢
۶ . ٢ . ٢ مثال در آمده به دست خطای :٢۵ . ٢ جدول

آمده به دست خطای
(۴٢ . ٣) و (۴٢ . ٢) مدل [۶۵] در شده ارائه مدل

١٫۴۵٨٩ ٣٫٩۴٢۵
٠٫۴٩٢۶ ٣٫١٣٨٣
١٫۵٠٩٩ ٢٫٧۵١٩
١٫۶٠٨۶ ٣٫۴۶٨۶
١٫١٨٣۴ ٢٫٨٩٣۴
١٫١٠٨۴ ۴٫۴١۴۴
٠٫٧١١٠ ۴٫١٢۶٣
٠٫٨٧٨۵ ٣٫٨٧٧۴
٢٫١٠٣٢ ۵٫۴١۴٢
١٫٩٨٨٣ ۵٫۴٢٩٧
١٫٧٠٧٠ ۴٫۵١٠٧
٢٫٠۶۴٩ ۵٫۶٣٠٧
٠٫٩٠٢٧ ۴٫۵١٣٩
٠٫٧۵١٩ ۴٫۵٩٢٢
٠٫٨١۴۶ ۴٫٨٢٨۶
٠٫٨۴٧٣ ۵٫٠٠١٨
١٫٣۶۴۵ ۵٫۶۴٣۴
٠٫٧٨٩۴ ۵٫١۶۴٧
٠٫۶١٧١ ۵٫١٣۶٣
١٫٢٠۵۴ ۴٫۴۴۶٣

در متغیرها میان تعامل با فازی چندجمله ای رگرسیون مدل کامل حالت بخش این در •

برای را مسئله کنند مͬ سعͬ بیشتر نویسندگان مقالات برخͬ در که، حالͬ در شده. گرفته نظر
شود). مراجعه [٢٩] به مثال (برای کنند. حل دوم و اول مرتبه



٨٣ فازی چندجمله ای رگرسیون مدل حل برای عصبی شب΄ه روش ΁ی
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فازی رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٨۴
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٣ فصل
حل برای بازگشتͬ عصبی شب΄ه مدل

فازی ریج رگرسیون مسائل

رگرسیون مدل های در شد، بیان غیرفازی رگرسیون مدل های برای ١ . ١ . ٣ در آنچه همانند
ستون های میان خطͬ وابستگͬ وجود دلیل به که هم خطͬ مش΄ل با اغلب محققان نیز فازی
اتخاذ شود). مراجعه [٨٣ ،٨٢ ،١٢] به مثال (برای ͬ شوند م مواجه ͬ باشد، م طرح ماتریس
مورد [٨۴ ،٨٢] در گسترده ای طور به هم خطͬ مش΄ل بر غلبه برای فازی ریج رگرسیون روش
سایر به نسبت بهتری عمل΄رد برآوردگر این که است شده مشاهده است. گرفته قرار مطالعه

دارد. ΁کلاسی توان های کمترین روش به متکͬ برآوردگرهای
مسائل حل برای مختلفͬ عصبی شب΄ه های ،٢ فصل در شده ارائه مباحث به توجه با
مدل حل از گزارش ΁ی تنها حال این با شده اند. ارائه فازی چندجمله ای و خطͬ رگرسیون
شود). مراجعه [٨۵] به بیشتر اطلاعات (برای دارد وجود عصبی شب΄ه با ریج فازی رگرسیون
دادند پیشنهاد فازی عصبی شب΄ه  برای یادگیری ال·وریتم ΁ی نویسندگان شده اشاره ͽمرج در
روش این ایراد مهمترین است. پرت داده های اثر کاهش به قادر ال·وریتم که دادند نشان و
بیان پیش رونده عصبی شب΄ه پایداری و هم·رایی به مربوط گزاره های و قضایا به نکردن اشاره
تکراری ال·وریتم ΁ی از وزن ها آوردن به دست برای روش این در دی·ر، طرف از است. شده
چه هر که است ͹واض است. تکرار هر در وارون ماتریس محاسبه نیازمند که است شده استفاده
پیشنهادی روش  در این، بر علاوه ͬ شود. م بیشتر محاسباتͬ پیچیدگͬ برود بالاتر مسئله بعد



فازی ریج رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٨۶
این هدف بنابراین دارد. بستگͬ مناسب اولیه نقطه ΁ی انتخاب به عصبی شب΄ه هم·رایی
به نیاز بدون ریج فازی رگرسیون مسائل حل برای مناسب عصبی شب΄ه ΁ی پیشنهاد بخش، 

است. هم·رایی و پایداری دقیق تحلیل و تجزیه با و جریمه پارامتر محاسبه

فازی ریج رگرسیون مدل ٣ . ١
این به دست یابی برای است. فازی رگرسیون مسائل در هم خطͬ اثر با مقابله بخش این هدف
n∑

i=١
(Yi −

p∑
j=٠Ajxij)

٢ باقیمانده مربعات مجموع که داده اند پیشنهاد [٨٢] در نویسندگان هدف
،(۶ . ١) به توجه با دی·ر عبارت به برسانیم. حداقل به t > ٠ برای ، p∑

j=٠(Aj)
٢ ≤ t قید تحت را

ͬ شود: م مدل سازی زیر صورت به فازی ریج رگرسیون مسئله

minimize

n∑
i=١

D٢(Ŷi, Yi) + λ

p∑
j=٠

D٢(Aj , ٠) (٣ . ١)

λ = ٠ که (زمانͬ شود مͬ شناخته ریج پارامتر عنوان به λ لاگرانژی مثبت پارامتر آن در که
ͬ آید). م به دست معمولͬ مربعات حداقل مدل

ͬ شود: م بازنویسͬ زیر صورت به (٣ . ١) مدل (آ  . ١ . ٣) در شده تعریف فاصله به توجه با

minimize

n∑
i=١

[
(yim − ŷim)٢ + ((yim − γyil)− (ŷim − γŷil))

٢

+ ((yim − ρyiu)− (ŷim − ρŷiu))
٢]

+ λ

p∑
j=٠

[
a٢
jm + (ajm − γajl)

٢ + (ajm − ρaju)
٢]

(٣ . ٢)

نظر در را مدل در عضویت تابع تنوع ρ =
∫ ١٠ R−١(ω)dω و γ =

∫ ١٠ L−١(ω)dω پارامتر های
آ  پیوست به بیشتر اطلاعات (برای ͬ کنند م کم را مدل در پهناها تأثیر هم زمان و ͬ گیرند م

شود). مراجعه
شده پیشنهاد آن حل برای متفاوتͬ روش ها که است سازی بهینه مدل ΁ی (٣ . ٢) مسئله
تلاش ما بخش، این در دارند. را خود خاص قوت و ضعف نقاط روش ها این از ΁ی هر است.

بپردازیم. (٣ . ٢) سازی بهینه مسئله حل به عصبی شب΄ه های از استفاده با که ͬ کنیم م



٨٧ سازی بهینه مدل

سازی بهینه مدل ٣ . ٢
ͬ شود: م تعریف زیر صورت به C(A) هزینه تابع قبل، بخش مفاهیم اساس بر
C(A) =

n∑
i=١

[(
yim −

( p∑
j=٠

ajmxij

))٢

+
(
(yim − γyil)−

( p∑
j=٠

ajmxij − γ

p∑
j=٠

ajlxij

))٢

+
(
(yim − ρyiu)−

( p∑
j=٠

ajmxij − ρ

p∑
j=٠

ajuxij

))٢]
+ λ

p∑
j=٠

[
a٢
jm + (ajm − γajl)

٢ + (ajm − ρaju)
٢]

(٣ . ٣)

(٣+٣p)‐بعدی ستونͬ بردار ΁ی ،A = (a٠m, · · · , apm, a٠l, · · · , apl, a٠u, · · · , apu)⊤ آن در که
با است معادل (٣ . ٣) بنابراین است.

C(A) =

n∑
i=١

[(
(yim)٢ − ٢yim

( p∑
j=٠

ajmxij

)
+

( p∑
j=٠

ajmxij

)٢)
+
(
(yim − γyil)

٢ − ٢(yim − γyil)
( p∑
j=٠

ajmxij

)
+ ٢γ(yim − γyil)

( p∑
j=٠

ajlxij

)
+

( p∑
j=٠

ajmxij

)٢

− ٢γ( p∑
j=٠

ajmxij

)( p∑
j=٠

ajlxij

)
+

( p∑
j=٠

ajlxij

)٢)
+
(
(yim − ρyiu)

٢ − ٢(yim − ρyiu)
( p∑
j=٠

ajmxij

)
+ ٢ρ(yim − ρyiu)

( p∑
j=٠

ajuxij

)
+

( p∑
j=٠

ajmxij

)٢

− ٢ρ( p∑
j=٠

ajmxij

)( p∑
j=٠

ajuxij

)
+

( p∑
j=٠

ajuxij

)٢)]
+ λ

p∑
j=٠

[
a٢
jm + (ajm − γajl)

٢ + (ajm − ρaju)
٢]

= A⊤QA+B⊤A+M (۴ . ٣)
آن در که

Q =


٣(q+ λI) −٢γ(q+ λI) −٢ρ(q+ λI)

O γ٢(q+ λI) O

O O ρ٢(q+ λI)

 (۵ . ٣)



فازی ریج رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٨٨
همچنین است. صفر (n+ ١)× (n+ ١) ماتریس ΁ی O و

B = (b١٠, b١١, ..., b١p, b٢٠, ..., b٢p, b٣٠, ..., b٣p)⊤ (۶ . ٣)
M =

n∑
i=١

(
y٢
im + (yim − γyil)

٢ + (yim − ρyiu)
٢) (٣ . ٧)

q =



n∑
i=١

xi٠
n∑

i=١
xi١ ...

n∑
i=١

xip

n∑
i=١

xi١
n∑

i=١
x٢
i١ ...

n∑
i=١

xi١xip
... ... ... ...

n∑
i=١

xip
n∑

i=١
xipxi١ ...

n∑
i=١

x٢
ip


آن در که

b١j = −٢
n∑

i=١
xij

(٣yim − γyil − ρyiu
)

b٢j = ٢γ
n∑

i=١
xij

(
yim − γyil

)
b٣j = ٢ρ

n∑
i=١

xij
(
yim − ρyiu

)
برای Aj فازی اعداد راست و چپ سمت گستره آ ، پیوست در LR فازی اعداد تعریف به توجه با
ͬ شود: م تبدیل زیر مقید دوم درجه ش΄ل به (٣ . ٢) بنابراین باشند. مثبت باید j = ٠, ١, ..., p

minimize C(A) = A⊤QA+B⊤A+M (٣ . ٨)
subject to

GA ≤ ٠ (٣ . ٩)
آن در که

G =



٠ · · · ٠ ٠ · · · ٠ ٠ · · · ٠
... ... ... ... ... ... ... ... ...
٠ · · · ٠ ٠ · · · ٠ ٠ · · · ٠
٠ · · · ٠ −١ · · · ٠ ٠ · · · ٠
... ... ... ... ... ... ... ... ...
٠ · · · ٠ ٠ · · · −١ ٠ · · · ٠
٠ · · · ٠ ٠ · · · ٠ −١ · · · ٠
... ... ... ... ... ... ... ... ...
٠ · · · ٠ ٠ · · · ٠ ٠ · · · −١


(٣p+٣)×(٣p+٣)



٨٩ بازگشتͬ عصبی شب΄ه روی΄رد
اند. شده تعریف (٣ . ٧) و (۶ . ٣) ،(۵ . ٣) در ترتیب به M و Q,B و

(∇٢C(A) = Q) مثبت معین ماتریس ΁ی C(A) ماتریس هسین که ͬ شود م محاسبه
است. نامساوی قیود با محدب مسئله ΁ی (٣ . ٩) و (٣ . ٨) مسئله بنابراین است.

بازگشتͬ عصبی شب΄ه روی΄رد ٣ . ٣
ͬ باشد م ۴ . ١ . ٣ در شده ارائه مباحث با مشابه مسئله این حل برای مناسب عصبی شب΄ه روش
به تنها بخش این در بنابراین ͬ آیند. م به دست p = p′ جای·ذاری با نتایج و ها اثبات تمامͬ و

ͬ پردازیم. م مربوطه مباحث مرور
معرفͬ را زیر عصبی شب΄ه باشند، زمان به وابسته متغیر دو U(.) و A(.) که این فرض با

ͬ کنیم: م
dy

dt
= τϕ(y)

y(t٠) = y٠ = (A(t٠)⊤,U(t٠)⊤)⊤ ∈ R۶p+۶, τ > ٠
(٣ . ١٠)
(٣ . ١١)

آن در که

ϕ(y) =

 −
(٢QA+B+G⊤(GA)+

)
(GA)+ −U

 (٣ . ١٢)

(٣ . ١١) و (٣ . ١٠) عصبی شب΄ه مدل تعادل نقطه y∗ = (A∗⊤,U∗⊤)⊤ کنید فرض .٣ . ٣ . ١ قضیه
سمت از است. (٣ . ٩) و (٣ . ٨) مسئله برای کروش‐کان‐تاکر نقطه ΁ی A∗ بنابراین باشد.
وجود U∗ ∈ R٣p+٣ بنابراین باشد، (٣ . ٩) و (٣ . ٨) مسئله جواب ΁ی A∗ ∈ R٣p+٣ اگر دی·ر،
است. (٣ . ١١) و (٣ . ١٠) عصبی شب΄ه مدل تعادل نقطه y∗ = (A∗⊤,U∗⊤)⊤ که طوری به دارد

است. منفͬ معین نیمه است، شده تعریف (٣ . ١٢) در که ϕ ماتریس ژاکوبین .٣ . ٣ . ١ لم
است. لیاپانوف پایدار (٣ . ١١) و (٣ . ١٠) عصبی شب΄ه ٣ . ٣ . ١ لم مفروضات تحت .٣ . ٣ . ٢ قضیه
ی΄تا پیوسته جواب ΁ی y(t٠) = (A(t٠)⊤,U(t٠)⊤)⊤, ابتدایی نقطه هر برای (i) .٣ . ٣ . ٢ لم

دارد. وجود (٣ . ١١) و (٣ . ١٠) سیستم برای y(t) = (A(t)⊤,U(t)⊤)⊤

(٣ . ١١) و (٣ . ١٠) عصبی شب΄ه از مسیر ΁ی y(t) = (A(t)⊤,U(t)⊤)⊤ کنید فرض (ii)
بنابراین U(t٠) ≥ ٠, اگر، صورت این در باشد. y(t٠) = (A(t٠)⊤,U(t٠)⊤)⊤ ابتدایی نقطه با

.U(t) ≥ ٠
ابتدایی نقطه هر برای (٣ . ١١) و (٣ . ١٠) عصبی شب΄ه مسیرهای .٣ . ٣ . ٣ قضیه

y٠ = (A(t٠)⊤,U(t٠)⊤)⊤ ∈ R۶p+۶



فازی ریج رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٩٠
با (٣ . ١١) و (٣ . ١٠) عصبی شب΄ه خاص، طور به ͬ شود. م هم·را عصبی شب΄ه تعادل نقطه به
΁ی D∗ و است سراسری مجانبی پایدار y٠ = (A(t٠)⊤,U(t٠)⊤)⊤ ∈ R۶p+۶ ابتدایی نقطه هر
دوگان و اصلͬ مسئله بهینه نقاط مجموعه دهنده نشان D∗ آن در که دارد. ی΄تا تعادل نقطه

است.
ͬ یابد. م افزایش τ افزایش با (٣ . ١١) و (٣ . ١٠) عصبی شب΄ه هم·رایی سرعت .۴ . ٣ . ٣ قضیه

عددی مثال های ۴ . ٣
ͬ پردازیم م کاربردی مثال دو حل به بخش این در پیشنهادی، مدل کارایی دادن نشان منظور به
اثربخشͬ بیشتر دادن نشان برای ͬ کنیم. م آزمایش مختلف ابتدایی نقاط با را مدل هم·رایی و
D٣ مختلف فاصله های با [٨٧] و [٨۶] در موجود مدل های با مقایسه هایی عصبی، شب΄ه این
به مربوط اطلاعات که ͬ دهیم م ارائه را تیلور نمودار این، بر علاوه است. شده انجام D۴ و

کند. مͬ فراهم عصبی شب΄ه صحت ارزیابی برای را آماری شاخص چندین
و n = ٣ ،p = ۵٠ برای ب·یرید. نظر در را [٨٨] در شده ارائه ١ کارلو مونت مثال .١ . ۴ . ٣ مثال

شده اند). استاندارد (داده ها داریم را ٣ . ١ جدول های داده α = ٠٫٩٩
خطͬ رگرسیون مدل فازی ضرایب آوردن به دست هدف،
Y = A١x١ +A٢x٢ +A٣x٣ (٣ . ١٣)

ͬ باشد. م شده ارائه داده های از استفاده با
ضریب اُمین j برای V IFj یا واریانس تورم معیار از داده ها در هم خطͬ وجود از اطلاع برای
با شود). مراجعه ١ . ١ . ٣ پیوست به بیشتر اطلاعات (برای ͬ کنیم م استفاده (Aj ) رگرسیون

داریم: مثال این در توضیحات این به توجه
V IF١ = ٣٣٫۵١٣١, V IF٢ = ۴١٫٠٩٠٠, V IF٣ = ۴۴٫٨٠۶٠.

مدل، در هم خطͬ وجود دلیل به بنابراین نیستند. قبول قابل بازه در آمده به دست ها V IF

مقدار تقریب برای دی·ر، طرف از ͬ باشد. م الزامͬ مناسب، ریج رگرسیون مدل ΁ی از استفاده
با ٣ . ١ ش΄ل در داریم. نیاز λ ریج پارامتر بهینه مقدار به پیشنهادی، مدل از استفاده با Y

این (برای ایم آورده به دست λ مختلف مقادیر برای را خطا مقدار مختلف فاصله دو از استفاده
است). شده استفاده [٨٩] در ارایه روش از فصل این در منظور

دارد را شده استفاده فاصله دو هر برای خطا مقدار کمترین λ = ٠٫٠٠۵ که ͬ شود م مشاهده
ͬ آید: م به دست زیر صورت به فازی ریج رگرسیون مدل بنابراین شود). مشاهده ٣ . ١ (ش΄ل
١Monte Carlo



٩١ عددی مثال های
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در [٨٩] در شده ارایه روش از استفاده با D۴ و D٣ متفاوت فاصله دو با λ مختلف مقادیر :٣ . ١ ش΄ل
.١ . ۴ . ٣ مثال

ŶRidge = (١٣٫٣٧١٢, ١٫۶١۴٠,٢٫٢۵٧۶)Tx١
+ (−۵٫١٢٣٧, ٠, ٠)Tx٢ + (٢٫١۴٢١, ٠, ٠)Tx٣.

(١۴ . ٣)

و ٠٫۵۴۴۵ با است برابر ترتیب به D۴ و D٣ متفاوت فاصله دو با MSPE مقدار حالت این در
درستͬ به را مشاهدات پیشنهادی مدل ͬ دهند م نشان که .R̄٢ = ٠٫٨٠۶۶ همچنین و ١٫۶٩١٨
مسئله بهینه جواب به عصبی شب΄ه مسیرهای که ͬ دهد م نشان ٣ . ٢ ش΄ل  است. گرفته بر در
همواره مسئله اولیه شروع نقطه هر برای که ͬ بینیم م ٣ . ٢ ش΄ل در همچنین ͬ شوند. م هم·را

است. هم·را مدل بهینه جواب به
کشیده تصویر به ۵ . ٣‐۴ . ٣ ش΄ل های در فازی تیلور نمودار توسط مدل گرافی΄ͬ عمل΄رد
ش΄ل، سه هر در مربع) با شده داده (نشان پیشنهادی مدل که ͬ دهد م نشان نتایج است. شده
روی بر مدل مناسب عمل΄رد معنͬ به که است شده ͽواق شده مشاهده داده های به ΁نزدی

ͬ باشد. م داده ها
٣ . ٢ جدول در مدل پیش بینͬ توانایی آمده، به دست مدل عمل΄رد بیشتر بررسͬ برای
MSPE مقادیر با برابر تقریباً (١ . ٩) تعریف از شده محاسبه MCV مقادیر شود. مͬ محاسبه
این در استفاده مورد پیشنهادی مدل که ͬ شود م گرفته نتیجه بنابراین، است. شده محاسبه
برخوردار خاصͬ شایستگͬ از عمل در رو این از و است برخوردار خوبی برازش قدرت از بخش

است.

ورودی متغیر های برای (٣ . ٣) جدول در شده داده نشان داده های مثال این در .٢ . ۴ . ٣ مثال
این اند). شده استاندارد (داده ها شده است گرفته [٨٧] از نرمال خروجͬ متغیر و غیرفازی
دی·ر متغیر از کامل خطͬ ترکیب متغیر ΁ی آن در که هستند وضعیتͬ از نمونه ای داده ها
استفاده مدل در هم خطͬ دادن نشان برای ها V IFj دیدیم ١ . ۴ . ٣ مثال در آنچه همانند است.



فازی ریج رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٩٢
داریم: مثال این در شوند. مͬ

V IF١ = V IF٢ = ٢۶٨٣٫٣,
در خروجͬ، بودن نرمال دلیل به همچنین است. مدل در هم خطͬ وجود دهنده نشان که
در λ ریج پارامتر برای شده زده تقریب مقادیر .γ = ρ =

√
Π٢ ͬ دهیم: م قرار پیشنهادی مدل

فرض با بنابراین .([٨٩] در شده ارایه مدل از استفاده (با است شده داده نشان ۶ . ٣ ش΄ل
داریم: را زیر فازی ریج رگرسیون مدل λ = ٠٫٠١

ŶRidge =(٢٠٫۵٩٩٠, ٠٫١۵۵۶ × ٧−١٠, ٠٫١٧٨٣ × ١٠−۶)Nx١
+ (٢١٫۵۶٨۵, ١٫۴٨۵٢, ١٫۴٨۵٢)Nx٢.

(١۵ . ٣)

و ٠٫١۶١٣ و ٠٫٠١۵٧ با است برابر ترتیب به D۴ و D٣ متفاوت فاصله دو با MSPE مقادیر
جواب به پیشنهادی عصبی شب΄ه مسیرهای هم·رایی ٣ . ٧ ش΄ل  .R̄٢ = ٠٫٧٧٠١ همچنین
متفاوت، ابتدایی نقطه چندین برای مدل هم·رایی همچنان ͬ دهد. م نشان را مسئله بهینه

است. شده داده نشان ٣ . ٨ ش΄ل در
جدول است. شده حل نیز [٨٧] و [٨۶] در شده ارائه روش های با مدل این مقایسه، برای

ͬ دهند. م نشان را روش سه این پیشبینͬ قدرت و شده محاسبه خطای ۴ . ٣ و ۵ . ٣
کمتر موجود روش های دی·ر از پیشنهادی روش برای شده محاسبه خطای وضوح به

ͬ باشد. م
شده ارائه مدل های و پیشنهادی روش میان مقایسه ای ،((٣ . ١٠) (ش΄ل تیلور نمودار در
مستطیل هر موقعیت است. گرفته صورت فازی ریج رگرسیون مدل حل برای [٨٧] و [٨۶] در
ضریب توسط که است متفاوت مدل ΁ی برای آمده به دست نتایج دهنده نشان نمودار روی
مقایسه در پیشنهادی عصبی شب΄ه که است روشن شود. مͬ تعیین معیار انحراف و همبستگͬ

است. این چنینͬ مسائل حل برای بهتر قابلیت دارای دی·ر مدل دو با



٩٣ عددی مثال های
مثال٣ . ۴ . ١ در شده مشاهده مقادیر :٣ . ١ جدول

Y x٣ x٢ x١ شماره
(−٠٫٨١٢۶,٣٫٣۴٠۵,٣٫٢٩١٣)T ٠٫۵١۵٩ ٠٫۴۶٨٧ ٠٫۴٢۴۶ ١
(−۵٫١٧٣۶,٢٫۶٨۵۵,٢٫٣٧۵٣)T ٠٫١٨٨٧ ٠٫٢٠٨۴ ٠٫١٢۶٢ ٢
(−٠٫٩٣۵۶,٣٫٣٢١۵,٣٫٢۶۵٣)T ٠٫۴٢٧٧ ٠٫۴۴٧٢ ٠٫٣۵٧۵ ٣
(٠٫٩٩۴۴,٣٫۶١١۵,٣٫۶٧٠٣)T ٠٫۵١۵۶ ٠٫۴٨۵٣ ٠٫۴٣۴۶ ۴
(٢٫٧٢٩۴,٣٫٨٧١۵,۴٫٠٣۵٣)T ٠٫٧٧٠٨ ٠٫۶٩۶٢ ٠٫۶٧١١ ۵
(−٠٫۴۴٩۶,٣٫٣٩۴۵,٣٫٣۶٧٣)T ٠٫۵٠۴۴ ٠٫۴٧٨٣ ٠٫۴١۵٣ ۶
(٠٫١۶٩۴,٣٫۴٨٧۵,٣٫۴٩٧٣)T ٠٫۴۴٩٧ ٠٫٣٩٨۵ ٠٫٣۵٢۴ ٧
(−٠٫۶١٧۶,٣٫٣۶٩۵,٣٫٣٣٢٣)T ٠٫۵٣٠۴ ٠٫۵٠٣٢ ٠٫۴١۶۶ ٨
(٠٫۴٣۶۴,٣٫۵٢٧۵,٣٫۵۵٣٣)T ٠٫۶٨٣٩ ٠٫۶۴٣٧ ٠٫۵۶۴۵ ٩
(۴٫٣٢٩۴,۴٫١١١۵,۴٫٣٧١٣)T ١٫٠٢٧٨ ٠٫٩٣٣۵ ٠٫٨٨٢٨ ١٠
(−٠٫٨۴۶۶,٣٫٣٣۴۵,٣٫٢٨۴٣)T ٠٫۴٠٣۶ ٠٫٣٧۵٧ ٠٫٣٣٢١ ١١
(−١٫١۴٠۶,٣٫٢٩٠۵,٣٫٢٢٢٣)T ٠٫۴٢١۶ ٠٫۴٠۶٠ ٠٫٣٨٨٠ ١٢
(٠٫٩۴۴۴,٣٫۶٠٣۵,٣٫۶۶٠٣)T ٠٫۴٩٨۵ ٠٫۴۶٣٠ ٠٫۴٠٣۵ ١٣
(−٢٫١۴٣۶,٣٫١٣١۵,٣٫٠١١٣)T ٠٫٣۶٧۵ ٠٫٣۵۴٠ ٠٫٣٠٧٨ ١۴
(−١٫٠۵٣۶,٣٫٣٠۴۵,٣٫٢۴٠٣)T ٠٫۵۵۶٧ ٠٫۴٧٣۶ ٠٫۴٣٨٩ ١۵
(١٫۶١٧۴,٣٫٧٠۴۵,٣٫٨٠١٣)T ٠٫۶٣٣٣ ٠٫۵٧٠٣ ٠٫۵۵۵٨ ١۶
(٠٫٢٣٩۴,٣٫۴٩٧۵,٣٫۵١٢٣)T ٠٫۵٣٧۶ ٠٫۴٨١۵ ٠٫۴۵٧٩ ١٧
(−١٫٧٧۴۶,٣٫١٩۵۵,٣٫٠٨٩٣)T ٠٫٢٩۴۵ ٠٫٢٨٨٠ ٠٫٢٣٧۵ ١٨
(−٠٫٩٨٧۶,٣٫٣١٣۵,٣٫٢۵۴٣)T ٠٫۴۶۵٨ ٠٫۴۴٩٢ ٠٫٣۶۵٠ ١٩
(٢٫١۵۵۴,٣٫٧٨۵۵,٣٫٩١۴٣)T ٠٫۶٧٠۵ ٠٫۶١۵٠ ٠٫۵٧٨٠ ٢٠
(−٢٫٠۵٧۶,٣٫١۵٣۵,٣٫٠٢٩٣)T ٠٫٣٠٧٩ ٠٫٣٠٨١ ٠٫٢۴٩٨ ٢١
(٠٫٢٢٧۴,٣٫۴٩۶۵,٣٫۵٠٩٣)T ٠٫۵٣٣٧ ٠٫۵١۵٨ ٠٫۴٩۶٩ ٢٢
(−٣٫٨٢٠۶,٢٫٨٨٨۵,٢٫۶۵٩٣)T ٠٫١٠٠٠ ٠٫١٠٠٠ ٠٫١٠٠٠ ٢٣
(−٠٫٢٣۶۶,٣٫۴٢۶۵,٣٫۴١٢٣)T ٠٫۵٩۵٣ ٠٫۵٩٣۴ ٠٫۴٩٢١ ٢۴
(١٫۶١١۴,٣٫٧٠٣۵,٣٫٨٠٠٣)T ٠٫٧٠٣٠ ٠٫۶٣۶٧ ٠٫۶١٣٠ ٢۵
(٠٫٣٧٧۴,٣٫۵١٨۵,٣٫۵۴١٣)T ٠٫۴۵۴۶ ٠٫۴٣۵۵ ٠٫۴٢٠۶ ٢۶
(٠٫١۴٣۴,٣٫۴٨٣۵,٣٫۴٩٢٣)T ٠٫۴۴۶۵ ٠٫۴۴٣٧ ٠٫٣٩۴٧ ٢٧
(١٫۴۶٧۴,٣٫۶٨٢۵,٣٫٧٧٠٣)T ٠٫۶٨٢٣ ٠٫۶٣٨١ ٠٫۵۶۵۶ ٢٨
(٠٫١١٧۴,٣٫۴٧٩۵,٣٫۴٨۶٣)T ٠٫۶۴٢١ ٠٫۶١٩٨ ٠٫۵١٣٠ ٢٩
(٠٫٠٨٩۴,٣٫۴٧۵۵,٣٫۴٨٠٣)T ٠٫٧۴۴٨ ٠٫۶٧٨٨ ٠٫۶١۶٧ ٣٠
(−١٫٠٣٣۶,٣٫٣٠۶۵,٣٫٢۴۴٣)T ٠٫۴٨۴۴ ٠٫۴۵٠۴ ٠٫۴٢٣١ ٣١
(−١٫٢٧٨۶,٣٫٢٧٠۵,٣٫١٩٣٣)T ٠٫۵١۶٢ ٠٫۴٩٢٩ ٠٫۴١٣۴ ٣٢
(−٠٫٢٢٠۶,٣٫۴٢٨۵,٣٫۴١۵٣)T ٠٫۵٧٠۴ ٠٫۵٠١٧ ٠٫۴٨٨۶ ٣٣
(٠٫۵۶٢۴,٣٫۵۴۶۵,٣٫۵٨٠٣)T ٠٫۵٣٠۴ ٠٫۴٨۴٧ ٠٫۴۵٢۵ ٣۴
(١٫٣۴٠۴,٣٫۶۶٢۵,٣٫٧۴٣٣)T ٠٫۶٩۶۵ ٠٫۶۴٠٣ ٠٫۵۶٧٨ ٣۵
(−١٫١١٣۶,٣٫٢٩۴۵,٣٫٢٢٨٣)T ٠٫۴٠٩۵ ٠٫۴٠٩۵ ٠٫٣۶٧۵ ٣۶
(٣٫٣٢۴۴,٣٫٩۶٠۵,۴٫١۶٠٣)T ٠٫٧٨۶٣ ٠٫٧١٨٧ ٠٫٧٠٢۴ ٣٧
(٠٫۵٨٢۴,٣٫۵۴٩۵,٣٫۵٨۴٣)T ٠٫۶۴٠۵ ٠٫۵٩۴٧ ٠٫۵٣٢٢ ٣٨
(−١٫٠٧٢۶,٣٫٣٠١۵,٣٫٢٣۶٣)T ٠٫٣٢۶٠ ٠٫٣٢۵٨ ٠٫٢۴۶٨ ٣٩
(١٫٧٢٠۴,٣٫٧٢٠۵,٣٫٨٢٣٣)T ٠٫۵٩۶۶ ٠٫۵۴٣٠ ٠٫۴٨٢٠ ۴٠
(٢٫٠۵٩۴,٣٫٧٧٠۵,٣٫٨٩۴٣)T ٠٫۶٧٣٣ ٠٫۶١۶١ ٠٫۵٩١٩ ۴١
(−٠٫۶۶٢۶,٣٫٣۶٢۵,٣٫٣٢٢٣)T ٠٫۵١٩٧ ٠٫۵٠۴٩ ٠٫۴١٩١ ۴٢
(١٫٧۶۴۴,٣٫٧٢۶۵,٣٫٨٣٢٣)T ٠٫۶١١٧ ٠٫۵۶٨٩ ٠٫۵٢٨۵ ۴٣
(−٠٫١٧٩۶,٣٫۴٣۵۵,٣٫۴٢۴٣)T ٠٫۵٢٩٨ ٠٫۴۵۵٩ ٠٫۴۵٣٩ ۴۴
(٠٫٩۵٣۴,٣٫۶٠۵۵,٣٫۶۶٢٣)T ٠٫۵۴٠٠ ٠٫۴٨۴٣ ٠٫۴۴۶۴ ۴۵
(−١٫٠٩٣۶,٣٫٢٩٧۵,٣٫٢٣٢٣)T ٠٫٣٩٧٣ ٠٫٣۶۶٨ ٠٫٣۶٠٠ ۴۶
(−١٫٣١۴۶,٣٫٢۶۴۵,٣٫١٨۵٣)T ٠٫۴۶٨٠ ٠٫۴٣٧۶ ٠٫۴٠۶۵ ۴٧
(−٢٫٣۴٢۶,٣٫١١٠۵,٢٫٩٧٠٣)T ٠٫٣۶٩٣ ٠٫٣۴٨٩ ٠٫٢٩۴٧ ۴٨
(١٫٨٠٠۴,٣٫٧٣٢۵,٣٫٨۴٠٣)T ٠٫٧۶۶٢ ٠٫٧٠٣۴ ٠٫۶۴٨٨ ۴٩
(٠٫۶٠۵۴,٣٫۵۵٢۵,٣٫۵٨٩٣)T ٠٫۶٧٣٨ ٠٫۶٢٧۶ ٠٫۶٠۶٣ ۵٠



فازی ریج رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٩۴
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.١ . ۴ . ٣ مثال در (٣ . ١١) و (٣ . ١٠) عصبی شب΄ه از A٣ و A٢ ،A١ مسیرهای رفتار :٣ . ٢ ش΄ل



٩۵ عددی مثال های

(٣ . ١١) و (٣ . ١٠) عصبی شب΄ه از متفاوت شروع نقطه ٢٠ با a٣u و a٢u ،a١u مسیرهای رفتار :٣ . ٣ ش΄ل
.١ . ۴ . ٣ مثال در
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.١ . ۴ . ٣ مثال در مراکز برای تیلور نمودار :۴ . ٣ ش΄ل



فازی ریج رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٩۶
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فازی. اعداد چپ سمت مقادیر برای تیلور نمودار (آ)
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فازی. اعداد راست سمت مقادیر برای تیلور نمودار (ب)
.٢ . ١ . ١ مثال در تیلور نمودار :۵ . ٣ ش΄ل



٩٧ عددی مثال های
١ . ۴ . ٣ مثال داده های برای MCV مقادیر تخمین :٣ . ٢ جدول

D۴ D٣ شماره D۴ D٣ شماره
١٫۶٩٠ ٠٫۵۴۴ ٢۶ ١٫۶٨٧ ٠٫۵۴٣ ١
١٫۶٨٩ ٠٫۵۴۴ ٢٧ ١٫٧٢٠ ٠٫۵۵٣ ٢
١٫۶٨٧ ٠٫۵۴٣ ٢٨ ١٫۶٨٧ ٠٫۵۴٣ ٣
١٫۶٨٨ ٠٫۵۴٣ ٢٩ ١٫۶٨٨ ٠٫۵۴٣ ۴
١٫٧٠٠ ٠٫۵۴٧ ٣٠ ١٫۶٨٧ ٠٫۵۴٣ ۵
١٫۶٨٧ ٠٫۵۴٣ ٣١ ١٫۶٨٧ ٠٫۵۴٣ ۶
١٫۶٨٩ ٠٫۵۴٣ ٣٢ ١٫۶٩٧ ٠٫۵۴۶ ٧
١٫۶٨٨ ٠٫۵۴٣ ٣٣ ١٫۶٨٧ ٠٫۵۴٣ ٨
١٫۶٨٧ ٠٫۵۴٣ ٣۴ ١٫۶٨٩ ٠٫۵۴٣ ٩
١٫۶٨٧ ٠٫۵۴٣ ٣۵ ١٫۶٨٨ ٠٫۵۴٣ ١٠
١٫۶٨٧ ٠٫۵۴٣ ٣۶ ١٫۶٨٧ ٠٫۵۴٣ ١١
١٫۶٩٠ ٠٫۵۴۴ ٣٧ ١٫۶٨٨ ٠٫۵۴٣ ١٢
١٫۶٨٧ ٠٫۵۴٣ ٣٨ ١٫۶٩١ ٠٫۵۴۴ ١٣
١٫۶٩۴ ٠٫۵۴۵ ٣٩ ١٫۶٨٨ ٠٫۵۴٣ ١۴
١٫۶٩٣ ٠٫۵۴۵ ۴٠ ١٫٧٠۴ ٠٫۵۴٨ ١۵
١٫۶٨٨ ٠٫۵۴٣ ۴١ ١٫۶٨٨ ٠٫۵۴٣ ١۶
١٫۶٨٧ ٠٫۵۴٣ ۴٢ ١٫۶٨٧ ٠٫۵۴٣ ١٧
١٫۶٨٨ ٠٫۵۴٣ ۴٣ ١٫۶٨٨ ٠٫۵۴٣ ١٨
١٫۶٨٧ ٠٫۵۴٣ ۴۴ ١٫۶٨۶ ٠٫۵۴٣ ١٩
١٫۶٩٠ ٠٫۵۴۴ ۴۵ ١٫۶٨٨ ٠٫۵۴٣ ٢٠
١٫۶٨۶ ٠٫۵۴٣ ۴۶ ١٫۶٨٧ ٠٫۵۴٣ ٢١
١٫۶٨٨ ٠٫۵۴٣ ۴٧ ١٫۶٨٧ ٠٫۵۴٣ ٢٢
١٫۶٨٨ ٠٫۵۴٣ ۴٨ ١٫۶٨٧ ٠٫۵۴٣ ٢٣
١٫۶٨٧ ٠٫۵۴٣ ۴٩ ١٫۶٨٩ ٠٫۵۴۴ ٢۴
١٫۶٩۴ ٠٫۵۴۵ ۵٠ ١٫۶٨٧ ٠٫۵۴٣ ٢۵
١٫۶٨٩ ٠٫۵۴٣ MCV

٢ . ۴ . ٣ مثال در شده مشاهده مقادیر :٣ . ٣ جدول
Y x٢ x١ شماره
(−١٨٫٨, ١٠٫٣٣٣٣, ١٠٫٣٣٣٣)N ٠٫٠١٠٠ ٠٫٠١٠٠ ١
(−١۴٫٣, ١٠٫٣٣٣٣, ١٠٫٣٣٣٣)N ٠٫١١۶۶ ٠٫١٢٧٨ ٢
(−١٢٫٨, ١٠٫٣٣٣٣, ١٠٫٣٣٣٣)N ٠٫١۵٢٢ ٠٫١۶٣٢ ٣
(−٩٫٣, ١٠٫٣٣٣٣, ١٠٫٣٣٣٣)N ٠٫٢٣۵١ ٠٫٢۴۵۶ ۴
(−٧٫٣, ١٠٫٣٣٣٣, ١٠٫٣٣٣٣)N ٠٫٢٨٢۵ ٠٫٢٩٢٨ ۵
(−۴٫٨, ١٠٫٣٣٣٣, ١٠٫٣٣٣٣)N ٠٫٣۴١٧ ٠٫٣۵١٧ ۶
(−٣٫٣, ١٠٫٣٣٣٣, ١٠٫٣٣٣٣)N ٠٫٣٧٧٢ ٠٫٣٨٧٠ ٧
(٠٫٢, ١٠٫٣٣٣٣, ١٠٫٣٣٣٣)N ٠٫۴۶٠١ ٠٫۴۶٩۵ ٨
(٢٫٢, ١٠٫٣٣٣٣, ١٠٫٣٣٣٣)N ٠٫۵٠٧۵ ٠٫۵١۶۶ ٩
(۵٫٧, ١٠٫٣٣٣٣, ١٠٫٣٣٣٣)N ٠٫۵٩٠۴ ٠٫۵٩٩١ ١٠
(٧٫٢, ١١٫٣٣٣٣, ١١٫٣٣٣٣)N ٠٫۶٢۶٠ ٠٫۶٣۴۴ ١١
(١٠٫٢, ١١٫٣٣٣٣, ١١٫٣٣٣٣)N ٠٫۶٩٧٠ ٠٫٧٠۵١ ١٢
(١٢٫٢, ١١٫٣٣٣٣, ١١٫٣٣٣٣)N ٠٫٧۴۴۴ ٠٫٧۵٢٣ ١٣
(١۵٫٢, ١١٫٣٣٣٣, ١١٫٣٣٣٣)N ٠٫٨١۵۵ ٠٫٨٢٣٠ ١۴
(١٧٫٧١١٫٣٣٣٣١١٫٣٣٣٣)N ٠٫٨٧۴٧ ٠٫٨٨١٩ ١۵



فازی ریج رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ٩٨
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.٢ . ۴ . ٣ مثال در [٨٩] در شده ارایه روش از استفاده با D١ فاصله با λ مختلف مقادیر :۶ . ٣ ش΄ل

١ . ۴ . ٣ مثال داده های برای MCV مقادیر تخمین :۴ . ٣ جدول
Ŷ(−i)(xi) و Yi میان D١ فاصله Y شماره

٠٫٠۴٢٩ (١٢٫۵,۵,۵)N ١
٠٫٠۴٠٠ (١٧,۵,۵)N ٢
٠٫٠٣٩٧ (١٨٫۵,۵,۵)N ٣
٠٫٠٣٩٣ (٢٢,۵,۵)N ۴
٠٫٠٣٩٢ (٢۴,۵,۵)N ۵
٠٫٠٣٩٢ (٢۶٫۵,۵,۵)N ۶
٠٫٠٣٩٢ (٢٨,۵,۵)N ٧
٠٫٠٣٩۴ (٣١٫۵,۵,۵)N ٨
٠٫٠٣٩۶ (٣٣٫۵,۵,۵)N ٩
٠٫٠۴٠٣ (٣٧,۵,۵)N ١٠
٠٫٠٣٩٨ (٣٨٫۵,۶,۶)N ١١
٠٫٠٣٩۶ (۴١٫۵,۶,۶)N ١٢
٠٫٠٣٩۵ (۴٣٫۵,۶,۶)N ١٣
٠٫٠٣٩٣ (۴۶٫۵,۶,۶)N ١۴
٠٫٠٣٩٢ (۴٩,۶,۶)N ١۵
٠٫٠٣٩٧ MCV

٢ . ۴ . ٣ مثال داده های برای MSPE مقادیر تخمین :۵ . ٣ جدول
پیشنهادی مدل [٨٧] در شده ارائه مدل [٨۶] در شده ارائه مدل MSPE

٠٫٠١۵٧ ٣٠٫۴۶٠٠ ٠٫٣٣٢٠ D١
٠٫١۶١٣ ٣٨٫٧٧۴٠ ٢٫٠٣۶٨ D٢



٩٩ عددی مثال های
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.٢ . ۴ . ٣ مثال در (٣ . ١١) و (٣ . ١٠) عصبی شب΄ه از A مسیر رفتار :٣ . ٧ ش΄ل



فازی ریج رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ١٠٠

مثال در (٣ . ١١) و (٣ . ١٠) عصبی شب΄ه از اولیه شروع نقطه ٢٠ با A١ مسیرهای رفتار :٣ . ٨ ش΄ل
.٢ . ۴ . ٣
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[٨٧] مدل و سبز مربع با [٨۶] مدل .٢ . ۴ . ٣ مثال در فازی اعداد مراکز برای تیلور نمودار :٣ . ٩ ش΄ل
است. شده داده نشان زرد مربع با



١٠١ عددی مثال های
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فازی. اعداد چپ سمت مقادیر برای تیلور نمودار (آ)
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فازی. اعداد راست سمت مقادیر برای تیلور نمودار (ب)
داده نشان زرد مربع با [٨٧] مدل و سبز مربع با [٨۶] مدل .٢ . ۴ . ٣ مثال در تیلور نمودار :٣ . ١٠ ش΄ل

است. شده



فازی ریج رگرسیون مسائل حل برای بازگشتͬ عصبی شب΄ه مدل ١٠٢

پیشنهادی روش مزایای ۵ . ٣
به را پیشنهادی روش مزایای از دی·ر برخͬ ،۴ . ٢ . ٢ در شده بیان ٩ تا ١ شماره مزایای بر علاوه

ͬ کنیم: م خلاصه زیر شرح
برش h محدود تعداد برای را مسئله نویسندگان [٢٧–٢٩] در شده ارائه روش های در •

فاصله ای از مسئله سازی مدل برای شده ارائه مدل در حال، این با ͬ کنند. م مدل سازی
نیست. وابسته h به که ͬ کنیم م استفاده

ͬ شوند. م گرفته نظر در LR ش΄ل به بخش این در فازی اعداد بیشتر، بهره وری منظور به •
΁ی و مثلثͬ فازی اعداد با مثال ΁ی بخش این انتهای در موضوع، این شدن روشن تر برای

است. شده ارائه نرمال فازی اعداد با دی·ر مثال
آماری نمودار از مدل ها، دی·ر به نسبت پیشنهادی مدل مزایای از برخͬ دادن نشان برای •

کنیم. مͬ استفاده تیلور» «نمودار نام به شده ای شناخته
مونت سازی شبیه هم خطͬ، حضور در پیشنهادی روش عمل΄رد کشیدن تصویر به برای •
ترکیب متغیر ΁ی آن در که وضعیتͬ از مثال ΁ی بیشتر، تأکید برای است. شده ارائه کارلو

ͬ شود. م بررسͬ نیز است دی·ر متغیر از کامل خطͬ



۴ فصل
برای فازی بریج رگرسیون عددی حل

γ مختلف مقادیر

[١٢] در نویسندگان هم خطͬ مش΄ل بر غلبه برای ریج رگرسیون روش از تعمیمͬ عنوان به
مسائل از وسیعͬ دامنه حل برای موفقیت با بریج رگرسیون کرده اند. معرفͬ را بریج رگرسیون
در γ = ٢ دادن قرار با .[٩١–٩٨] است شده برده کار به متفاوت ͬ های پیچیدگ با رگرسیون
مورد ΁ی عنوان به همچنین ͬ شود. م تبدیل ریج رگرسیون مدل ΁ی به مسئله بریج، مدل
کرده اند. معرفͬ را لاسو رگرسیون مدل [١٣] در نویسندگان (γ = ١ (با بریج رگرسیون از خاص

شود. مراجعه [٩٩–١٠١] به مدل این مورد در بیشتر اطلاعات برای

پیشنهادی فازی بریج رگرسیون مدل ١ . ۴
مهمͬ مسئله نیز فازی رگرسیون مدل های در هم خطͬ معمولͬ، رگرسیون مدل های همانند
رگرسیون مدل با بریج رگرسیون از ترکیبی که بریج فازی رگرسیون مدل اساس، این بر است.
نظر در رساله این در بار اولین برای فازی مدل در هم خطͬ اثر کاهش منظور به است فازی

ͬ شود. م گرفته
١٠٣



γ مختلف مقادیر برای فازی بریج رگرسیون عددی حل ١٠۴
داریم: را زیر بریج رگرسیون مدل γ ≥ ٠ هر ازای به ١ . ٢ . ١ در شده ارائه توضیحات به توجه با

minimize
n∑

i=١
(Yi −

p∑
j=٠

Ajxij)
٢ (١ . ۴)

subject to
p∑

j=٠
|Aj |γ ≤ t (٢ . ۴)

باعث γ بهینه انتخاب همچنین، است. تنظیم ثابت دهنده نشان t مثبت پارامتر آن در که
΁ی بریج رگرسیون مدل γ ≥ ١ برای که است شده داده نشان میشود. مدل کارایی افزایش
فرض با این، بر علاوه شود). مراجعه [٩٢] به بیشتر توضیحات (برای است محدب مسئله
رگرسیون مدل ترتیب، به ،(٢ . ۴) و (١ . ۴) سازی بهینه مسئله در γ = ٢ و γ = ١ ، γ = ٠

ͬ آید. م به دست ریج رگرسیون مدل و لاسو رگرسیون مدل دوم، توان های کمترین
داده های مجموعه فازی، اعداد برای بریج رگرسیون مدل توسعه منظور به بخش، این در
حل برای پیشنهادی روش ΁ی سپس، است. شده گرفته نظر در ١ . ٢ . ١ در شده ذکر (١) شماره

شده است. بحث LR فازی اعداد با فازی بریج رگرسیون مدل از استفاده با هم خطͬ مش΄ل
که است ΁ی با برابر زمانͬ تنها Iij مشخصه تابع کنید فرض ،(١ . ٧) مدل مفروضات تحت

ͬ شود: م تعریف زیر صورت به Ŷi ،LR فازی عدد بنابراین .xij ≥ ٠
Ŷi =

( p∑
j=٠

ajmxij ,

p∑
j=٠

(Iijajlxij − (١ − Iij)ajuxij),

p∑
j=٠

(Iijajuxij − (١ − Iij)ajlxij)
)
LR

.j = ٠, ١, ..., p و i = ١, ..., n برای
از استفاده با فازی، بریج رگرسیون مسئله حل برای پیشنهادی هدفه چند مدل اکنون،

ͬ شود: م ارائه زیر صورت به راست و چب پهنای و مرکز برای دوم توان های کمترین روش
minimize

n∑
i=١

(yim −
p∑

j=٠
ajmxij)

٢ (٣ . ۴)

minimize

n∑
i=١

(
yil −

p∑
j=٠

(Iijajlxij − (١ − Iij)ajuxij)
)٢ (۴ . ۴)

minimize

n∑
i=١

(
yiu −

p∑
j=٠

(Iijajuxij − (١ − Iij)ajlxij)
)٢ (۵ . ۴)

subject to
p∑

j=٠
|ajm|γ ≤ t١ (۶ . ۴)

p∑
j=٠

(ajl)
γ ≤ t٢ ajl ≥ ٠, (٧ . ۴)

p∑
j=٠

(aju)
γ ≤ t٣ aju ≥ ٠, (٨ . ۴)



١٠۵ بهینه سازی مدل
ts از استفاده که است ذکر به لازم هستند. تنظیم ثابت های دهنده نشان t٣ و t٢, t١ آن، در که
محاسبات کل در را t ΁ی تنها که زمانͬ به نسبت را بهتری نتایج s = ١,٢,٣ برای مختلف های

شود). مراجعه [٨٩] به بیشتر اطلاعات (برای دارد پی در ͬ کنیم، م استفاده

بهینه سازی مدل ٢ . ۴
کمینه دنبال به فازی،  بریج رگرسیون مدل از A٠, A١, ..., Ap ضرایب آوردن به دست منظور به
منظور این برای هستیم. (٨ . ۴)‐(۶ . ۴) قیود تحت (۵ . ۴)‐(٣ . ۴) هدف توابع هم زمان کردن
زیر مسئله به ٢ هدف سازی تک موجود های روش میان از ١ وزن دار مجموع روش انتخاب با

شود): مراجعه [١٠٣ ،١٠٢] به بیشتر اطلاعات (برای ͬ رسیم م

minimize C(A) = w١
n∑

i=١

(
yim −

p∑
j=٠

ajmxij

)٢

+ w٢
n∑

i=١

(
yil −

p∑
j=٠

(Iijajlxij − (١ − Iij)ajuxij)
)٢

+ w٣
n∑

i=١

(
yiu −

p∑
j=٠

(Iijajuxij − (١ − Iij)ajlxij)
)٢

(٩ . ۴)

subject to
p∑

j=٠
|ajm|γ ≤ t١ (١٠ . ۴)

p∑
j=٠

(ajl)
γ ≤ t٢ ajl ≥ ٠, (١١ . ۴)

p∑
j=٠

(aju)
γ ≤ t٣ aju ≥ ٠, (١٢ . ۴)

آن در که
A = (a٠m, · · · , apm, a٠l, · · · , apl, a٠u, · · · , apu)⊤ (١٣ . ۴)

ادامه در . ٣∑
s=١

ws = ١ و s = ١,٢,٣ برای ws ≥ ٠ همچنین است. بعدی (٣p+ ٣) ستونͬ بردار
ͬ کنیم: م استفاده زیر گزاره از (١٢ . ۴)‐(٩ . ۴) مدل حل برای

صورت: این در باشند کم΄ͬ متغیر های u, v ∈ Rn کنید فرض [١٠۴] .٢ . ١ . ۴ گزاره
|x| = u− v u ≥ ٠, v ≥ ٠

١Sum weighted
٢Scalarization



γ مختلف مقادیر برای فازی بریج رگرسیون عددی حل ١٠۶
a
′
jm, a

′′
jm ≥ ٠ با a

′
jm − a

′′
jm به سازی بهینه مدل در موجود مطلق قدر مقدار بنابراین،

ͬ آید: م به دست γ ≥ ١ برای زیر دوم درجه سازی بهینه مسئله نتیجه در ͬ شود. م تبدیل
minimize CBridge(Ā) = Ā⊤Q̄Ā+ B̄⊤Ā+M (١۴ . ۴)
subject to

ḡq(Ā) ≤ ٠, q = ١,٢,٣ (١۵ . ۴)
ḠĀ ≤ ٠ (١۶ . ۴)

آن در که
Ā = (a′٠m, · · · , a′pm, a′′٠m, · · · , a′′pm, a٠l, · · · , apl, a٠u, · · · , apu)⊤, (١٧ . ۴)

اینجا در .s = ١,٢,٣ برای ٣∑
s=١

ws = ١ و ws ≥ ٠ بعدی، (۴p+ ۴) بردار ΁ی

Q̄ =


w١P١ −٢w١P١ O O

O w١P١ O O

O O (w٣P٣ + w٢P٢) O

O O O (w٢P٣ + w٣P٢)

 (١٨ . ۴)

و

P١ =



n∑
i=١

xi٠
n∑

i=١
xi١ ...

n∑
i=١

xip

n∑
i=١

xi١
n∑

i=١
x٢
i١ ...

n∑
i=١

xi١xip
... ... ... ...

n∑
i=١

xip
n∑

i=١
xipxi١ ...

n∑
i=١

x٢
ip


(١٩ . ۴)

P٢ =



n∑
i=١

Ii٠xi٠
n∑

i=١
Ii١xi١ ...

n∑
i=١

Iipxip

n∑
i=١

Ii١xi١
n∑

i=١
Ii١x٢

i١ ...
n∑

i=١
Ii١xi١Iipxip

... ... ... ...
n∑

i=١
Iipxip

n∑
i=١

IipxipIi١xi١ ...
n∑

i=١
Iipx

٢
ip


(٢٠ . ۴)

P٣ =



n∑
i=١

(١ − Ii٠)xi٠
n∑

i=١
(١ − Ii١)xi١ · · ·

n∑
i=١

(١ − Iip)xip

n∑
i=١

(١ − Ii١)xi١
n∑

i=١
(١ − Ii١)x٢

i١ · · ·
n∑

i=١
(١ − Ii١)xi١)١ − Iip)xip

... ... ... ...
n∑

i=١
(١ − Iip)xip

n∑
i=١

(١ − Iip)xip(١ − Ii١)xi١ · · ·
n∑

i=١
(١ − Iip)x

٢
ip


(٢١ . ۴)



١٠٧ γ = ٢ و γ = ١ برای فازی بریج رگرسیون مدل
(۴p+ ۴)× (۴p+ ۴) قطری ماتریس ΁ی Ḡ صفر، (p+ ١)× (p+ ١) ماتریس ΁ی O همچنین

است: زیر ش΄ل به قطری بردار ΁ی B̄ و (−١) قطری های درایه با
B̄ = (b′١٠, b′١١, ..., b′١p, b′′١٠, ..., b′′١p, b٢٠, ..., b٢p, b٣٠, ..., b٣p)⊤ (٢٢ . ۴)

آن در که
b′١j = −٢w١

n∑
i=١

xijyim

b′′١j = ٢w١
n∑

i=١
xijyim

b٢j = −٢w٢
n∑

i=١
Iijxijyil + ٢w٣

n∑
i=١

(١ − Iij)xijyiu

b٣j = −٢w٣
n∑

i=١
Iijxijyiu + ٢w٢

n∑
i=١

(١ − Iij)xijyil

و
ḡ١ =

p∑
j=٠

(a′jm − a′′jm)γ − t١ (٢٣ . ۴)

ḡ٢ =

p∑
j=٠

(ajl)
γ − t٢ (٢۴ . ۴)

ḡ٣ =

p∑
j=٠

(aju)
γ − t٣ (٢۵ . ۴)

ͬ شود: م تعریف زیر صورت به M نهایت در
M = w١

n∑
i=١

y٢
im + w٢

n∑
i=١

y٢
il + w٣

n∑
i=١

y٢
iu (٢۶ . ۴)

زیرا: است مثبت معین CBridge(Ā) هسین ماتریس که ͬ شود م نتیجه راحتͬ به
∇٢CBridge(Ā) = Q̄

نامساوی قیود با محدب دوم درجه مسئله ΁ی به (١۶ . ۴)‐(١۴ . ۴) بهینه سازی مسئله بنابراین
ͬ شود. م تبدیل

γ = ٢ و γ = ١ برای فازی بریج رگرسیون مدل ٣ . ۴
بریج، رگرسیون مدل از ریج و لاسو شده شناخته مدل دو به دستیابی برای بخش، این در
به دست ترتیب به زیر دوم درجه سازی بهینه مسائل ، بنابراین .γ = ٢ و γ = ١ ͬ دهیم م قرار

ͬ آیند: م
minimize CLasso(Ā) = Ā⊤Q̄Ā+ B̄⊤Ā+M (٢٧ . ۴)



γ مختلف مقادیر برای فازی بریج رگرسیون عددی حل ١٠٨
subject to

ḡq(Ā) ≤ ٠, q = ١,٢,٣ (٢٨ . ۴)
ḠĀ ≤ ٠ (٢٩ . ۴)

minimize CRidge(A) = A⊤QA+B⊤A+M (٣٠ . ۴)
subject to

gq(A) ≤ ٠, q = ١,٢,٣ (٣١ . ۴)
GA ≤ ٠ (٣٢ . ۴)

بلوکͬ ماتریس Q آن در که

Q =


w١P١ O O

O (w٣P٣ + w٢P٢) O

O O (w٢P٣ + w٣P٢)


ش΄ل به (٣p+ ٣)× (٣p+ ٣) ماتریس ΁ی G

G =



٠ · · · ٠ ٠ · · · ٠ ٠ · · · ٠
... ... ... ... ... ... ... ... ...
٠ · · · ٠ ٠ · · · ٠ ٠ · · · ٠
٠ · · · ٠ −١ · · · ٠ ٠ · · · ٠
... ... ... ... ... ... ... ... ...
٠ · · · ٠ ٠ · · · −١ ٠ · · · ٠
٠ · · · ٠ ٠ · · · ٠ −١ · · · ٠
... ... ... ... ... ... ... ... ...
٠ · · · ٠ ٠ · · · ٠ ٠ · · · −١


درایه های با (۴p+۴)×(۴p+۴) قطری ماتریس ΁ی Ḡ و صفر، (p+١)×(p+١) ماتریس ΁ی O

است: زیر ش΄ل به ستونͬ بردار B طرفͬ، از است. (−١) اصلͬ قطر
B = (b١٠, b١١, ..., b١p, b٢٠, ..., b٢p, b٣٠, ..., b٣p)⊤ (٣٣ . ۴)

آن در که
b١j = −٢w١

n∑
i=١

xijyim

b٢j = −٢w٢
n∑

i=١
Iijxijyil + ٢w٣

n∑
i=١

(١ − Iij)xijyiu

b٣j = −٢w٣
n∑

i=١
Iijxijyiu + ٢w٢

n∑
i=١

(١ − Iij)xijyil



١٠٩ بازگشتͬ عصبی شب΄ه روی΄رد
و

ḡ١ =

p∑
j=٠

(a′jm − a′′jm)− t١ (٣۴ . ۴)

ḡ٢ =

p∑
j=٠

(ajl)− t٢ (٣۵ . ۴)

ḡ٣ =

p∑
j=٠

(aju)− t٣ (٣۶ . ۴)

g١ =

p∑
j=٠

(ajm)٢ − t١ (٣٧ . ۴)

g٢ =

p∑
j=٠

(ajl)
٢ − t٢ (٣٨ . ۴)

g٣ =

p∑
j=٠

(aju)
٢ − t٣ (٣٩ . ۴)

،(١٩ . ۴) ،(١٨ . ۴) ،(١٧ . ۴) ،(١٣ . ۴) در ترتیب به M و ،B̄ ،P٣ ،P٢ ،P١ ،Q̄ ،A ،Ā بالا مدل در
اند. شده تعریف (٢۶ . ۴) و (٢٢ . ۴) ،(٢١ . ۴) ،(٢٠ . ۴)

زیرا هستند، مثبت معین CRidge(A) و CLasso(Ā) ماتریس های هسین
∇٢CLasso(Ā) = Q̄

∇٢CRidge(A) = Q

دوم درجه سازی بهینه مسئله دو به (٣٢ . ۴)‐(٣٠ . ۴) و (٢٩ . ۴)‐(٢٧ . ۴) مدل های بنابراین
ͬ شوند. م تبدیل مساوی نا قیود با محدب

دارد وجود نامساوی قیود با محدب دوم درجه مسائل حل برای سازی بهینه  روش چندین
مطالب بر تکیه با بعد بخش در دارند. را خود قوت و ضعف نقاط روش ها این از ΁ی هر که

ͬ پردازیم. م مسائل این حل برای مناسب عصبی شب΄ه ΁ی معرفͬ به ۴ . ١ . ٣ در شده ارائه

بازگشتͬ عصبی شب΄ه روی΄رد ۴ . ۴
درجه سازی بهینه مسئله حل برای مناسب عصبی شب΄ه ΁ی معرفͬ دنبال به قسمت این در
بخش این در ۴ . ١ . ٣ بخش در شده اجرا روش همانند هستیم. (١۶ . ۴)‐(١۴ . ۴) محدب دوم
‐(١۴ . ۴) برنامه ریزی مسئله سازی، بهینه تکنی΁ های از استفاده با که ͬ کنیم م تلاش در نیز
شده ارائه مباحث روی بر بیشتر تمرکز برای کنیم. تبدیل خطͬ غیر سیستم ΁ی به را (١۶ . ۴)

است. شده داده انتقال ب پیوست به قسمت این های اثبات تمام
وجود اگر تنها و اگر است، (١۶ . ۴)‐(١۴ . ۴) از بهینه جواب ΁ی Ā∗ ∈ R۴p+۴ که ͬ دانیم م
شرایط در (

(Ā∗)⊤, (Ū∗)⊤, (Ū∗
q)

⊤)⊤ که طوری به Ū∗
q ∈ R٣ و Ū∗ ∈ R۴p+۴ باشد داشته



γ مختلف مقادیر برای فازی بریج رگرسیون عددی حل ١١٠
کند: صدق زیر کروش‐کان‐تاکر

Ū∗ ≥ ٠, Ū∗
q ≥ ٠, q = ١,٢,٣

ḠĀ∗ ≤ ٠, ḡq(Ā
∗) ≤ ٠, q = ١,٢,٣

(Ū∗)⊤ḠĀ∗ = ٠, (Ū∗
q)

⊤ḡq(Ā
∗) = ٠, q = ١,٢,٣

٢Q̄Ā∗ + B̄+ Ḡ⊤Ū∗ + ḡ⊤q (Ā
∗)Ū∗

q = ٠, q = ١,٢,٣
(۴٠ . ۴)

ضریب بردارهای Ū∗
q و Ū∗ و (١۶ . ۴)‐(١۴ . ۴) مدل کروش‐کان‐تاکر نقطه را Ā∗ آن در که

،q = ١,٢,٣ برای Uq(.) و U(.) ،A(.) که این فرض با و ͬ باشند. م Ā∗ با متناظر لاگرانژ
ͬ کنیم: م معرفͬ را زیر عصبی شب΄ه آن گاه باشند، زمان به وابسته متغیرهای
dy

dt
= τϕ(y) (۴١ . ۴)

y(t٠) = y٠ = (Ā(t٠)⊤, Ū(t٠)⊤, Ūq(t٠)⊤)⊤ ∈ R١١p+١١, τ > ٠ (۴٢ . ۴)
داریم: q = ١,٢,٣, برای آن در که

ϕ(y) =


−
(٢Q̄Ā+ B̄+ Ḡ⊤(Ū+ ḠĀ)+ +∇ḡq(Ā)

⊤(
Ūq + ḡq(Ā)

)+)
(Ū+ ḠĀ)+ − Ū(
Ūq + ḡq(Ā)

)+ − Ūq

 (۴٣ . ۴)

.τ = ١ که ͬ کنیم م فرض سادگͬ برای

پایداری و هم·رایی بررسͬ ١ . ۴ . ۴
(١۶ . ۴)‐(١۴ . ۴) مدل پایداری و هم·رایی به مربوط گزاره های بررسͬ به قسمت این در

ͬ پردازیم. م
و (۴١ . ۴) عصبی شب΄ه مدل تعادل نقطه y∗ = (Ā∗⊤, Ū∗⊤, Ū∗

q
⊤)⊤ کنید فرض .١ . ۴ . ۴ قضیه

است. (١۶ . ۴)‐(١۴ . ۴) مسئله برای کروش‐کان‐تاکر نقطه ΁ی A∗ بنابراین باشد. (۴٢ . ۴)
U∗ ∈ R۴p+۴ بنابراین باشد، (١۶ . ۴)‐(١۴ . ۴) مسئله جواب ΁ی A∗ ∈ R۴p+۴ اگر دی·ر، سمت از
عصبی شب΄ه مدل تعادل نقطه y∗ = (A∗⊤,U∗⊤,U∗

q
⊤)⊤ که طوری به دارند وجود U∗

q ∈ R٣ و
است. (۴٢ . ۴) و (۴١ . ۴)

است. لیاپانوف پایدار (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه که ͬ کنیم م اثبات ادامه در
منفͬ معین نیمه ماتریس ΁ی است، شده تعریف (۴٣ . ۴) در که ϕ ماتریس ژاکوبین .١ . ۴ . ۴ لم

است.
است. لیاپانوف پایدار (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه ١ . ۴ . ۴ لم مفروضات تحت .٢ . ۴ . ۴ قضیه

داریم: را زیر قضیه و لم مدل، سراسری هم·رایی دادن نشان برای



١١١ عددی مثال های
جواب ΁ی y(t٠) = (A٠(t٠)⊤,U(t٠)⊤,Uq(t٠)⊤)⊤, ابتدایی نقطه هر برای (i) .٢ . ۴ . ۴ لم

دارد. وجود (۴٢ . ۴) و (۴١ . ۴) سیستم برای y(t) = (A(t)⊤,U(t)⊤,Uq(t)
⊤)⊤ ی΄تا پیوسته

و (۴١ . ۴) عصبی شب΄ه از مسیر ΁ی y(t) = (A(t)⊤,U(t)⊤,Uq(t)
⊤)⊤ کنید فرض (ii)

اگر، صورت این در باشد. y(t٠) = (A(t٠)⊤,U(t٠)⊤,Uq(t٠)⊤)⊤ ابتدایی نقطه با (۴٢ . ۴)
Uq(t) ≥ ٠ و U(t) ≥ ٠ بنابراین Uq(t٠) ≥ ٠ و U(t٠) ≥ ٠

ابتدایی نقطه هر برای (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه مسیرهای .٣ . ۴ . ۴ قضیه
y٠ = (A(t٠)⊤,U(t٠)⊤,Uq(t٠)⊤)⊤ ∈ R١١p+١١

با (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه خاص، طور به ͬ شود. م هم·را عصبی شب΄ه تعادل نقطه به
است سراسری مجانبی پایدار y٠ = (A(t٠)⊤,U(t٠)⊤,Uq(t٠)⊤)⊤ ∈ R١١p+١١ ابتدایی نقطه هر
اصلͬ مسئله بهینه نقاط مجموعه دهنده نشان D∗ آن در که دارد. ی΄تا تعادل نقطه ΁ی D∗ و

است. دوگان و
ͬ یابد. م افزایش τ افزایش با (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه هم·رایی سرعت .۴ . ۴ . ۴ قضیه

عددی مثال های ۵ . ۴
شب΄ه توسط را کاربردی مثال چند بخش این در پیشنهادی، روش عمل΄رد دادن نشان برای
روش برتری دادن نشان برای قسمت این در ͬ کنیم. م آزمایش (۴٢ . ۴) و (۴١ . ۴) عصبی
این در ͬ پردازیم. م شده شناخته مثال ΁ی و شده سازی شبیه مثال ΁ی حل به پیشنهادی
،w١ = w٢ = w٣ فرض و مختلف شروع نقطه چندین با را پیشنهادی روش درستͬ مثال ها،
مدل های با مقایسه هایی پیشنهادی، مدل بر بیشتر تأکید برای همچنین ͬ کنیم. م آزمایش

است. شده انجام مختلف فازی فاصله های وسیله به [١٠۶ ،١٠۵ ،٨٩ ،۴١] در موجود
مجموعه پیشنهادی، روش عمل΄رد دادن نشان برای شده) شبیه سازی (مثال .١ . ۵ . ۴ مثال
ͬ کنیم. م تولید را فازی غیر ورودی و فازی خروجͬ با n = ٢٠ اندازه با شده سازی شبیه داده ٣٠

ب·یرید: نظر در را زیر خطͬ رگرسیون مدل
Yi = A٠ +A١xi١ + ...+A٢۵xi٢۵ + ϵi (۴۴ . ۴)

،i = ١,٢, ...,٢٠ برای آن در که

xij =



z١ + e١ برای j = ١,٢, ...,۵
z٢ + e٢ برای j = ۶,٧, ..., ١٠
z٣ + e٣ برای j = ١١, ١٢, ..., ١۵
z۴ برای j = ١۶, ١٢, ...,٢۵



γ مختلف مقادیر برای فازی بریج رگرسیون عددی حل ١١٢

Aj =



(٠, ٠, ٠)T برای j = ٠
(١٫۵, ٠٫۵, ٠٫٣۵)T برای j = ١,٢, ...,۵
(٠, ٠٫۵, ٠٫٣۵)T برای j = ۶,٧, ..., ١٠
(٠, ٠٫٣۵, ٠٫۵)T برای j = ١١, ١٢, ..., ١۵
(٠, ٠, ٠٫۵)T برای j = ١۶, ١٧, ...,٢٠
(٠, ٠, ٠)T برای j = ٢١,٢٢, ...,٢۵

ϵi =(ϵim, ϵil, ϵiu)T , ϵil = ϵiu = |ϵim|

با
z١ ∼ N(٠, ٠٫۵), z٢ ∼ N(٠, ٠٫٨), z٣ ∼ N(٠, ١٫٢), z۴ = N٢(٠,Σ)
e١ ∼ N(٠, ٠٫٠١), e٢ ∼ N(٠, ٠٫٠٢), e٣ ∼ N(٠, ٠٫٠٣)
ϵim = N(٠, ١٫۵)
[Σlk] = Cov(xjl, xjk) = ٠٫۵|l−k|

روش  از استفاده با را شده شبیه سازی داده مجموعه ٣٠ هر برای خطاها میانگین ١ . ۴ جدول
ͬ دهد. م نشان پیشنهادی

با مقایسه در γ مختلف مقادیر برای شده شبیه سازی داده مجموعه ٣٠ خطای میانگین :١ . ۴ جدول
.١ . ۵ . ۴ مثال در فازی رگرسیون مدل حل برای متداول تکنی΁ های برخͬ

MCV MSPE MSM روش ها
D٢ D۴ D٣ D٢ D۴ D٣

٣٫١٨۴ ٣٫٠۴۶ ١٫٣۴٩ ٠٫٧٣۴ ٠٫١۴۶ ٠٫٠٣٩ ٠٫٩٢٠ (γ = با(١ فازی بریج
٣٫١٨۴ ٣٫١۴٨ ١٫٣١٨ ٠٫٧٨٣ ٠٫١۴۴ ٠٫٠٣٩ ٠٩٢٢ (γ = با(١٫۵ فازی بریج
٣٫١٨٩ ٣٫١٣۶ ١٫٣٢٩ ٠٫٨۴۵ ٠٫١۵۶ ٠٫٠٣٧ ٠٫٩١١ (γ = ٢) با فازی بریج
٣٫١٨۴ ٣٫١۴٨ ١٫٣١٨ ٠٫٧٨٢ ٠٫١۵٣ ٠٫٠٣٩ ٠٩٢٢ (γ = با(٣ فازی بریج
٣٫٩٧۶ ٣٫٣۴۴ ١٫۵٢٢ ١٫٢٢۵ ٣٫٠٠٩ ٠٫٢٠۴ ٠٫٨٠۵ [٨٩] در شده ارائه مدل
۵٫٠۵٩ ۵٫٩١٢ ٣٫۶۶١ ٢٫١٣٠ ۵٫٢٣٣ ٠٫۵٠۴ ٠٫۶٠٧ [۴١] در شده ارائه مدل
۴٫٣٧٠ ۵٫٧٣۴ ٢٫٣٢۵ ٢٫٣۶٣ ۵٫٩٩٧ ٠٫۵٩٢ ٠٫۶۵۴ [١٠۵] در شده ارائه مدل
۴٫۴۴۶ ۴٫٧۴٠ ٢٫٩٢٢ ١٫٧۶٠ ۴٫٧۶٨ ٠٫۴٨۴ ٠٫٧٢١ [١٠٧] در شده ارائه مدل

ام ١۵ شده سازی شبیه داده های مجموعه برای را پیشنهادی عصبی شب΄ه روش اکنون
بنابراین، ͬ شود. م مدل کارایی افزایش باعث γ بهینه انتخاب که ͬ دانیم م کنیم. مͬ استفاده
را γ بهینه بریج پارامتر باید ، (١۶ . ۴) ‐ (١۴ . ۴) از استفاده با Y مقدار بهترین تخمین برای
بریج رگرسیون مدل برای را MCV و ،MSPE MSM متناظر مقادیر ٢ . ۴ جدول کنیم. پیدا

دهد. مͬ نشان γ مختلف مقادیر با پیشنهادی فازی
خطای از ،γ = ٣٫٧ با پیشنهادی فازی بریج رگرسیون مدل کل خطای که است ͹واض
این، بر علاوه شود). مراجعه ١ . ۴ ش΄ل  (به است بهتر و γ = ١,٢,٣ برای شده محاسبه کل



١١٣ عددی مثال های
.١ . ۵ . ۴ مثال در γ مختلف مقادیر برای شده شبیه سازی داده مجموعه امین ١۵ خطای :٢ . ۴ جدول

MCV MSPE MSM فازی بریج
D٢ D۴ D٣ D٢ D۴ D١٣ γ

٣٫١٨٩٧٠ ٣٫١١١٧۵ ١٫٣۴٩٠١ ٠٫٧٩٩٢١ ٠٫١٢٩٢٩ ٠٫٠۴٣١٠ ٠٫٩٣٩٢٨ ١
٣٫١٨٩٧۴ ٣٫١٣٧۴٨ ١٫٣٢٩١٢ ٠٫٧٩٩٢١ ٠٫١٢٩۵٢ ٠٫٠۴٣١٨ ٠٫٩٣٨٢١ ٢
٣٫١٨٨٩٢ ٣٫١١١٠٠ ١٫٣١٨٨٢ ٠٫٧٩٩٢١ ٠٫١٢٩۵٢ ٠٫٠۴٣١١ ٠٫٩٣٩٢١ ٣
٣٫١٨٨٩٢ ٣٫١١٠٨۵ ١٫٣١٨۵۵ ٠٫٧٩٨۶٢ ٠٫١٢۶٧٩ ٠٫٠۴٢١۵ ٠٫٩٣٩۴٠ ٣٫٧

1 1.5 2 2.5 3 3.5 4 4.5 5
0.0405

0.041

0.0415

0.042

0.0425

0.043

0.0435

M
S

E
 (

D
1

)

D٣ فاصله با MSPE (ب)

1 1.5 2 2.5 3 3.5 4 4.5 5
0.9376

0.9378

0.938

0.9382

0.9384

0.9386

0.9388

0.939

0.9392

0.9394

M
S

M

MSM (آ)

1 1.5 2 2.5 3 3.5 4 4.5 5
0.7986

0.7987

0.7988

0.7989

0.799

0.7991

0.7992

0.7993

M
S

E
 (

D
3

)

D٢ فاصله با MSPE (د)

1 1.5 2 2.5 3 3.5 4 4.5 5
0.1265

0.127

0.1275

0.128

0.1285

0.129

0.1295

0.13

M
S

E
 (

D
2

)
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.١ . ۵ . ۴ مثال در D٢ و D۴ ،D٣ متفاوت فاصله سه با γ مختلف مقادیر برای برازش نی΄ویی :١ . ۴ ش΄ل

t١ = ١۶۶٩ ، γ = ٣٫٧ برای را فازی بریج رگرسیون مدل شده برآورد فازی ضرایب ٣ . ۴ جدول
دهد. مͬ نشان t٣ = ٣٨ و t٢ = ۴١ ،

ͬ دهد. م نمایش را عصبی شب΄ه مدل هم·رایی مسیرهای ٧ . ۴‐٢ . ۴ ش΄ل های
حبابی نمودارهای از شده، مشاهده فازی های داده با ها مدل تناسب چ·ونگͬ تجسم برای



γ مختلف مقادیر برای فازی بریج رگرسیون عددی حل ١١۴
.١ . ۵ . ۴ مثال در داده مجموعه امین ١۵ با مطابق ،γ = ٣٫٧ با بریج رگرسیون مدل ضرایب :٣ . ۴ جدول

فازی بریج ضرایب فازی بریج ضرایب
(γ = ٣٫٧) با فازی (γ = ٣٫٧) با فازی
(−٢٫٢۵۵۶, ٠٫۶٨٩٠, ١٫٠٢٨١)T A١٣ (−٢٫٢٧۵۶, ٠, ٠)T A٠
(١٫٩٨٩٢, ٠, ٠٫١٩٢٨)T A١۴ (−٢٫٨٢٩١, ٠٫۶۴٣٣, ٠٫٩٠٣٠)T A١
(۴٫٢۵٣٧, ٠, ٠)T A١۵ (٣٫۵٠٣٢, ٠, ٠)T A٢
(٠٫٢۵۵٧, ٠٫٠٧٩٢, ٠٫۴٨٣١)T A١۶ (٢٫٢۶٩٢, ٠, ٠)T A٣
(٠٫۴٣٨۴, ٠, ٠)T A١٧ (−١٫١٨٠٠, ٠, ٠)T A۴
(٠٫٧۵٠۶, ٠, ٠)T A١٨ (٠٫٢٧۶٧, ٠, ٠)T A۵
(٠٫٨۴٢۶, ٠, ٠٫۴۴٠٣)T A١٩ (−٠٫٣٠۵۵, ٠٫٣٨۴٧, ٠٫٢٩٢۵)T A۶
(٢٫٢٨۶٣, ٠, ٠٫۴٨١٠)T A٢٠ (٠٫١٧١١, ٠٫٢۶٧۶, ٠٫٢۵٨۵)T A٧
(٠٫٠۵۵١, ٠٫٠٣۴١, ٠٫١٣٠١)T A٢١ (−١٫۴٢٨٣, ٠٫٩٧٧٧, ٠٫٧٢٩٣)T A٨
(−٠٫۴٩۵٧, ٠٫٨١۶٢, ٠٫٧٢۵٢)T A٢٢ (٠٫١۵٢۶, ٠٫۶٩٧۵, ٠٫٣٧٣٣)T A٩
(−٢٫٢٩٢۶, ٠, ٠)T A٢٣ (٠٫٢١۴٠,٢٫۴١۶٨,٢٫۶١٢۵)T A١٠
(٠٫۶۶٢٠, ٠, ٠)T A٢۴ (١٫۴٨٠٧, ٠٫٣۶۵٠, ٠٫٣٩۵۶)T A١١
(٠٫٠٢۶٠, ٠٫٠٩۵٣, ٠٫۵۶٣٧)T A٢۵ (−٠٫۵٧٢۵, ٠٫٨٠٣۶, ٠٫٩٠۵۵)T A١٢

(۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه برای (γ = ٣٫٧) با بریج رگرسیون مدل در A٢۴ مسیر رفتار :٢ . ۴ ش΄ل
.١ . ۵ . ۴ مثال در متفاوت شروع نقطه ٢٠ با

که ͬ دهد م نشان فازی حبابی نمودارهای شود). مشاهده ٨ . ۴ (ش΄ل شود مͬ استفاده فازی
با خوبی به دایره، هر کوتاه شعاع و صفحه نیمساز به دایره ها بودن ΁نزدی دلیل به مشاهدات

دارد. تناسب پیشنهادی مدل های
تیلور نمودارهای طریق از ،١١ . ۴ ‐ ٩ . ۴ نمودارهای در گرافی΄ͬ حالت در مدل عمل΄رد
مدل برای را (٢ . ٢٠) و (٢ . ١٩) پیشنهادی عصبی شب΄ه ٩ . ۴ ش΄ل است. شده داده نشان
سیاه سبز، قهوه ای، دایره با ترتیب به γ = ٣٫٧ و ،γ = ٣ γ = ٢ ، γ = ١ با مراکز بریج رگرسیون
به ΁نزدی بسیار γ = ٣٫٧ با پیشنهادی مدل که است ͹واض است. شده داده نشان سرخابی و

است. برقرار نیز راست و چپ پهناهای برای نتیجه این است. واقعͬ داده مجموعه
عمل در مقاله این در استفاده مورد پیشنهادی مدل که ͬ شود م گرفته نتیجه بنابراین،

است. خاصͬ ͬ های شایستگ دارای



١١۵ عددی مثال های
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.١ . ۵ . ۴ مثال در (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه مسیرهای رفتار ادامه :٣ . ۴ ش΄ل



γ مختلف مقادیر برای فازی بریج رگرسیون عددی حل ١١۶
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.١ . ۵ . ۴ مثال در (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه مسیرهای رفتار ادامه :۴ . ۴ ش΄ل



١١٧ عددی مثال های
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.١ . ۵ . ۴ مثال در (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه مسیرهای رفتار ادامه :۵ . ۴ ش΄ل



γ مختلف مقادیر برای فازی بریج رگرسیون عددی حل ١١٨
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.١ . ۵ . ۴ مثال در (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه مسیرهای رفتار ادامه :۶ . ۴ ش΄ل



١١٩ عددی مثال های
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.١ . ۵ . ۴ مثال در (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه مسیرهای رفتار ادامه :٧ . ۴ ش΄ل



γ مختلف مقادیر برای فازی بریج رگرسیون عددی حل ١٢٠
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γ = ٢ با پیشنهادی فازی بریج رگرسیون مدل (ب)
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.١ . ۵ . ۴ مثال در فازی حبابی نمودار :٨ . ۴ ش΄ل



١٢١ عددی مثال های
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.١ . ۵ . ۴ مثال در فازی اعداد مراکز برای تیلور نمودار :٩ . ۴ ش΄ل
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.١ . ۵ . ۴ فازی اعداد چپ سمت مقادیر برای تیلور نمودار :١٠ . ۴ ش΄ل



γ مختلف مقادیر برای فازی بریج رگرسیون عددی حل ١٢٢
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.١ . ۵ . ۴ فازی اعداد راست سمت مقادیر برای تیلور نمودار :١١ . ۴ ش΄ل

گرفته [١٠٨] از ۴ . ۴ جدول در شده داده نشان داده های مجموعه مثال، این در .٢ . ۵ . ۴ مثال
آوریم: به دست را زیر رگرسیون مدل ضرایب داریم نظر در داده ها این از استفاده با است. شده

.٢ . ۵ . ۴ مثال در آمده به دست خطای و شده مشاهده مقادیر :۴ . ۴ جدول
Y x۵ x۴ x٣ x٢ x١ شماره
(۶٠۶٠,۵۵٠,۵۵٠)T ١ ۵ ٣۶٫۴٣ ٣٨٫٠٩ ١ ١
(٧١٠٠,۵٠,۵٠)T ١ ۶ ٢۶٫۵٠ ۶٢٫١٠ ١ ٢
(٨٠٨٠,۴٠٠,۴٠٠)T ١ ٧ ۴۴٫٧١ ۶٣٫٧٠ ١ ٣
(٨٢۶٠, ١۵٠, ١۵٠)T ١ ٨ ٣٨٫٠٩ ٧۴٫۵٢ ١ ۴
(٨۶۵٠,٧۵٠,٧۵٠)T ٢ ٧ ۴١٫۴٠ ٧۵٫٣٨ ١ ۵
(٨۵٢٠,۴۵٠,۴۵٠)T ٢ ۴ ٢۶٫۴٩ ۵٢٫٩٩ ٢ ۶
(٩١٧٠,٧٠٠,٧٠٠)T ٢ ۵ ٢۶٫۴٩ ۶٢٫٩٣ ٢ ٧
(١٠٣١٠,٢٠٠,٢٠٠)T ٣ ۶ ٣٣٫١٢ ٧٢٫٠۴ ٢ ٨
(١٠٩٢٠,۶٠٠,۶٠٠)T ٢ ۶ ۴٣٫٠۶ ٧۶٫١٢ ٢ ٩
(١٢٠٣٠, ١٠٠, ١٠٠)T ٢ ٧ ۴٢٫۶۴ ٩٠٫٢۶ ٢ ١٠
(١٣٩۴٠,٣۵٠,٣۵٠)T ٣ ٧ ٣١٫٣٣ ٨۵٫٧٠ ٣ ١١
(١۴٢٠٠,٢۵٠,٢۵٠)T ٣ ۶ ٢٧٫۶۴ ٩۵٫٢٧ ٣ ١٢
(١۶٠١٠,٣٠٠,٣٠٠)T ٣ ۶ ٢٧٫۶۴ ١٠۵٫٩٨ ٣ ١٣
(١۶٣٢٠,۵٠٠,۵٠٠)T ٣ ۶ ۶۶٫٨١ ٧٩٫٢۵ ٣ ١۴
(١۶٩٩٠,۶۵٠,۶۵٠)T ٣ ۶ ٣٢٫٢۵ ١٢٠٫۵ ٣ ١۵

Y = A٠ +A١x١ +A٢x٢ +A٣x٣ +A۴x۴ +A۵x۵ (۴۵ . ۴)
γ بریج پارامتر بهینه مقدار که است لازم (١۶ . ۴) ‐ (١۴ . ۴) از استفاده با Y مقدار برآورد برای

کنیم. پیدا را
افزایش D٢ و D۴ ، D٣ فواصل با و برازش نی΄ویی مدل دو گرفتن نظر در با ، ١٢ . ۴ ش΄ل
سه با MSPE شاخص دی·ر، طرف از دهد. مͬ نشان γ = ٢ در را MSM شاخص چشم·یر



١٢٣ عددی مثال های
در توجهͬ قابل میزان به مقادیر دهد. مͬ نشان را متفاوتͬ روند D٢ و D۴ ،D٣ متفاوت فاصله
r١ = ٠٫١١٣٩ × ١٠٨ ،γ = ٢ برای فازی بریج رگرسیون مسئله بنابراین یابد. مͬ کاهش γ = ٢

ͬ شود: م مدل بندی زیر صورت به r٢ = ٠٫٣٨٩٣ × ١٠۶ و
Ŷ = (−١٨٣١٫٩٨۴,٢٠١٫٧۵٧٠)T + (٢۶٢۴٫٠٧۵, ٠٫٧٧٧۶ × ١٠−۵)Tx١

+ (٨٢٫١۶٩٧٧, ٠٫۴٩٧۶ × ٧−١٠)Tx٢ + (٧٢٫۵١٨٢۴,٣٫۶۵٨٨)Tx٣
+ (−۴۵٫٣۴۴, ٠)Tx۴ + (−٣٩٫٢٧٧٩,٧٠٫۶۵۶۶)Tx۵

(۴۶ . ۴)
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مثال۴ . ۵ . ٢. در D٣ و D١, D٢ متفاوت فاصله سه با γ مختلف مقادیر برای برازش نی΄ویی :١٢ . ۴ ش΄ل

رگرسیون مدل حل برای (۴٢ . ۴) و (۴١ . ۴) مدل مسیرهای که ͬ دهد م نشان ١٣ . ۴ ش΄ل 
A٢ مسیر رفتار ١۶ . ۴ ش΄ل همچنین است. مسئله بهینه جواب به هم·را γ = ٢ با فازی بریج



γ مختلف مقادیر برای فازی بریج رگرسیون عددی حل ١٢۴
میان مقایسه به علاوه، ͬ دهد. م نشان متفاوت اولیه نقطه ٢٠ با را فازی بریج رگرسیون مدل از

است. شده ارائه ۶ . ٢ جدول در فازی رگرسیون مدل چندین و پیشنهادی مدل
تکنی΁ های برخͬ با γ = ٢ برای بریج رگرسیون مدل از آمده به دست خطای مقایسه :۵ . ۴ جدول

.٢ . ۵ . ۴ مثال در فازی رگرسیون مدل حل برای متداول
MCV MSPE MSM روش ها

D٢ D۴ D٣ D٢ D۴ D٣
۵٩٫٨۴١۴ ۵٨٫٠۴٨٨ ٢٧٫١٧٨٨ ۴٢٫۴۴٧٩ ٣۴٫٠٠۴٢ ١۶٫٣۵۵١ ٠٫٣٢٠٣ (γ = ٢) با فازی بریج
٧۴٫٠٨٢٧ ١٠٢٫٢٠٧٧ ۴۶٫۶۴۵٢ ١٠٨٫٨۶١٧ ١۴٣٫٠٧٩٩ ۶٧٫٩۴٣۴ ٠٫١۴٣٩ [٨٩] در شده ارائه مدل
٧۵٫٧۵١۶ ٧٢٫۵٧۴١ ٢٩٫۴٩٩۴ ٧۴٫٢۶٠۶ ٧١٫١٣۴٣ ٣٣٫٧٧٩١ ٠٫٢٣۵۵ [١٠۵] در شده ارائه مدل
٧۵٫۵٣٢۵ ١١۵٫٠٠٩١ ۵٣٫٢٨۴٢ ١١٨٫٩۴٣٩ ١٠٠٫٧٨٧٢ ۴۴٫٢٧٩٧ ٠٫١٣۴۴ [۴١] در شده ارائه مدل
٧۶٫١٩١٠ ٨۶٫٨٢٩٩ ٣٨٫٢٩١١ ۶۵٫٢١٢۶ ۶٩٫٩٩٠٩ ٣٣٫٠٨٢٠ ٠٫٢٠٨٣ [١٠٩] در شده ارائه مدل
۶۴٫٣٠۵۵ ٨٧٫۶۶٣۴ ٣٩٫٩٢٩٩ ٨۶٫۶٢٧۶ ٩۶٫۴٨٧٩ ۴۴٫٣١۴٩ ٠٫١٩٣١ [١٠٧] در شده ارائه مدل
١١٣٫٢۶۶٩ ١۴۴٫٣٠٠٣ ۵٩٫٣٠۵۴ ٨٢٫۴٨٠٣ ٩٣٫۵٢۵٩ ۴٢٫٨٠٣٩ ٠٫١١٣٢ [١٠۶] در شده ارائه مدل

گرفت نتیجه توان مͬ ،D٢ و D۴ ، D٣ متفاوت فاصله سه با برازش نی΄ویی معیار مقایسه با
جداول از که همانطور دارد. ها روش سایر با مقایسه در بهتری عمل΄رد پیشنهادی روش که
عمل΄رد دهنده نشان که است. برابر تقریباً MCV MSPEو مقادیر شود مͬ مشاهده ۵ . ۴

است. مثال این برای مدل مناسب
به ها دایره بودن ΁نزدی دلیل به مشاهدات که دهد مͬ نشان فازی حبابی نمودارهای
بنابراین، است. متناسب شده انتخاب مدل با خوبی به دایره، هر کوتاه شعاع و صفحه نیمساز
خوبی برازش قدرت از مقاله این در استفاده مورد پیشنهادی مدل که شود مͬ گرفته نتیجه
کارایی مقایسه برای تیلور نمودارهای ١٨ . ۴ و ١٧ . ۴ ش΄ل های در این بر علاوه است. برخوردار
ترسیم [١٠٩ ،١٠–١٠٧۵ ،٨٩ ،۴١] در موجود مدل های با پیشنهادی فازی بریج رگرسیون مدل
مقادیر توسط که است متفاوت مدل ΁ی دهنده نشان نمودار روی دایره هر موقعیت شده است.
مقایسه در پیشنهادی مدل که است ͹واض شود. مͬ تعیین معیار انحراف و همبستگͬ ضریب

است. برخوردار بهتری قابلیت از موجود های مدل سایر با

پیشنهادی روش مزایای ۶ . ۴
به را پیشنهادی روش مزایای از دی·ر برخͬ ،۴ . ٢ . ٢ در شده بیان ٩ تا ١ شماره مزایای بر علاوه

ͬ کنیم: م خلاصه زیر شرح
ͬ شوند. م گرفته نظر در LR ش΄ل به بخش این در فازی اعداد بیشتر، بهره وری منظور به •
نمودارهای از مدل ها، دی·ر به نسبت پیشنهادی مدل مزایای از برخͬ دادن نشان برای •
کنیم. مͬ استفاده فازی» حبابی «نمودار و تیلور» «نمودار نام های به شده ای شناخته آماری
مثال ΁ی و شده سازی شبیه مثال ΁ی پیشنهادی روش عمل΄رد کشیدن تصویر به برای •

است. شده ارائه واقعͬ مسائل حل در مدل کارایی دادن نشاد برای کاربردی



١٢۵ پیشنهادی روش مزایای
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.٢ . ۵ . ۴ مثال در (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه مسیرهای رفتار :١٣ . ۴ ش΄ل



γ مختلف مقادیر برای فازی بریج رگرسیون عددی حل ١٢۶
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[٨٩] در شده ارائه مدل (ب)

0.5 1 1.5 2

Observed center 10
4

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

E
s
ti
m

a
te

d
 c

e
n

te
r

10
4

γ = ٢ با پیشنهادی بریج رگرسیون مدل (آ)
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[۴١] در شده ارائه مدل (د)
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[١٠۵] در شده ارائه مدل (ج)
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[١٠٩] در شده ارائه مدل (ه)
.١ . ۵ . ۴ مثال در فازی حبابی نمودار :١۴ . ۴ ش΄ل



١٢٧ پیشنهادی روش مزایای
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[١٠۶] در شده ارائه مدل (ب)
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[١٠٧] در شده ارائه مدل (آ)
.١ . ۵ . ۴ مثال در فازی حبابی نمودار ادامه :١۵ . ۴ ش΄ل

مثال در متفاوت شروع نقطه ٢٠ با (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه برای A٢ مسیر رفتار :١۶ . ۴ ش΄ل
.٢ . ۵ . ۴



γ مختلف مقادیر برای فازی بریج رگرسیون عددی حل ١٢٨

.١ . ۵ . ۴ مثال در فازی اعداد مراکز برای تیلور نمودار :١٧ . ۴ ش΄ل

.١ . ۵ . ۴ مثال در فازی اعداد راست و چپ سمت مقادیر برای تیلور نمودار :١٨ . ۴ ش΄ل
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آ  پیوست
فازی مجموعه های نظریه

شد. ابداع ١ زاده عس·ر لطفͬ دکتر توسط (١٩۶۵) سال در بار اولین فازی مجموعه های نظریه
در گوناگونͬ کاربرهای و یافته زیادی تعمیق و گسترش کنون تا آن ارائه زمان از نظریه این
و اطمینان عدم شرایط در کار نظریه نظریه، این ͽواق در است. کرده پیدا مختلف زمینه های
که دستگاه هایی و متغیرها مفاهیم، از بسیاری است قادر نظریه این ͬ باشد. م مبهم شرایط
تصمیم گیری و کنترل استدلال، برای را زمینه و بخشیده ریاضͬ صورت بندی را هستند نادقیق
[١١٠–١١٢] از عمدتا بخش این مطالب آورد. فراهم مبهم یا نادقیق اطمینان، عدم شرایط در

است. شده گرفته

فازی مجموعه های نظریه مفاهیم بر مروری آ  . ١
عنصری هر است. مجموعه کننده مشخص صفت مجموعه، ΁ی در عنصر هر عضویت معیار
این است. مجموعه از خارج صورت این غیر در و مجموعه عضو باشد، صفت آن دارای که

ͬ دهند: م نشان زیر صورت به و ͬ نامند م مشخصه تابع را عضویت معیار

χA(x) =


١ if x ∈ A

٠ if x /∈ A

١Zade

١٣٩



فازی مجموعه های نظریه ١۴٠
است. X آن دامنه و {٠, ١} عضوی دو مجموعه آن برد ،(ͽمرج مجموعه X) x ∈ X آن در که
خواهیم تابعͬ یابد، توسعه [٠, ١] بازه به {٠, ١} عضوی دو مجموعه از مشخصه تابع برد اگر حال
ͬ گویند. م A عضویت تابع را تابع این ͬ دهد. م نسبت [٠, ١] بازه از را عددی X از هر به که داشت
نشان عضویت تابع ΁ی با را مجموعه هایی چنین ͬ آید. نم شمار به ٢ قطعͬ مجموعه ΁ی اکنون

ͬ شود. م گفته فازی مجموعه های زیر آنها به و ͬ دهند م
فازی مجموعه زیر باشد، قطعͬ مجموعه ΁ی X کنید فرض فازی) مجموعه (زیر آ  . ١ . ١. تعریف

است: زیر صورت به مرتب زوج های از مجموعه ای ،X مجموعه از A
A = {

(
x, µA(x)

)
| x ∈ X}

ͬ شود. م نامیده A در x عضویت درجه µA(x) و عضویت تابع µA : X −→ [٠, ١] آن در که
مجموعه ΁ی ،X در A فازی مجموعه تکیه گاه فازی)  مجموعه ΁ی (تکیه گاه آ  . ١ . ٢. تعریف
و هستند مثبت عضویت درجه دارای که ͬ باشد م X از عضوهایی تمام شامل و است غیرفازی

ͬ شوند: م تعریف زیر صورت به
Supp(A) = {x ∈ X | µA(x) > ٠}

درجه حداکثر برابر فازی مجموعه ΁ی ارتفاع فازی) مجموعه ΁ی (ارتفاع آ  . ١ . ٣. تعریف
یعنͬ است. مجموعه آن عناصر عضویت

h(A) = sup
x∈X

{µA(x)}

΁ی برابر آن ارتفاع اگر است، نرمال A فازی مجموعه نرمال) فازی مجموعه ) آ  . ١ . ۴. تعریف
.h(A) = ١ یعنͬ باشد.

مجموعه ΁ی ،A فازی مجموعه ΁ی برش ‐h فازی) مجموعه ΁ی برش ‐h) آ  . ١ . ۵. تعریف
یا تر بزرگ عضویتͬ مقادیر که ͬ باشد م X از عضوهایی تمام شامل که است A[h] غیرفازی

یعنͬ: دارند. h مساوی
A[h] = {x ∈ X | µA(x) ≥ h}, h ∈ (٠, ١]

است. مجموعه بستار ،{.} از منظور آن در که .A[٠] = {x | µA(x) > ٠} ،h = ٠ برای و
باشیم λداشته ∈ [٠, ١] و x, y ∈ X هر برای اگر است محدب A فازی مجموعه آ  . ١ . ۶. تعریف

µA(λx+ (١ − λ)y) ≥ min{µA(x), µA(y)}

محدب آن برش ‐h مجموعه های کلیه اگر است محدب فازی مجموعه ΁ی دی·ر عبارت به یا
باشند.

٢Crisp



١۴١ فازی مجموعه های نظریه مفاهیم بر مروری
ͬ دهند م ارائه قطعͬ مجموعه های از استفاده با فازی مجموعه های از توصیفͬ برش ها ‐h

هستند: زیر ͬ های ویژگ دارای و
یعنͬ: ی΄نواست، {A[h] | h ∈ (٠, ١]} خانواده .١

٠ < h ≤ h′ ≤ ١ =⇒ A[h′] ⊆ A[h]

.A ⊆ B اگر فقط و اگر A[h] ⊆ B[h] ،(٠, ١] بازه عضو h هر برای .٢
(A∪B)[h] = A[h]∪B[h] (A∩B)[h] = A[h]∩B[h] .٣

که ͬ دهند م تش΄یل قطعͬ مجموعه های از خانواده ای فازی، مجموعه ΁ی برش های ‐h

را مطلب این شود. استفاده ،X در A شده داده فازی مجموعه ΁ی نمایش برای ͬ تواند م
ͬ کنیم. م بیان زیر قضیه قالب در

و باشد µA(x) عضویت تابع با X در فازی مجموعه ΁ی A کنید فرض [۴] آ  . ١ . ١. قضیه
برای A[h] قطعͬ مجموعه مشخصه تابع χA[h](x) و A فازی مجموعه برش ‐h ،A[h] همچنین

آن گاه: باشد، h ∈ (٠, ١]
µA(x) = sup

h∈(٠,١]
(h ∧ χA[h](x)), x ∈ X

های برش ‐h حسب بر تواند مͬ X در A فازی مجموعه هر ( ٣ تجزیه اصل ) آ  . ١ . ١. نتیجه
شود: داده نمایش زیر صورت به خود به مربوط

A = ∪h∈(٠,١] (hA[h])

برای ͬ توان م که است گسترش اصل فازی مجموعه های نظریه اساسͬ مفاهیم از ی΄ͬ
در ویژه به اصل این شود. گرفته کار به فازی مجموعه های به قطعͬ ریاضͬ مفاهیم تعمیم
معمولͬ تابع ΁ی است. مفید فازی اعداد برای عمل·رها این تعریف و جبری عمل·رهای تعمیم
ͬ دهد. م نسبت را y ∈ Y مانند عددی x ∈ X هر به تابع این ب·یرید. نظر در را f : X −→ Y

عمل X از نقطه ΁ی بر که این جای به که دهیم گسترش گونه ای به را f تابع ͬ خواهیم م حال
عمل از حاصل مقدار تعریف است مهم چه آن کند. عمل آن فازی مجموعه زیر ΁ی بر کند،
نقطه ΁ی دی·ر f(A) که داریم انتظار مسلماً است. A مانند X از فازی مجموعه زیر ΁ی بر f
را تعمیم این روش گسترش اصل باشد. B مانند Y از فازی مجموعه زیر ΁ی بل΄ه نباشد Y از

ͬ کند. م بیان

٣Decomposition Principle



فازی مجموعه های نظریه ١۴٢
فازی مجموعه ای زیر A و تابع ΁ی f : X −→ Y کنید فرض ( گسترش اصل ) آ  . ١ . ٧. تعریف

که: طوری به بود خواهد Y از فازی مجموعه زیر ΁ی f(A) = B صورت این در باشد، X از

µB(y) =


sup

x, y=f(x)
{µA(x)} if f−١(y) ̸= ∅

٠ if f−١(y) = ∅

فازی اعداد آ  . ١ . ١
تابع برخوردارند. بالایی اهمیت از ͬ شوند م تعریف حقیقͬ اعداد روی که فازی مجموعه های

ͬ باشد: م زیر صورت به فازی مجموعه های نوع این عضویت
µ : R −→ [٠, ١]

عنوان به ͬ توانند م خاصͬ شرایط تحت و داشته کمͬ مفهوم فازی مجموعه های از نوع این
تحلیل و مدل سازی در فازی بازه های و اعداد شوند. مطرح فازی بازه های یا فازی اعداد
تقریبی احتمالات و آمار و بهینه سازی تقریبی، استدلال فازی، تصمیم گیری فازی، کنترل

ͬ کنند. م ایفا مهمͬ بسیار نقش
فازی عدد ΁ی A باشد. R در فازی مجموعه ΁ی A کنید فرض فازی) (عدد آ  . ١ . ٨. تعریف

باشد: زیر شرایط دارای اگر ͬ شود م نامیده
باشد، نرمال .١

باشد. بسته بازه ای A(h) ،∀h ∈ (٠, ١] .٢
باشد. کراندار A تکیه گاه .٣

هرگاه: گویند LR فازی عدد ΁ی را ،A فازی عدد (LR فازی (عدد آ  . ١ . ٩. تعریف

µA(x) =


L
(am − x

al

) if x ≤ m

R
(x− am

ar

) if x ≥ m

L(٠) = R(٠) = ١ شرط در و هستند [٠, ١] به R+ از غیرصعودی پیوسته توابع R و L آن در که
مقدار را am حالت این در مثبت اند. حقیقͬ اعداد نیز ar و al پارامترهای ͬ کنند. م صدق
ش΄ل به A صورت این در ͬ نامند. م فازی عدد چپ و راست پهنای ترتیب به را al و ar و میانه

ͬ شود. م داده نمایش A = (am, al, ar)LR

اختیار را زیر حالات از ی΄ͬ معمولا˟ و ͬ شوند م نامیده ͽمرج توابع R و L بالا تعریف در
ͬ کنند: م



١۴٣ فازی مجموعه های نظریه مفاهیم بر مروری
خطͬ: .١

L(x) = max(٠, ١ − x)

نمایی: .٢
L(x) = e−px, p ≥ ١

توان دار: .٣
L(x) = max(٠, ١ − xp), p ≥ ١

کسری: .۴
L(x) =

١
١ + xp

, p ≥ ١
توان دار: نمایی .۵

L(x) = e−xp
, p ≥ ١

نمایش A = (am, al, ar)N صورت به و ͬ آید م وجود به نرمال فازی عدد ،p = ٢ برای
ͬ شود. م داده

خطͬ توابع R و L توابع ،LR فازی عدد تعریف در اگر ( مثلثͬ فازی عدد ) آ  . ١ . ١٠. تعریف
A = (am, al, ar)T صورت به را آن و ͬ نامند م مثلثͬ فازی عدد را حاصل فازی عدد باشند،

است: زیر ش΄ل به آن عضویت تابع که ͬ دهند م نمایش

µA(x) =


١ −

(am − x

al

) if am − al ≤ x ≤ am

١ −
(x− am

ar

) if am ≤ x ≤ ar + a

فازی اعداد حساب آ  . ١ . ٢
با دهیم، نشان ⊛ با فازی اعداد برای را ∗ عمل·ر تعمیم و باشند فازی عدد دو B و A اگر
تعریف زیر عضویت تابع با فازی مجموعه ΁ی صورت به A⊛B حاصل توسیع، اصل از استفاده

ͬ شود. م
(A⊛B)(z) = sup

z=x∗y
min[µA(x), µB(x)]

ͬ آید م در زیر به صورت های بالا تعریف تفریق، و ͽجم اصلͬ عمل دو برای خاص حالت های در
(A⊕B)(z) = sup

z=x+y
min[µA(x), µB(x)]

(A⊖B)(z) = sup
z=x−y

min[µA(x), µB(x)]

ͬ کنیم. م استفاده + و − از ⊖ و ⊕ های علامت جای به سادگͬ برای نامه پایان این در



فازی مجموعه های نظریه ١۴۴
و است مشخصͬ ال·وهای دارای و ساده بسیار LR فازی اعداد برای جبری اعمال برخͬ
روابط برخͬ قسمت این در دارد. وجود تقریبی ال·وهای نیز جبری اعمال از دی·ر برخͬ برای

شوند. مͬ بیان LR فازی اعداد حساب در مهم
اصل اساس بر آن گاه k ∈ R و B = (bm, bl, br)LR ،A = (am, al, ar)LR اگر آ  . ١ . ٢. قضیه

داریم: آ  . ١ . ٧ تعریف در شده بیان گسترش
(am, al, ar)LR + (bm, bl, br)LR =(am + bm, al + bl, ar + br)LR

(am, al, ar)LR − (bm, bl, br)LR =(am − bm, al + br, ar + bl)LR

k(am, al, ar)LR =(kam, kal, kar)LR k > ٠
k(am, al, ar)LR =(kam,−kar,−kal)LR k < ٠

عدد دو B و A که حالتͬ در نیست. تفریق و ͽجم آسانͬ به کار ضرب، عمل ی درباره
تقریبی روابط ضرب برای اما بود. نخواهد LR فازی عدد ΁ی آنها ضرب نتیجه باشند LR فازی

شود). مراجعه [١١٣] به زمینه این در بیشتر اطلاعات (برای است شده پیشنهاد متفاوتͬ

فازی اعداد فاصله آ  . ١ . ٣
است لازم لذا و هستیم مدل پارامترهای برآورد و تخمین به علاقه مند فازی رگرسیون بحث در
شود، محاسبه فازی شده برآورد و شده مشاهده مقدار دو بین فاصله دقیق تر عبارت به و خطا
استفاده پایان نامه طول در که فازی عدد دو بین فاصله انواع از برخͬ معرفͬ به بخش این در لذا

ͬ پردازیم. م شده اند

اقلیدسͬ فاصله
‐h kامین برای B و A فازی عدد دو بین اقلیدسͬ فاصله میانگین [١١۴] آ  . ١ . ١١. تعریف

است: شده تعریف زیر صورت به برش
Dhk

(A,B) =
١
٢
[(
A(hk)−B(hk)

)٢
+

(
A(hk)−B(hk)

)٢]
و A برش ‐h اُمین k ترتیب، به ،B[hk] = [B(hk), B(hk)] و A[hk] = [A(hk), A(hk)] آن در که

ͬ رسیم: م زیر فاصله به k روی ͽجم و ٠ = h١ < h٢ < ... < hg = ١ دادن قرار با هستند. B

D١(A,B) =

g∑
k=١

Dhk
(A,B) (آ  . ١)

حسن پور فاصله
کردند. بیان زیر صورت به را فازی عدد دو بین فاصله [١١۵] هم΄اران و حسن پور



١۴۵ فازی مجموعه های نظریه مفاهیم بر مروری
زیر صورت به را D٢ فاصله باشند. مثلثͬ فازی عدد دو B و A کنید فرض آ  . ١ . ١٢. تعریف

ͬ کنیم م تعریف
D٢(A,B) = |am − bm|+ |al − bl|+ |ar − br|

است. متر ΁ی بالا تعریف در D٢ فاصله که ͬ شود م اثبات

شده وزن دار فاصله
ͬ کند: م تعریف زیر صورت به را فازی عدد دو بین شده وزن دار فاصله [١١۶] در ژو

عدد دو این بین شده وزن دار فاصله باشند، فازی عدد دو B و A کنید فرض آ  . ١ . ١٣. تعریف
صورت به فازی

D٣(A,B) =
(∫ ١

٠ f(h)d٢(A[h], B[h])dh
)١/٢

آن در که است،
A[h] = [A(h), A(h)], B[h] = [B(h), B(h)]

d٢(A[h], B[h]) = (A(h)−B(h))٢ + (A(h)−B(h))٢

.∫ ١٠ f(h)dh = ١/٢ و f(٠) = ٠ داریم و است [٠, ١] بازه روی صعودی تابع ΁ی f(h) همچنین
منجر f(h) بودن صعودی ویژگͬ کرد. تعبیر d٢(A[h], B[h]) وزن عنوان به توان مͬ را f(h) تابع
عدد دو بین فاصله تعیین در بیشتری اهمیت بالاتر، عضویت های درجه که شود مͬ این به
مͬ را اطمینان این نیز ∫ ١٠ f(h)dh = ١/٢ و f(٠) = ٠ های شرط باشند. داشته B و A فازی

است. حقیقͬ عدد دو بین ی فاصله از معمولͬ تعمیم ΁ی فوق، ی فاصله که دهد
f(h) = h وزنͬ تابع پایه بر آن گاه باشند مثلثͬ فازی عدد دو B و A کنید فرض آ  . ١ . ٢. نتیجه

داریم:
D٢٣(A,B) = (am − bm)٢ +

١
٣(am − bm)[(ar − br)− (al − bl)]

+
١

١٢
[
(al − bl)

٢ + (ar − br)
٢]

هم΄اران و کپی فاصله
زیر صورت به را B و A ،LR فازی عدد دو میان فاصله [٣٧] در نویسندگان آ  . ١ . ١۴. تعریف

کرده اند: تعریف
D٢۴(A,B) = (am − bm)٢ + ((am − γal)− (bm − γbl))

٢ + ((am + ρau)− (bm + ρbu))
٢

ͬ گیرند م نظر در را مدل در عضویت تابع تنوع ρ =
∫ ١٠ R−١(ω)dω و γ =

∫ ١٠ L−١(ω)dω آن در که
شود). مراجعه [٧٩] به بیشتر اطلاعات (برای ͬ کنند م کم را پهناها تأثیر هم زمان و





ب پیوست
گزاره ها و قضایا  اثبات

٢ فصل ب . ١
:٢ . ٢ . ١ قضیه

بنابراین باشد. (۴٢ . ٣) و (۴٢ . ٢) از تعادل نقطه ΁ی ،y∗ = (A∗⊤,U∗⊤)⊤ کنید فرض برهان.
که ͬ شود م نتیجه

QA∗ +B+G⊤(U∗ +GA∗)+ = ٠ )(ب . ١)
U∗ +GA∗)+ = U∗ (ب . ٢)

اگر تنها و اگر (U∗ +GA∗)+ = U∗ داریم: ،١ . ٣ . ٢ لم از
U∗ ≥ ٠, GA∗ ≤ ٠, U∗⊤(GA∗) = ٠ (ب . ٣)

داریم: در(ب . ١) (ب . ٢) جای·ذاری با این بر علاوه
QA∗ +B+G⊤U∗ = ٠ (ب . ۴)

صدق (۴٢ . ١) کروش‐کان‐تاکر شرایط در y∗ = (A∗⊤,U∗⊤)⊤ که ͬ شود م دیده بنابراین
ͬ کند. م

است. راست سر برگشت حالت اثبات
١۴٧



گزاره ها و قضایا ١۴٨ اثبات
:٢ . ٢ . ١ لم

که، طوری به ٠ < m′ < ٣p′ + ٣ دارد وجود کنید فرض کلیت از کاستن بدون برهان.
(
U+GA

)+
=

((
U+GA

)
١,
(
U+GA

)
٢, ...,

(
U+GA

)
m′ , ٠, ٠, ..., ٠︸ ︷︷ ︸

٣p′+٣−m′

)⊤
داریم: پس

∇ϕ(y) =

 −
(
Q+ (G∗)⊤G∗) −(G∗)⊤

G∗ W(٣p′+٣)×(٣p′+٣)


آن در که

G∗ =

 Rm′×(٣p′+٣)
O(٣p′+٣−m′)×(٣p′+٣)

 =



G١.
G٢.
...

...

Gm′.

O١×(٣p′+٣)
O١×(٣p′+٣)

...

...

O١×(٣p′+٣)



W(٣p′+٣)×(٣p′+٣) =
 Om′×m′ Om′×(٣p′+٣−m′)

O(٣p′+٣−m′)×m′ −I(٣p′+٣−m′)×(٣p′+٣−m′)


نیمه ماتریس ΁ی ∇ϕ(y) که ͬ شود م نتیجه بنابراین است. صفر ماتریس دهنده نشان O و

است. منفͬ معین
،(U+GA

)+
=

((
U+GA

)
١,
(
U+GA

)
٢, ...,

(
U+GA

)
٣p′+٣

)⊤ آن گاه ،m′ = ٣p′+٣ اگر
بنابراین

∇ϕ(y) =

 −
(
Q+G⊤G

)
−G⊤

G O(٣p′+٣)×(٣p′+٣)


است. منفͬ معین نیمه ∇ϕ(y) که ͬ شود م ثابت قبلͬ، حالت با مشابه

آن گاه m′ = ٠ اگر نهایتاً
(
U+GA

)+
= (٠, ٠, ..., ٠︸ ︷︷ ︸

٣p′+٣
)⊤



١۴٩ ٢ فصل
داریم بنایراین

∇ϕ(y) =

 −Q O(٣p′+٣)×(٣p′+٣)
O(٣p′+٣)×(٣p′+٣) −I(٣p′+٣)×(٣p′+٣)


را اثبات این و است منفͬ معین نیمه ماتریس ΁ی ∇ϕ(y) که ͬ شود م نتیجه نیز حالت این در

ͬ کند. م کامل
:٢ . ٢ . ٢ قضیه

ب·یرید: نظر در زیر صورت به را E : R۶p′+۶ → R لیاپانوف تابع برهان.
E(y) = E١(y) + E٢(y) (ب . ۵)

تابع ΁ی E١(y) که ͬ دانبم م [۶٢] از .E٢(y) = ١٢∥y − y∗∥٢ و E١(y) = ∥ϕ(y)∥٢ آن در که
که ͬ شود م دیده ،(۴۴ . ٢) به توجه با است. مشتق پذیر

dϕ

dt
=

∂ϕ

∂y

dy

dt
= ∇ϕ(y)ϕ(y)

داریم: ،(٢ . ٢٠) و (٢ . ١٩) عصبی شب΄ه مدل از y(t) نقطه در E(t) مشتق محاسبه با
dE(y(t))

dt
= (dϕdt )

⊤ϕ+ ϕ⊤(dϕdt ) + (y − y∗)⊤ dy(t)
dt (ب . ۶)

= ϕ⊤(∇ϕ(y)⊤ +∇ϕ(y))ϕ+ (y − y∗)⊤ϕ(y)

که ͬ شود م نتیجه ،٢ . ٢ . ١ لم از استفاده با
ϕ⊤(y)(∇ϕ(y)⊤ +∇ϕ(y))ϕ(y) ≤ ٠, ∀y ̸= y∗ (ب . ٧)

داریم: (١ . ٣ . ١) لم و (۶ . ١ . ٣) تعریف به توجه با این، بر علاوه
(y − y∗)⊤(ϕ(y)− ϕ(y∗)) = (y − y∗)⊤ϕ(y) ≤ ٠, ∀y ̸= y∗

بنابراین
dE(y(t))

dt
≤ ٠ (ب . ٨)

است. لیاپانوف پایدار (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه که است معنͬ این به این و
:٢ . ٢ . ٢ لم

پیوسته {(
U + GA

)+ − U
} و {

QA + B + G⊤(U + GA
)+} که است ͹واض (i) برهان.

شب΄ه ١ . ٣ . ١ قضیه به توجه با هستند. D ⊆ R۶p′+۶ باز محدب مجموعه روی محلͬ لیپشیتس



گزاره ها و قضایا ١۵٠ اثبات
از دارد. η > t٠ بعضͬ برای y(t), t ∈ [t٠, η) ی΄تا پیوسته جواب ΁ی (۴٢ . ٣) و (۴٢ . ٢) عصبی

بنابراین است. صعودی غیر تابع ΁ی ،t روی E که ͬ دانیم م ٢ . ٢ . ٢ قضیه اثبات
١
٢∥y − y∗∥٢ ≤ E(y(t)) ≤ E(y(t٠)), ∀t ≥ t٠ (ب . ٩)

.η → +∞ بنابراین است. کراندار (۴٢ . ٣) و (۴٢ . ٢) عصبی شب΄ه مسیر که ͬ دهد م نشان این
داریم: U(t٠) ≥ ٠ با y(t٠) شده داده  ابتدایی نقطه برای (ii)

dU

dt
+U = (U+GA)+∫ t

t٠

(
dU

dt
+U

)
esds =

∫ t

t٠
es(U+GA)+ds

همچنین
U(t) = e−(t−t٠)U(t٠) + e−t

∫ t

t٠
es(U+GA)+ds

.t ≥ t٠ هر برای U(t) ≥ ٠ و (U+GA)+ ≥ ٠ نتیجه در
:٢ . ٢ . ٣ قضیه

و (۴٢ . ٢) عصبی شب΄ه از ((A(t))⊤,U(t)⊤)⊤ مسیر که داریم ،٢ . ٢ . ٢ لم اثبات از برهان.
حدی نقطه و k → ∞ که tk → ∞ با {tk} صعودی دنباله ΁ی بنابراین، است. کراندار (۴٢ . ٣)

که: طوری به دارد وجود (Ā⊤, Ū⊤)⊤,

lim
k→∞

(A(tk)
⊤,U(tk)

⊤)⊤ = (Ā⊤, Ū⊤)⊤

مجموعه بزرگ ترین H و t → ∞, که {(A(t)⊤,U(t)⊤)⊤ → H} داریم: ۵ . ١ . ٣ قضیه از استفاده با
نتیجه (ب . ٨)، و (۴٢ . ٣) و (۴٢ . ٢) از است. K = {(A(t)⊤,U(t)⊤)⊤|dE(y(t))

dt = ٠} در ثابت
.H ⊆ K ⊆ D∗ که (Â⊤, Û⊤)⊤ ∈ D∗ بنابراین dE(y(t))

dt = ٠ ⇔ dU
dt = ٠ و dA

dt = ٠ که ͬ شود م
تعادل نقطه به سراسری هم·رای (A(t)⊤,U(t)⊤)⊤ مسیر که کردیم اثبات دی·ر، طرف از

ͬ کنیم: م تعریف دی·ری لیاپانوف تابع اکنون است. (Ā⊤٠ , Ū⊤)⊤

Ē(y) = ∥ϕ(y)∥٢ +
١
٢∥y − ȳ∥٢ (ب . ١٠)

مشتق پذیر پیوسته طور به Ē(y) که ͬ شود م نتیجه (ب . ۵) در U∗ = Ū و A∗ = Ā جای·ذاری با
داریم بنابراین limk→∞(A(tk)

⊤,U(tk)
⊤)⊤ = (Ā⊤, Ū⊤)⊤ که شود توجه Ē(ȳ) = ٠ و است

به q > ٠ دارد وجود ∀ϵ > ٠ هر برای پس limk→∞ Ē
(
A(tk)

⊤,U(tk)
⊤)⊤ = Ē(Ā(h)⊤, Ū⊤)⊤.

برای نتیحه در dĒ(y(t))
dt ≤ ٠. مشابه طریق به .Ē(y(t)) < ϵ داریم t ≥ tq, هر برای که طوری

t ≥ tq,١
٢∥y(t)− ȳ∥٢ ≤ Ē(y(t)) ≤ ϵ



١۵١ ۴ فصل
(۴٢ . ٣) و (۴٢ . ٢) شب΄ه بنابراین .limt→∞ y(t) = ȳ و limt→∞ ∥y(t) − ȳ∥ = ٠ همچنین .
مسئله بهینه جواب Ā آن در که است. ،ŷ = (Ā⊤, Ū⊤)⊤ تعادل نقطه به سراسری هم·رای

است. (۴٢ . ٠) و (٢ . ٣٩)
نقطه هر با (A(t)⊤,U(t)⊤)⊤ مسیر بنابراین ،D∗ = {(A∗⊤,U∗⊤)⊤} اگر خاص، حالت در
است. y∗ = (A∗⊤,U∗⊤)⊤ تعادل نقطه به سراسری مجانبی پایدار (A(t٠)⊤,U(t٠)⊤)⊤ ابتدایی

:۴ . ٢ . ٢ قضیه
شود. مراجعه ١ . ٣ . ٩ قضیه برهان به برهان.

۴ فصل ب . ٢
:١ . ۴ . ۴ قضیه

باشد. (۴٢ . ۴) و (۴١ . ۴) از تعادل نقطه ΁ی ،y∗ = (A∗⊤,U∗⊤,U∗
q
⊤)⊤ کنید فرض برهان.

که ͬ شود م نتیجه راحتͬ به بنابراین
٢Q̄Ā+ B̄+ Ḡ⊤(Ū+ ḠĀ)+ +∇ḡq(Ā)

⊤(
Ūq + ḡq(Ā)

)+
= ٠ (ب . ١١)

(Ū+ ḠĀ)+ − Ū = ٠ )(ب . ١٢)
Ūq + ḡq(Ā)

)+ − Ūq = ٠ (ب . ١٣)
داریم: در(ب . ١١) (ب . ١٣) و (ب . ١٢) جای·ذاری با و ١ . ٣ . ٢ لم به توجه با

QA∗ +B+G⊤U∗ +∇ḡq(Ā)
⊤
Ūq = ٠ (ب . ١۴)

ͬ کند. م صدق (۴٠ . ۴) کروش‐کان‐تاکر شرایط در y∗ = (A∗⊤,U∗⊤,U∗
q
⊤)⊤ بنابراین

است. راست سر برگشت حالت اثبات
:١ . ۴ . ۴ لم

جای·ذاری با برهان.

G =

 Ḡ

∇gq(Ā)


ͬ آید. م به دست نتیجه ٢ . ١ . ١ لم اثبات در U = (Ū⊤, Ū⊤

q ) و
:٢ . ۴ . ۴ قضیه

ͬ باشد. م ٢ . ١ . ٢ قضیه برای شده ارائه اثبات مشابه اثبات برهان.



گزاره ها و قضایا ١۵٢ اثبات
:٢ . ۴ . ۴ )}لم

U+ ،{٢Q̄Ā+B̄+Ḡ⊤(Ū+ḠĀ)++∇ḡq(Ā)
⊤(

Ūq+ ḡq(Ā)
)+} که آن جایی از (i) برهان.

باز محدب مجموعه روی محلͬ لیپشیتس پیوسته {(Ūq + ḡq(Ā)
)+ − Ūq

} و GA
)+ − U

}
جواب ΁ی (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه ١ . ٣ . ١ قضیه به توجه با هستند، D ⊆ R١١p+١١
E که ͬ دانیم م ٢ . ۴ . ۴ قضیه اثبات از دارد. η > t٠ بعضͬ برای y(t), t ∈ [t٠, η) ی΄تا پیوسته

بنابراین است. صعودی غیر تابع ΁ی ،t روی
١
٢∥y − y∗∥٢ ≤ E(y(t)) ≤ E(y(t٠)), ∀t ≥ t٠ (ب . ١۵)

.η → +∞ بنابراین است. کراندار (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه مسیر که ͬ دهد م نشان این
داریم: Uq(t٠) ≥ ٠ و U(t٠) ≥ ٠ با y(t٠) شده داده  ابتدایی نقطه برای (ii)

dU

dt
+U = (U+GA)+∫ t

t٠

(
dU

dt
+U

)
esds =

∫ t

t٠
es(U+GA)+ds

همچنین
U(t) = e−(t−t٠)U(t٠) + e−t

∫ t

t٠
es(U+GA)+ds

.t ≥ t٠ هر برای U(t) ≥ ٠ و (U+GA) ≥ ٠ نتیجه در
.t ≥ t٠ هر برای Uq(t) ≥ ٠ و (Uq + ḡq(Ā)) ≥ ٠ داریم: مشابه طریق به

:٣ . ۴ . ۴ قضیه
مسیر که داریم ،٢ . ۴ . ۴ لم اثبات از برهان.

((A(t))⊤,U(t)⊤,Uq(t)
⊤)⊤

tk → ∞ با {tk} صعودی دنباله ΁ی بنابراین، است. کراندار (۴٢ . ۴) و (۴١ . ۴) عصبی شب΄ه از
که: طوری به دارد وجود (Ā⊤, Ū⊤, Ū⊤

q )
⊤ حدی نقطه و k → ∞ که

lim
k→∞

(A(tk)
⊤,U(tk)

⊤,Uq(tk)
⊤)⊤ = (Ā⊤, Ū⊤, Ū⊤

q )
⊤

که {(A(t)⊤,U(t)⊤,Uq(t)
⊤)⊤ → H} داریم: ،[۵٩] لاسال ثابت محموعه قضیه از استفاده با

K = {(A(t)⊤,U(t)⊤,Uq(t)
⊤)⊤|dE(y(t))

dt = ٠} در ثابت مجموعه بزرگ ترین H و t → ∞,

بنابراین dE(y(t))
dt = ٠ ⇔ dU

dt = ٠ و dA
dt = ٠ که ͬ شود م نتیجه (۴٢ . ۴) و (۴١ . ۴) از است.

.H ⊆ K ⊆ D∗ که (Ā⊤, Ū⊤, Ū⊤
q )

⊤ ∈ D∗

تعادل نقطه به سراسری هم·رای (A(t)⊤,U(t)⊤,Uq(t)
⊤)⊤ مسیر که ͬ کنیم م اثبات اکنون

ͬ کنیم: م تعریف دی·ری لیاپانوف تابع اکنون است. .(Ā⊤, Ū⊤, Ū⊤
q )

⊤

Ē(y) = ∥ϕ(y)∥٢ +
١
٢∥y − ȳ∥٢ (ب . ١۶)



١۵٣ ۴ فصل
طور به Ē(y) که ͬ شود م نتیجه (ب . ١۶). در U∗

q = Ūq و U∗ = Ū ،A∗ = Ā جای·ذاری با
که شود توجه Ē(ȳ) = ٠ و است مشتق پذیر پیوسته

lim
k→∞

(A(tk)
⊤,U(tk)

⊤,Uq(tk)
⊤)⊤ = (Ā⊤, Ū⊤, Ū⊤

q )
⊤

داریم بنابراین
lim
k→∞

Ē
(
A(tk)

⊤,U(tk)
⊤,Uq(tk)

⊤)⊤ = Ē(Ā(h)⊤, Ū⊤, Ū⊤
q )

⊤

به Ē(y(t)) < ϵ داریم t ≥ ts, هر برای که طوری به s > ٠ دارد وجود ∀ϵ > ٠ هر برای پس
t ≥ ts برای نتیحه در dĒ(y(t))

dt ≤ ٠ مشابه طریق
١
٢∥y(t)− ȳ∥٢ ≤ Ē(y(t)) ≤ ϵ

(۴٢ . ۴) و (۴١ . ۴) شب΄ه بنابراین limt→∞ y(t) = ȳ و limt→∞ ∥y(t) − ȳ∥ = ٠ همچنین
مسئله بهینه جواب Ā آن در که است. ȳ = (Ā⊤, Ū⊤, Ū⊤

q )
⊤ تعادل نقطه به سراسری هم·رای

مسیر بنابراین ،D∗ = {(A∗⊤,U∗⊤,Uq
∗⊤)⊤} اگر خاص، حالت در است. (١۶ . ۴)‐(١۴ . ۴)

سراسری مجانبی پایدار (A(t٠)⊤,U(t٠)⊤,Uq(t٠)⊤)⊤ ابتدایی نقطه هر با (A(t)⊤,U(t)⊤,Uq(t)
⊤)⊤

است. y∗ = (A∗⊤,U∗⊤,U∗⊤
q )

⊤ تعادل نقطه به
:۴ . ۴ . ۴ قضیه

ͬ باشد. م ١ . ٣ . ٩ قضیه برهان با مشابه برهان.
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Bounded . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کراندار
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Goodness of Fit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . برازش. نی΄ویی
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Least Square Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . خطا دوم توان های کمتریت
Left Spread . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . چپ پهنای
Liapunov Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . لیاپانف تابع
Linear Regression. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . خطͬ. رگرسیون
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LR Fuzzy Numbers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . LR فازی اعداد
Membership Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . عضویت تابع
Multiple Linear Regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . چندگانه. خطͬ رگرسیون
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Aabstract

In this thesis, a hybrid scheme based on the recurrent neural networks for approximate
fuzzy coefficients (parameters) of fuzzy linear and polynomial regression models is pre-
sented. When multicollinearity happens (As in regression models in traditional statistical
theory), the model may lead to poor prediction. To overcome the problem, Bridge re-
gression methodology which combines Bridge regression with the fuzzy regression models
in order to reduce the effect of multicollinearity, for the first time is considered in this
thesis. Then, the proposed model and its specific formulations (Ridge and Lasso regres-
sion) are solved by using a capable neural network. The proposed neural network is first
constructed based on some concepts of convex optimization and stability theory. The pre-
sented neural network framework guarantees to find the approximate parameters of the
fuzzy regression models. The existence and convergence of the trajectories of the neural
network are studied. The Lyapunov stability for the neural network is also shown.

Keywords: Fuzzy linear regression; Fuzzy polynomial regression; Fuzzy Bridge regres-
sion; Recurrent neural network; Stability; Convergence
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