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ریاضی علوم دانشکده

ریاضی آمار ارشد کارشناسی پایان نامه

وابستگی برای ناپارامتری مثبتآزمون های ربعی
صیدآبادی زهرا نگارنده:

راهنما استاد
اقبال نگار دکتر

مشاور استاد
باغیشنی حسین دکتر

١٣٩٩ بهمن



پروردگارا
دست های برای نه و کنم سیاه شد، سفید من عزت راه در که را موهایشان می توانم نه
که ده توفیقم پس دارم. مرهمی است، من افتخار برای تلاش ثمره که آن ها پینه بسته
بگذرانم. بودنشان دست عصای در را عمرم ثانیه های و باشم شکرگزارشان لحظه هر

زندگیست. لحظه لحظه ی در یاور و امید بزرگ ترین که را خدا سپاس و شکر

ج



... سپاس گزاری

بخشید. هستی ام که را یکتا پروردگار بی کران سپاس
شد. رهنمونم دانش و علم طریق به

نمود. مفتخرم دانش و علم رهروان همنشینی به
ساخت. روزی ام را معرفت و علم از خوشه چینی

پرمایه ام. و دانشمند اساتید از سپاس و تشکر
پرفیضشان محضر از که باغیشنی حسین دکتر آقای جناب و اقبال نگار دکتر خانم سرکار

بردم. بهره
درهای که عزیزی دوست از تشکر و دلگرمم حمایتشان به که خانواده ام از تشکر و

گشود. رویم پیش را موفقیت

صیدآبادی زهرا
١٣٩٩ بهمن

د



نامه تعهد
ریاضی علوم دانشکده ریاضی آمار رشته ارشد کارشناسی دانشجوی صیدآبادی زهرا اینجانب
وابستگی برای ناپارامتری آزمون های عنوان با پایان نامه نویسنده شاهرود، صنعتی دانشگاه

می شوم: متعهد اقبال نگار راهنمایی تحت ، مثبت ربعی
برخوردار اصالت و صحت از و است شده انجام اینجانب توسط پایان نامه این در تحقیقات •

است.
شده استناد استفاده مورد مرجع به پژوهش گران، دیگر پژوهش های نتایج از استفاده در •

است.
مدرک نوع هیچ دریافت برای دیگری فرد یا خود، توسط کنون تا پایان نامه، این مطالب •

است. نشده ارایه هیچ جا در امتیازی یا
نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتی دانشگاه به اثر، این معنوی حقوق •
خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتی دانشگاه “

رسید.
بوده اند، تاثیرگذار پایان نامه اصلی نتایج آوردن به دست در که افرادی تمام معنوی حقوق •

می گردد. رعایت پایان نامه از مستخرج مقالات در
آنها) بافت های (یا زنده موجود از که مواردی در پایان نامه، این انجام مراحل تمام در •

است. شده رعایت اخلاقی اصول و ضوابط است، شده استفاده
افراد شخصی اطلاعات حوزه به که مواردی در پایان نامه، این انجام مراحل تمام در •
شده رعایت انسانی اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته دسترسی

است.
صیدآبادی زهرا
١٣٩٩ بهمن

نشر حق و نتایج مالکیت
برنامه های کتاب، مستخرج، ( مقالات آن محصولات و اثر این معنوی حقوق تمام •
شاهرود صنعتی دانشگاه به متعلق شده) ساخته تجهیزات و نرم افزارها رایانه ای،

شود. ذکر مربوطه علمی تولیدات در مقتضی، نحو به باید مطلب این می باشد.
نمی باشد. مجاز منبع ذکر بدون پایان نامه این در موجود نتایج و اطلاعات از استفاده •

ه



چکیده
همزمان مشاهده که زمانی تصادفی، متغیرهای توأم رفتار به (PQD) مثبت ربعی وابستگی
این حضور از آگاهی می شود. مرتبط است، محتمل آن ها برای بزرگ) مقادیر (یا کوچک مقادیر
بنابراین، شود. تصمیم گیری و محاسبات بهبود به منجر می تواند داده ها در وابستگی ساختار
هستند، PQD وابستگی دارای اینکه مقابل در تصادفی متغیر دو استقلال آزمون پژوهش این در
نامعلوم عمل در تصادفی متغیرهای واقعی توزیع اینکه به توجه با است. گرفته قرار بررسی مورد
تابع بر مبتنی ناپارامتری رهیافت در آن ها تجربی حاشیه ای) و (توأم نسخه های از هستند،

کرد. خواهیم استفاده مفصل
دارد خوبی عملکرد تجربی درست نمایی آزمون که می دهد نشان شده شبیه سازی نتایج

هستند. PQD ،(X,Y ) که است این نشان دهنده که

درست نمایی آزمون مفصل، تابع استقلال، آزمون مثبت، ربعی وابستگی کلیدی: کلمات
تجربی

و



مطالب فهرست
٣ تصاویر فهرست
۵ جداول فهرست
٧ پیشگفتار
١ اولیه مفاهیم ١
١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ١. ١
۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مفصل ها ١. ٢
١١ . . . . . . . . . . . . . . . . . . . . . . تصادفی متغیرهای و مفصل ١. ٣
١۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بقا مفصل ۴ .١
١۶ . . . . . . . . . . . . . . . . . . . . . . . . غیر تصادفی ترتیب های ۵ .١

١٩ آن ویژگی های و مثبت ربعی وابستگی ٢
١٩ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ٢. ١
١٩ . . . . . . . . . . . . . . . . . . . . . . . . . مثبت ربعی وابستگی ٢. ٢
٢١ . . . . . . . . . . . . . . . . . . . . . . . . . . رگرسیونی وابستگی ٢. ٣
٢١ . . . . . . . . . . . . . . . . . . . مفصل تابع و مثبت ربعی وابستگی ۴ .٢
٢٢ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . دمی یکنوایی ۵ .٢

٢٧ مثبت ربعی وابستگی فرض آزمون ٣
٢٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ٣. ١
٢٩ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . آزمون مراحل ٣. ٢
٢٩ . . . . . . . . . . . . . . . . . . . تجربی درستنمایی فرمول ٣. ٢. ١
٣۶ . . . . . . . . . . . . . . . . . . . . . . . . استقلال آزمون ٣. ٢. ٢
٣٧ . . . . . . . . . . . . . تجربی احتمال بر مبتنی فرضیه آزمون ٣. ٢. ٣
٣٨ . . . . . . . . . . . . . . . . . . . . . . . . تقارن آزمایش ۴ .٣. ٢

ز



مطالب فهرست ح
٣٩ . . . . . . . . . . . . . . . . . . . . . . توزیع تابع براساس استنباط ٣. ٣
۴١ . . . . . . . . . . . . . . . . . . . . . . . مفصل اساس بر استنباط ۴ .٣
۴۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . آزمایش روش ۵ .٣
۴۵ . . . . . . . . . . . . . . . . . . مسافت بر مبتنی مفصل آزمون های ۶ .٣

۴٧ کاربردی مثال های و شبیه سازی مطالعه ۴
۴٩ . . . . . . . . . . . . . . . . . . . . . شبیه سازی با آزمون ها ارزیابی ١ .۴
۵١ . . . . . . . . . . . . . . . . . . . . . . . . . . . واقعی مثال های ٢ .۴

۵٧ مراجع
۶١ نمایه



تصاویر فهرست
از جفت n = ١۴٩ برای آمریکا) دلار (به ساعتی دستمزد دوقلوها: داده های ١ .۴

۵٢ . . . . هستند. شبه‐مشاهدات راست سمت نمودار همسان. دوقلوهای
دانشجو هر برای هزینه شده مبلغ پراکنش نمودار تحصیلات: داده مجموعه ٢ .۴
فارغ التحصیلی نرخ مقابل در ٢٠١۶ -٢٠١۵ تحصیلی سال در آمریکا) دلار (به
شبه‐مشاهدات پراکنش نمودار و چپ) (سمت ٢٠١۶ سال در دبیرستان

۵٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . راست) (سمت
شبه‐مشاهدات نمودارهای و (بالا) سهام داده های جفتی پراکنش نمودارهای ٣ .۴

۵۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . (پایین) متناظر

ط





جداول فهرست
۵٠ . . n = ١٠٠ برای پیشنهادی آزمون شش برآوردشده آزمون توان و اندازه ١ .۴
۵٢ . . . . . . . P‐مقدار و بحرانی مقادیر آزمون، آماره دوقلوها: داده های ٢ .۴
۵٣ . . . . . . P‐مقدار و بحرانی مقادیر آزمون، آماره تحصیلات: داده های ٣ .۴
۵۴ . . . . . . P‐مقدار و بحرانی مقادیر آزمون، آماره سهام: داده مجموعه ۴ .۴

ک





پیشگفتار
اینکه مقابل در (X,Y ) تصادفی متغیر در استقلال آزمایش برای را موضعی تجربی احتمال ما
بین رابطه نوع این برقراری می کنیم. بررسی را هستند (PQD) مثبت ربع به وابسته (X,Y )

است. گرفته قرار ... و مهندسی بیمه، مالی، امور جمله از بسیاری توجه مورد (X,Y )

مستقل (X,Y ) بگوییم اینکه کند، مشخص را مؤلفه دو عمر طول (X,Y ) اگر مهندسی در
اطمینان قابلیت آمدن پایین به منجر هستند.) PQD آن ها که حالی (در است نادرست هستند،
کمک محاسبات بهبود به می تواند وابستگی ساختار نوع این از آگاهی بنابراین می شود. سیستم

کند.
که: است H١ −H٠ مقابل در H٠ آزمایش برای (EL) تجربی روش ارزیابی ما اصلی هدف

H٠ : H(x, y) = F (x)G(y) (x, y) ∈ R٢

H١ : H(x, y) ≥ F (x)G(y) (x, y) ∈ R٢

استنباط کارایی با غیرپارامتری روش های انعطاف پذیری از ترکیبی EL بر مبتنی آزمون به طورکلی
دارد. احتمال نسبت

است: شده تدوین زیر صورت به پایان نامه این مطالب محتوای
آن ها به اصلی نتایج اثبات در که اولیه مفاهیم و تعاریف از برخی بیان به اول فصل در •

می پردازیم. داریم، نیاز
می کنیم. معرفی را (PQD) مثبت ربعی وابستگی مفهوم دوم فصل در •

را EL آزمون که شبیه سازی مطالعه یک و می دهیم توسعه را EL آزمون سوم، فصل در •

می پردازیم. می کند، مقایسه موجود رویکردهای و فاصله آزمون با
شبیه سازی برای داده مجموعه سه از خود روش های دادن نشان برای چهارم فصل در •

می کنیم. استفاده

م



١ فصل
اولیه مفاهیم

مقدمه ١. ١
مقادیر همزمان مشاهده که زمانی تصادفی متغیر دو توأم رفتار به مثبت رˀبعی وابستگی
وابستگی نوع این می شود. است،مرتبط محتمل آن ها برای بزرگ) مقادیر (یا کوچک
مثال عنوان به است. کرده پیدا مهندسی و بیمه مالی، امور در مختلفی کاربردهای
محافظه کار سرمایه گذار یک باشد، سهام سبد یک در شرکت دو سهام بازده Y و X اگر
زیان دو احتمال زیرا ،PQD نوع از وابسته تا باشند مستقل متغیر دو این می دهد ترجیح
مستقل سهام های برای متناظر احتمال از بزرگ تر PQD سهام دو برای همزمان بزرگ
عمر طول Y و X اگر مهندسی در دیگر، مثالی عنوان به (٢٠٠۶ سورنت و (مالورن است
کم باعث هستند) PQD که (زمانی آن ها کردن فرض مستقل اشتباه به باشد، مؤلفه دو
یک در آن کردن برآورد بیش و سری سیستم یک در سیستم اعتماد قابلیت کردن برآورد
ساختار این حضور از آگاهی انگیزه، این با .(٢٠٠۶ ژی و (لای می شود موازی سیستم
بنابراین، شود. تصمیم گیری و محاسبات بهبود به منجر می تواند داده ها در وابستگی
جالب هستند، PQD وابستگی دارای اینکه مقابل در تصادفی متغیر دو استقلال آزمون

است. کاربردی و توجه
داریم احتیاج آن به بعدی فصل های در که قضایایی و تعاریف از برخی به فصل این در



اولیه مفاهیم ٢
می پردازیم.

است. (١٩٩۴) نلسن کتاب فصل، این در شده استفاده منبع که است ذکر به لازم
می کنیم: معرفی را علائم از برخی ابتدا در

R̃× R̃ صورت به را R٢ و [−∞,+∞] دامنه ی روی را R̃ و (−∞,+∞) دامنه ی روی را R

B = [x١, x٢] × [y١, y٢] صورت به دو بˀعدی مکان یک R٢ مستطیل می کنیم. تعریف
به I٢ واحد مربع است. (x١, y١), (x١, y٢), (x٢, y١), (x٢, y٢) صورت به آن رأس های S و

.I = [٠, ١] که می شود تعریف I × I صورت
زیرمجموعه ای که می دهیم نمایش DOM H با را آن دامنه که است تابعی H دو بˀعدی تابع

است. R از زیرمجموعه یک (RAN H) آن بˀرد به طوری که است؛ R٢ از
دو تابع یک H و باشند R از ناتهی مجموعه هایی زیر S٢ و S١ کنید فرض .١. ١. ١ تعریف

.DOM H = S١ × S٢ به طوری که: بˀعدی،
رأس های که است مستطیل هایی مربع همه ی که است B = [x١, x٢]× [y١, y٢] همچنین

می آید: به دست زیر رابطه از B مجموعه ‐حجم١ H مقدار است. DOM H آن
VH(B) = H(x٢, y٢)−H(x٢, y١)−H(x١, y٢) +H(x١, y١)

تعریف زیر صورت به B مستطیل روی H اول مرتبه ی تفاضل که باشید داشته توجه
می شود:

∆
x٢
x١H(x, y) = H(x٢, y)−H(x١, y)

∆
y٢
y١H(x, y) = H(x, y٢)−H(x, y١)

یعنی است؛ B روی H دوم مرتبه ی تفاضل مستطیل های مربع H مقدار
VH(B) = ∆

y٢
y١ ∆

x٢
x١ H(x, y)

چون
∆

y٢
y١∆

x٢
x١H(x, y) = ∆

y٢
y١ (H(x٢, y)−H(x١, y))

= (H(x٢, y٢)−H(x١, y٢))− (H(x٢, y١)−H(x١, y١))
= VH(B)

VH(B) ≥ ٠ باشیم داشته B = [x١, x٢]× [y١, y٢] ⊆ S١ ×S٢ هر برای اگر .١. ١. ٢ تعریف
معادل بودن، صعودی دو که باشید داشته توجه می نامند. صعودی٢ دو را H تابع آنگاه

نیست. آن بودن غیرنزولی با
1H-value
22-Increasing



٣ مقدمه
این در باشد، H(x, y) = max(x, y) ضابطه با I٢ روی H تابع کنید فرض .١. ١. ١ مثال

چون: نیست دوصعودی ولی است y و x از نانزولی تابعی H صورت
VH(I٢) = max(١, ١)−max(١, ٠)−max(٠, ١) + max(٠, ٠) = −١ < ٠

S١×S٢ دامنه ی با دو بˀعدی تابع یک را H و R از ناتهی مجموعه هایی را S١, S٢ .١. ١. ١ لم
S٢ در را y٢ و y١ و است x١ ≤ x٢ به طوری که S١ در x٢ و x١ همچنین و بگیرید نظر در
تابع و است نانزولی t ∈ S١ هر ازای به H(t, y٢)−H(t, y١) تابع پس y١ ≤ y٢ به طوری که

است. نانزولی نیز t ∈ S٢ هر ازای به H(x٢, t)−H(x١, t)

اثبات:
VH(B) ≥ ٠ است صعودی و بˀعدی دو تابعی H
VH(B) = H(x٢, y٢)−H(x٢, y١)−H(x١, y٢) +H(x١, y١) ≥ ٠

:x١ ≤ x٢ برای
= (H(x٢, y٢)−H(x٢, y١))− (H(x١, y٢)−H(x١, y١)) ≥ ٠

⇒ H(x٢, y٢)−H(x٢, y١) ≥ H(x١, y٢)−H(x١, y١)

است. نانزولی t ∈ S١ ازای به H(t, y٢)−H(t, y١) تابع پس
قبل قسمت مشابه باشد، y١ ≤ y٢ کنیم فرض

VH(B) ≥ ٠
⇒ (H(x٢, y٢)−H(x١, y٢))− (H(x٢, y١)−H(x١, y١)) ≥ ٠

⇒ H(x٢, y٢)−H(x١, y٢) ≥ H(x٢, y١)−H(x١, y١)

است. نانزولی t مؤلفه ی به نسبت H(x٢, t)−H(x١, t) تابع پس
می گوییم باشد. a٢ ،S٢ مقدار کم ترین و a١ ،S١ مقدار کم ترین کنید فرض .١. ١. ٣ تعریف

:S١ × S٢ در (x, y) همه ی ازای به اگر است؛ زمینی٣ R به S١ × S٢ از H تابع
H(a١, y) = H(x, a٢) = ٠.

باشد. b٢ عنصر بزرگ ترین S٢ و b١ عنصر بزرگ ترین دارای S١ کنید فرض .۴ .١. ١ تعریف
می باشد: زیر صورت به G و F حاشیه ای توابع دارای H : S١ × S٢ → R تابع

،y ∈ S٢ هر برای و است DOM F = S١ که F (x) = H(x, b٢) ،x ∈ S١ هر برای
است. DOM G = S٢ که G(y) = H(b١, y)

3Grounded



اولیه مفاهیم ۴

در H(x, y) =
(x+ ١)(ey − ١)
x+ ٢ey − ١ و [−١, ١]× [٠,∞) دامنه ی با تابع یک را H .١. ١. ٢ مثال

توابع دارای H و H(−١, y) = ٠ و H(x, ٠) = ٠ زیرا است زمینی تابع یک H بگیرید. نظر
می شوند: تعریف زیر صورت به که است G(y) و F (x) حاشیه ای

F (x) = H(x,∞) = (x+ ٢/(١
G(y) = H(١, y) = ١ − e−y

با زمینی و دو‐صعودی تابعی H و R از ناتهی زیرمجموعه های S٢ و S١ .١. ١. ٢ لم
در نقطه  هر (x٢, y٢) و (x١, y١) برای بگیرید. نظر در S١ ×S٢ دامنه  و G و F حاشیه های

داریم: S٢ و S١

|H(x٢, y٢)−H(x١, y١)| ≤ |F (x٢)− F (x١)|+ |G(y٢)−G(y١)| (١. ١)

داریم مثلث نامساوی از استفاده با و H(x١, y٢) مقدار کردن کم و اضافه با اثبات:

|H(x٢, y٢)−H(x١, y١)| = |H(x٢, y٢)−H(x١, y٢) +H(x١, y٢)−H(x١, y١)|
≤ |H(x٢, y٢)−H(x١, y٢)|+ |H(x١, y٢)−H(x١, y١)|

نظر در حالت دو .b٢ = sup{y : y ∈ S٢} و b١ = sup{x : x ∈ S١} کنید فرض اکنون
بگیرید:

می توان H بودن زمینی و دو‐صعودی فرض طبق گرفته، نظر در x١ ≤ x٢ اول حالت در
داریم h٢(y٢) تعریف طبق و است نانزولی مولفه هر به نسبت H تابع گفت

h٢(y٢) = H(x٢, y٢)−H(x١, y٢) ≥ ٠
داشت خواهیم h٢ بودن نانزولی و b٢ تعریف به توجه با همچنین

٠ ≤ H(x٢, y٢)−H(x١, y٢) ≤ H(x٢, b٢)−H(x١, b٢) = F (x٢)− F (x١). (١. ٢)
داشت خواهیم اول، حالت طبق لذا و گرفته نظر در x١ ≥ x٢ دوم حالت در

H(x٢, y٢)−H(x١, y٢) = −h٢(y٢) ≥ −h٢(b٢) = F (x١)− F (X٢). (١. ٣)

داریم بالا نامساوی های و قدر مطلق خاصیت طبق بنابراین

|H(x٢, y٢)−H(x١, y٢)| ≤ |F (x٢)− F (x١)|. (۴ .١)



۵ مفصل ها
در y١ ≥ y٢ و y١ ≤ y٢ حالت دو و b١ ،h١(x١) گرفتن نظر در و مشابه استدلالی با

آورد به دست می توان فوق، محاسبات
|H(x١, y٢)−H(x١, y١)| ≤ |G(y٢)−G(y١)| (۵ .١)

خواهیم (۴ .١) و (١. ٣) نامساوی های بخصوص فوق محاسبات به توجه با نتیجه در
داشت

∀x١, x٢ ∈ S١,∀y١, y٢ ∈ S٢; |H(x٢, y٢)−H(x١, y١)| ≤ |F (x٢)−F (x١)|+|G(y٢)−G(y١)|

می شود. ثابت حکم صورت این در

مفصل ها ١. ٢
اگر: است، دوبˀعدی زیرمفصل۴ یک C ′ تابع .١. ٢. ١ تعریف

باشند. I = [٠, ١] از زیرمجموعه هایی S٢ و S١ به طوری که DOM C
′
= S١ × S٢ (١

باشد. افزایشی و دوبˀعدی و زمینی تابع یک C ′ (٢
:S٢ در v و S١ در u هر ٣)برای

C
′
(u, ١) = u C

′
(١, v) = v.

آن به باشد داشته را زیر شرایط I٢ به I از C زیرمفصل دوبˀعدی تابع اگر .١. ٢. ٢ تعریف
می گوییم. مفصل۵

:I در v و u هر برای (١
C(٠, v) = C(u, ٠) = ٠
C(u, ١) = u و C(١, v) = v

داریم: v١ ≤ v٢ و u١ ≤ u٢ I که در u١, u٢, v١, v٢ هر برای (٢
C(u٢, v٢)− C(u٢, v١)− C(u١, v٢) + C(u١, v١) ≥ ٠

مستطیل هر برای C مفصل که است مطلب این بیانگر (٢) شرایط
است. I در مقداری که می دهد نسبت را C(u, v) عدد B = [c, u]× [٠, v];u, v ∈ I

4Subcopula
5Copula



اولیه مفاهیم ۶
است واضح و است آن ها دامنه ی در مفصل و زیر مفصل میان تفاوت که می کنید ملاحظه
که است ذکر به لازم نیست. برقرار آن عکس ولی می باشد زیر مفصل یک مفصل هر که

هستند. برقرار نیز زیر مفصل برای مهم خواص تمامی
هستند مفصل C(u, v) = min(u, v) و C(u, v) = max(u+ v − ١, c) توابع .١. ٢. ١ مثال

می کنیم: بررسی را آن ها بودن مفصل جداگانه به طور که
:u, v ∈ I هر برای که آنجا از

u− ١ ≤ ٠ و v − ١ ≤ ٠
پس

C(٠, v) = max(v − ١, ٠) = ٠ = C(u, ٠) = max(u− ١, ٠)
همچنین: است، زمینی C تابع لذا

C(١, v) = max(v, ٠) = v و C(u, ١) = max(u, ٠) = u

و v١ ≤ v٢ که به طوری u١, u٢, v١, v٢ ∈ I کنید فرض حال است. برقرار (١) ویژگی پس
:u١ ≤ u٢

h(t) = max(t+ v٢ − ١, ٠)−max(t+ v١ − ١, ٠)

=


(t+ v٢ − ١)− (t+ v١ − ١) t+ v٢ ≥ t+ v١ ≥ ١
(t+ v٢)− ٠ t+ v٢ ≥ ١ ≥ t+ v١
٠ − ٠ ١ ≥ t+ v٢ ≥ t+ v١

=


v٢ − v١ t+ v٢ ≥ t+ v١ ≥ ١
t+ v٢ t+ v٢ ≥ ١ ≥ t+ v١
٠ ١ ≥ t+ v٢ ≥ t+ v١

:u٢ ≤ u١ اگر پس است t به نسبت صعودی تابع یک h(t) تابع که است واضح
h(u٢) ≤ h(u١)

⇒ max(u٢ + v٢ − ١, ٠)−max(u٢ + v١ − ١, ٠)
≥ max(u١ + v٢ − ١, ٠)−max(u١ + v١ − ١, ٠)
⇒ max(u٢ + v٢ − ١, ٠)−max(u٢ + v١ − ١, ٠)

−max(u١ + v٢ − ١, ٠) + max(u١ + v١ − ١, ٠) ≥ ٠

VC ([u١, u٢]× [v١, v٢]) ≥ ٠



٧ مفصل ها
داریم: u, v ∈ I هر برای مشابه صورت به M(u, v) = min(u, v) برای

C(٠, v) = min(٠, v) = ٠ = C(u, ٠) = min(u, ٠)
C(١, v) = min(١, v) = v و C(u, ١) = min(u, ١) = u

داریم: دوم خاصیت برای و است برقرار اول خاصیت پس
h(t) = min(u٢, t)−min(u١, t)

=


t− t t ≤ u١ ≤ u٢
t− u١ u١ ≤ t ≤ u٢
u٢ − u١ u١ ≤ u٢ ≤ t

=


٠ t ≤ u١ ≤ u٢
t− u١ u١ ≤ t ≤ u٢
u٢ − u١ u١ ≤ u٢ ≤ t

v١ ≤ v٢ اگر پس است t به نسبت صعودی تابع یک h(t) ،h تابع ضابطه به توجه با
h(v٢) ≥ h(v١)

⇒ min(u٢, v٢)−min(u١, v٢) ≥ min(u٢, v١)−min(u١, v١)
⇒ min(u٢, v٢)−min(u١, v٢)−min(u٢, v١) + min(u١, v١) ≥ ٠

داریم: u١ ≤ u٢ و v١ ≤ v٢ فرض به توجه با که
min(u٢, v٢)−min(u١, v٢) ≥ min(u٢, v١)−min(u١, v١)

لذا
VC ([u١, u٢]× [v١, v٢]) ≥ ٠.

داریم: (u, v) ∈ DOM C ′ هر برای پس است زیرمفصل یک C ′ کنید فرض .١. ٢. ١ قضیه
max(u+ v − ١, ٠) ≤ C ′(u, v) ≤ min(u, v) (١. ١)

حال باشد، DOM C ′ در دلخواه نقطه ی یک (u, v) کنید فرض اثبات:
C ′(u, v) ≤ C ′(u, ١) = u

C ′(u, v) ≤ C ′(١, v) = v

C ′(u, v) ≤ min(u, v)



اولیه مفاهیم ٨
همچنین

VC′ ([u, ١]× [v, ١]) ≥ ٠
⇒ C ′(١, ١)− C ′(u, ١)− C ′(١, v) + C ′(u, v) ≥ ٠

⇒ ١ − u− v + C ′(u, v) ≥ ٠

C ′(u, v) ≥ u+ v − ١
و

C ′(u, v) ≥ ٠
نتیجه در

C ′(u, v) ≥ max(u+ v − ١, ٠)
مفصل ها همه ی برای فوق قضیه ی بنابراین است، زیرمفصل یک مفصل هر که آنجا از

با معمولا˟ و هستند مفصل زیر توابع واقع در می کند. صدق
M(u, v) = min(u, v)

W (u, v) = max(u+ v − ١, ٠)
داریم: (u, v) ∈ I٢ هر و C مفصل هر برای بنابراین می شوند. داده نمایش

W (u, v) ≤ C(u, v) ≤ M(u, v)

می شود. گفته آن پایین کران W به و هافدینگ۶ فرچت بالای کران M به
است. Π(u, v) = uv حاصل ضرب مفصل مهم، مفصل توابع از یکی

C افقی بخش بگیرید. نظر در I در عدد یک را a و مفصل یک را C .١. ٢. ٣ تعریف
بخش می شود. داده نشان C(t, a) وسیله ی به که است I به I از تابع یک a نقطه در
(C (مرکزی C قطری بخش و C(a, t) با که است I به I از تابعی a نقطه در C عمودی

می شود: تعریف زیر صورت به که I به I از که است δC از تابعی
δC(t) = C(t, t)

می داریم. نگه ثابت را دوم مؤلفه ی افقی بخش برای و اول مؤلفه ی عمودی بخش برای که
به طوری که: است، R دامنه با F مانند تابع یک توزیع تابع .۴ .١. ٢ تعریف

F (−∞) = ٠, F (∞) = ١ (١
6Frechet-Hoffding



٩ مفصل ها
باشد. نانزولی F (٢

زیر صورت به که است a در تباهیده εa توزیع تابع ،R در a عدد هر برای .١. ٢. ٢ مثال
می شود: تعریف

εa(a) =


٠ x ∈ [−∞, a)

١ x ∈ [a,∞]

تابع [a, b] روی آن مشابه توزیع باشد، a < b به طوری که R در b و a از تعداد هر برای و
است: زیر صورت به Uab یکنواخت توزیع

Uab(x) =


٠ x ∈ [−∞, a)

x− a

b− a
x ∈ [a, b]

١ x ∈ (b,∞]

به طوری که: است، R٢ دامنه ی با H تابع توأم توزیع تابع .۵ .١. ٢ تعریف
باشد. ضابطه ای دو H .١

H(x,−∞) = H(−∞, y) = ٠ و H(∞,∞) = ١ .٢
DOM H = R

٢ زیرا است؛ زمینی تابع یک H بنابراین است. مفصل تابع شرط همان که
تعریف G(y) = H(∞, y) و F (x) = H(x,∞) صورت به که G و F حاشیه های دارای H و

هستند. توزیع توابع G و F بنابراین می شوند.
می شود: تعریف زیر صورت به که بگیرید نظر در R

٢ دامنه ی با تابع یک را H .١. ٢. ٣ مثال

H(x, y) =



(x+ ١)(ey − ١)
x+ ٢ey − ١ (x, y) ∈ [−١, ١]× [٠,∞]

١ − e−y (x, y) ∈ (١,∞]× (٠,∞]

٠ جاها سایر
توزیع تابع یک H که آنجایی از .H(∞,∞) = ١ و است زمینی و دوبˀعدی تابع یک H

می شوند: تعریف زیر صورت به که است G و F توزیع توابع H حاشیه های است توأم
F = U−١,١

G(y) =


٠ y ∈ [−∞, ٠)
١ − e−y y ∈ [٠,∞]

دارد. را توزیع تابع شرط که



اولیه مفاهیم ١٠
شده بیان ١٩۵٩ سال در اسکلار توسط که است فصل این قضیه ی مهم ترین قضیه این
به که است حاشیه ای توزیع توابع و مفصل تابع و توأم توزیع تابع بین پیوندی که است

می شود، بیان زیر صورت
G ، F حاشیه های با دوبˀعدی توزیع تابع یک H اگر : اسکلار قضیه  ی .١. ٢. ٢ قضیه

داریم: R در ,xها y همه ی برای به طوری که دارد وجود C مفصل یک آنگاه باشد،
H(x, y) = C(F (x), G(y))

منحصربه فرد به طور C دیگر عبارت به یکتاست. C باشند، پیوسته G و F اگر .١. ٢. ١ نکته
توزیع توابع G و F و مفصل یک C اگر می شود مشخص DOM F × DOM G روی

است. G و F حاشیه های با توأم توزیع تابع یک H تابع باشند حاشیه ای
عضو (v١, v٢) و (u١, u٢) هر برای آنگاه باشد، زیرمفصل یک C ′ کنید فرض .١. ٢. ٣ قضیه

است: برقرار همواره است، مشهور لیپ شیتز٧ نامساوی به که زیر رابطه ،DOM C ′

|C ′(u٢, v٢)− C ′(u١, v١)| ≤ |u٢ − u١|+ |v٢ − v١|

است. پیوسته یکنواخت به طور دامنه اش روی C ′ رو این از
می رسد. نظر به بدیهی ٣ · ٠ · ١ لم به توجه با اثبات:

است I دامنه با F (−١) ،F تابع شبه معکوس٨ باشد، توزیع تابع یک F اگر .۶ .١. ٢ تعریف
که

F (x) = t که است R̃ در x نقطه هر F (−١)(t) باشد، F دامنه در t اگر (١
F (F (−١)(t)) = t

پس: نباشد، F دامنه در t اگر (٢
F (−١)(t) = inf{x|F (x) ≥ t} = sup{x|F (x) ≤ t}

می دهند. نشان F−١ علامت با را تابع هر شبه معکوس
است: زیر صورت به بود ٢.٢.١ مثال در که εa شبه معکوس .۴ .١. ٢ مثال

ε(−١)
a (t) =


a٠ t = ٠
a t ∈ (٠, ١)
a١ t = ١

.a٠ < a ≤ a١ بنابراین هستند، R̄ در اعدادی a١ و a٠ آنجاکه از
7Lipshitz
8Quasi-Inverses



١١ تصادفی متغیرهای و مفصل

زیرمفصل و G و F حاشیه ای توزیع توابع با توأم توزیع تابع H کنید فرض .١. ٢. ١ نتیجه
باشیم داشته R̄ عضو y و x هر برای و DOM C ′ = RAN F × RAN G که به طوری C ′

شبه وارون های ترتیب به G(−١) و F (−١) کنید فرض همچنین و H(x, y) = C ′(F (x), G(y))

داریم: DOM C ′ عضو (u, v) هر برای آنگاه باشند، G و F

C ′(u, v) = H
(
F (−١)(u), G(−١)(v)

)
به زیر صورت به G و F حاشیه های ١. ٢. ٣ مثال در H توزیع تابع برای .۵ .١. ٢ مثال

می آیند: دست

F (x) =


٠ x < −١
(x+ ٢/(١ x ∈ [−١, ١]
١ x > ١

G(y) =


٠ y < ٠
١ − e−y y ≥ ٠

صورت به G و F شبه معکوس های
F (−١)(y) = ٢u− ١
G(−١)(v) = − ln(١ − v)

.DOM F = DOM G = I زیرا است (u, v) ∈ I همه ی برای
C(u, v) =

uv

u+ v − uv

تصادفی متغیرهای و مفصل ١. ٣
توزیع توابع با ترتیب به پیوسته تصادفی متغیرهای Y و X کنید فرض .١. ٣. ١ قضیه
قضیه در که C مفصل باشند، پیوسته G و F اگر هستند. H توأم توزیع تابع و G و F

یکتاست. C می کند، صدق اسکلار
نوشته CXY صورت به که می شود نامیده Y و X از مفصلی یک قضیه این در C مفصل

می شود.
تابع که هنگامی مستقل تصادفی متغیرهای در را Π(u, v) = uv مفصل زیر، قضیه ی
مستقل Y و X اینکه و قبل قضیه از آن اثبات که می دهد نشان را است پیوسته آن توزیع

اگر فقط و اگر هستند
∀x, y ∈ R̃٢ H(x, y) = F (x)G(y).



اولیه مفاهیم ١٢
مستقل اند، Y و X می گوییم هستند. پیوسته تصادفی متغیرهای Y و X .١. ٣. ٢ قضیه

اگر: فقط و اگر
CXY = Π

شناخته Y و X تصادفی متغیرهای با که می شود نامیده Y و X مفصل عنوان به C

می شود. داده نمایش CXY با و می شوند
توأم توزیع تابع HΘ و Θ پارامتر با گامبل توزیع دارای (X,Y ) کنید فرض .١. ٣. ١ مثال

باشد: زیر صورت به (X,Y )

HΘ =


١ − e−x − e−y + e−(x+y+Θxy) x, y ≥ ٠
٠ دیگر جاهای

(EXP (١)) نمایی حاشیه ای توزیع توابع و است [٠, ١] در مقداری Θ پارامتر که به طوری
صورت به معکوسی دارای که می باشند

G(−١)(v) = − ln(١ − v) و F (−١)(u) = − ln(١ − u)

شکل به مفصل که گفت اسکلار قضیه طبق می توان رو این از هستند u, v ∈ I هر برای
CΘ(u, v) = HΘ

(
F (−١)(u), G(−١)(v)

)
CΘ(u, v) = u+ v − ١ + (١ − u)(١ − v)e−Θ ln(١−u) ln(١−v)

بود. خواهد
α و بگیرید نظر را CXY مفصل تابع با پیوسته تصادفی متغیرهای Y و X .١. ٣. ٣ قضیه
در است. (DOM Y )Y دامنه ی و (DOM X)X دامنه ی روی ترتیب به اکید صعودی β و

صورت: این
پس: باشند، اکید نزولی β و اکید صعودی α اگر (١

Cα(X)β(Y )(u, v) = u− CXY (u, ١ − v)

پس: باشند، اکید صعودی β و اکید نزولی αاگر (٢
Cα(X)β(Y )(u, v) = v − CXY (١ − u, v)

پس: باشند، نزولی دو هر β و α اگر (٣
Cα(X)β(Y )(u, v) = u+ v − ١ + CXY (١ − u, ١ − v)



١٣ تصادفی متغیرهای و مفصل
به G١ و F١ و باشند β(Y ) و α(X) توزیع توابع ترتیب به G٢ و F٢ کنید فرض اثبات:
α اینکه به توجه با اول قسمت برای صورت این در باشند. Y و X توزیع توابع ترتیب

داریم: است، اکید نزولی β و اکید صعودی
G٢(y) = P (β(Y ) ≤ y) = P

(
Y ≥ β−١(y)

)
= ١ −G١(β−١(y)) (١. ١)

F٢(x) = P (α(X) ≤ x) = P (X ≤ α−١) = F١(α−١(x))

بنابراین
Cα(X)β(Y )[F٢(x), G٢(y)] = P [α(X) ≤ x, β(Y ) ≤ y]

= P [X ≤ α−١(x), Y ≥ β−١(y)]

داریم: P (A ∩B′) = P (A)− P (A ∩B) قاعده به توجه با حال
Cα(X)β(Y )[F٢(x), G٢(y)] = P [X ≤ α−١(x)]− P [X ≤ α−١(x), Y ≤ β−١(y)]

داریم: (١. ١) به توجه با
Cα(X)β(Y )[F٢(x), G٢(y)] = F١(α−١(x))−H[α−١(x), β−١(y)]

= F٢(x)− CXY [F١(α−١(X)), G١(β−١(y))]
= F٢(x)− CXY [F٢(x), ١ −G٢(y)]

قرار با I٢ روی بنابراین RAN F = RAN G٢ = I و هستند پیوسته Y و X که آنجا از
داشت: خواهیم v = G٢(y) و u = F٢(x) دادن

∀u, v ∈ I Cα(X)β(y)(u, v) = u− CXY (u, ١ − v)

اثبات قابل مشابه به طور دیگر قسمت دو می شود. ثابت حکم اول قسمت برای لذا
هستند.

H پس بگیرید، نظر در را H توأم توزیع با تصادفی متغیرهای Y و X .١. ٣. ١ لم

داریم: R̃٢ در (X,Y ) هر برای اگر فقط و اگر دارد هافدینگ فرچت بالا کران
P [X > x, Y ≤ y] = ٠
P [X ≤ x, Y > y] = ٠



اولیه مفاهیم ١۴
پس: هستند، H برای حاشیه ای توابع G و F اثبات:

F (x) = P [X ≤ x] = P [X ≤ x, Y ≤ y] + P [X ≤ x, Y > y]

= H(x, y) + P [X ≤ x, Y > y]

G(Y ) = P [Y ≤ y] = P [X ≤ x, Y ≤ y] + P [X > x, Y ≤ y]

= H(x, y) + P [X > x, Y ≤ y]

است برقرار زیر رابطه
H(x, y) = M(F (x), G(y)) = min(F (x), G(y))

اگر تنها و اگر
P [X > X,Y ≤ Y ] = ٠

بقا مفصل ۴ .١
افراد عمر طول نشان دهنده ی علاقه مورد تصادفی متغیرهای موارد، از بسیاری در
قابلیت (تابع بقا تابع توسط باشد زنده x زمان در فرد هر اینکه امکان اشیاست. یا

می شود. داده نشان اطمینان)
F̄ (x) = P [X > x] = ١ − F (x)

عمر طول با برخورد هنگام است. X توزیع تابع نشان دهنده ی F قبل مانند آن در که
بقا» «تابع اصطلاح از هرحال به است. [٠,∞) از اغلب که است تصادفی متغیر یک
(x, y) از جفت هر برای باشد. R̄ دامنه که زمانی حتی می کنیم استفاده P [X > x] برای
H̄(x, y) = P [X > x, Y > y] با توأم بقای تابع و ،H توأم توزیع تابع با تصادفی متغیرهای
آن متغیره ی یک بقای توابع که هستند H̄(−∞, y) و H̄(x,−∞) توابع H̄ حاشیه های و

است. Ḡ و F̄ ترتیب به
بنابراین: است. C ،Y و X مفصل که کنید فرض

H̄(x, y) = ١ − F (x)−G(y) +H(x, y)

= F̄ (x) + Ḡ(y)− ١ + C (F (x), G(y))

= F̄ (x) + Ḡ(y)− ١ + C
(١ − F̄ (x), ١ − Ḡ(y)

)
می کنیم: تعریف زیر صورت به I به I٢ از را Ĉ تابع ما بنابراین

Ĉ(u, v) = u+ v − ١ + C(١ − u, ١ − v)



١۵ بقا مفصل
داریم: و

H̄(x, y) = Ĉ
(
F̄ (x), Ḡ(y)

) (١. ١)
متغیرهای Y و X (١٩٩٠ لای، و (هاچینسون پارتو دوتایی توزیع تابع یک .١ .۴ .١ مثال

بگیرید: نظر در زیر صورت به توأم بقا تابع با تصادفی

H̄Θ(x, y) =



(١ + x+ y)−Θ x ≥ ٠, y ≥ ٠
(١ + x)−Θ x ≥ ٠, y < ٠
(١ + y)−Θ x < ٠, y ≥ ٠
١ x < ٠, y < ٠

است: زیر صورت به Ḡ و F̄ حاشیه ای بقا تابع بنابراین Θ > ٠ که انجا از

F̄ (x) =


(١ + x)−Θ x ≥ ٠
١ x < ٠

Ḡ(y) =


(١ + y)−Θ y ≥ ٠
١ y < ٠

تابع بکارگیری و بقا تابع کردن معکوس دارند. یکسانی پارتو توزیع Y و X به طوری که
می آید: دست به بقا مفصل ١. ٢. ١ نتیجه از بقا

ĈΘ(u, v) = (u−١/Θ + v−١/Θ − ١)−Θ

متغیرهای توزیع توابع و باشد عدد یک a و تصادفی متغیر یک X اگر .١ .۴ .١ نکته
باشد: برقرار زیر رابطه ی x ∈ R هر برای یعنی باشند، یکسان a−X و X − a تصادفی

P [X − a ≤ x] = P [a−X ≤ x]

صورت: این در باشد، F پیوسته توزیع تابع دارای X وقتی که
F (a+ x) = F̄ (a− x) (١. ٢)

می گوییم. تقارن نقطه ی a به که
توابع و H توزیع تابع با پیوسته تصادفی متغیرهای Y و X کنید فرض .١ .۴ .١ تعریف
روی شعاعی٩ متقارن (x, y) باشد. R٢ در نقطه یک (a, b) همچنین و G و F حاشیه ای

اگروتنهااگر است (a, b)
∀x, y ∈ R٢ H(a+ x, b+ y) = H(a− x, b− y)

9Radially symmetric



اولیه مفاهیم ١۶

توزیع توابع و H توأم توزیع تابع با پیوسته تصادفی متغیرهای Y و X .١ .۴ .١ قضیه
متقارن b و a روی ترتیب به Y و X بگیرید. نظر در را C مفصل و G و F حاشیه ای
برای C و C = Ĉ اگر تنها و اگر هستند (a, b) روی شعاعی متقارن Y و X پس هستند،

با: است برابر (u, v) ∈ I٢ همه ی
C(u, v) = u+ v − ١ + C(١ − u, ١ − v)

داریم: (١. ٢) و (١. ١) رابطه ی براساس اثبات:

H(a+ x, b+ y) = H̄(a− x, b− y) (x, y) ∈ R٢

⇐⇒ C(F (a+ x), G(b+ y)) = Ĉ(F̄ (a− x), Ḡ(b− y)) (x, y) ∈ R٢

⇐⇒ C(F (a+ x), G(b+ y)) = Ĉ(F (a− x), G(b− y)) (x, y) ∈ R٢

C(u, v) = Ĉ(u, v) (u, v) ∈ I٢

غیر تصادفی ترتیب های ۵ .١
مرتبه ی توصیف برای نماد هایی که می دهند نشان O و o با را غیر تصادفی ترتیب های
ترتیب های از تعاریفی (١٩٩٨) وارت در ون می باشند. غیر تصادفی کمیت های مجانبی
داد ارائه مناسب نماد های همراه به احتمال در همگرایی ترتیب به توجه با غیر تصادفی

می باشد. زیر شرح به که
بگیرید. نظر در را {bn;n ≥ ١} و {an;n ≥ ١} ثابت اعداد از دنباله دو .١ .۵ .١ تعریف
داشته وجود N(ε) صحیح عدد و K(ε) > ٠ ،ε > ٠ هر برای هرگاه ،bn = O(an) گوییم

آن گاه ،n ≥ N هر برای طوری که به باشند

|bn| < K(ε)|an|

بگیرید. نظر در را {bn;n ≥ ١} و {an;n ≥ ١} ثابت اعداد از دنباله دو .٢ .۵ .١ تعریف
هرگاه ،bn = o(an) گوییم

lim
n→∞

∣∣∣ bn
an

∣∣∣ = ٠

ترتیب های ،C مثل حقیقی ثابت هر برای شد، اشاره آن به بالا در که تعاریفی از استفاده با
،Xn = O(nC) اگر هم چنین Cano(١) ،CanO(١) با معادل ترتیب به که ،o(an) و O(an)



١٧ غیر تصادفی ترتیب های
نیست. برقرار رابطه عکس اما می گیرد قرار Xn = O(nC+١) آن گاه





٢ فصل
آن ویژگی های و مثبت ربعی وابستگی

مقدمه ٢. ١
لهمن توسط (١٩۶۶) سال در که می پردازیم وابستگی نوع یک معرفی به بخش این در
به ادامه در است. مثبت وابستگی های قوی ترین و مهمترین از یکی و گرفت صورت

می کنیم. اشاره وابستگی نوع این ویژگی های بررسی

مثبت ربعی وابستگی ٢. ٢
١(PQD) مثبت ربعی وابسته آن توام توزیع یا (X,Y ) تصادفی بردار گوییم .٢. ٢. ١ تعریف

x, y ∈ R هر برای اگر است
P (X ⩽ x, Y ⩽ y) ⩾ P (X ⩽ x)P (Y ⩽ y) (٢. ١)

باشد. برقرار زوج یک حداقل برای نابرابری اگر است اکید وابستگی

می دهیم. نشان F١ با را کند صدق (٢. ١) رابطه در که F توزیع های همه خانواده
1Positively Quadrant Dependent



آن ویژگی های و مثبت ربعی وابستگی ٢٠
تصادفی متغیر دو از بیش به را مثبت ربع به وابستگی مفهوم می خواهیم .٢. ٢. ٢ تعریف
اورتان به وابسته گفت می توان باشند تصادفی متغیر سه Z و Y و X اگر دهیم. گسترش

اگر: و ٢(PLOD) مثبت
∀x, y, z P (X ≤ x, Y ≤ y, Z ≤ z) ≥ P (Y ≥ y)P (Z ≤ z)

اگر: هستند ٣(PUOD) فوقانی اورتان به وابسته مثبت به طور (X,Y, Z) می گوییم و
∀x, y, z P (X > x, Y ≥ y, Z ≥ z) ≥ P (X ≥ x)P (Y ≤ y)P (Z ≥ z)

است. گرفته قرار بررسی مورد (١٩٧٨) پروشان و لئون توسط مفهوم دو این
(١٩٨١) پروشان و بارلو .٢. ٢. ١ مثال

دارای اجزا که می شود فرض اطمینان قابلیت به مربوط مطالعات از بسیاری در اگرچه
عنوان به است. واقع گرایانه تر اجزا بین وابستگی نوعی فرض اما هستند مستقل عمر طول
یک خرابی یا باشد آسیب تحت که باشد داشته اجزایی است ممکن سیستم یک مثال،
مؤلفه ای دو سیستم چنین در شود. مانده زنده اجزای کاری بار افزایش به منجر قطعه
X بزرگ مقادیر با X کوچک مقادیر که می کنیم استفاده مدلی از ،Y و X عمر طول با
X مدل این در یعنی .(Y و X حاشیه ای توزیع در اشکال از (صرف نظر باشد. متفاوت

هستند. PQD ،Y و

است ۴(NQD)٢ منفی ربعی وابسته ،F آن ها، توام توزیع تابع یا (X,Y ) مشابه، طور به
را منفی ربعی وابسته توزیع های کلیه مجموعه شود. برعکس (٢. ١) نابرابری جهت اگر
(X,Y ) توزیع که است این معنی به (X,Y ) ∈ F سادگی برای می دهیم. نمایش G١ با

است. F کلاس به متعلق
(١٩۶۶ (لهمن؛ .٢. ٢. ١ لم

.(X,X) ∈ F١ ،X مثل تصادفی متغیر هر برای (١
.(X,−Y ) ∈ G١ اگر تنها و اگر (X,Y ) ∈ F١ (٢

آنگاه باشند دلخواه (ناصعودی) نانزولی توابع S و r و (X,Y ) ∈ F١ اگر (٣
.(r(X), S(Y )) ∈ F١

یا Y ⩽ y یعنی نوشت اکید طور به را (٢. ١) رابطه نامساوی دو هر یا یکی می توان (۴
داد. تغییر X < x یا Y < y به صورت را X ⩽ x

2Positively Lower Orthant Dependent
3Positively Upper Orthant Dependent
4Negatively Q uadrant Dependent



٢١ رگرسیونی وابستگی
است. معادل زیر نابرابری های از یک هر با (٢. ١) رابطه (۵

P (X ⩽ x, Y ⩾ y) ⩽ P (X ⩽ x)P (Y ⩾ y)

P (X ⩾ x, Y ⩽ y) ⩽ P (X ⩾ x)P (Y ⩽ y)

P (X ⩾ x, Y ⩾ y) ⩾ P (X ⩾ x)P (Y ⩾ y).

می توان ریاضی امید وجود شرط به آنگاه (X,Y ) ∈ F١ اگر (١٩۶۶ (لهمن؛ .٢. ٢. ٢ لم
نوشت

E(XY ) ⩾ E(X)E(Y )

آنگاه (X,Y ) ∈ F١ اگر .٢. ٢. ١ نتیجه
COV (X,Y ) ⩾ ٠

رگرسیونی وابستگی ٢. ٣
کرد بازنویسی زیر صورت به می توان را (٢. ١) رابطه

∀x, y ∈ R P (Y ⩽ y|X ⩽ x) ⩾ P (Y ⩽ y)

می دهد. افزایش را Y بودن کوچک احتمال ،X بودن کوچک از اطلاع یعنی
می شود. درک بهتر زیر قوی تر شرط با مثبت وابستگی شهودی مفهوم

y ∈ R تمام و x < x′ هر برای
P (Y ⩽ y | X ⩽ x) ⩾ P (Y ⩽ y | X ⩽ x′)

کرد جایگزین را زیر قوی تر شرط می توان آن جای به

P (X ⩽ y | X = x)

x به نسبت صعودی تابعی قبل رابطه کنید فرض است. x به نسبت غیرصعودی تابعی
است. X به نسبت مثبت۵ رگرسیونی وابسته Y گوییم باشد،

مفصل تابع و مثبت ربعی وابستگی ۴ .٢
و G و F پیوسته حاشیه های با ترتیب به و H توام توزیع تابع دارای Y و X کنید فرض

(x, y) ∈ R٢ هر برای اگر باشند، C مفصل
5Positively Regression Dependent



آن ویژگی های و مثبت ربعی وابستگی ٢٢

H(X,Y ) ≥ F (X)G(Y ) (٢. ١)

(u, v) ∈ I٢ برای معادل طور به یا

C(u, v) ≥ uv (٢. ٢)

هستند. PQD ،Y و X تصادفی متغیرهای آن گاه
یک (منفی) مثبت ربعی وابستگی استقلال، مانند که باشید داشته توجه .١ .۴ .٢ نکته
متغیرهای از افزایشی تغییرات تحت که است پیوسته تصادفی متغیرهای مجموعه از ویژگی

است. ثابت تصادفی
آن ها توأم توزیع تابع گفت می توان هستند، PQD ،Y و X تصادفی متغیرهای که زمانی

هستند. PQD ،(C) آن ها مفصل و (H)

خصوصیات از منفی یا مثبت ربعی وابستگی استقلال مانند که باشید داشته توجه
متغیرهای فزاینده کاملا́ تغییرات تحت نتیجه در است پیوسته تصادفی متغیرهای مجموعه
اینکه اول دارد. وجود (٢. ٢) مورد در دیگری تفسیرهای همچنین است. ثابت تصادفی
مستقل Π مفصل مثال بالای یا رو خطی ،Y و X مفصل شکل باشند، PQD ،Y و X اگر
،C پس است Π از بزرگ تر C یعنی است C ≻ Π همان (٢. ٢) رابطه ی اینکه دوم است.
(نلسن، ٣ و ٢ فصل در که پارامتری تک مفصل توابع از بسیاری دارد. بیشتری PQD

خانواده از عضوی CΘ اگر مثال برای هستند. G١ و F١ خانواده عضو شد ارائه (٢٠٠٧
برای پس باشد، فرانک، خانواده یا حق، میخائیل علی خانواده ،FGM خانواده ماردیا،
و هستند مثبت خانواده ها همه ی زیرا است. NQD ،Θ ⩽ ٠ برای و PQD ،Θ ⩾ ٠

است. C٠ = Π

دمی یکنوایی ۵ .٢
نوشت: را زیر رابطه ی می توان مثبت ربعی وابستگی برای

P [Y ≤ y|X ≤ x] ≥ P [Y ≤ y]

P [Y ≤ y|X ≤ x] ≥ P [Y ≤ y|X ≤ ∞]

نزولی تابع یک P [Y < y|X ≤ x] تابع y ∈ R هر برای که است این قوی تر شرط
اطمینان قابلیت یک در اجزا عمر طول نشان دهنده Y و X اگر است. x به نسبت



٢٣ دمی یکنوایی
دقیق تر (به طور می یابد کاهش باشد داشته کوتاهی عمر Y اینکه احتمال می گوییم باشد،
X توزیع چپ دم براساس رفتار این می یابد. افزایش X عمر طول و نمی یابد.) افزایش

است. قبلی روابط براساس راست دم رفتار شبیه Y و
بگیرید. نظر در تصادفی متغیرهای را Y و X .١ .۵ .٢ تعریف

اگر LTD (Y |X) می نویسیم و است X به نسبت چپ۶ دمی کاهشی Y .١
P (Y ≤ y|X ≤ x)

yهاست. همه برای x به نسبت صعودی تابع یک که
اگر LTD (X|Y ) می نویسیم و است Y به نسبت چپ دمی کاهشی X .٢

P (X ≤ x|Y ≤ y)

xهاست. همه ی برای y به نسبت صعودی تابع یک
اگر RTI (Y |X) می نویسیم و است X به نسبت راست٧ دمی افزایشی Y .٣

P (Y > y|X > x)

yهاست. همه برای x به نسبت نزولی تابع یک که
اگر RTI (X|Y ) می نویسیم و است X به نسبت راست دمی افزایشی Y .۴

P (X > x|Y > y)

xهاست. همه برای y به نسبت نزولی تابع یک که
بنویسیم می توانیم ما پس G و F حاشیه های با باشد H ،Y و X توأم توزیع اگر البته
برقرار قبلی روابط طبق P [Y ≤ y|X ≤ x] به نسبت .F (x) > ٠ وقتی که H(X,Y )/F (X)

است.
موارد اغلب در که راست» دم «افزایش و چپ» دم «کاهش می گوییم اصطلاح به
خصوصیات است. نزولی» «غیر معنای به «افزایش» و صعودی» «غیر معنای به «کاهش»
راست دم کاهشی و چپ دمی افزایشی عنوان به که دارد وجود مشابهی منفی وابستگی

می شوند. شناخته
مثال، عنوان به می دهد. نشان را مثبت ربع وابستگی دم یکنواختی شرط چهار از هریک

پس باشد برقرار LTD (Y |X) اگر
P [Y ≤ y|X ≤ x] ≥ P [Y ≤ y|X ≤ ∞] = P [Y ≤ y]

6Left Tail Decreasing
7Right Tail Increasing



آن ویژگی های و مثبت ربعی وابستگی ٢۴
آنجاکه از و

P [X ≤ x, Y ≤ y] ⩾ P [X ≤ x]P [Y ≤ y|X ≤ x]

= P [X ≤ x]P [Y ≤ y]

پس: باشند، RTI(X|Y ) اگر

P [Y > y|X > x] ≥ P [Y > y|X > ∞] = P [Y > y] (٢. ١)
آنجاکه: از و

P [X > x, Y > y] = P [X > x]P [Y > y|X > −∞]

≥ P [X > x]P [Y > y]

هستند. PQD ،(X,Y ) بنابراین
پس است. C مفصل با پیوسته تصادفی متغیرهای Y و X (٢٠٠٧ (نسلن، .١ .۵ .٢ لم

می شود: حاصل زیر نتیجه چهار
.١

LTD (X|Y ) ⇔ v ∈ I و C(u, v)/u

است. u به نسبت صعودی غیر
.٢

LTD (X|Y ) ⇔ u ∈ I و C(u, v)/v

است. v به نسبت صعودی غیر
.٣

RTI (Y |X) ⇔ v ∈ I و [١ − u− v + C(u, v)]/(١ − u)

یا و است u به نسبت نزولی غیر
[v − C(u, v)]/(١ − u)

است. u به نسبت صعودی غیر
.۴

RTI(X|Y ) ⇔ ∀u ∈ I و [١ − u− v + C(u, v)]/(١ − v)

یا و است v به نسبت نزولی غیر
[u− C(u, v)]/(١ − v)

است. v به نسبت صعودی غیر



٢۵ دمی یکنوایی
:Y و X تصادفی متغیرهای برای .٢ .۵ .٢ تعریف

اگر SI(Y |X) می نویسیم و است X در تصادفی٨ صعودی Y .١
P [Y > y|X = x]

باشد. x به نسبت غیرنزولی تابعی y ∈ R هر برای
اگر SI(X|Y ) می نویسیم و است Y در تصادفی صعودی X .٢

P (X > x|Y = y)

باشد. y به نسبت غیرنزولی تابعی x ∈ R هر برای
نمایی متغیر توزیع با تصادفی متغیرهای Y و X کنید فرض ،(٢٠٠٧ (نلسن .١ .۵ .٢ مثال
P [Y > y|X = x] مشروط بقا احتمال باشد. λ١٢ و λ٢ ،λ١ پارامترهای با اولکین مارشال

با: است برابر

P [Y > y|X = x] =


λ١

λ١ + λ١٢
exp (−λ١٢(y − x)− λ٢y) x ≤ y

exp(−λ٢y) x > y

است. SI(Y |X) پس است غیرنزولی x به نسبت فوق تابع چون
است، C مفصل تابع با پیوسته تصادفی متغیرهای Y و X اگر (٢٠٠٧ (نلسن، .٢ .۵ .٢ لم

پس:
تابعی ∂C(u, v)/∂u uها اغلب برای و v ∈ I هر برای اگر تنها و اگر SI(Y |X) .١

است. u به نسبت غیرصعودی
غیرصعودی تابعی ∂C(u, v)/∂v vها اغلب برای و u ∈ I برای اگر تنها و اگر SI(X|Y ) .٢

است. v به نسبت
پس: هستند، C مفصل با پیوسته تصادفی متغیرهای (X,Y ) .١ .۵ .٢ نتیجه

١) SI(Y |X) ⇔ v ∈ I

است. u برای مقعر تابع یک C(u, v) و
٢) SI(X|Y ) ⇔ u ∈ I

است. v برای مقعر تابع یک C(u, v) و
8Stochastically Increasing



آن ویژگی های و مثبت ربعی وابستگی ٢۶
مفصل با پیوسته تصادفی متغیرهای (X,Y ) کنید فرض (٢٠٠٧ (نلسن، .١ .۵ .٢ قضیه

پس: هستند. C

RTI(Y |X) و LTD(Y |X) پس باشد، SI(Y |X) اگر .١
RTI(X|Y ) و LTD(X|Y ) پس باشد، SI(X|Y ) اگر .٢



٣ فصل
مثبت ربعی وابستگی فرض آزمون

و مراحل و می پردازیم مثبت ربعی وابستگی تشخیص برای آزمون معرفی به فصل این در
فصل این مطالب می کنیم. بررسی را مسافت بر مبتنی مفصل های آزمون های و آزمون

شده اند. آورده (٢٠٠٣) عینمل و (٢٠٠۴) دنویت و (٢٠١٩) همکارانش و تانگ از

مقدمه ٣. ١
همزمان مشاهده که زمانی تصادفی، متغیرهای توأم رفتار به (PQD) مثبت ربعی وابستگی
از آگاهی می شود. مرتبط است، محتمل آن ها برای بزرگ) مقادیر (یا کوچک مقادیر
تصمیم گیری و محاسبات بهبود به منجر می تواند داده ها در وابستگی ساختار این حضور

شود.
F و باشد H توأم تجمعی توزیع تابع با پیوسته تصادفی بردار یک (X,Y ) کنید فرض
که باشید داشته توجه می دهند. نشان را Y و X حاشیه ای توزیع توابع ترتیب به G و
وابستگی ندارد. صحت آن برعکس اما دارد همبستگی بر دلالت مثبت ربعی وابستگی
X اگر مثال به طور دارد. کاربرد ... و مهندسی بیمه، مالی، زمینه های در مثبت ربعی
و X محتاط سرمایه گذاران است ممکن باشند، کار نمونه یک در سهام دو بازده Y و
PQD دارایی هر برای همزمان ضرر احتمال زیرا دهند ترجیح PQD به را مستقل Y



مثبت ربعی وابستگی فرض آزمون ٢٨
به می تواند وابستگی ساختار نوع این از آگاهی بنابراین استقلال). (تحت است بزرگ تر
مقابل در را Y و X استقلال کند. کمک برنامه ایجاد برای نیاز مورد محاسبات بهبود

به طوری که: H١ −H٠ مقابل در را H٠ یعنی هستند، PQD ،Y و X اینکه
H٠ : H(x, y) = F (x)G(y) (x, y) ∈ R٢

H١ : H(x, y) ≥ F (x)G(y) (x, y) ∈ R٢

هستند. مرکب دو هر H١ و H٠ و هستند ناشناخته G و F که است ذکر به لازم اینجا در
با مرتبط کلی مشکلات ایجاد باعث که است شده مرتب جایگزین H١ این بر علاوه

می شود. محدود استنباط
است. H١−H٠ مقابل در H٠ آزمایش برای (EL) تجربی روش یک ارزیابی ما اصلی هدف
برای را اطمینان فاصله تا یافت محبوبیت (١٩٩٠) اون و (١٩٨٨) اون توسط EL روش

بسازد. معادلات در پارامترها
مبتنی استنباط کارایی با را غیرپارامتری روش های انعطاف پذیری ،EL بر مبتنی آزمون
ساختار انواع تحت و اجراست قابل به راحتی EL روش می کند. ترکیب احتمال نسبت بر

دارد. خوبی عملکرد وابستگی

تجربی١ درستنمایی آزمون
مجموعه یک درستی بین که است آماری فرض آزمون روش های از یکی درستنمایی آزمون
را H١ : θ ∈ Θc٠ یعنی آن متمم برابر در H٠ : θ ∈ Θ٠ یعنی می گیرد تصمیم آن متمم و

می شود: تعریف زیر صورت به درستنمایی نسبت می کند. بررسی
R(x) =

supθ∈Θ٠ L(θ|x)
supθ∈Θc L(θ|x)

که است آزمونی درستنمایی نسبت آزمون یک است. داده درستنمایی L(θ|x) آن در که
کند. رد R(x) ≤ C صورت در را H٠ فرض

توابع از جفت هر بین کواریانس ،(X,Y ) تصادفی متغیر دو بین کلی ارتباط از معیاری
می شود: تعریف زیر به صورت که است g و f نزولی حقیقی

cov[f(X), g(Y )] ≥ ٠
آنگاه: باشند، PQD ،(X,Y ) اگر

cov(X,Y ) ≥ ٠
1Empirical Likelihood Test



٢٩ آزمون مراحل
است این بیانگر باشند PQD ،(X,Y ) و باشند حقیقی نزولی توابع از جفت یک g و f اگر

که است این بیانگر خود نوبه به که است PQD ،[f(X), g(Y )] که
cov (f(X), g(Y )) ≥ ٠

آزمون مراحل ٣. ٢
تجربی درستنمایی فرمول ٣. ٢. ١

ما که باشند H توزیع از (iid) یکنواخت و مستقل نمونه ای {(Xi, Yi)}ni=١ کنید فرض
Θx,y٠ کنیم. آزمون است شده تعریف بالا در که H١ − H٠ مقابل در را H٠ می خواهیم
H̃(x, y) = که می کند مشخص را متغیره دو توأم توزیع توابع همه ی از مجموعه ای

است. H̃(x, y) ≥ F̃ (x)Θ̃(y) به طوری که مشابه مجموعه یک Θx,y١ و F̃ (x)Θ̃(y)

است: زیر به صورت (X,Y ) در درست نمایی (موضعی) تجربی درستنمایی نسبت پس
Rn(x, y) =

sup{L(H̃); H̃ ∈ Θx,y٠ }
sup{L(H); H ∈ Θx,y١ }

(٣. ١)
(Xi, Yi) به شده داده اختصاص احتمال P̃i و EL تابع یک L(H̃) = Πn

i=١P̃i به طوری که
که موقعی L(H̃) = ٠ است،چون G و F حاشیه های و H̃ تابع با i = ١,٢, · · · , n برای
که موقعی P̃i > ٠ با H̃ گسسته توزیع های که است کافی فقط پس است پیوسته H̃

توأم تجربی توزیع توابع مثال برای بگیریم. نظر در را است L(H̃) ماکسیمم
Hn(a, b) = n−١ n∑

i=١
I(Xi ≤ a, Yi ≤ b)

تجمعی توزیع توابع همه ی برای L(H̃) کردن ماکسیمم و (Xi, Yi) هر برای ١
n

احتمال با
است.

کنیم. ماکسیمم Θx,y١ و Θx,y٠ برای را L(H̃) تابع که است لازم
بگیرید: نظر در را زیر مجموعه چهار

A١١ = (−∞, X]× (−∞, Y ] A١٢ = (−∞, X]× (Y,∞)

A٢١ = (X,∞)× (−∞, Y ] A٢٢ = (X,∞)× (Y,∞)

که به طوری (Xi, Yi) ∈ Ars که به طوری Θ̃i = P̃i/Φ̃rs پس
Φ̃rs = Φ̃rs(x, y) = PH̃(x, y) ∈ Ars

= PH̃(Ars) ∀r, s ∈ {١,٢}



مثبت ربعی وابستگی فرض آزمون ٣٠
بنویسیم: زیر صورت به می توانیم را L(H̃) ،Φ̃rs و Θ̃i جدید پارامتری اصطلاح در

L(H̃) = Πn
i=١Θ̃iΠ

٢
r=١Π٢

s=١Φ̃rsnP̂H(Ars) (٣. ٢)
اندازه P̂H و B ⊂ R٢ مجموعه هر برای P̂H(B) = n−١∑n

i=١ I ((Xi, Yi) ∈ B) که به طوری
را L(H̃) معادله سادگی برای که باشید داشته توجه است. H با مطابق تجربی احتمال
برابر Hxy٠ فرضیه در Θ̃rs و Θ̃i اصطلاح در کرده ایم. فرض (٣. ٢) معادله در (x, y) روی

با: است
٠ < Θ̃i ≤ ١, ∑

(Xi,Yi)∈Ars

Θ̃i = ١

Φ̃rs = Φ̃r+Φ̃+s; r, s ∈ {١,٢}
که به طوری

Φ̃١+ = F̃ (x)

Φ̃٢+ = ١ − F̃ (x)

Φ̃+١ = G̃(y)

Φ̃+٢ = ١ − G̃(y)

داریم: Hx,y١ فرضیه برای مشابه به طور و
٠ < Θ̃i ≤ ١ و ∑

(Xi,Yi)∈Ars

Θ̃i = ١

Φ̃١١ ≥ Φ̃١+Φ̃+١ Φ̃١٢ ≤ Φ̃١+Φ̃+٢
Φ̃٢١ ≤ Φ̃٢+Φ̃+١ Φ̃٢٢ ≥ Φ̃٢+Φ̃+٢

مثال برای می شود. داده نشان مجدد اندازه گیری فواید (٣. ٢) و (٣. ١) معادله بررسی با
داریم: Hx,y٠ فرضیه در

sup{L(H̃) : H̃(x, y) = F̃ (x)G̃(y)} = sup
Θ̃١,··· ,Θ̃n

Πn
i=١Θ̃i sup

Φ̃∈Hx,y٠
Π٢

r=١Π٢
s=١Φ̃nP̂ (Ars)

rs

که: به طوری
Φ̃ = (Φ̃١١, Φ̃١٢, Φ̃٢١, Φ̃٢٢)

داریم: Hx,y١ فرضیه در مشابه به طور
sup{L(H̃) : H̃(x, y) ≥ F̃ (x)G̃(y)} = supΠn

i=١Θ̃i supΠ
٢
r=١Π٢

s=١Φ̃nP̂H(Ars)
rs



٣١ آزمون مراحل
فرضیه های در Πn

i=١Θ̃i یعنی (٣. ٢) معادله در اولیه محدودیت های که باشید داشته توجه
،Rn(x, y) به نسبت محلی EL محاسبه هنگام بنابراین هستند. یکسان Hx,y١ و Hx,y٠

پس: ندارد سهمی هیچ و می شود حذف supΘ̃١,··· ,Θ̃n

supΦ̃∈Hx,y٠ Π٢
r=١Π٢

s=١Φ̃
nP̂H(Ars)
rs

supΦ̃∈Hx,y١ Π٢
r=١Π٢

s=١Φ̃
nP̂H(Ars)
rs

r, s ∈ و nP̂H(Ars) ثابت ها) گرفتن درنظر (بدون چندجمله ای احتمال دو نسبت یعنی
دارد. مطابقت می شود شمارش {١,٢}

چهار این با مرتبط واقعی احتمال است. G و F حاشیه های با H از a = ۵٠ با iid نمونه
است: زیر صورت به مجموعه

Φ١١ = PH(A١١) = H(x, y) Φ١٢ = PH(A١٢) = F (x)−H(x, y)

Φ٢١ = PH(A٢١) = G(y)−H(x, y) Φ٢٢ = PH(A٢٢) = ١ − F (x)−G(y) +H(x, y)

شد تعریف بالا در که آنچه مانند Hx,y١ و Hx,y٠ فرضیه های تحت چندجمله ای ها ماکسیمم
Hx,y٠ = H(x, y) = F (x)G(y) فرضیه تحت Φrs = PH(Ars) ماکسیمم یعنی بود خواهد

با: است برابر
Φ̂
(٠)
١١ = Fn(x)Gn(y)

Φ̂
(٠)
٢١ = {١ − Fn(x)}Gn(y)

Φ̂
(٠)
١٢ = Fn(x){١ −Gn(y)}

Φ̂
(٠)
٢٢ = {١ − Fn(x)}{١ −Gn(y)}

که به طوری
Fn(a) = n−١ n∑

i=١
I(Xi ≤ a)

Gn(b) = n−١ n∑
i=١

I(Yi ≤ b)

Hx,y١ : H(x, y) ≥ فرضیه تحت ماکسیمم هستند. تجمعی توزیع تابع حاشیه های که
با: است برابر F (x)G(y)

Φ̂
(١)
١١ = max{Φ̂١١, Φ̂(٠)

١١ }
Φ̂
(١)
٢١ = min{Φ̂٢١, Φ̂(٠)

٢١ }
Φ̂
(١)
١٢ = min{Φ̂١٢, Φ̂(٠)

١٢ }
Φ̂
(١)
٢٢ = max{Φ̂٢٢, Φ̂(٠)

٢٢}



مثبت ربعی وابستگی فرض آزمون ٣٢
که: به طوری

Φ̂rs = P̂ (Ars) ∀r, s ∈ {١,٢}
دو هر کردن ترکیب با است. Φrs = PH(Ars) چندجمله ای ها احتمال ماکسیمم برآورد

داریم: ماکسیمم کننده ها مجموعه

Rn(x, y) =
Π٢

r=١Π٢
s=١Φ̂

(٠)
rs nΦ̂rs

Π٢
r=١Π٢

s=١Φ̂
(١)
rs nΦ̂rs

= Π٢
r=١Π٢

s=١
(
Φ̂
(٠)
rs

Φ̂
(١)
rs

)nΦ̂rs

است) نشانگر تابع I ) می شود: نوشته زیر صورت به ابتدایی جبر انجام از پس که

Rn(x, y) = I
(
Φ̂١١ ≤ Φ̂

(٠)
١١
)
+ ٢(Φ̂١١ > Φ̂

(٠)
١١
)
Π٢

r=١Π٢
s=١
(
Φ̂
(٠)
rs

Φ̂rs

)nΦ̂rs

احتمال حداکثر برآوردگر یافتن برای EL تابع ماکسیمم نسبت Rn(x, y) محاسبه ی در
وجود راه دو می یابد، کاهش Φ = (Φ١١,Φ٢٢,Φ٢١,Φ١٢) چندجمله ای پارامتر ،(MLE)

دارد:
H(x, y) = F (x)G(y) نیست محدودیت شامل .١
H(x, y) ≥ F (x)G(y) است محدودیت شامل .٢

است: زیر صورت به Hx,y٠ فرضیه تحت MLE

MLE(Φ١١ = H(x, y))

با: برابر
Φ̂
(٠)
١١ = Fn(x)Gn(b)

به طوری که:
Fn(a) = n−١ n∑

i=١
I(Xi ≤ a)

Gn(b) = n−١ n∑
i=١

I(Yi ≤ b)

هستند. حاشیه ای تجربی توزیع توابع که
محاسبه زیر به صورت H(x,y)٠ تحت Φrs = PH(Ars) باقی مانده چندجمله ای های احتمال

می شود:
Φ̂
(٠)
١١ = Fn(x)Gn(y)

Φ̂
(٠)
١٢ = Fn(x){١ −Gn(y)}

Φ̂
(٠)
٢١ = {(١ − Fn(x)}Gn(y)

Φ̂
(٠)
٢٢ = {(١ − Fn(x)}{١ −Gn(y)}



٣٣ آزمون مراحل
داریم: maxΦrs = PH(Ars) که به طوری H(x,y)

١ فرضیه تحت و
Φ̂
(١)
١١ = max{Φ̂١١, Φ̂(٠)

١١ }
Φ̂
(١)
١٢ = min{Φ̂١٢, Φ̂(٠)

١٢ }
Φ̂
(١)
٢١ = min{Φ̂٢١, Φ̂(٠)

٢١ }
Φ̂
(١)
٢٢ = max{Φ̂٢٢, Φ̂(٠)

٢٢}

مجموعه دو هر با r, s ∈ {١,٢} برای Φrs پارامترهای MLE ،Φ̂rs = P̂H(Ars) به طوری که
به Rn(x, y) آماری درست نمایی تجربی احتمال نسبت مجموع چند شده زده تخمین

می شود: محاسبه زیر صورت

Rn(x, y) = Π٢
r=١Π٢

s=١
(
Φ̂
(٠)
rs

Φ̂
(٠)
rs

)nΦ̂rs

= I(Φ̂١١ ≤ Φ̂
(٠)
١١ ) + I(Φ̂١١ > Φ̂

(٠)
١١ )Πn

r=١Πn
s=١
(
Φ̂
(٠)
rs

Φ̂rs

)nΦ̂rs

می شود. H٠(x, y) رد باعث کوچک مقادیر با Rn(x, y) که
از کمتر یعنی باشد کوچک خیلی Φ̃ = Hn(x, y) برای محدودیت بدون MLE اگر
آنجاکه از و ندارد استقلال علیه مدرکی هیچ تقریباً امر این باشد، Φ̃(٠)

١١ = Fn(x)Gn(y)

Φ̃١١ > Φ̃
(٠)
١١ که است ممکن وقتی فقط و شود رد نمی تواند Hx,y٠ پس است Rn(X,Y ) = ١

Hx,y٠ با است معادل است کوچک خیلی Rn(x, y) که موقعی Hx,y٠ شدن رد البته باشد.
همه ی با H١ − H٠ مقابل در H٠ ،EL آزمون باشد. بزرگ −٢ lnRn(x, y) که موقعی

است. گرفته شکل می شود آزمون آماره به منحصر که محلی آزمون های
ELn =

∫
R٢

−٢ lnRn(x, y)dFn(x)dGn(y)

=
−٢
n٢

n∑
i=١

n∑
j=١

lnRn(Xi, Yj)

داریم: H٠ فرضیه تحت خاص موارد به و
ELn

d−→
∫
[٠,١]٢

[{B(u, v)− uB(١, v)− vB(y, ١)}+]
٢

u(١ − u)v(١ − v)
du dv

گاوسی صفر متوسط روند یک یعنی است؛ استاندارد بروانی پل یک B(٠, ٠) ، n → ∞ اگر
است: زیر کواریانس با

Cov (B(u١, v١),B(u٢, v٢)) = min{u١, u٢}min{v١, v٢} − u١v١u٢v٢

داریم:
∀a ∈ R a+ = max{a, ٠}



مثبت ربعی وابستگی فرض آزمون ٣۴
یعنی: می کنیم؛ اثبات را Hx,y٠ فرضیه تحت ELn آماره برای مجانبی توزیع نتیجه حال

ELn
d−→
∫
[٠,١]٢

[{B(u, v)− uB(١, v)− vG(u, ٢[{(١
u(١ − u)v(١ − v)

dx dv

که: به طوری کنید تعریف را x١−ϵ و xϵ و ٠ < ϵ <
١
٢ کنید فرض

F (xϵ) = ϵ

F (x١−ϵ = ١ − ϵ

که: به طوری کنید تعریف را y١−ϵ و yϵ مشابه به طور
G(yϵ) = ϵ

G(y١−ϵ) = ١ − ϵ

که: به طوری ELn = ELn١ + ELn٢ دهید قرار و
ELn١ =

∫ y١−ϵ

yϵ

∫ x١−ϵ

xϵ

−٢LnRn(x, y)dFn(x)dGn(y)

که: می دهیم نشان و
ELn!

d−→
∫ y١−ϵ

yϵ

∫ x١−ϵ

xϵ

[{B(u, v)− u(١, v)− vB(u, ٢[{(١
u(١ − u)v(١ − v)

du dv (٣. ٣)
کنید: تعریف است. ϵ در یکنواخت به طور ELn٢ = OP (

√
ϵ) و

Aϵ = {(x, y); ϵ ≤ F (x) ≤ ١ − ϵ و ϵ ≤ G(y) ≤ ١ − ϵ}

که به طوری
ELn١ =

∫
Aϵ

−٢LnRn(x, y) dFn(x) dGn(y)

زیرا می کنیم بررسی Aϵ روی یکنواخت به طور را LnRn(x, y) تقریب ابتدا ما
|Ln(١ + a)− a+ a٢/٢| ≤ |a|٣/٣

داریم: |a| ≤ ١/٢ هر برای

lim
n→∞

sup
(x,y)∈Aϵ

∣∣∣∣∣∣LnRn(x, y) +
n

٢
∑

١≤r,s≤٢
{Φ̂(٠)

rs (x, y)− Φ̂rs(x, y)}٢
Φ̂rs(x, y)

I{Φ̂١١(x, y) ≥ Φ̂
n(٠)
١١ (x, y)}

∣∣∣∣∣∣
≤ lim

n→∞
sup

(x,y)∈Aϵ

n

٣
∑

١≤r,s≤٢
|Φ̂rs(x, y)− Φ̂rs(x, y)|٣

Φ̂٢
rs(x, y)

I{Φ̂١١(x, y) ≥ Φ̂
(٠)
١١ (x, y)} = ٠

زیرا می کنیم؛ حساب را ELn١ حال
{Φ̂(٠)

rs (x, y)− Φ̂rs(x, y)}٢ = {Fn(x)Gn(y)−Hn(x, y)}٢



٣۵ آزمون مراحل
داریم: s ≤ ٢ و ١ ≤ r و (x, y) ∈ R٢ همه برای

ELn١ =
∫
Aϵ

−٢LnRn(x, y) dFn(x) dGn(y)

=

∫
Aϵ

n{Φ̂١١(x, y)− Φ̂
(٠)
١١ (x, y)}٢

∣∣∣∣∣∣
∑

١≤r,s≤٢
I{Φ̂١١(x, y) ≥ Φ̂

(٠)
١١ (x, y)}

Φ̂rs(x, y)

∣∣∣∣∣∣ dFn(x) dGn(y) +O(١)

=

∫
Aϵ

= n[{Hn(x, y)− Fn(x)Gn(y)}+]٢
 ∑

١≤r,s≤٢
١

Φrs(x, y)

 dFn(x) dGn(y) +OP (١)

که: باشید داشته توجه و Hx,y٠ فرضیه ∑تحت
١≤r,s≤٢

١
Φrs(x, y)

=
١

F (x){١ − F (x)}G(y){١ −G(y)}

تعریف و می پردازیم n[{Hn(x, y) − Fn(x)Gn(y)}+]٢ مجانبی رفتار بررسی به بنابراین
کنید:

Bn(x, y) =
√
n{Hn(x, y)−H(x, y)}

Bn١(x) =
√
n{Fn(x)− F (x)}

Bn٢(y) =
√
n{Gn(y)−G(y)}

Bn٢(y) و Bn(x) که آنجا از و R٢ در B(F (x), G(y)) به نسبت Bn(x, y که می گیریم نتیجه
داریم: Hx,y٠ فرضیه تحت بنابراین است؛ B(١, G(y)) و B(F (x), ١) ترتیب به R در

n[{Hn(x, y)− Fn(x)Gn(y)}+]٢ = [{Bn(x, y)− F (x)Bn٢(y)−G(y)Bn٢[+{١
w−→ [{B(F (x), G(y))− F (x)B(١, G(y)−G(y)B(F (x), ٢[+{(١

است. ضعیف همگرایی معنای به w−→

بگیریم: را زیر نتیجه تا کردیم استفاده را (Helly-Bray) هلی چندمتغیره قضیه اکنون
ELn١

d−→
∫
Aϵ

[{B(F (x), G(y))− F (x)B(١, G(y))−G(y)B(F (x), ٢[+{(١
F (x){١ − F (x)}G(y){١ −G(y)}

dF (x) dG(y)

=

∫ ١−ϵ

ϵ

∫ ١−ϵ

ϵ

[{B(u, v)− uB(١, v)− vB(u, ٢[+{(١
u(١ − u)v(١ − v)

du dv

داشته توجه ELn٢ = OP (
√
ϵ) دادن نشان برای می دهد. نشان را (٣. ٣) معادله همان که

آزمون آماره REM (x, y) که به طوری ٠ ≤ −٢LnRn(x, y) ≤ −٢LnREM (x, y) که باشید
H(x, y) ̸= F (x)G(y) مقابل در H(x, y) = F (x)G(y) برای است شده تعریف که محلی

زیرا ∫است،
AC

ϵ

−٢LnREM (x, y)dFn(x) dGn(y) = Op(
√
ϵ)

می شود. کامل اثبات پس



مثبت ربعی وابستگی فرض آزمون ٣۶

استقلال آزمون ٣. ٢. ٢
کنید فرض می گیریم. نظر در تصادفی متغیر دو استقلال برای را آزمایشی اینجا در
G و F حاشیه ای توابع و H توأم توزیع تابع با (iid) تصادفی بردارهای X١, · · · , Xn

کنیم. آزمایش را استقلال صفر فرضیه می خواهیم باشد.
H٠ : H(x, y) = F (x)G(y) x, y ∈ R

می شود: تعریف زیر صورت به آزمون آماره درست نمایی نسبت
REM (x, y) =

sup{L(H̃) : H̃(x, y) = F̃ (x)G̃(y)}
sup{L(H̃)}

H̃ به مربوط احتمال اندازه P̃ که به طوری L(H̃) = Πn
i=١P̃ ({Xi}) با (x, y) ∈ R برای

پس است
logREM (x, y) = nPn(A١١) log

Fn(x)Gn(y)

P (A١١)
+nPn(A١٢) log

Fn(x)(١ −Gn(y))

Pn(A١٢)
+ nPn(A٢١) log

(١ − Fn(x))Gn(y)

Pn(A٢١)
+nPn(A٢٢) log

(١ − Fn(x))(١ −Gn(y))

Pn(A٢٢)

،A٢١ ،A١١ و هستند حاشیه ای توزیع توابع Fn و Gn و است تجربی اندازه Pn آن در که
بگیرید: نظر در زیر صورت به را آزمون آمار و می شوند تعریف قبل طبق A٢٢ و A١٢

Tn = −٢
∫ +∞

−∞

∫ +∞

−∞
logR(x, y)dFn(x) dGn(y)

می شود: بیان زیر در Tn توزیع حد است. توزیع بدون Tn است واضح
هستند. H٠ فرض تحت حاشیه ای توزیع توابع G و F .٣. ٢. ١ نتیجه

Tn
D−→
∫ ١

٠
∫ ١

٠
w٢٠ (u, v)

u(١ − u)v(١ − v)
du dv

است. [٠, ٢[١ روی چهارطرفه وینر٢ فرآیند یک w٠ که

وینر نوربرت افتخار به که است ریاضیات در پیوسته تصادفی فرآیند یک وینر فرآیند
می شود. شناخته هم استاندارد براونی حرکت اسم به فرآیند این است. شده نامگذاری
باشد: داشته را زیر خصوصیت سه صورتی که در می شود خوانده وینر فرآیند ،wt فرآیند

w٠ = ٠ .١
2Wiener



٣٧ آزمون مراحل

باشد. پیوسته تماماً wt .٢
زیر صورت به و نرمال توزیع از آن نمو و باشد مستقل و مانا نمو با فرآیندی wt .٣

است:
wt − ws ∼ N(٠, t− s) ٠ ≤ t < s

تجربی احتمال بر مبتنی فرضیه آزمون ٣. ٢. ٣
عمدتاً نیم پارامتری و غیرپارامتری اطمینان مناطق آوردن دست به برای روش این

است. نامطلوب
فرضیه و F توزیع تابع با (iid) مستقل و تصادفی نمونه X١, · · · , Xn کنید فرض

درستنمایی احتمال نسبت و مشخص توزیع تابع یک F٠ که به طوری H٠ = F = F٠
است: زیر صورت به تجربی

R(x) =
sup{L(F̃ ) : F̃ (x) = F٠(x)

sup{L(F̃ )}

که طوری به
L(F̃ ) = Πn

i=١
(
F̃ (Xi)− F̃ (Xi − ١))

F٠(x)/(nF٠(x)) تعداد در برتری و می رسد مخرج در برتری وجه به Fn تجربی توزیع تابع
و است X از فراتر مشاهده هر روی بر

(١ − F٠(x)) / (n(١ − Fn(x))

راحتی: به پس
logR(x) = nFn(x) log

F (x)

Fn(x)
+ n (١ − Fn(x)) log

١ − F٠(x)١ − Fn(x)
٠ < F٠(x) < ١

− ٢ logR(x) =
n(Fn(x)− F٠(x))٢
Fn(x)(١ − F٠(x)) +OP (١) D−→ x٢١ (۴ .٣)

از محدوده ای در همزمان به طور −٢ logR(x) باید ما است. برقرار H٠ فرضیه تحت
می شود: زیر آماره به منجر F٠ به توجه با انتگرال گرفتن کنیم بررسی x مقادیر

Tn = −٢
∫ +∞

−∞
logR(x)dF٠(x)

دست به را آماره ای آوریم، دست به را Xها همه سوپریمم ،Tn در ادغام جای به اگر
برای مورد این در است. کارآمدتر اسمیرنف کلموگروف وزنی آماره هر از که می آوریم



مثبت ربعی وابستگی فرض آزمون ٣٨
طبق این بر علاوه است. آزاد توزیع Tn که است واضح است. R(x) = RΘ(x) ،Θ پارامتر

که: داد نشان می توان تجربی فرآیند نظریه از استفاده و (٣. ١)
Tn

D−→
∫ ١

٠
B٢(t)
t(١ − t)

dt

مجانبی صورت به Tn و است براونی استاندارد پل یک B که طوری به H٠ فرضیه تحت
است: اندرسون‐دارلینگ معادل

A٢
n = n

∫ +∞

−∞

(Fn(x)− F٠(x))٢
F٠(x)(١ − F٠(x))dF٠(x)

بررسی ساده صفر فرضیه از فراتر غیرپارامتری فرضیه های انواع برای را Tn آماره ما
از استفاده با می توان را صفر حدود در تقارن آزمایش می کنیم.

F (−x) = ١ − F (x−)

داد. انجام X در محلی سازی و

تقارن آزمایش ۴ .٣. ٢
نوشته زیادی مطالب ناشناخته یا شده شناخته متقارن توزیع یک در تقارن آزمایش درباره
باتلر ،(١٩٩۶) نیکیتین ،(١٩٩٧) ولی احمد : از عبارتست آن ها از برخی که است شده

... و (١٩٧٧) درائو هیل و (١٩۶٠)
مستقل و تصادفی نمونه ای X١, · · · , Xn و است. مشخص تقارن نقطه که می کنیم فرض

با: است برابر متقارن صفر فرضیه باشد. F توأم توزیع تابع با (iid)
H٠ = F (−x) = ١ − F (x−) x > ٠

می شود: تعریف زیر صورت به محلی احتمال نسبت آماره
R(x) =

sup{L(F̃ ) : F̃ (−x) = ١ − F̃ (x−)}
sup{L(F̃ )}

x > ٠.
می رسد حداکثر به F̃ = Fn تجربی توزیع تابع تنظیم با مخرج در درست نمایی احتمال

می شود.) (ماکسیمم
F̃ که به طوری ٠ ≤ P ≤ ١ که یافت تابع عنوان به F̃ از استفاده با می توان را سوپریمم
فاصله در ١ − P جرم و [x,∞) فاصله در P/٢ جرم و (−∞,−x] فاصله در را P/٢ جرم
تقسیم مشاهدات بین مساوی به طور مربوط، فواصل در جرم ها این که است (−x, x)

است: زیر صورت به مربوط فواصل در منفرد مشاهده های جرم های یعنی می شوند.
P/٢
nP̂١

,
P/٢
nP̂٢

,
١ − P

n(١ − P̂ )



٣٩ توزیع تابع براساس استنباط
که به طوری

P̂ = P̂١ + P̂٢
P̂١ = Fn(−x)

P̂٢ = ١ − Fn(x−)

مقدار ماکسیمم R(x) )بنابراین
P/٢
nP̂١

)nP̂١ (
P/٢
nP̂٢

)nP̂٢ ( ١ − P

n(١ − P̂ )

)n(١−P̂ )

بنابراین: می آید. دست به P = P̂ راحتی به که است
logR(x) = nP̂١ log

P̂

٢P̂١
+ nP̂٢ log

P̂

٢P̂٢
= nFn(−x) log

Fn(−x) + ١ − Fn(x−)

٢Fn(−x)

+n (١ − Fn(x−)) log
Fn(−x) + ١ − Fn(x−)

١)٢ − Fn(x−))

می آید: به دست زیر صورت به آزمون آماره .٠ log(a|٠) = ٠ که به طوری
Tn = −٢

∫ ∞

٠ logR(x)d{Fn(x)− Fn(−x)}

= −٢
∫ ∞

٠ logR(x)dGn(x)

است. |Xi| تجربی توزیع تابع Gn که به طوری
بنویسیم: زیر صورت به است ممکن متناوباً

Tn = −٢
n

n∑
i=١

logR (|Xi|)

می شود. داده زیر نتیجه با Tn توزیع حد است. توزیع بدون Tn که است واضح
: داریم H٠ فرضیه تحت پس است، توأم توزیع تابع F .٣. ٢. ٢ نتیجه

Tn
D−→
∫ ١

٠
w٢(t)

t
dt

است. استاندارد وینر فرآیند W که

توزیع تابع براساس استنباط ٣. ٣
تعداد فقط و می کنیم استفاده بود شده تعریف گذشته در که PLOD و PQD از ما
توزیع توابع و PLOD تعریف از .d نقاط مثلا́ می گیریم نظر در را مجزا نقاط از مشخصی

و می کنیم استفاده yi = (yi١, · · · , yin)′ ∈ R و d نقاط و تجمعی
Di

F = F (yi)−Πn
j=١Fj(yij) و DF = (D١

F , · · · , Dd
F )

′



مثبت ربعی وابستگی فرض آزمون ۴٠
می شود: نوشته زیر به صورت PLOD برای آزمون صفر فرضیه می کنیم. تعریف را

H٠ : {DF : DF ≥ ٠}
است: زیر صورت به مخالف فرضیه و

H١ : {DF : است محدودیت بدون DF }

صفر فرضیه براساس PLOD غیر برای را آزمایشی است ممکن همچنین
H̄٠ : {DF : Di

F ≤ ٠, iها برخی {برای
مخالف فرضیه و

H̄١ : {DF : Di
F > ٠, iها همه {برای

است: زیر صورت به توام توزیع و تجربی توزیع بگیریم. نظر در

F̂ (yi) =
١
T

T∑
t=١

Πn
j=١I[Yjt ≤ yij ], i = ١, · · · , d

F̂j(yij) =
١
T

T∑
t=١

I[Yjt ≤ yij ], i = ١, · · · , d, j = ١, · · · , n

گزاره و a ∧ b = min(a, b) که به طوری yk∧L = (yk١ ∧ yL١, · · · , ykn ∧ y١n)′ کنید فرض
می دهد. ارائه را D̂F مجانبی توزیع زیر

نرمال تصادفی متغیر یک به توزیع در √
T (D̂F −DF ) تصادفی بردارهای .٣. ٣. ١ گزاره

می شود. همگرا است، آن اصلی عناصر که vF کواریانس و صفر میانگین با بعدی d
νF,KL = F (yK∧L)− F (yK)F (yL), K, L = ١, · · · , d

تجربی همتای توسط F ناشناخته توزیع جایگزینی با می توان را vF از v̂F ثابت تخمین
آورد. دست به F̂ یعنی آن

تفاوت اولین تجربی، توزیع و استاندارد ویژگی های از اثبات:
D̂i

F = F̂ (yi)−Πn
j=١F̂j(yij)

است. T−n/٢ منظم محصول یک شامل تفاوت دومین که حالی در است T−١/٢ نظر از
شده اعلام نتیجه دارد. نقش مجانبی توزیع در واژه اولین تنها که است معنی بدان این

است: مجانبی کوارایانس ساده محاسبه یک و مرکزی حد قضیه از زیر
lim
T→∞

T cov
(
F̂ (yK), F̂ (yL)

)
= F

(
yK١ ∧ yL١ , · · · , yKn ∧ y١n)

)
− F (yk)F (y١).



۴١ مفصل اساس بر استنباط

مرکزی حد قضیه
و هم توزیع و مستقل تصادفی متغیرهای مجموع توزیع با مرتبط مرکزی حد قضیه
و مستقل متغیرهای X١, · · · , Xn بدانیم اگر که ترتیب این به است متناهی واریانس
کافی اندازه به n که زمانی را آن ها مجموع احتمال توزیع می توانیم هستند. هم توزیع
متغیر توزیع از اطلاع عدم قضیه این در جالب نکته بگیریم. نظر در نرمال باشد، بزرگ
صورت این در است. σ٢ آن ورایانس و µ با برابر Xها توزیع ریاضی امید است. تصادفی
(n افزایش (با مجانبی طور به می شود معرفی زیر صورت به که Sn نمونه ای میانگین

می گویند: نمونه ای میانگین آن به که است نرمال توزیع دارای
X̄n =

∑n
i=١ Xi

n

یعنی کرد، خواهد میل توزیع میانگین به نمونه ای میانگین می دانیم
lim
n→∞

Xn = µ a · s·

می دهد: توضیح نیز X̄n توزیع مورد در مرکزی حد قضیه
√
n(X̄n − µ)

d−→ N(٠, σ٢)

را X̄n یعنی توزیع میانگین احتمال تابع مجانبی و تقریبی شکل به می تواند بالا رابطه
کند: مشخص

X̄n
d−→ N(µ,

σ٢
n
)

مفصل اساس بر استنباط ۴ .٣
و d نقاط مشابه مقادیر از

ui = (ui١, · · · , uin)′, uij ∈ (٠, ١) i = ١, · · · , d, j = ١, · · · , n
می کنیم: تعریف همچنین و می کنیم استفاده

Di
C = C(ui)−Πn

j=١uij

و
DC = (D١

C , · · · , Dd
C)

١

می گیریم: نظر در زیر صورت به را صفر فرضیه
H٠ : {DC : DC ≥ ٠}



مثبت ربعی وابستگی فرض آزمون ۴٢
است: زیر صورت به مخالف فرضیه و

H١ : {D٠ : DC است محدودیت {بدون
است: زیر صفر فرضیه براساس نباشد PLOD آزمون، که حالی در

H̄٠ : {DC : Di
C ≤ ٠, iها برخی {برای

مخالف: فرضیه و
H̄١ : {DC : Di

C > ٠, iها همه {برای
یک Fj(y) = uij و هستند پیوسته توزیع توابع همه که می کنیم فرض پس این از ما
که حالی در j = ١, · · · , n و i = ١, · · · , d ،ζij که می دهد نشان را منحصربه فرد راه حل

است. کمی ζij هر در fj(ζij) > ٠
ζ̂i = که به طوری باشیم Ĉ(ui) = F̂ (ζ̂i) با C(ui) = F (ζi) برآورد فکر به است ممکن

است. شده ساخته ζ̂ij یکسان تجربی متغیر تعداد از (ζ̂i١, · · · , ζ̂in)′
کنید فرض

ζk∧jL = (ζk١, · · · , ζkj ∧ ζLj , · · · , ζkn)′

و
uk∧L,j = (ukj ∧ uLj)

و
Fj١j٢ (ζk∧L) = P [Yj١ ≤ (ζkj١ ∧ ζLj١)

Yj٢ ≤ (ζkj٢ ∧ ζLj٢)], j١, j٢ = ١, · · · , n, j١ ̸= j٢

می دهد. ارائه را D̂C مجانبی توزیع توابع زیر گزاره
نرمال تصادفی متغیر یک به توزیع در √

T (D̂C −DC) تصادفی بردارهای .١ .۴ .٣ گزاره
همگرا است، نرمال آن اصلی عناصر که VC کواریانس و صفر میانگین ماتریس با بعدی d

می شود:
vC,kl = b′kAklbl, k, l = ١, · · · , d

که به طوری

bi =

١
−∂F (ζi)

∂x١
f١(ζil)

· · ·
−∂F (ζi)

∂xn
fn(ζin)


′

i = ١, · · · , d



۴٣ مفصل اساس بر استنباط
و

Akl =


F (ζk∧l)− F (ζk)F (ζl) F (ζk∧١l)− F (ζkul١) · · · F (ζk∧nl)− F (ζkuln)

F (ζl∧١k)− F (ζl)uk١ uk∧l١١ − uk١ul١ · · · F١n(ζk∧l)− ukluln

. . . . . .
... . . .

F (ζl∧mk)− F (ζlukn) F١n(ζk∧l)− ul١ukn · · · uk∧l١n − uknuln


می توان را fj تک متغیره مقادیر و شده گرفته مشتق F از VC مجانبی کواریانس ماتریس
.((١٩٩٢) (اسکات زد تخمین VC از V̂c ثابت برآورد منظور به کرنل استاندارد روش های با
دهد نشان را بعد هر در hj متفاوت مقادیر و گوسی کرنل a است ممکن مثال عنوان به

به: منجر که
∂F̂ (ζ̂i)

∂xi
= (Thj)

−١ T∑
t=١

φ

(
Yjt − ζ̂ij

hj

)
Πn

l ̸=jΦ

(
Y١t − ζ̂il

hl

)

f̂j(ζ̂ij) = (Thj)
−١ T∑

t=١
φ

(
Yjt − ζ̂ij

hj

)

است. گوسی استاندارد متغیر یک توزیع تابع و چگالی تابع ،Φ و φ که به طوری شود

کنید فرض اثبات:
{I[٠ ≤ x١] · · · I[٠ ≤ xn] : xj ∈ R, j = ١, · · · , n}

دنباله می گیرد: نظر در ثابت ها از برخی پولار٣ آنتروپی شرایط M که آنجا از

{F̂ (x) = T−١ T∑
t=١

Πn
j=١I[Yjt ≤ xj ] : T ≥ ١}

پس است. تغییر قابل DF̂ (ζi) تصادفی مشتق (d × ١) بردار با ζi تصادفی نظر از که
داریم: را زیر تقریب

F̂ (ζ̂i) = F̂ (ζ̂i) +DF̂ (ζ̄i)
′(ζ̂i − ζi) +OP (T

−١/٢)

دست به را تقریب ها مشابه به طور است. ζi و (ζ̂i) بین مقادیر میانگین ζ̄i که به طوری
می آوریم:

F̂ (ζ̂i) = F̂ (ζi)−DF̂ (ζ̂i)
′ diagSi +OP (T

−١/٢)

(F̂ (ζij)− uij)/DF̂j(ζ̂ij), j = ١, · · · , n
3Entropy Pollard’s



مثبت ربعی وابستگی فرض آزمون ۴۴
احتمال همگرایی از استفاده با می دهد. نشان را ماتریس اصلی قطر روی عناصر diag(Si)

قضیه از شده بیان نتیجه و fj(ζij) به DjF̂j(ζ̄ij) و j = ١, · · · , n و ∂F (ζj)/∂xj به DjF̂ (ζ̄i)

داریم: کواریانس محاسبه و مرکزی حد
lim
T→∞

T cov[F̂ (ζk), F̂j(ζij)] = F (ζk١, · · · , ζkj ∧ ζlj , · · · , ζkn)− F (ζk)Fj(ζlj)

lim
T→∞

T cov[F̂j(ζkj), F̂j(ζij)] = Fj(ζij ∧ ζlj)− Fj(ζkj)Fj(ζij)

lim
T→∞

T cov[F̂j١(ζkj١), F̂j٢(ζlj٢) = Fj١j٢(ζkj١ ∧ ζlj١ , ζkj١ ∧ ζlj٢)− Fj١(ζkj١)Fj٢(ζlj٢).

آزمایش روش ۵ .٣
هستند. آزمایش روش های سازنده عناصر مفصل و توزیع تابع براساس استنباط نتایج
آزمون های از (HC١ به (مربوط HF١ مقابل HC٠)در به (مربوط HF٠ آزمون روش اولین
حالتی چنین (در است مهم D̂K از چند یا یک بودن منفی می کند. استفاده فاصله
K = F,C و D̃K کنید فرض نه) یا است برقرار PLOD آیا که بداند می خواهد شخص

است: زیر صورت به دوم درجه معادله کردن محدود با مسئله حل است.
inf
D

T (D − D̂K)′V̂ −١
K (D − D̂K), D ≥ ٠

دهید: قرار و است VK از ثابت تخمین یک V̂K آن در که
ϵ̂K = T (D̃K − D̂K)′V̂ −١

K (D̃K − D̂K)

در شده اندازه گیری فاصله و صفر زیر در D̂K به نقطه نزدیک ترین D̃K تقریبی به طور
از بیش فاصله این وقتی است. D̂K و D̃K بین فاصله ϵ̂K آزمون آماره و است V̂K متغیر
مثبت x هر برای صفر فرضیه تحت ϵ̂K مجانبی توزیع می شود. رد HK٠ باشد بزرگ حد

داریم:
P [ϵ̂K ≥ x] =

d∑
i=١

P [χ٢
i ≥ x]wK(d, d− i, V̂K)

راه حل محاسبه است. مثبت عناصر d−i دقیقاً D̂K احتمال w(d, d−i, V̂K) وزن آن در که
برنامه نویسی محدود مشکلات برای عددی بهینه سازی روال یک توسط می تواند D̂K

تعداد است کافی واقع در شود. انجام آماری نرم افزارهای اکثر در موجود دوم درجه
در را V̂K کواریانس ماتریس و صفر میانگین با چندمتغیره نرمال توزیع از قابل توجهی
و D̃K می شود. استفاده آزمون فرآیند در D̂K عنوان به توزیع ها این از پس بگیریم. نظر
دارای دقیقاً D̂K که رسم هایی نسبت کنید. محاسبه را ازصفر بزرگ تر بردار عناصر تعداد

می دهد. را w(d, d− i, V̂K) از مونت کارلو تخمین باشد، صفر از بزرگ تر d− i عناصر



۴۵ مسافت بر مبتنی مفصل آزمون های
مربوط H̄F٠ آزمایش آن هدف که کنیم معطوف دوم آزمایش روش به را خود توجه اکنون
مثبت از استفاده با است. تقاطع اصل بر تکیه با HC١ به مربوط H̄F١ مقابل در HC٠ به

دارد؟! وجود PLOD از اطمینان آیا که است این سؤال ،D̂K اجزای تمام بودن
P [inf γ̂iK > Z١−α] حد H̄٠

K فرضیه تحت K = F,C و γ̂iK =
√
TD̂i

K/
√

V̂k,ii کنید فرض
L ̸= i برای DL

K > ٠ و شده داده i هر برای Di
K = ٠ اگر و و باشد α با برابر یا کمتر

inf γ̂iK که موقعی می شود رد آزمون صورت این در است. H̄١
K تحت آن حد که حالی در

اندازه روی α بالای حد دارای استاندارد نرمال توزیع یک از Z١−α در (١ − α) از بالاتر
است. مجانبی

مسافت بر مبتنی مفصل آزمون های ۶ .٣
کنیم آزمون یعنی دارد وجود متفاوتی و اساسی نظرات PQD برای مناسب آزمون های در
یک واقع در نیستند. PQD که مکمل Y و X اینکه مقابل در هست PQD ،Y و X که
برای محدودیتی هیچ آن در که است H٢ − H١ مقابل در H٠ برای شده ثابت آزمایش
نتایج ندارد. وجود G و F حاشیه ای توزیع توابع و H مشترک توزیع توابع به وابستگی
اجازه فرد به H١ نشدن رد البته نمی شود. رد H١ فرضیه که می دهد نشان آمده دست به
روش های اکثر باشد. PQD قطعی به طور که بگیرد نتیجه را Y و X استقلال که نمی دهد
مورد مفصل تابع نظر از را مسئله چارچوب ،H٢−H١ مقابل در را H١ آزمون غیرپارامتری

می دهد. قرار بررسی
برای که به طوری  است، C (F (x), G(y)) = H(x, y) مثل C مفصل اسکلر قضیه ی از
روی مشترک توزیع یک C یعنی هستند، حاشیه ای G و F که وقتی (x, y) ∈ R همه ی
مقابل در H١ آزمون است. مستقل مفصل یک عنوان به Π(u, v) = uv با متناسب [٠, ٢[١
C(u, v) < uv مقابل در (u, v) ∈ [٠, ٢[١ همه ی برای C(u, v) ≥ uv آزمون معادل H٢−H١

می شود: تعریف زیر صورت به  مشاهدات است. (u, v) ∈ [٠, ٢[١ از تعدادی برای
Vi = nGn(yi)/(n+ ١) i = ١, · · · , n
Ui = nFn(xi)/(n+ ١) i = ١, · · · , n

نزدیکی در تخمین احتمالی مشکلات با n/(n + ١) تجربی توزیع توابع مقیاس گذاری
تقریباً باید (ui, vi) مقادیر است درست H٠ که موقعی می دهد کاهش را [٠, ٢[١ مرزها

است: C از طبیعی برآوردگر یک که می شوند توزیع واحد مربع در یکنواخت به طور

Cn(u, v) = n−١ n∑
i=١

I(Ui ≤ v, Vi ≤ v)



مثبت ربعی وابستگی فرض آزمون ۴۶
مفصل Cn(u, v) تجربی برآوردگر مقایسه با می تواند مسافت بر مبتنی آزمون های و

شود. تشکیل معین زیرمسافت یک تحت مستقل،
C(u, v) = uv

زیر به صورت که می پردازد داده ها بودن نرمال فرض بررسی به ADn و CvMn ،KSn

می شوند: محاسبه
KSn =

√
n sup

wv∈[٠,١]٢
{Cn(u, v)− uv}+

CvMn = n

∫
[٠,١]٢

[
{Cn(u, v)− uv}+

]
dCn(u, v)

ADn = n

∫
[٠,١]٢

[{Cn(u, v)− uv}+]٢
u(١ − u)v(١ − v)

dCn(u, v)

هستند. PQD شدت به که است موجود Y و X آماره هر از زیادی مقادیر که است واضح
آزمایش هایی به منجر مجانبی توزیع های از حساس مقادیر از استفاده که دریافتیم ما
نمونه های کوچک موارد با خصوص به هستند ضدمحافظ کار طبیعی به طور که می شود

متوسط.
از استفاده در شده گرفه درنظر فرض های معمول ترین از یکی داده ها، بودن نرمال
بررسی و آزمون برای روش ساده ترین است. پارامتری) (آزمون های آماری روش های
اسمیرنت، کلموگوروف، آزمون های است. نموداری روش های داده ها، بودن نرمال فرض
نرمال فرض بررسی روش های دیگر از ... و اندرسن‐دارلینگ کرامر‐ون‐میزس،

داده هاست. بودن
آزمون های از آیا که بگیریم تصمیم باید تحقیق برای آماری آزمون یک انتخاب در
آزمون انتخاب، برای ملاک ها اصلی ترین از یکی کنیم. استفاده ناپارامتری یا پارامتری
یعنی می دهد؛ نشان را داده ها توزیع بودن نرمال آزمون این است. اسمیرنف کلموگروف
می کند. مقایسه است مفروض جامعه برای که توزیعی با را نمونه یک در صفت یک توزیع
استفاده امکان و ندارند نرمال توزیع داده ها شود، رد کلموگروف‐اسمیرنف آزمون اگر
کلموگروف‐اسمیرنف آزمون اگر اما ندارد. وجود تحقیق برای ناپارمتری آزمون های از
در ناپارمتری آزمون های از باید پس هستند نرمال توزیع دارای داده ها یعنی شود تایید
معنی دار آزمون یعنی بود ٠٫٠۵ از کوچک تر P اگر R نرم افزار در کنیم. استفاده تحقیق
کنیم استفاده ناپارامتری آزمون های از می توانیم ما و نیست نرمال داده ها توزیع و است
آزمون این داده هاست. بودن پارامتری نشانه آزمون، این شدن تایید چون بالعکس. و

است. توزیع بدون و ناپارمتری
می کنند. عمل آزمون این مانند نیز میزس ون کرامر و دارلینگ آندرسن آزمون



۴ فصل
مثال های و شبیه سازی مطالعه

کاربردی

آزمون های و تجربی درستنمایی آزمون یعنی معرفی شده، آزمون های عملکرد فصل این در
شبیه سازی مطالعه با مشاهدات بودن PQD بررسی برای را مسافت، بر مبتنی مفصل
آزمون های خود، مقایسه در این، بر افزون می کنیم. مقایسه کاربردی مثال های در و
همکاران و یانیک و می دهیم، نشان KG با که ،(١٩٨٧) گوپتا و کچار توسط معرفی شده
که است یادآوری شایان کرد. خواهیم وارد نیز را می دهیم، نمایش JKL با که ،(٢٠٠۴)
،Github سایت در موجود R کد باشید داشته توجه هستند. ناپارامتری ذاتا آزمون ها این
تولید را پایان نامه این در موجود شبیه سازی کلیه (https : //github.com/cftang٩/pqd)

می کند.
برآورد برای که دادند پیشنهاد ،Uk+١ مثل U‐آماره ها، از رده یک (١٩٨٧) گوپتا و کچار

Π١k =

∫
R٢

Hk(x, y) dH(x, y) ∀k > ٠
به ،H١ − H٠ مقابل در H٠ فرضیه های آزمون که دادند نشان آن ها می شوند. استفاده
کامل PQD تحت Π١k > (١ + k)−٢ مقابل در استقلال تحت Π١k = (١ + k)−٢ آزمودن
رتبه آماره است. H٠ علیه بر شهودی ،Uk+١ بزرگ مقادیر بنابراین می شود. تبدیل
های k برای است. k = ١ ازای به KG آزمون های رده از خاصی حالت کندال یک طرفه



کاربردی مثال های و شبیه سازی مطالعه ۴٨
به نیاز بیشتر، یا n = ١٠٠ مثل بزرگ، های n برای KG آزمون U‐آماره محاسبه بزرگ،
حجم موارد، این در که است واضح نتیجه در دارد. هسته توابع بار

 n

k + ١
 محاسبه

مطالعه در دلیل، همین به باشد. موجود پردازنده های توان از بیش می تواند محاسبات
است. شده تنظیم k = ١ فصل این شبیه سازی

و X که دارد تکیه واقعیت این بر (٢٠٠۴) همکارانش و یانیک توسط ارایه شده رهیافت
t(·) و s(·) نانزولی توابع تمام ازای به اگر فقط و اگر هستند، PQD ،Y

cov{s(F (x)), t(G(y))} ≥ ٠.
دنباله یک از توابع از مجموعه این پارامتری نمایش برای (٢٠٠۴) همکارانش و یانیک
چگالی تابع مدل بندی برای که کردند استفاده ،{b∗j}kj=١ لژاندر١، چندجمله ای های از
بازپارامتری نوع این از گرفتن بهره با می روند. به کار PQD تحت (F (x), G(y)) توام احتمال
از خانواده یک به JKL رهیافت متناظرشان، تجربی توزیع  توابع با G و F برآورد و
H٠ برای آزمون آماره این ،k = ١ برای مثال، به عنوان می شوند. منتهی رتبه آماره های

با است برابر H١ −H٠ مقابل در
V (١, ١) = n−١/٢ n∑

i=١
b∗١{(Ri −

١
٢)/n}b∗١{(Si −

١
٢)/n}

که به طوری
b∗١(u) =

√٢)٣u− ١)
بدانید است جالب هستند. Y١, · · · , Yn و X١, · · · , Xn رتبه های ترتیب به ها Si و ها Ri و
یک طرفه رتبه آزمون انجام با است معادل V (١, ١) بزرگ مقدار ازای به H٠ کردن رد

اسپیرمن.
برای (یعنی چندجمله ای ها از بزرگ تری تعداد از استفاده با را آزمون آماره های می توان
به طور نیز آزمون ها اجرای سختی و محاسبات حجم اما کرد، فرمول بندی بزرگ تر) k

توجه نیز JKL آزمون انجام برای دلیل همین به یافت. خواهد افزایش ملاحظه ای قابل
می کنیم. معطوف k = ١ به را خود

به اسپیرمن، و کندال آماره های مانند شدند، تشریح تاکنون که آزمونی آماره های تمام
کوچک ویژگی های ارزیابی برای بنابراین ندارند. بستگی G و F حاشیه ای توزیع های
کار این برای می کنیم. استفاده داده ها شبیه سازی برای مفصل توابع از آزمون ها، نمونه
گامبل۵، و گاوسی۴، فرنک٣، کلایتون٢، مفصل های شامل معمول مفصل خانواده های از

1Legendre polynomials
2Clayton
3Frank
4Gaussian
5Gumbel



۴٩ شبیه سازی با آزمون ها ارزیابی
قرار استفاده مورد نیز (٢٠١٠) همکارانش و گیلبز توسط توابع این کردیم. استفاده
ارشمیدسی مفصل توابع معروف رده به گامبل و فرنک کلایتون، مفصل توابع گرفته اند.
متفاوت دمی وابستگی های با داده ها مدل بندی برای گسترده ای به طور که دارند تعلق
با ارشمیدسی مفصل های رده در مفصل تابع هر می شوند. گرفته به کار راست دم در
و بود خواهد صفر برابر استقلال فرض تحت که می شود اندیس گذاری کندال τ پارامتر
برای مشابهی وضعیت است. صفر از بزرگ تر هستند، PQD ،Y و X که حالتی برای

می شود. اندیس گذاری ρ همبستگی پارامتر با که است برقرار گاوسی مفصل

شبیه سازی با آزمون ها ارزیابی ١ .۴
تجربی، درستنمایی آزمون های شامل پیشنهادی، آزمون شش عملکرد بخش، این در
اندرسون‐دارلینگ، ،(CvM) ون میسز، کرامر ،(KS) کولموگروف‐اسمیرنوف، ،(EL)

می کنیم. ارزیابی بودن PQD مقابل در استقلال آزمون برای را کندال، و اسپیرمن ،(AD)

مسافت بر مبتنی آماره های و ELn آماره متناهی‐نمونه۶ توزیع های این که به توجه با
مجانبی نتایج بر زدن تکیه بنابراین نیستند، وابسته G و F حاشیه ای توزیع های به
همکارانش و تانگ واقع در ندارد. ضرورتی آزمون ها اجرای برای ٣ فصل در بیان شده
مجانبی توزیع های روی از محاسبه شده بحرانی مقادیر از استفاده که دریافتند (٢٠١٩)
نمونه حجم های برای به ویژه که، می شود منتهی آزمون هایی به ذکرشده آزمون آماره های
استفاده آن ها دلیل، همین به هستند. محافظه کار ضد ناروا شکلی به  متوسط، و کوچک
کردند. توصیه را آماره ها متناظر متناهی‐نمونه توزیع های از حاصل بحرانی مقادیر از
همکاران و تانگ پیشنهادی شیوه کردن دنبال با بحرانی، مقادیر این محاسبه برای
یکنواخت توزیع از مشاهده هزار ١٠ ابتدا باید n مشخص نمونه حجم یک ازای به ،(٢٠١٩)
از داده مجموعه هر برای سپس کرد. تولید ،H = U[٠,١]٢ واحد، مربع روی دومتغیره
تجربی توزیع اساس بر سپس و شده محاسبه آزمون آماره هر مقدار مجموعه، ١٠٠٠٠
آماره مقدار هرگاه آزمون هر برای می شود. ثبت بالایی α مرتبه چندک آزمون، آماره های

می شود. رد H٠ فرضیه باشد، محاسبه شده چندک از بزرگتر آزمون
برای متناهی‐نمونه بحرانی مقادیر از فصل، این در گزارش شده شبیه سازی مطالعه در
B = شبیه سازی ها همه در داده ها مجموعه همچنین کرده ایم. استفاده آزمون ها همه

شده اند. تکرار بار ١٠٠٠٠
n = ١٠٠ برای را پیشنهادی آزمون شش برای برآوردشده آزمون توان و اندازه ١ .۴ جدول
را زیر نتایج می توان جدول در گزارش شده مقادیر به توجه با می دهد. نشان α = ٠٫٠۵ و

شمرد: بر
6Finite-sample



کاربردی مثال های و شبیه سازی مطالعه ۵٠
برابر تقریبا است، درست H٠ که زمانی آزمون، شش هر برای تجربی آزمون اندازه .١

است. ٠٫٠۵ اسمی اندازه با
یکنواخت آزمون پرتوان ترین به عنوان را آزمونی نمی توان سناریوها، همه برای اگرچه، .٢
KS آزمون که گفت صراحت به تقریبا می توان اما کرد، معرفی رقبا سایر به نسبت

است. کم توان ترین کلی به طور
وضوح به کلایتون مفصل تحت EL آزمون سنگین تر، دم با مفصل توابع برای .٣

داراست. را عملکرد بهترین
به ویژه دارد؛ ارجحیت بقیه به نسبت گامبل، مفصل تحت کلی، به طور AD آزمون .۴

است. ضعیف تر PQD وابستگی که زمانی
اسپیرمن و کندال آزمون های با تقریبا EL آزمون گاوسی، و فرنک مفصل توابع برای .۵
است. فاصله بر مبتنی آزمون های از پرتوان تر یا هم توان کلی به طور و می کند رقابت

n = ١٠٠ برای پیشنهادی آزمون شش برآوردشده آزمون توان و اندازه :١ .۴ جدول

آزمون τ = ٠ ٠٫١٠ ٠٫٢٠ ٠٫٣٠ ٠٫۴٠
کلایتون EL ٠٫٠۵٢ ٠٫۴٧۵ ٠٫٩٢٣ ٠٫٩٩٩ ١٫٠٠٠

KS ٠٫٠۵٣ ٠٫٣١١ ٠٫٧٨٠ ٠٫٩٨٣ ٠٫٩٩٩
CvM ٠٫٠۵٣ ٠٫۴٠٧ ٠٫٨٨۶ ٠٫٩٩۶ ١٫٠٠٠

AD ٠٫٠۵٠ ٠٫٣۶۶ ٠٫٨٧٧ ٠٫٩٩۶ ١٫٠٠٠
اسپیرمن ٠٫٠۵١ ٠٫۴۴٠ ٠٫٩٠٢ ٠٫٩٩٧ ١٫٠٠٠

کندال ٠٫٠۴٩ ٠٫۴٣٢ ٠٫٨٩٨ ٠٫٩٩٧ ١٫٠٠٠
فرنک EL ٠٫٠۴٩ ٠٫۴٢۶ ٠٫٩٠٢ ٠٫٩٩٨ ١٫٠٠٠

KS ٠٫٠۵٠ ٠٫٣۴٢ ٠٫٨١۵ ٠٫٩٩٠ ١٫٠٠٠
CvM ٠٫٠۵٠ ٠٫۴٢٩ ٠٫٩٠۵ ٠٫٩٩٨ ١٫٠٠٠

AD ٠٫٠۴٩ ٠٫٣١۴ ٠٫٨١٧ ٠٫٩٩٢ ١٫٠٠٠
اسپیرمن ٠٫٠۴٩ ٠٫۴۴١ ٠٫٩١۴ ٠٫٩٩٨ ١٫٠٠٠

کندال ٠٫٠۴٨ ٠٫۴٣۵ ٠٫٩١٣ ٠٫٩٩٨ ١٫٠٠٠
گامبل EL ٠٫٠۴٩ ٠٫۴۴۶ ٠٫٩٠٢ ٠٫٩٩٧ ١٫٠٠٠

KS ٠٫٠۵١ ٠٫٣٢۶ ٠٫٧٨٠ ٠٫٩٧٨ ٠٫٩٩٩
CvM ٠٫٠۵٠ ٠٫۴٢٨ ٠٫٨٩٢ ٠٫٩٩۶ ١٫٠٠٠

AD ٠٫٠۵٠ ٠٫۵٠۶ ٠٫٩١٩ ٠٫٩٩٧ ١٫٠٠٠
اسپیرمن ٠٫٠۴٩ ٠٫۴٣۴ ٠٫٨٩٨ ٠٫٩٩٧ ١٫٠٠٠

کندال ٠٫٠۴٩ ٠٫۴٣٢ ٠٫٨٩۶ ٠٫٩٩٧ ١٫٠٠٠
آزمون ρ = ٠ ٠٫١٠ ٠٫٢٠ ٠٫٣٠ ٠٫۴٠

گاوسی EL ٠٫٠۴٨ ٠٫٢٣٧ ٠٫۵٩٩ ٠٫٨٩٧ ٠٫٩٩١
KS ٠٫٠۵۴ ٠٫١٨٩ ٠٫۴۴۵ ٠٫٧۴٠ ٠٫٩٣٧

CvM ٠٫٠۵١ ٠٫٢٣۴ ٠٫۵٧١ ٠٫٨٧۵ ٠٫٩٨۶
AD ٠٫٠۴٨ ٠٫١٩٨ ٠٫۵٢٠ ٠٫٨۵٠ ٠٫٩٨٣

اسپیرمن ٠٫٠۴٩ ٠٫٢۴۵ ٠٫۶٠۵ ٠٫٨٩٧ ٠٫٩٩١
کندال ٠٫٠۴٨ ٠٫٢٣٩ ٠٫۵٩٩ ٠٫٨٩٣ ٠٫٩٩١
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واقعی مثال های ٢ .۴
روی بر را پیشنهادی آزمون های همه و معرفی را واقعی داده مجموعه سه بخش، این در

کرده ایم. پیاده آن ها

دوقلوها داده های
کروگر و آشنفلتر دوقلوهاست. مطالعات در ،PQD آزمون مساله طبیعی کاربرد یک
n = ١۴٩ ساعتی دست مزدهای ارزیابی مورد در را مشاهده ای مطالعه یک (١٩٩۴)
دوقلوها) جفت (از قلی هر که به طوری کردند، منتشر آمریکا کشور در همسان دوقلوی
سال ١٨ از بالاتر سنی مطالعه این در حاضر افراد داشتند. متفاوتی تحصیلات سطح
دلیل بود. دست مزدها بر تحصیلات سطح تأثیر بررسی مطالعه این از هدف داشتند.
مثل متغیرهایی تأثیر کاهش همسان، دوقلوهای روی بر فقط مطالعه کردن محدود
سختی به یا نیستند اندازه گیری قابل که است خانوادگی پیشینه و ژنتیکی تفاوت های
ارزیابی دوقلو هر در دست مزدها دومتغیره رابطه مثال این در می باشند. دسترس در

می شود.
باشد. آمریکا دلار لگاریتم حسب بر دوقلوها برای ساعتی دست مزد Y و X کنید فرض
،(ui, vi) شبه‐مشاهدات٧ پراکنش نمودار همراه به ،(xi, yi) داده های پراکنش نمودار
استقلال با شبه‐مشاهدات که است آشکار کاملا شده اند. داده نمایش ١ .۴ شکل در
را واحد مربع قطر حول تجمع به تمایل (ui, vi) مقادیر زیرا ندارند، هم خوانی مشاهدات

باشند. PQD وابستگی دارای داده ها می رسد نظر به بنابراین دارند.
آزمون های P‐مقدار و بحرانی مقادیر آزمون، آماره های به مربوط نتایج خلاصه ٢ .۴ جدول
شکل با هماهنگ می دهد. نشان دوقلوها داده مجموعه برای را پایان نامه این پیشنهادی
می دهند. نشان را داده ها بودن PQD نفع به قوی شهود آزمون، شش هر نتایج ،١ .۴
رد معنی به که است ٠٫٠٠١ از کمتر آزمون ها همه P‐مقدار است، مشهود که همان طور

دوقلوهاست. جفت یعنی Y و X متغیر دو جفتی مشاهدات استقلال

7Psuedo-observations
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دوقلوهای از جفت n = ١۴٩ برای آمریکا) دلار (به ساعتی دستمزد دوقلوها: داده های :١ .۴ شکل
هستند. شبه‐مشاهدات راست سمت نمودار همسان.

P‐مقدار و بحرانی مقادیر آزمون، آماره دوقلوها: داده های :٢ .۴ جدول

آزمون آزمون آماره بحرانی مقدار P‐مقدار

EL ١٣٫١٧۶ ١٫٣٧۴ < ٠٫٠٠١
KS ١٫۴۶۵ ٠٫۶٨٣ < ٠٫٠٠١

CvM ٠٫٧۵۶ ٠٫٠۶٧ < ٠٫٠٠١
AD ٢٣٫۴٧۶ ٣٫١۶٣ < ٠٫٠٠١

اسپیرمن ٠٫۵۵٩ ٠٫١٣۵ < ٠٫٠٠١
کندال ٠٫۴٢١ ٠٫٠٩١ < ٠٫٠٠١

تحصیلات داده های
راهپیمایی یک در آمریکا کشور در ایالت ١٨ دبیرستان های معلمان ٢٠١٨ سال در
کردند. شرکت آموزش، از مالی پشتیبانی های متوالی کاهش های به اعتراض در رسمی
اساس بر اعتراض، این در درگیر ایالت های تمام که بود این مساله این در جالب نکته
تندرو. شدت به یا بودند محافظه کار شدت به یا ،٢٠١٨ و ٢٠١۶ سال های انتخابات
می توان است؟ برحق معلمین خواسته های آیا که است این کرد مطرح می توان که سوالی
تواند می که کرد پیاده داده مجموعه یک روی بر را پایان نامه این پیشنهادی آزمون های

دهد. ارایه پاسخی سوال این برای حدودی تا
ناحیه ۵١ اضافه به درگیر ایالت ١٨ برای داده مجموعه یک (٢٠١٩) همکارانش و تانگ
(X) ٢٠١۶ سال در دبیرستان فارغ التحصیلی نرخ شامل که کردند فراهم کلمبیا منطقه
٢٠١۶ -٢٠١۵ تحصیلی سال طی دانش آموز هر برای ایالتی دولت که هزینه ای متوسط و
ایالت هر برای متغیر دو هر می باشد. ،(Y ) است پرداخته آمریکا) دلار لگاریتم حسب (بر
و داده ها پراکنش نمودار شده اند. اندازه گیری دولتی مدارس برای فقط و جدا به طور
شبه‐مشاهدات پراکنش شده اند. داده نمایش ٢ .۴ شکل در شبه‐مشاهدات پراکنش
با توافقی بنابراین نمی دهد. نشان داده ها بودن خوشه ای به تمایلی واحد، مربع در

است. برداشت قابل آن از مشاهدات استقلال
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آمریکا) دلار (به دانشجو هر برای هزینه شده مبلغ پراکنش نمودار تحصیلات: داده مجموعه :٢ .۴ شکل
و چپ) (سمت ٢٠١۶ سال در دبیرستان فارغ التحصیلی نرخ مقابل در ٢٠١۶ -٢٠١۵ تحصیلی سال در

راست) (سمت شبه‐مشاهدات پراکنش نمودار

مقادیر همراه به مختلف آزمون های آماره های مقادیر قبل، مثال مشابه نیز ٢ .۴ جدول
سطح در آزمون ها از هیچکدام می دهد. نشان را آن ها P‐مقدار و متناهی‐نمونه بحرانی
و کندال ،CvM ،EL آزمون های البته نمی کنند. رد را مشاهدات استقلال α = ٠٫٠۵

هستند. معنی دار ،٠٫٠۵ از فاصله کمی با مرزی، به طور اسپیرمن
P‐مقدار و بحرانی مقادیر آزمون، آماره تحصیلات: داده های :٣ .۴ جدول

آزمون آزمون آماره بحرانی مقدار P‐مقدار

KS ٠٫۴٧٠ ٠٫۶٧٢ ٠٫٣٣٠
CvM ٠٫٠٨٣ ٠٫٠٩١ ٠٫٠۶٨

AD ٢٫٧٧٣ ۴٫٧١۶ ٠٫٢٢۴
اسپیرمن ٠٫٢١۵ ٠٫٢٣۵ ٠٫٠۶٨

کندال ٠٫١۵٠ ٠٫١۵٩ ٠٫٠۶٢

فارغ التحصیلی نرخ و صرف شده هزینه بین وابستگی نمی توان آمده، به دست نتایج به توجه با
پرداختی های کاهش با همراه که گفت نمی توان مثلا کرد. پیدا دبیرستانی دانش آموزان
پرسش نمی توان تحلیل این با عبارتی به است. شده کم نیز فارغ التحصیلی نرخ دولتی،
استدلالی معنی داری، به طور حاصل، نتیجه گفت می توان اما داد، پاسخ را مطرح شده

باشد. نمی تواند ایالتی دولت های پولی حمایت های افزایش برای قوی
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سهام داده های
روز ١٢۵ طی آمریکا در شرکت سه سهام تمام شده قیمت های شامل داده مجموعه این
همکارانش و تانگ توسط که است ٢٠١۶ ژوئن ٣٠ و ٢٠١۶ ژانویه ۴ بین متوالی کاری
و (GOOGL) گوگل ،(APPL) اپل از عبارتند شرکت سه این شده اند. تحلیل (٢٠١٩)
نیستند، مستقل روز ١٢۵ سهام تمام شده قیمت های شرکت، هر برای (WMT) والمارت
سرمایه، بازگشت لگاریتم مقدار ١٢۴ یعنی قیمت ها، لگاریتم اول مرتبه تفاضلی مقادیر اما
(١٩٧٨ باکس، و (لیونگ لیونگ‐باکس آزمون از استفاده با باشند. مستقل تقریبا باید
برای مربوط آزمون آماره های P‐مقدار که شدند بررسی سرمایه بازگشت مقادیر استقلال
این بین استقلال یعنی آمدند. دست به ٠٫٠٨٢ و ٠٫۶٣ ،٠٫۵٧٧ ترتیب به شرکت سه
بین مشترک تجاری طرح های به توجه با می شود. پذیرفته درصد ۵ سطح در مقادیر
شرکت سه این سرمایه بازگشت بین جفتی وابستگی ساختارهای بررسی شرکت، سه این

باشد. علاقه مورد می تواند
سه روی را PQD وابستگی سنجش آزمون های نتایج قبلی مثال دو مشابه ٢ .۴ جدول
پراکنش نمودارهای ٣ .۴ شکل همچنین می دهد. نشان داده مجموعه این متغیر جفت
نگاه در می دهد. نمایش را آن ها متناظر شبه‐مشاهدات نمودارهای و مشاهدات زوج
سرمایه) (بازگشت مشاهدات بین استقلال کنیم تصور است ممکن ٣ .۴ شکل به اول
در ،EL آزمون جمله از آزمون، ۶ از تا ۵ اما است؛ منطقی والمارت و اپل شرکت های
دفاع قابل و قوی شهودی طرفی، از می کنند. رد را استقلال فرضیه α = ٠٫٠۵ اندازه
این با دارد. وجود والمارت) و (گوگل و گوگل) و (اپل متغیر جفت دو بودن PQD برای
دادن قرار هستند، نوسان کاهش و سهام تنوع دنبال به که سرمایه گذارانی برای نتیجه،

است. غیرعاقلانه تصمیم یک سهام سبد یک در شرکت ها این سه هر
P‐مقدار و بحرانی مقادیر آزمون، آماره سهام: داده مجموعه :۴ .۴ جدول

آزمون آزمون آماره بحرانی مقدار P‐مقدار

GOOGL v APPL EL ٨٫٢۵٣ ١٫۴٠٣ < ٠٫٠٠١
KS ١٫٠١٨ ٠٫۶٧٩ < ٠٫٠٠١

CvM ٠٫٣٨١ ٠٫٠۶٩ < ٠٫٠٠١
AD ١٧٫۴٢٠ ٣٫٣۶٧ < ٠٫٠٠١

اسپیرمن ٠٫۴٧۶ ٠٫١۴٨ < ٠٫٠٠١
کندال ٠٫٣۴١ ٠٫١٠٠ < ٠٫٠٠١

WMT v APPL EL ١٫۴١٠ ١٫۴٠٣ ٠٫٠۴٩
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KS ٠٫۶۶٢ ٠٫۶٧٩ ٠٫٠۵٩
CvM ٠٫٠٨٩ ٠٫٠۶٩ ٠٫٠٢١

AD ٣٫٨٠١ ٣٫٣۶٧ ٠٫٠٣٢
اسپیرمن ٠٫١۵۵ ٠٫١۴٨ ٠٫٠۴٢

کندال ٠٫١١٢ ٠٫١٠٠ ٠٫٠٣١
WMT v GOOGL EL ۴٫٢۶۶ ١٫۴٠٣ < ٠٫٠٠١

KS ١٫٠٢٨ ٠٫۶٧٩ < ٠٫٠٠١
CvM ٠٫٢۴٧ ٠٫٠۶٩ < ٠٫٠٠١

AD ۶٫٨۶٣ ٣٫٣۶٧ ٠٫٠٠٢
اسپیرمن ٠٫٣٣۶ ٠٫١۴٨ < ٠٫٠٠١

کندال ٠٫٢٣۶ ٠٫١٠٠ < ٠٫٠٠١
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متناظر شبه‐مشاهدات نمودارهای و (بالا) سهام داده های جفتی پراکنش نمودارهای :٣ .۴ شکل
(پایین)
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Aabstract

Positive quadratic dependence (PQD) is related to the joint behavior of random

variables; when small (or large) values are likely to be observed for them simul-

taneously. Recognition of the presence of this dependency structure in the data

can lead to improved computations and decisions. Therefore, in this thesis, the

independence test of two random variables versud having PQD dependence has

been studied. Given that the actual distribution of random variables is practically

unknown, we will use their empirical versions in a nonparametric approach based

on the copula function. The simulation results show that the proposed empirical

likelihood test performs well, having the ability to reveal (X,Y) are PQD.

Keywords: Positive quadratic dependence, independence test, copula function,

empirical likelihood test
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