




ریاضͬ علوم دانش΄ده

فازی استنباط دکتری رساله

مدل های در بهبودیافته فازیبرآوردگرهای رگرسیونͬ
کاشانͬ مجتبی نگارنده:

راهنما استادان

آرشͬ محمد دکتر
ربیعͬ محمدرضا دکتر

١۴٠٠ فروردین









ࣛ ҆ی ϼ͆م нقدѓم اΟ̻خار با را رساࣗ اպن
ˢЫوчق सی و स ͘وریԮ Ѣمام ऩخاН ࣭ࣽم، ۳̖Јر
ऋماНˆش زўدҊی ام ϊܨ܃ر Ѣمام े य़ ҍی сेʺش

Ё˘ت. و΅ودم
࣭ࣽم ۳Эر و ѓयم زХباѓم دܔۿر ࣛ Ј̕ڨۍؑن
Вتارگاҗی Ј̕˓ون و΅ودشان य़ ώھدی رضا
اϔت. ժن زўدҊی آϥمان े ेͬشان

ز



داђم ժن य़ یار آن دارم ժن य़ دوϔت آن
دўداђم و ̀Ϫ از دور دارد دґЇی ܒ܃رպن

را Ԯ͜وࣳ شاخ کان ժن با نڠࠢد اպن ʾНت
....... اΕشاђم लش ࣳ Бُل؛ ۝̵شاђم، و ۝̵ۜۖ͆م

यجاҗی و یاΤوت ʼʙب ما҇ی، ʼʙب लوی، ʼʙب
جاҗی ʼʙب Ѿ˥ʑی، ʼʙب ʗق҉ی، ʼʙب ٌͭ҅ی، ʼʙب

уو کاری ش ܐ܃ر ʼʙب уو، Тھاری Әϧف ʼʙب
ˑ̀ϲواҗی؟ ࣩ ̀Ϫ زࣼ ࣛ уو؟ داری ࣩ ʤ݉܋ه ेآن

уو ўऌدی ҍی اܐ܃رِ уو، Πࠢدی ح̋وای ʼʙب
ب˷ۭداҗی را ऋدون य़ уو، بڤࠢدی ماه ʼʙب

ψخ̉ص ϲ͆م خاϧص уوҘی Λ॑ص، ϲ͆م کاόل، уوҘی
...... ωُعَلاҘّی уو ل

َ̒ ϒَا ժن راΛِص، ϲ͆م و ϖور уوҘی

ح





سپاس گزاری

ر׼Ҁ͗ی د܍ۿر و آرѼی د܍ۿر آقایان عزیزم اساتید از که دارد جا ی΄تا، ایزد لطف به عنایت با
و تش΄ر بنده راهنمایی و پروژه این نشستن ثمر به در ایشان فراوان تلاش های بخاطر
علوم دانش΄ده فهیم و اخلاق با پرسنل از فراوان سپاس و تش΄ر ضمنا نمایم. قدردانͬ
ایشان خالصانه هم΄اری های و کم΁ ها واسطه به دارم شاهرود صنعتͬ دانش·اه ریاضͬ
دانشجویان تمام برای ͽقط بطور و بنده برای آرامش و اطمینان از پر محیطͬ ایجاد در
یا سوالͬ هرگاه که دارم ویژه تش΄ر نیز تحصیل دوران عزیز دوستان از دانش΄ده. این

ͬ پرداختند. م آن ͽرف به مجدانه ͬ آمد م پیش بنده برای مش΄لͬ

کاشانͬ مجتبی
١۴٠٠ فروردین

ی



نامه تعهد
نویسنده شاهرود، دانش·اه ریاضͬ علوم آمار رشته دکتری دانشجوی کاشانͬ مجتبی اینجانب
راهنمایی تحت ، فازی رگرسیونͬ مدل های در بهبودیافته برآوردگرهای عنوان با پایان نامه

ͬ شوم: م متعهد ربیعͬ محمدرضا و آرشͬ محمد
برخوردار اصالت و صحت از و است شده انجام اینجانب توسط پایان نامه این در تحقیقات •

است.
شده استناد استفاده مورد ͽمرج به پژوهش گران، دی·ر پژوهش های نتایج از استفاده در •

است.
مدرک نوع هیچ دریافت برای دی·ری فرد یا خود، توسط کنون تا پایان نامه، این مطالب •

است. نشده ارایه هیچ جا در امتیازی یا
نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتͬ دانش·اه به اثر، این معنوی حقوق •
خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتͬ دانش·اه “

رسید.
بوده اند، تاثیرگذار پایان نامه اصلͬ نتایج آوردن به دست در که افرادی تمام معنوی حقوق •

ͬ گردد. م رعایت پایان نامه از مستخرج مقالات در
آنها) بافت های (یا زنده موجود از که مواردی در پایان نامه، این انجام مراحل تمام در •

است. شده رعایت اخلاقͬ اصول و ضوابط است، شده استفاده
افراد شخصͬ اطلاعات حوزه به که مواردی در پایان نامه، این انجام مراحل تمام در •
شده رعایت انسانͬ اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته دسترسͬ

است.
کاشانͬ مجتبی
١۴٠٠ فروردین

نشر حق و نتایج مال΄یت
برنامه های کتاب، مستخرج، ( مقالات آن محصولات و اثر این معنوی حقوق تمام •
شاهرود صنعتͬ دانش·اه به متعلق شده) ساخته تجهیزات و نرم افزارها رایانه ای،

شود. ذکر مربوطه علمͬ تولیدات در مقتضͬ، نحو به باید مطلب این ͬ باشد. م
ͬ باشد. نم مجاز منبع ذکر بدون پایان نامه این در موجود نتایج و اطلاعات از استفاده •

ک





چ΄یده
از تنها مدل پارامترهای برآوردگرهای بهبود فازی، رگرسیون تحلیل موجود دیدگاه های در
است. بوده پیشین مترهای و فاصله ها ایرادات کردن برطرف و موجود مترهای تصحیح منظر
بهینگͬ به دستیابی منظور به برآوردگرها بهبود (غیرفازی) ΁کلاسی رگرسیون در که حالͬ در
صورت نیز برآوردگرها خود تعمیم و دستکاری طریق از برازش نی΄ویی و مقایسه معیارهای

ͬ گیرد. م
رگرسیون مدل های برخͬ در برآوردگرها بهبود طریق از تا برآنیم پژوهش این در بنابراین
خطای و فازی شباهت قبیل از فازی بهینگͬ معیارهای برخͬ نظر، مورد متر نه و فازی،
روش های و انقباضͬ برآوردگرهای از استفاده راستا این در بخشیم. بهبود را فازی پیش·ویی
استفاده با چطور ͬ دهیم م نشان و کرده پیشنهاد فازی رگرسیون مدل های در را نمونه گیری باز
فازی بهینگͬ معیارهای ͬ توان م فازی داده های از نمونه گیری باز یا و فازی انقباضͬ برآوردگر از
انتخاب دیدگاه و کرده معرفͬ را فازی شده جریمه برآوردگرهای همچنین بخشید. بهبود را

دهیم. قرار بررسͬ مورد فازی رگرسیون در را فازی متغیر

بوت از بعد ج΁ نایف روش فازی، استاین انقباضͬ برآوردگر فازی، رگرسیون کلیدی: کلمات
شده. جریمه برآوردگر فازی،  استرپ

م
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مطالب فهرست
ش تصاویر فهرست
ث جداول فهرست
ذ پیش·فتار
١ فازی رگرسیون در مختلف دیدگاه های و مدل ها ١
١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ١ . ١
٢ . . . . . . . . . . . . . . . . . . مدل ها و دیدگاه ها : فازی رگرسیون ١ . ٢
٢ . . . . . . . . . . . . . خروجͬ و ورودی اساس مدل هابر انواع ١ . ٢ . ١
٢ . . . . . . . . . . . . . . . . . . . . . . . . . . . ام΄انͬ مدل های ١ . ٣
١۶ . . . . . . . . . . . . . . . . . . . . . . . . فاصله کمترین مدل های ۴ . ١
٢۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . ترکیبی مدل های ۵ . ١
٢٩ . . . . . . . . . . . . . . . . . . . . . . . . . . . ابتکاری مدل های ۶ . ١

٣۵ بوت استرپ از نایف بعد ΁ج به روش فازی رگرسیون مدل ضرایب برآورد ٢
٣۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ٢ . ١
٣۶ . . . . . . . . . . . . . . . . . . . . . . . . . . انگیزشͬ مثال های ٢ . ٢
۴٠ . . . . . . . . . . . . . . . . . . . . . فازی رگرسیون در استرپ بوت ٢ . ٣
۴٢ . استرپ بوت از بعد نایف ΁ج طریق از فازی رگرسیون در نمونه گیری باز ۴ . ٢
۴۴ . . . . . . . . . . . . . . . . . . . . مدل ارزیابی معیارهای ١ . ۴ . ٢
۴۵ . . . . . . . . . . . . . . (١٩٩٢) یانو و ساکاوا ساختگͬ مثال ٢ . ۴ . ٢
۴٩ . . . . . . . . . . . . . . . . . . . . . پاسخ·ویی زمان مثال ٣ . ۴ . ٢
۵۵ . . . . . . . . . . . . . . . . . . . . . . . . . گیری نتیجه ۴ . ۴ . ٢

۵٧ فازی انقباضͬ رگرسیونͬ مدل های ٣
۵٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ٣ . ١

ف



مطالب فهرست ص
۵٨ . . . . . . . . . . . . . . . . . . . استاین نوع انقباضͬ مدل ٣ . ١ . ١
۶٠ . . . . . . . . . . . . . . . . . . . . . . . . . . فازی فرضیه آزمون ٣ . ٢
۶٢ . . . . . . . . . . . . . . . . . . . . . . . . . . . عددی مطالعات ٣ . ٣
۶٢ . . . . . . . . . . . . . . . . . . . . . . سازی شبیه مطالعه ٣ . ٣ . ١
۶۵ . . . . . . . . . . . . . . . . . . . . واقعͬ داده های تحلیل ٣ . ٣ . ٢
٧۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نتیجه گیری ۴ . ٣

٧٧ فازی شده جریمه رگرسیونͬ مدل های ۴
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٨٨ . . . . . . . . . . . . . . . . . . . . . . شبیه سازی مطالعه ١ . ۴ . ۴
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١٠٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه آ  . ١
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تصاویر فهرست
٣ . . . . . . . . . . . . . . ام΄انͬ روی΄رد در فازی رگرسیون رشد درخت ١ . ١
۴ . . . . . . . . . . . . . . . . . . . . . مینیمم مسئله پوششͬ شرط ١ . ٢
۵ . . . . . . . . . . . . . . . . . . . . . ماکزیمم مسئله پوششͬ شرط ١ . ٣
۶ . . . . . . . . . . . . . . . . . . . . . . اتصال مسئله پوششͬ شرط ۴ . ١
١۶ . . . . . . . . . . فاصله کمترین روی΄رد در فازی رگرسیون رشد درخت ۵ . ١
٢۴ . . . . . . . . . . . . . . ترکیبی روی΄رد در فازی رگرسیون رشد درخت ۶ . ١
٢٩ . . . . . . . . . . . . . ابتکاری روی΄رد در فازی رگرسیون رشد درخت ١ . ٧

مجموعه برای آن ها متناظر JB مدل های با آزموده مدل های شهودی مقایسه ٢ . ١
۴٧ . . . . . . . . . . . .SIM مقدار (ب) MPE مقدار (آ) سوم. داده های

ضرایب پهنای (آ) JB و استرپ بوت بین اطمینان فواصل شهودی مقایسه ٢ . ٢
۴٩ . . . . . . . . . . . . . . . . . . . . . . . . . . ضرایب. مرکز (ب)

نقطه با (آ) دورافتاده نقطه عنوان به سوم مشاهده بدون و با حبابی نمودار ٢ . ٣
۵٠ . . . . . . . . . . . . . . . . . افتاده. دور نقطه بدون (ب) افتاده دور
۵٠ . . . . . . . . . . . . دورافتاده. تقطه تشخیص در کوک فاصله نمودار ۴ . ٢
۵٢ . . . . . . . . . . . . . . . . . . . . . . . شده برآورد ͺپاس تصویر ۵ . ٢
۵٣ .SIM (ب) MPE (آ) دورافتاده: نقطه با مواجهه در JB روش عمل΄رد تصویر ۶ . ٢

(آ) JB و استرپ بوت روش دو در آمده بدست اطمینان فواصل مقایسه ٢ . ٧
۵۴ . . . . . . . . . . . . . . . . . . . . ضرایب مرکز (ب) ضرایب پهنای

مقادیر ( (آ شبیه سازی: داده های نتایج اساس بر مدل سه شهودی مقایسه ٣ . ١
۶٣ . . . . . . . . . . . . . . . . . . . . . . . . .SIM مقادیر (ب) MPE

۶۴ . . . . . . . . . . . . . . . . . . . . p‐مقدار. مسیر شهودی تحلیل ٣ . ٢
در ارزیابی معیارهای اساس بر پایه مدل و انقباضͬ مدل شهودی مقایسه ٣ . ٣
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پیش·فتار
پیرامون طبیعت مسائل و حقایق کشف دنبال به خود، کنج΄او ذات واسطه به دیرباز، از انسان
بر علاوه و یادگیری در سعͬ موجودات دی·ر رفتارهای به کردن نگاه با او است. بوده خود
به نسبت را او امر همین و است بوده پدیده ها این در موجود روابط ماهیت به رسیدن آن
مختلف علوم ظهور سرآغاز مسئله این است. نموده ترغیب آن ها ساختارهای و روابط کشف
پیش بینͬ مسئله مهمترین علمͬ، رازهای کشف در سعͬ بر علاوه دی·ر، سوی از است. بوده
علمͬ هر در بخش مهمترین که ب·وییم اگر نیست زیاده گویی است. بوده مختلف رخدادهای
آمار علم نام به علم، از مهمͬ شاخه بین این در است. پدیده آن در مم΄ن اتفاقات پیش·ویی
علمͬ تحقیق مهم مبانͬ از ی΄ͬ همواره مختلف پدیده های پوشش برای که ͬ کند م خودنمایی
پیش بینͬ و مدل بندی مختلف شاخه های آن ها از الهام و طبیعͬ پدیده های به نگاه با زیرا است؛
و تعریف علمͬ، ساختارهایی ایجاد برای مسیر، این در است. داده ارائه را رگرسیون جمله از
پیش بینͬ نهایت در و مدل بندی بر موثر پارامترهای برآورد در خود دقت افزایش و پدیده ها بیان
برآورد ΁ی تولید بر شده اعمال شرایط جمله از نمود. ابداع را قواعدی و فرمول ها آن ها، رفتار
در که آنجایی از شرط این پرداخت. نااریبی شرط به ͬ توان م مجهول پارامترهای برای بهینه
برآورد خطای دوم توان کمترین طریق از پارامتر دقیق محاسبه به ͬ توان نم نظری مباحث
تعدادی حذف نوعͬ به نامنعطف، شرایط چنین ایجاد همواره اما گردید. ایجاد یافت، دست
بهتری عمل΄رد آن ها به نسبت مختلف موارد در است مم΄ن که دارد دنبال به را برآوردها از
عمیق تری نگاه خود کارهای در شده ایجاد مش΄لات ͽرف در انسان هرگاه اما، باشند. داشته
نتایج به کند، تقلید خود مباحث در آن ها رفتار از تا کرد سعͬ و داشت طبیعͬ پدیده های به
موارد در (چون نمونه کم تعداد شامل ͬ تواند م مش΄لات و ͽموان این یافت. دست ش·فت آوری
همبستگͬ وجود ندارد)، وجود کافͬ نمونه دریافت قابلیت بررسͬ، مورد صفات برای زیادی
تعداد ازافزایش ͬ توان   م آن موارد از و است معروف نیز همخطͬ به که پیش·و متغیرهای بین
باشد. رگرسیون مدل بندی در برد، نام موثر متغیرهای بین ذاتͬ همبستگͬ وجود یا و متغیر ها
برآوردهای بهبودی آن ها از ب΄ارگیری که گردید ابداع روش هایی آن ها ͽرف برای و رو این از
شامل بازنمونه گیری روش های از ͬ توان م موارد این جمله از داشت. دنبال به را پارامترها
شامل برآوردها بهبود روش های و استرپ بوت از بعد نایف ΁ج و استرپ بوت و نایف ΁ج
ͬ کنند، م تولید را اریب برآوردگرهایی معمولا که جریمه ای برآوردگرهای و انقباضͬ برآوردگرهای

ذ



پیش·فتار ض
طریق از نمونه گیری باز روش های دارند. متفاوتͬ دیدگاه های روش ها این ͽواق در برد. نام
برآوردگر کردن منعطف طریق از جریمه ای و انقباضͬ روش های در و تجربی توزیع به دستیابی
ͬ کند م ابداع خود روبروی ͽموان ͽرف برای طبیعت که انعطاف پذیری ش·ردهای مانند نااریب
بهینه سازی فرآیند به تنظیم، پارامتر به معروف پارامتر، مقدار در تغییر با آن در کاری دست و
΁کم دقیق تر ͬ هایی پیش بین نتیجه در و واقعͬ مشاهدات با بهتر تطابق خصوص در مدل

ͬ کنند. م
اندازه گیری و ب΄ارگیری و دارند مبهم ماهیتͬ صفات و پدیده ها از بسیاری دی·ر، سوی از
ͬ های پیش بین ارائه و برآورد در خطا باعث مواردی در و نادرست دقیق، مترهای طریق از آن ها
نظر به درست و منطقͬ فازی، داده های از استفاده اینجا در بنابراین، ͬ شود. م نادرست
توزیعͬ شرایط است مم΄ن رگرسیونͬ مدل بندی در مثلا مواردی در اینکه، کما ͬ رسد. م
فازی روش های مانند روش هایی از استفاده به مجاب را ما نیز مسئله این و نباشد برقرار نیز

است. توزیعͬ شرایط برقراری از فارغ که ͬ کند م
روند خصوص در کلͬ بازنگری ΁ی اول فصل در شده عنوان مطالب به توجه با رساله این در
مبنای پیشنهادی های مدل اکثر در است. شده انجام فازی رگرسیون پیشرفت و شروع
مترهای در تغییر آن ها، بهتر پیش بینͬ و مدل بهتر برازش برای پارامترها برآورد بهینه سازی
شدیم آن بر بعدی های فصل در بنابراین است. ها مدل بررسͬ شرایط تغییر یا و رفته کار به
به استراتژی سه طریق از مسئله، اولیه شرایط یا و مترها در تغییر بدون جدید، دیدگاه با تا
از بعد نایف ΁ج روش طریق از دوم فصل در بپردازیم. آن برازش و مدل برآوردهای بهبود
شده تولید استاندارد انحراف بودن تصادفͬ در استرپ بوت مش΄ل ͽرف بر علاوه استرپ بوت
هایی مثال طͬ روش این بودن استوار بررسͬ و روش این از مدل بهبود به برآوردها، برای
نوع انقباضͬ برآورد عنوان با انقباضͬ روی΄رد باب΄ارگیری سوم فصل در و ادامه در پرداخته ایم.
در را مدل ارزیابی معیارهای و برآوردها بهبودی ، (IFS) ی΄پارچه انقباضͬ مدل و فازی استاین
فصل در داده ایم. نشان شده شبیه سازی و واقعͬ متنوع های مثال طͬ دی·ر های مدل مقابل
رقیب، های مدل مقابل در مدلها بهبود بر علاوه شده جریمه های مدل ب΄ارگیری با نیز چهارم
از استفاده با واقعͬ و شده سازی شبیه داده های با هایی مثال در هم را خودکار متغیر انتخاب

داده ایم. نشان شده جریمه های مدل



١ فصل
در مختلف دیدگاه های و مدل ها

فازی رگرسیون

مقدمه ١ . ١
اما است. آن اصلͬ شالوده و پایه عنوان به معمولͬ مجموعه های نظریه مدرن، ریاضیات در
در همچنین ... و بودن کافͬ بودن، کوتاه مانند نیستیم، روبرو مطلق ͬ های ویژگ با همواره
در که داریم سروکار نادقیقͬ تعاریف و مفاهیم با حوزه ها دی·ر و روان شناسͬ رفتاری، علوم

ندارند. جای·اهͬ معمولͬ مجموعه های نظریه قالب
نظریه ͬ گردد. م احساس نادقیق مفاهیم این پوشش برای جدیدی قالب ش΄ل بدین
ͬ دهد. م ارائه مجموعه ها این به مناسبی پوشش و شده عهده دار را امر این فازی مجموعه های
لطفͬ پروفسور توسط ه.ش.) ١٣۴۴) میلادی ١٩۶۵ سال در نظریه این تشریح و معرفͬ
گسترش تاکنون، ارائه زمان از نظریه این شد. عرشه تبار ایرانͬ دانشمند [١۴٩] عس·رزاده
به طور است. کرده پیدا مختلف زمینه های در گوناگونͬ کاربردهای و یافته زیادی تعمیم و
قادر نظریه این است. اطمینان عدم شرایط در نظریه ای فازی مجموعه های نظریه ی خلاصه،
همان گونه هستند، مبهم و نادقیق که را سیستم هایی و متغیرها و مفاهیم از بسیاری است
استدلال، برای را زمینه و بخشیده ریاضͬ صورت بندی است، چنین اکثراً ͽواق عالم در که
به بیشتر اطلاعات (برای آورد فراهم اطمینان عدم شرایط در تصمیم گیری و کنترل استنتاج،

١



فازی رگرسیون در مختلف دیدگاه های و مدل ها ٢
کنید). مراجعه آ  پیوست

مدل ها و دیدگاه ها : فازی رگرسیون ١ . ٢
که چرا است؛ رگرسیونͬ مدل های ارائه در آن ها ب΄ارگیری فازی، روش های کاربرد های از ی΄ͬ
اولیه شرایط همه است مم΄ن علاوه به دارند. مبهم ماهیتͬ واقعیت، در متغیرها از بسیاری
مرور قسمت این در نباشد. برقرار مسئله در توزیعͬ شرایط خصوصا ΁کلاسی رگرسیون در
به هم را روند این و داشت خواهیم مختلف زوایای از فازی رگرسیون توسعه روند بر اجمالͬ
کمترین ام΄انͬ، دیدگاه ها چهار در آن، دلایل از مختصر گزارشͬ ارائه با هم و نموداری صورت

نمود. خواهیم بیان ابتکاری و ترکیبی فاصله،
دیدگاه هر با متناظر رشد درخت بخش هر ابتدای در دیدگاه ها، این جمͽ بندی برای اکنون

باشیم. داشته را مختلف مدل های و تغییرات روند آن ها از کلͬ شمای تا است شده ارائه

خروجͬ و ورودی اساس مدل هابر انواع ١ . ٢ . ١
ͬ گردد: م ارائه زیر شرح به فازی رگرسیون در مم΄ن مدل های انواع

فازی ضرایب و خروجͬ غیرفازی، ورودی .١
غیرفازی ضرایب فازی، خروجͬ و ورودی .٢
فازی ضرایب غیرفازی، خروجͬ و ورودی .٣

فازی هم·ͬ ضرایب و خروجͬ ورودی، .۴

ام΄انͬ مدل های ١ . ٣
لازم ضرایب غیرخطͬ، یا خطͬ برنامه ریزی مدل ΁ی اساس بر و شرایطͬ تحت روش ها این در
مدل ها انواع بررسͬ از قبل آمد. خواهد دست به هدف تابع ΁ی کردن ماکزیمم یا ͬ نیمم م برای

ͬ کنیم. م مشاهده زیر شرح به ام΄انͬ مدل های رشد درخت در را آن ها روند



٣ ام΄انͬ مدل های

ام΄انͬ روی΄رد در فازی رگرسیون رشد درخت

١٩٨٢ تاناکا مدل

در کارائͬ بودن کم
کاربرد و پیش بینͬ

هم΄اران و تاناکا مدل
١٩٩۵

تسوار و وانگ مدل
٢٠٠٠

΁هالدی و کرنͬ مدل
٢٠١٧

مراکز بودن اثر هم΄ارانکم و تاناکا مدل
١٩٩١

افزایش با پهنا افزایش
ورودی ها

و نصرآبادی مدل
٢٠٠۴ هم΄اران

افتاده دور نقاط اثر
١٩٨٩ تاناکا مدل

١٩٩۴ پیتر داخشینمدل و اوزالان مدل
٢٠٠٠

هم΄اران و حجتͬ مدل
٢٠٠۵

و مراکز بودن اثر کم
افزایش با پهنا افزایش

ورودی ها

و حسن پور مدل
٢٠٠٩ هم΄اران

΁هالدی و کرنͬ مدل
٢٠١٨

اثر و مراکز بودن اثر کم
افتاده دور نقاط

و حسن پور مدل
٢٠١١ و ٢٠١٠ هم΄اران

هم΄اران و ربیعͬ مدل
٢٠١۵

و حسین زاده مدل
٢٠١۶ هم΄اران

پهناها شدن ١٩٨٧صفر تاناکا مدل

روند حفظ عدم
شده مشاهده ͅ های پاس
افزایش و شده برآورد با
ورودی ها افزایش با پهنا

هم΄اران و مقدسͬ مدل
١٣٩٢

تمام عوامل با مدلͬ
فازی

١٩٩٢ یانو و ساکاوا ٢٠٠٢مدل لین و یانگ مدل

ام΄انͬ روی΄رد در فازی رگرسیون رشد درخت :١ . ١ ش΄ل

(١٩٨٢) هم΄اران و تاناکا مدل
در که است، X = [xij ]n×p به صورت دقیق اعدادی مستقل، مشاهدات ماتریس مدل این در
مجموعه Ã = {Ã٠, Ã١, . . . , Ãp} همچنین ،xi٠ = ١ و j = ٠, ١,٢, . . . , p ،i = ١,٢, . . . , n آن
در مقاله این شده اند. فرض Ãj = (aj , sj)T مثلثͬ فازی اعداد به صورت و است مدل ضرایب
عدد ΁ی دوم حالت در و دقیق مقداری ͺپاس متغیر او̰ل حالت در است. شده بحث حالت دو

ب·یرید: نظر در زیر شرح به را رگرسیونͬ مدل است. Ỹi = (yi, ei)T صورت به مثلثͬ فازی
Ỹ = Ã٠ + Ã١x١ + · · ·+ Ãpxp (١ . ١)



فازی رگرسیون در مختلف دیدگاه های و مدل ها ۴
ͬ آید: م دست به مدل ضرایب زیر شرایط تحت

مینیمم مسئله پوششͬ شرط :١ . ٢ ش΄ل

درجه α حداقل دارای شده برآورد ͺپاس عضویت تابع دقیق ͺپاس متغیر با مدل برای (الف)
دی·ر عبارت به باشد، عضویت

∀yi,
̂̃
Y i(yi) ≥ α (١ . ٢)

α‐برش شامل شده برآورد ͺپاس α‐برش ͬ بایست م فازی ͺپاس متغیر با مدل برای (ب)
یعنͬ (١ . ٢) باشد شده مشاهده ͺپاس

[
Ỹi

]
α
⊆
[ ̂̃
Y i

]
α

(١ . ٣)

یعنͬ، باشد مدل کل ابهام ͬ نیمم م هدف، تابع که آمد خواهند بدست به گونه ای ضرایب (ج)

minZ =

p∑
j=٠

ej (۴ . ١)

جهت در متعددی پیشنهادهای و روش ها که داشت وجود متعددی مش΄لات روش این در
است، زیر شرح به که گردید ارائه آن ها بهبود و ͽرف

فازی) مفهوم با سنخیت پهناها(عدم شدن صفر الف)
ͬ تواند م هدف تابع کردن ͬ نیمم م برای حاصل جواب های ،sj ≥ ٠ قید وجود واسطه به
از را ما ͬ تواند م است فازی  ͅ پاس که مواردی در خصوص به مسئله این که شود صفر

.[١٢٨] کند دور واقعیت
بینͬ پیش راندمان وکاهش مرکزی نقاط به توجه عدم ب)

این به که هستند عضویت درجه بالاترین دارای مراکز فازی، عدد ΁ی عضویت تابع در
بینͬ پیش بازده کاهش باعث مسئله این .[١٢٠] است نشده اشاره فوق روش در مسئله

.[١٣٧] شود مͬ غیرفازی های روش به نسبت روش این



۵ ام΄انͬ مدل های
افتاده: دور نقاط به نسبت حساسیت ج)

برآورد ضرایب پهناهای مجموع از ͺپاس متغیر پهنای برآورد مذکور، روش در که آنجایی از
برای مدل) شرایط (در پوششͬ شرط وجود واسطه ی به لذا ͬ گردد م حاصل مدل شده
برآوردی پهنای افزایش به نیاز افتاده دور نقطه ی وجود صورت در نقاط، تمام پوشش

.[١٢٩ ،١١۶ ،٨١] داشت خواهیم برآورد بیش ΁ی ͽواق در که داریم

مستقل: متغیر تعداد افزایش با شده برآورد ͅ های پاس پهنای افزایش د)
تعداد افزایش با باشند، فازی اعداد مدل ضرایب که زمانͬ مدل هدف تابع به توجه با
زمانͬ در مسئله این ͬ یابد. م افزایش شده برآورد ͅ های پاس پهنای مستقل، متغیرهای
بود خواهد مسئله ساز باشد ثابت یا و یابد کاهش شده مشاهده ͅ های پاس پهنای که

.[٧٧]

(١٩٨٧) تاناکا مدل
تابع پهناها شدن صفر مش΄ل ͽرف برای [١٢٨] تاناکا ،(١ . ١) مدل محاسبات سادگͬ علیرغم
کل ابهام ،ͺپاس کل ابهام بجای ͽواق در داد. تغییر minZ =

∑p
j=٠ sj |xij | به ۴ . ١ از را هدف

آن، علاوه بر کرد. ΁کم مسئله این ͽرف به زیادی حد تا که گرفت قرار هدف مورد شده برآورد
است: معکوس آن ها پوششͬ شرط که گردید ارائه ماکزیمم هدف تابع براساس مدل

[ ̂̃
Y i

]
α

⊆
[
Ỹi

]
α

(۵ . ١)

تغییر maxZ =
∑p

j=٠ sjxij به هدف تابع نتیجه در است، ͬ نیمم م مسئله عکس مسئله این
ͬ یابد. م

ماکزیمم مسئله پوششͬ شرط :١ . ٣ ش΄ل

مسئله در هدف تابع مقدار که است آن ͬ نیمم م مسئله به نسبت ماکزیمم مسئله مزیت
است. ͬ نیمم م مسئله هدف تابع مقدار مساوی یا کمتر ماکزیمم



فازی رگرسیون در مختلف دیدگاه های و مدل ها ۶

(١٩٨٩) تاناکا مدل
دور نقاط اثر مش΄ل ͽرف برای ،[١٢٩] در هم΄اران و تاناکا پهناها، شدن صفر مش΄ل ͽرف از پس
ͅ های پاس عضویت تابع بین پوشش شرط برروی شده برآورد ضریب پهنای افزایش در افتاده
به که کردند ارائه را اتصالͬ مسئله و کردند کار هم، به نسبت شده برآورد و شده مشاهده

ͬ شود. م داده نشان زیر صورت
حد دلخواه α‐برش هر تحت است کافͬ تنها حالت این در کردن): ͽقط) اتصال مسئله
ͺپاس پایین حد و (ŷuα > ylα) بزرگتر شده مشاهده ͺپاس پایین حد از شده برآورد ͺپاس بالای

.(۴ . ١ (ش΄ل (ŷlα > yuα) باشد کمتر شده مشاهده ͺپاس بالای حد از شده برآورد

اتصال مسئله پوششͬ شرط :۴ . ١ ش΄ل

کمتر ماکزیمم و اتصال مسئله در هدف تابع بهینه مقدار که داد نشان تاناکا مقاله این در
ͬ نیمم م مسئله به نسبت اتصال روش مزیت همچنین است. ͬ نیمم م مسئله در بهینه مقدار از
ͬ نماید. م جلوگیری حدی تا نامتعارف پهنای افزایش از افتاده دور نقاط حضور در که است آن

(١٩٩٢) یانو و ساکاوا مدل
و ساکاوا این رو از بودند شده  فرض دقیق هم·ͬ ورودی متغیرهای مقادیر قبلͬ مدل های در

پرداختند. قبل مدل های تعمیم به ، ۶ . ١ مدل گرفتن نظر در با ،[١١۶] یانو

ỹi = Ã⊗ X̃i, i = ١,٢, . . . , n (۶ . ١)

و ỹi = (yi, ei)L ،Ã = (aj , sj)L ،Ã = (Ã٠, Ã١, . . . , Ãp) ،X̃i = (١, X̃i١, . . . , X̃ip) آن در که
⊗ و هستند متقارن فازی عدد مدل ضرایب و خروجͬ ورودی، بنابراین .X̃ij = (xij , dij)

اعداد ورودی ها که است آن بر فرض آن علاوه بر است. گسترش اصل اساس بر ضرب عمل·ر
است، LR تقریبا ،LR فازی عدد دو ضرب عمل آنکه واسطه به همچنین باشند، مثبت فازی
[٩٩] روش از مش΄ل حل برای این رو از بود. خواهد دشوار گسترش اصل از استفاده لذا
بنابراین .(A×B)α = (Aα ×Bα) شرایطͬ تحت که است داده نشان آن در که گردید استفاده



٧ ام΄انͬ مدل های
داریم: دلخواه α‐برش تحت آن در که ͬ شود م (Ã⊗ X̃i

)
α
=
[
yLiα, y

R
iα

]
yLiα =

p∑
j=٠

(
min

(
(aj − L−١(α)sj)(xij − L−١(α)dij), (aj − L−١(α)sj)(xij + L−١(α)dij)

))
yRiα =

p∑
j=٠

(
max

(
(aj + L−١(α)sj)(xij + L−١(α)dij), (aj + L−١(α)sj)(xij − L−١(α)dij)

))
(١ . ٧)

(
Ã⊗ X̃i

)
α

برای α دلخواه برش در عمل·ر مقدار ماکزیمم و ͬ نیمم م yRiα و yLiα ترتیب به که
برای مقاله این در است. α برش ازای به عضویت تابع معکوس L−١(α) آن در و است

است، گردیده تعیین زیر گروه سه ،(١ . ٧) مقادیر شدن مشخص
aj − L−١(α)sj ≥ ٠ j ∈ J١ (١ . ٨)
aj − L−١(α)sj ≤ ٠ aj + L−١(α)sj ≥ ٠ j ∈ J٢ (١ . ٩)
aj + L−١(α)sj ≤ ٠ j ∈ J٣ (١ . ١٠)

آن، در که
J = J١ ∪ J٢ ∪ J٣ = {٠, ١, . . . , p}, Jk ∩ Jk′ = ∅, k(̸= k′) = ١,٢,٣ (١ . ١١)

از است عبارت هدف تابع دسته، سه هر در

minZ =
n∑

i=١
(
yRi٠ − yLi٠

) (١ . ١٢)

لحاظ ̂̃yi و ỹi بین پوشش نوع سه براساس (١ . ١٢) هدف تابع برای شده ارائه شرایط و
برآوردهای و بررسͬ را فوق حالات که کردند ارائه ال·وریتمͬ نهایت در آن ها است. گردیده

کند. تولید خطͬ برنامه ریزی ΁ی تحت نظر مورد

(١٩٩۴) پیتر مدل
که کرد اشاره موضوع این به [١٠٣] در [١٢٨] تاناکا روش بررسͬ از پس پیتر ١٩٩۴ سال در
مشخص فاصله ΁ی در شده مشاهده ͅ های پاس تمام ͬ شود م باعث تاناکا روش محدودیت های
دارای آن، از متاثر فاصله این مشاهدات، در افتاده دور داده وجود صورت در که گیرند قرار
و مستقل مشاهدات با رفته ب΄ار مدل مسیر این در بود. خواهد برآوردها برای زیاد پهنای

شده اند. فرض مثلثͬ فازی اعداد مدل ضرایب و است دقیق شده مشاهده ͅ های پاس
شده مشاهده ͺپاس مقدار از شده برآورد ͺپاس مقدار پایین حد که ͬ شود م فرض مدل این در
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مدل باشد. بیشتر شده مشاهده ͺپاس در متناطرش مقدار از آن بالای حد و کمتر آن متناطر

است، زیر شرح به

max λ =
١
n

n∑
i=١

λi

s. t. (١ − λ)p٠ −
n∑

i=١

p∑
j=٠

sj |xij | ≥ ٠

(١ − λi)pi +

p∑
j=٠

ajxij +

p∑
j=٠

sj |xij | ≥ yi

(١ − λi)pi −
p∑

j=٠
ajxij +

p∑
j=٠

sj |xij | ≥ −yi

si ≥ ٠, aj ∈ R, λ ≤ ١, xi٠ = ١

(١ . ١٣)

فاصله ای تغییرات محدوده pi و p٠ است. مسئله حل به مربوط عضویت درجه λ آن در که
و شده کمتر حدود ،(p٠, pi ∈ N) کمتر p٠ مقدار و pi افزایش با و است مشاهدات شامل که

ͬ گردد. م انتخاب کاربر توسط مقادیر این و ͬ شود م سخت گیرانه تر شده برآورد ͅ های پاس

(١٩٩۵) هم΄اران و تاناکا مدل
براساس ،١٩٩۵ سال در [١٣١] هم΄اران و تاناکا ام΄انͬ رگرسیون برای کاربردی ارائه هدف با
تفسیرپذیری و تحلیل دادن نشان هدف، ͽواق در پرداختند. رگرسیون تحیل به نمایی توزیع
پدیده های تحلیل برای روش این که معنͬ بدین بود. آماری تحلیل خوبی به ام΄انͬ رگرسیون

است. آماری تحلیل بجای مناسبی جای·زین اقتصادی و اجتماعͬ

(٢٠٠٠) داخشتین و اوزالان مدل
شده مشاهده و شده برآورد ͅ های پاس شدن ͽقط شرط [١٠٠] داخشتین و اوزالان مدل در
نشده ارائه عملͬ روش مدل، در pi ثابت مقادیر دریافت برای [١٠٣] در آن علاوه بر دارد. وجود
روشͬ [١٠٠] است. شده برطرف حدودی تا افتاده دور داده به حساسیت آن از مهم تر و است
دو در را مسئله آن ها آن، علاوه بر است. گردید ارائه هدف چند با فازی رگرسیون مبنای بر
با فازی رگرسیون دوم گروه و هدف دو با فازی رگرسیون بنام اول گروه کردند. بررسͬ گروه
تابع در موجود عوامل و قیدها (براساس برنامه ریزی مدل سه تحت نیز کدام هر که هدف سه
به نیاز عدم [١٠٣] پیتر روش به نسبت روش این دی·ر مزیت همچنین گردید. ارائه هدف)

است. محقق سوی از خاص پارامترهای کردن مشخص



٩ ام΄انͬ مدل های

(٢٠٠٠) تسوار و وانگ مدل
های توان کمترین روش کردن تعدیل هدف با [١٣٧] گردید ارائه ٢٠٠٠ سال در که مدل این
تاناکا، مدل از پیش بینͬ لحاظ از که است تاناکا روش تحت برنامه ریزی مسئله ΁ی براساس دوم

است. بهتر مرسوم دوم های توان کمترین روش از محاسباتͬ بازده لحاظ از و
درنظر ỹi = (yi, ei)L فازی خروجͬ و ضرایب دقیق، ورودی فرض با مدل اساس این بر

از است عبارت آن مدل و شد گرفته

min Z =
n∑

i=١

 p∑
j=٠

sj |xij | − ei

٢

s. t.

p∑
j=٠

ajxij +

p∑
j=٠

sj |xij | ≳ yi + ei

−
p∑

j=٠
ajxij +

p∑
j=٠

sj |xij | ≳ −yi + ei

sj ≥ ٠, aj ∈ R, xi٠ = ١, ∀i = ١,٢, . . . , n, j = ٠, ١, . . . , p

(١۴ . ١)

است. بزرگتر تقریبا معنͬ به ’≳’ آن در که

(٢٠٠١) چن و لͬ مدل
برنامه ریزی ΁ی تحت [٨۴] فازی خروجͬ و ورودی با مدل فرض با چن و لͬ ٢٠٠١ سال در
کردند. ارائه کند ͬ نیمم م را مدل ضرایب پهناهای مجموع آن در که هدفͬ تابع با غیرخطͬ
دادند. نشان را روش این بودن نامعتبر نقض، مثال ΁ی طͬ چویی و هونگ ٢٠٠٣ سال در البته

(٢٠٠٢) لین شون و یانگ شن مدل
تنها و بودند فازی مدل، عوامل تمامͬ آن در که دادند ارائه را مدلͬ [١١۶] در یانو و ساکاوا
این [١۴۴] در لین شون و یانگ شن لذا بود. ورودی متغیر فازی عدد بودن مثبت مسئله،
وزن ΁ی ارائه و مشاهدات) ناهم·ونͬ فرض (با مشاهدات کلاسه بندی با و کرده حذف را شرط
فازی عدد دو تقریبی فاصله ساختار دو با فازی دوم توان کمترین معیار تحت کلاسه هر به
مقایسه را ساختار دو این و دادند تعمیم را یانو و ساکاوا مدل بازه ای) (آنالیز بازه ای فاصله و

است. داشته بازه ای فاصله از بهتری عمل΄رد تقریبی فاصله ساختار آن در که نموده

(٢٠٠٣) وو چانگ مدل
روش از استفاده با خطͬ، رگرسیون مدل عوامل تمام بودن فازی فرض با [١۴٠] در وو چانگ
ͽجم عمل·ر B̃ و Ã فازی عدد دو هر برای اینکه و معمولͬ رگرسیون در دوم های توان کمترین



فازی رگرسیون در مختلف دیدگاه های و مدل ها ١٠
داریم، دلخواه α‐برش تحت زیر، صورت به را ضرب )و

Ã⊕ B̃
)
α
=
[
ÃL

α + B̃L
α , Ã

U
α + B̃U

α

]
(
Ã⊗ B̃

)
α
=
[
min

{
ÃL

α B̃L
α , Ã

U
α B̃L

α , Ã
L
α B̃U

α , Ã
U
α B̃U

α

}
,max

{
ÃL

α B̃L
α , Ã

U
α B̃L

α , Ã
L
α B̃U

α , Ã
U
α B̃U

α

}]
داریم، دلخواه α‐برش تحت نتیجه در و

(ỹi)
L
α = βL٠α + βL١α

(
X̃i١
)L
α
+ · · ·+ βLp,α

(
X̃ip

)L
α

(ỹi)
U
α = βU٠α + βU١α

(
X̃i١
)U
α
+ · · ·+ βUp,α

(
X̃ip

)U
α

برنامه ریزی مدل چهار قالب در و نموده بررسͬ z = maxα هدف تابع تحت را پارامترها برآورد
داد. ارائه را آن خطͬ

(٢٠٠۴) نصرآبادی و نصرآبادی مدل
افزایش با [١٢٨ ،٧٨] قبل مدل های در که مش΄ل این به اشاره با [٩۶] نصرآبادی و نصرآبادی
روند این است مم΄ن و ͬ یابد م افزایش برآوردشده ͅ های پاس پهناهای مستقل، متغیر مقادیر
فازی اعداد روی ضرب برای جبری عمل·ر ΁ی ارائه با باشد نداشته وجود ͺپاس مشاهدات در

دادند. قرار بررسͬ مورد را زیر فازی رگرسیونͬ مدل متقارن
ỹi = Ã٠ ⊙ X̃i٠ + Ã١ ⊙ X̃i١ + · · ·+ Ãp ⊙ X̃ip

آن در که
Ãj = (aj , sj)L X̃ij = (xij , dij)L ỹi = (yi, ei)L i = ١,٢, . . . , n j = ٠, ١, . . . , p

زیر صورت به ⊙ ضرب عمل·ر B̃ = (b, β)L و Ã = (a, α)L متقارن فازی عدد دو هر برای و
بود: خواهد

Ã⊙ B̃ = (ab, αβ)L

خطͬ برنامه ریزی تحت ،[۴١] فازی عدد دو برابری ام΄ان رابطه از استفاده با آن ها مسیر این در
آوردند. بدست را مدل پارامترهای زیر

minZ =
n∑

i=١

 p∑
j=٠

sjdij − ei

٢

s. t.

p∑
j=٠

ajxij + L−١(α)
p∑

j=٠
sjdij ≥ yi − L−١(α)ei

p∑
j=٠

ajxij − L−١(α)
p∑

j=٠
sjdij ≤ yi + L−١(α)ei

٠ ≤ α ≤ ١ aj , sj ∈ R j = ٠, ١, . . . , p i = ١,٢, . . . , n,



١١ ام΄انͬ مدل های
است. α دلخواه برش برای عضویت تابع معکوس L−١(α) آن در که

(٢٠٠۵) هم΄اران و نصرآبادی مدل
مدل برازش در پرت نقاط اثرگذاری مش΄ل به توجه با [٩٨] هم΄اران و نصرآبادی ٢٠٠۵ سال در
[١٠٠] توسط شده ارائه مدل های توسعه ͽواق (در هدف چند با مدل ΁ی ارائه با فازی رگرسیون
را روش این بهینگͬ اثر عددی مثال هایی تحت و کردند برآورد را لازم پارامترهای ([١١۶] و
و [١١۶] در شده ارائه صورت به مدل فرض با آن ها دادند. نشان یانو و ساکاوا روش به نسبت
صورت به را خروجͬ شده برآورد پهنای و مرکز مدل، در موجود فازی اعداد بودن LL فرض با

کردند: محاسبه زیر

ŷi = â٠ +
p∑

j=٠
âjxij , êi = s٠ +

p∑
j=٠

(ŝj |xij |+ dij |âj |)

مقدار T = ٠, ١, . . . , p و ،t١ ∩ t٢ = ∅ ،t٢ = {j ∈ T |aj ≤ ٠} ،t١ = {j ∈ T |aj ≥ ٠} فرض با که
E٢ =

∑n
i=١
(
ε٢
iL + ε٢

iR

هدف( تابع از استفاده با و کرده تقسیم بخش دو به را برآوردشده پهنای
نمودند: ارائه زیر صورت به را مدل ([١٠٠] در شده (ارائه

min Z = ω

n∑
i=١

(êi − ei)
٢ + (١ − ω)

n∑
i=١

(
ε٢
iL + ε٢

iR

)
s. t. ŷi − yi ≤ εiL

yi − ŷi ≤ εiR

ei ≥ ٠ εiL, εiR ≥ ٠ i = ١, . . . , n

ͬ گردد. م تعیین محقق فرد توسط ٠ < w < ١ آن در که

(٢٠٠۵) هم΄اران و مدرس مدل
پهنای بین اختلاف به توجه و فازی خروجͬ و ضرایب غیرفازی، ورودی فرض با [٩۴] مقاله در
تابع معمولͬ) رگرسیون در برآورد خطای با (معادل ،ͺپاس متغیر شده مشاهده و شده برآورد
در شده برآورد ͺپاس از شده مشاهده ͺپاس کل پهنای تفاضل دوم توانهای کمترین را هدف
این با البته دادند. قرار [١٢٩] اتصالͬ حالت در موجود شرایط مانند را شرایط و گرفتند نظر
صورت به برنامه ریزی مدل این رو از است. گردیده ارائه LL فازی اعداد تمام برای که تفاوت



فازی رگرسیون در مختلف دیدگاه های و مدل ها ١٢
گردید. ارائه ١۵ . ١

min Z =

n∑
i=١

(si|xij | − ei)
٢

s. t.

p∑
j=٠

ajxij +
∣∣∣L−١(α)

∣∣∣ p∑
j=٠

sj |xij | ≥ yi −
∣∣∣L−١(α)

∣∣∣ ei
p∑

j=٠
ajxij −

∣∣∣L−١(α)
∣∣∣ p∑
j=٠

sj |xij | ≤ yi +
∣∣∣L−١(α)

∣∣∣ ei
sj |xij | ≥ ٠, j = ٠, ١, . . . , p, i = ١,٢, . . . , n.

(١۵ . ١)

(٢٠٠۵) هم΄اران و حجتͬ مدل
غیر ورودی متغیر تنها اول حالت در است. شده گرفته نظر در حالت دو [۶٨] مقاله این در

هستند. فازی مدل عوامل همه دوم حالت در و است فازی
کردن ساده به [١٠٣] و [١٠٠] در شده ارائه روش های از استفاده با آن ها اول حالت در
در شده ارائه هدف نتایج به توجه با که صورت بدین پرداختند آن ها کردن بهینه و فرمول
جملات (مانند شده برآورد از شده مشاهده ͺپاس متغیر پایین و بالا انحرافات مجموع [١٠٠]
بازنویسͬ زیر صورت به مدل این رو از کردند. تقسیم بخش دو به را (΁کلاسی رگرسیون در خطا

ͬ گردد، م
min z =

n∑
i=١
(
d+iU + d−iU + d+iL + d−iL

)
s. t.

p∑
j=٠

(aj + (١ − α)sj)xij + d+iU − d−iU = yi + (١ − α)ei

p∑
j=٠

(aj − (١ − α)sj)xij + d+iL − d−iL = yi − (١ − α)ei

d+iU , d
−
iU , d

+
iL, d

−
iL, sj ≥ ٠, i = ١,٢, . . . , n, j = ٠, ١, . . . , p.

همین طور و شده مشاهده با شده پیش بینͬ بازه بالایی نقاط بین فاصله ∣∣d+iU − d−iU
∣∣ آن در که

عنوان به d− و d+ آن در که است. معلوم α‐برش تحت پایینͬ نقاط فاصله برای ∣∣d+iL − d−iL
∣∣

کاستن یا و افزودن اساس بر برآورد، و ͺپاس متغیرهای بین پایینͬ و بالایی مقدارانحرافات
d+ مقادیر کردن اضافه و [١١۶] روش از استفاده با نیز دوم حالت در آنهااست. پهناهای مقدار

کردند. ارائه را مدل جدید، d− و

(٢٠٠٧) بهبودیان و ترابی مدل
حداقل روش از استفاده با بهبودیان و ترابی افتاده دور داده های با مواجه برای [١٣۵] مقاله در
تحت تجزیه اصل براساس و بود فازی خطای جزء دارای که مدلͬ در فازی انحرافات قدرمطلق



١٣ ام΄انͬ مدل های
فازی ضرایب و فازی خروجͬ و ورودی با متفاوت هدف توابع با خطͬ برنامه ریزی نوع چهار
مدل های انواع برای را نتایج و آوردند بدست مختلف α‐برش های تحت را مجهول پارامترهای

دادند. نشان مختلف مثال های تحت خود خطͬ برنامه ریزی

(٢٠٠٩) هم΄اران و حسن پور مدل
روش که دادند نشان مثالͬ ارائه با [۶٠] در هم΄اران و حسن پور ،[٨٢] در کیم‐بیشو از پس
مرکز به نسبت را پهناها مقادیر بودن راست و چپ ترتیب به گونه ای ͬ تواند م [٨٢] شده ارائه
ضرایب مراکز [٨٢] شده ارائه روش همان از ابتدا روش این بهبود برای این رو از نکند. رعایت
نشان مثالͬ طͬ آن ها همچنین نمودند. ارائه را ١۶ . ١ برنامه ریزی مدل سپس کرده برآورد را
ͬ نماید. م ارائه مشابه جواب های آن ها مدل است ایراد بدون [٨٢] روش که مواردی در دادند

min Z =
n∑

i=١

 p∑
j=٠

ljxij −
(
yi −

∣∣∣L−١(α)
∣∣∣ ei)

٢

s. t. lj ≤ aj j = ٠, ١, . . . , p

min Z =
n∑

i=١

 p∑
j=٠

rjxij −
(
yi −

∣∣∣L−١(α)
∣∣∣ ei)

٢

s. t. rj ≥ aj j = ٠, ١, . . . , p

(١۶ . ١)

داریم، و است شده فرض LR فازی ضرایب و خروجͬ و فازی غیر ورودی ها آن، در که

lj = aj − sj , rj = aj + s′j

هستند. LR فازی عدد راست و چپ پهناهای ترتیب به sj و s′j که

(٢٠١٠) هم΄اران و حسن پور مدل
نظر در را غیرفازی ضرایب و LR فازی خروجͬ و ورودی با مدلͬ [۶١] در هم΄اران و حسن پور
lij ،ri و rij آن در که ỹi = (yi, li, ri) و x̃ij = (xij , lij , rij) ،j و i هر ازای به به طوری که گرفتند
حقیقͬ عدد هر اینکه به استناد با آن ها هستند. فازی اعداد پایین و بالا مقادیر ترتیب به li و
را مدل نوشت، a = a′ − a′′ صورت به مثبت حقیقͬ عدد دو تفاضل صورت به ͬ توان م را a

کردند، ارائه زیر بصورت

Ỹi ⊆
̂̃
Y i =

a٠ +
p∑

j=١
(a′j − a′′j )xij ,

p∑
j=١

(a′jlij + a′′j rij),

p∑
j=١

(a′jrij − a′′j lij)





فازی رگرسیون در مختلف دیدگاه های و مدل ها ١۴
گردید. ارائه زیر صورت به خطͬ برنامه ریزی مدل صورت این در

min Z =

n∑
i=١

(nic + pic + nil + pil + nir + pir)

s. t. a٠ +
p∑

j=١
(a′j − a′′j )xij + nic − pic = yi

p∑
j=١

(a′jlij + a′′j rij) + nil − pil = li

p∑
j=١

(a′jrij − a′′j lij) + nir − pir = ri

a٠ ∈ R, a′j , a
′′
j ≥ ٠, nik, pik ≥ ٠, nikpik = ٠

i = ١,٢, . . . , n, j = ١,٢, . . . , p, k = l, c, r

(١ . ١٧)

داریم، Ỹi (a′, a′′) = (yi (a
′, a′′) , li (a

′, a′′) , ri (a
′, a′′)) فرض با آن، در که

برآورد و شده مشاهده ͺپاس مرکز بین منفͬ و مثبت انحرافات از عبارتند ترتیب به nic و pic
پهناهای بین منفͬ و مثبت انحرافات ترتیب به نیز (nir و pir) nil و pil همین طور و iام شده

هستند. آن ها (راست) چپ

برای آن ها همچنین است. گردیده انجام هم ذوزنقه ای فازی عدد برای کار همین طور و
بردند: کار به و کردند ارائه را ١ . ١٨ متر LR فازی عدد دو مقایسه

d
(
Ã١, Ã٢

)
= |a١ − a٢|+ |r١ − r٢|+ |l١ − l٢| (١ . ١٨)

ͬ باشند. م LR فازی اعداد Ã٢ = (a٢, l٢, r٢)LR و Ã١ = (a١, l١, r١)LR آن در که

(٢٠١١) وهم΄اران حسن پور مدل
فازی اعداد آن عوامل تمام که کردند بررسͬ را مدلͬ [۶٢] هم΄اران و حسن پور ،٢٠١١ سال در
ͬ شود م LR فازی عدد ΁ی تقریبی به طور LR فازی عدد دو ضرب اینکه به توجه با آن ها بودند.
به [۶١] در خود شده ارائه متر تحت و کرده برآورد را مدل [۶١] در شده ارائه روش براساس و

پرداختند. روش ها دی·ر به نسبت مدل ارزیابی



١۵ ام΄انͬ مدل های

(٢٠١٣) هم΄اران و چن مدل
ضرایب و فازی خروجͬ و ورودی ͬ باشد، م [٧٨] چیو و کائو دیدگاه تعمیم که ،[٣٢] مدل این در
برآورد ͺپاس متغیر پایین و بالا حدود آلفا‐برش ها، اساس بر اول مرحله در است. غیرفازی
α آن با متناظر توضیحͬ متغیرهای پایین و بالا حدود و فازی غیر ضرایب اساس بر را شده
مدل طریق از و متر ΁ی کردن ͬ نیمم م اساس بر دوم مرحله در سپس ͬ شود. م تعیین ‐برش
را خود روش برتری مثال هایی با و کردند برآورد را فازی غیر ضرایب این زیر خطͬ برنامه ریزی

دادند. نشان

min

n∑
i=١

١
٢m

m∑
k=١

(∣∣∣∣( ˆ̃y′i)Lαk
− (yi)

L
αk

∣∣∣∣+ ∣∣∣∣( ˆ̃y′i)Uαk
− (yi)

U
αk

∣∣∣∣)
s.t. (

ˆ̃
y′i)

L
αk

= b٠ + b١(Xi١)Lαk
+ b٢(Xi٢)Lαk

+ · · ·+ bp(Xip)
L
αk

+ (δ)Lαk

(
ˆ̃
y′i)

U
αk

= b٠ + b١(Xi١)αk

U + b٢(Xi٢)αk

U + · · ·+ bp(Xip)αk

U + (δ)αk

U

i = ١, . . . , n k = ١, . . . ,m
است. اول مرحله در شده برآورد ͺپاس ˆ̃

y′i آن در که

(٢٠١۵) هم΄اران و ربیعͬ مدل
تعریف و مثلثͬ بازه ای‐مقدار فازی اعداد از استفاده با هم΄اران و ربیعͬ [١٠٩] مدل این در
پرداختند. خود مدل پارامترهای برآورد به مثلثͬ، بازه ای‐مقدار اعداد فضای روی فاصله ΁ی

(٢٠١۶) هم΄اران و زاده حسین مدل
[۶٢ ،۶١] هم΄اران و پور حسن در شده ارائه خطͬ ریزی برنامه روش اساس بر [٧٢] مدل این
این البته است. ٢ نوع فازی عدد ΁ی بحث مورد ͺپاس متغیر که تفاوت این با ͬ کند م عمل
وزن دار هدف ریزی برنامه روش از و ٢ نوع فازی اعداد که تفاوت این با [١٠٨] مانند دقیقا مقاله

است. شده استفاده

(٢٠١٨) ΁هالدی و کرنͬ مدل
سری ΁ی اساس بر آن ها ضرایب که داده هایی بندی مدل برای ام΄انͬ دیدگاه [٢۴] مدل این در
تعریف از استفاده با ͽواق در شد. گرفته ب΄ار ͬ باشند م مقدار محدودیت دارای پیشین اطلاعات
ضرایب مجموع کردن کمینه با و کردند تولید بازه ای شده برآورد خروجͬ برای عمل·ربازه ای،
پیشنهادی مدل کردند. برآورد را مدل پارامتر های ریزی برنامه مدل ΁ی طͬ شده محدود
آن ها اما است شده ارائه هم بازه ای‐مقدار فازی ورودی های برای حتͬ و است گسترده بسیار



فازی رگرسیون در مختلف دیدگاه های و مدل ها ١۶
خروجͬ و ورودی مقادیر برای نرمال و مثلثͬ فازی اعداد از خود روش عمل΄رد نمایش برای

کردند. استفاده

فاصله کمترین مدل های ۴ . ١
برآورد و شده مشاهده ͅ های پاس عضویت تابع بین فاصله کردن کمینه اساس بر روش ها این
پارامترهای فازی، عدد دو فاصله کردن کمینه و متر ΁ی از استفاده با ͽواق در ͬ کند. م عمل شده
مربوط درختͬ نمودار ندارد. وجود هم΄اران و تاناکا روش در مسئله این ͬ آید. م بدست مدل

بود. خواهد زیر صورت به فاصله کمترین مدل های به

فاصله کمترین روی΄رد در فازی رگرسیون رشد درخت

١٩٨٧ سلمینس مدل و ١٩٨٧ دیاموند مدل

رگرسیون کاربرد
΁لوجستی

و پوراحمد مدل
٢٠١١ هم΄اران

هم΄اران و نامداری مدل
٢٠١۵

دیاموند مدل هم΄ارانتعمیم و مینگ مدل
١٩٩٧

مدل ها انواع به تعمیم
ذوزنقه ای فازی عدد

تاتا و عرب پور مدل
٢٠٠٨

هم΄اران و چاچͬ مدل
٢٠١۶

افتاده دور نقاط اثر

١٩٩۴ لͬ و چانگ ١٩٩۶مدل لͬ و چانگ مدل

بهبودیان و ترابی مدل
٢٠٠٧

٢٠٠٨ باکلͬ و چوی مدل

و کل΄ین نما مدل
٢٠١٢ طاهری

٢٠١۶ هم΄اران و لͬ مدل

هم΄اران و حجتͬ مدل
٢٠٠۵

هم΄اران و زنگ مدل
٢٠١٧

هم΄اران و ربیعͬ مدل
٢٠١۴

پهناهای روند حفظ عدم
بودن اثر کم و  ͅ پاس

مراکز

و دی‐ارسو مدل
٢٠٠٠ گاستالدی

و مراکز بودن اثر کم
افزایش با پهنا افزایش

ورودی ها

١٩٩٨ بیشو و کیم مدل

٢٠٠١ لͬ و ژو محمدیمدل و طاهری مدل
٢٠٠۴

فاصله کمترین روی΄رد در فازی رگرسیون رشد درخت :۵ . ١ ش΄ل



١٧ فاصله کمترین مدل های

(١٩٨٧) سلمینس مدل
صورت به اندازه ΁ی ارائه با [٢٣] سلمینس ،[١۵] مدل از پس

γ
(
Ã, B̃

)
= max

x
min

{
Ã(x), B̃(x)

}
رگرسیونͬ مدل ΁ی ارائه به باشند مثلثͬ فازی عدد دو B̃ و Ã اینکه فرض با سازگاری، اندازه بنام
همپوشانͬ شود ΁نزدی صفر به γ هرچه است ٠ ≤ γ ≤ ١ اینکه به توجه با دیدگاه این در پرداخت.
ͽواق در ͬ یابد. م افزایش همپوشانͬ شود ΁نزدی ΁ی به هرچه و شد خواهد کمتر فازی عدد دو
شود ماکسیمم شده برازش مدل و داده ها بین کلͬ سازگاری که است مدلͬ کردن پیدا هدف،

از، است عبارت هدف تابع پس
̂̃
Y = Ã٠ + Ã١x

= a٠ + a١x±
√
s٢٠ + ٢s٠١x+ s٢١x٢

Ã١ و Ã٠ شده برآورد فازی اعداد مراکز و هستند Ã١ = (a١, s١)T و Ã٠ = (a٠, s٠)T آن در که
بین فازی هماهنگͬ عنوان با s٠١ و ͬ آید م بدست موزون دوم توان کمترین رگرسیون براساس
معمولͬ رگرسیون در را پارامتر دو بین کوواریانس با مشابهͬ مفهوم که است شده فرض ضرایب

دارد.

(١٩٨٧) دیاموند مدل
کمترین روش از گرفتن ایده با که گردید ارائه [۴٠] دیاموند توسط ١٩٨٧ سال در مدل این
مدل خروجͬ و ورودی بار ΁ی مسیر این در ͬ کند. م عمل معمولͬ رگرسیون در دوم توانهای
و مثلثͬ فازی عدد مدل خروجͬ و ضرایب دی·ر بار و دقیق، آن ضرایب و مثلثͬ فازی عدد

بودند. دقیق آن ورودی های
نظر در زیر صورت به را برآورد و ͺپاس فازی عدد بین فاصله نقطه، دو بین فاصله براساس او

گرفت،

D٢
(
Ỹi,
̂̃
Y i

)
=
[
(yi − ŷi)

٢ + (yi − ŷi − (ei − êi))
٢ + (yi − ŷi + (ei − êi))

٢] (١ . ١٩)

عدم روش این ضعف اما است. روش این مزیت های از پیش بینͬ در بالاتر کارائͬ بودن دارا
نسبت مربعات حداقل روش های پیچیدگͬ البته است. فازی اعداد تمامͬ برای پوشش وجود
نیز مدل عوامل بودن فازی در تنوع و ورودی متغیرهای افزایش با نیز ام΄انͬ روش های به

است. اشاره قابل



فازی رگرسیون در مختلف دیدگاه های و مدل ها ١٨

(١٩٩۴) لͬ و چانگ مدل
دوم توان کردن ͬ نیمم م به هم فازی، اعداد رتبه بندی روش از استفاده با [٣٠] لͬ و چانگ
اعداد این رتبه تفاضل قدرمطلق کردن ͬ نیمم م هم و شده برآورد و شده مشاهده فازی اعداد
عدد مدل خروجͬ و ضرایب ولͬ است حقیقͬ ورودی داده های رفته ب΄ار مدل در پرداختند.

گردید. ارائه دوم درجه و مثلثͬ حالت دو در روش این است. شده فرض LR فازی
ارائه را شده وزن دار فازی دوم توانهای کمترین رگرسیون [١١٢] ١٩٩۶ سال در همچنین
کمترین دیدگاه از قبلͬ شده پیشنهاد روش های در که داشتند اشاره مطلب این به آن ها کردند.
آن ها تحلیل فرآیند و نشده گرفته نظر در پهناها و مراکز متقابل اثرات بحث دوم، توانهای

نمودند: بیان زیر شرح به موضوع سه در را خود روش مزیت و است شده انجام جداگانه
آن، بدون یا متقابل اثر با فازی پارامترهای برآورد بهبود الف)

فرآیند ΁ی قالب در شده طبقه بندی مدل و داده ها تجمیع مورد در محقق اطمینان ب)
ی΄پارچه،

مشاهدات. در موجود افتاده دور نقاط اثرات ملاحظه قابل کاهش ج)
فرض LR فازی عدد مدل ضرایب تنها که شده بحث دقیق خروجͬ و ورودی با پیشنهادی مدل

است، زیر صورت به شده اند
minZM = (Y −Xa)⊤FM (Y −Xa)

minZL =
(
(Xa−Y)−XSL,α

)⊤
FL
(
(Xa−Y)−XSL,α

)
minZR =

(
(Y −Xa)−XSR,α

)⊤
FR
(
(Y −Xa)−XSR,α

) (١ . ٢٠)

ماتریس های FR و FL ،FM است. تایی n نمونه تحت مشاهدات ماتریس  Y و X آن در که
داریم: همچنین و هستند نمونه هر به مربوط وزنͬ عناصر با p× p قطری

a =
(
X⊤FMX

)−١
X⊤FMY

SL,α =
(
X⊤FLX

)−١
X⊤FL(Xa−Y)

SR,α =
(
X⊤FRX

)−١
X⊤FR(Y −Xa)

(١ . ٢١)

متغیر انتخاب بحث برازش، نی΄ویی معیار ΁ی از استفاده با روش این دی·ر مزیت آن علاوه بر
قدم٣ به قدم و عقب رونده٢ جلورونده١، ال·وی مانند روش هایی ͬ توان م که معنͬ بدین است.

کرد. بررسͬ آن در را
١Forward
٢Backward
٣Stepwise



١٩ فاصله کمترین مدل های

(١٩٩٧) هم΄اران و مینگ مدل
مینگ تا گردید باعث این و داد قرار بررسͬ مورد را فازی اعداد از خاصͬ حالت [۴٠] در دیاموند
مثلثͬ فازی اعداد برای تنها دیاموند روش ͽواق در نمایند. ارائه را آن تعمیم [٩٢] هم΄اران و
ارائه فازی دوم توان کمترین روش فازی اعداد تمام برای مقاله این در اما بود، شده پیشنهاد

است. شده

(١٩٩٨) بیشو و کیم مدل
α‐برش پوشش برای اولا˟ [١٢٨] هم΄اران و تاناکا روش در اینکه به استناد با ١٩٩٨ سال در
زیاد شده برآورد پهناهای است لازم شده برآورد ͺپاس α‐برش توسط شده مشاهده ͺپاس
مستقل متغیر افزایش با سوماً ندارند، مفیدی کاربرد بالا عضویت درجات با نقاط دوماً باشد،
مدل فرض با [٨٢] بیشو و کیم ͬ یابد، م افزایش ͺپاس برای شده برآورد پهناهای (ورودی)،
رگرسیونͬ مدل سه در (LR فازی (عدد فازی خروجͬ و ضرایب حقیقͬ، ورودی صورت به
کمترین رگرسیونͬ روش تحت راست، ͺپاس مقدار و چپ ͺپاس مقدار ،ͺپاس مرکز، برای مجزا
مثلثͬ فازی عدد حالت برای آوردند. به دست را پارامترها برآوردهای ،΁کلاسی دوم توان های

بود خواهد ١ . ٢٢ صورت به پایه معادلات متقارن

yi − (١ − α)ei =

p∑
j=٠

sj xij

yi =

p∑
j=٠

aj xij

yi + (١ − α)ei =

p∑
j=٠

sj xij

(١ . ٢٢)

کردند. فرض صفر برابر را α خود مقاله در آن ها البته

(٢٠٠٠) گاستالدی و دورسو مدل
مدل عنوان با [۴٣] در فازی مربعات حداقل رگرسیون در جدیدی دیدگاه ΁ی ٢٠٠٠ سال در
΁ی کرد. کار خطͬ مدل دو اساس بر که گردید ارئه دوگانه خطͬ ۴ انطباقͬ فازی رگرسیون

پهناها. رگرسیونͬ مدل ΁ی و مراکز رگرسیونͬ مدل
واقعیت در مراکز روی از پهناها مقدار تعیین بین رابطه ای ΁ی که دید این با روش این در
مرکز برآورد و کرده عمل ͬ گیرند) م نظر در پهناها عنوان به را مرکز از درصدی (مثلا́ دارد وجود

۴adaptive fuzzy regression



فازی رگرسیون در مختلف دیدگاه های و مدل ها ٢٠
کردند، فرض زیر صورت به را مشاهدات ͺپاس پهناهای و

y = ŷ + εy, ŷ = Xa (١ . ٢٣)
e = ê+ εe, ê = Xab+ ١d (٢۴ . ١)

ستون (p+ ١) با بردار a مشاهدات)، (ماتریس است n× (p+ ١) ابعاد با ماتریسͬ X آن در که
در آن برآورد و مراکز ترتیب به ŷ و y مراکز، به مربوط مدل در رگرسیون پارامترهای شامل
رگرسیونͬ مدل پارامترهای که ͬ اند حقیق اعداد d و b آن هاست. با متناظر پهناهای ê و e ،ͺپاس
فاصله براساس نیز هدف تابع است. ١ مقادیر با n × ١ بردار ΁ی ١ و هستند پهناها به مربوط
که است هستند. شده مشاهده و شده برآورد ͺپاس بردار عنوان به ترتیب به ỹ و ̂̃y اقلیدسͬ

داریم، یعنͬ گردد. ͬ نیمم م ͬ بایست م

Z =

n∑
i=١

D٢
i = (y − ŷ)⊤(y − ŷ) + (e− ê)⊤(e− ê) (٢۵ . ١)

از، عبارتند آن ها برآورد فوق الذکر، پارامتر به نسبت مشتق گیری با  Z کردن ͬ نیمم م برای که
a =

١
(١ + b٢)

(
(X⊤X)−١X⊤(y + eb− ١bd)

b = (a⊤X⊤Xa)−١(e⊤Xa− a⊤X⊤١d)
d =

١
n

(
e⊤١ − a⊤X⊤١b)

(٢۶ . ١)

ͬ گردد، م برقرار زیر خواص مدل این در
است. صفر شده برآورد و شده مشاهده ͺپاس مرکز بین خطا واحد n مجموع الف)

١⊤(y − ŷ) = ٠ (١ . ٢٧)

است. صفر شده برآورد و شده مشاهده ͺپاس پهنای بین خطا واحد n مجموع ب)
١⊤(e− ê) = ٠ (١ . ٢٨)

است، برقرار زیر عبارت های ج)
(e− ê)⊤ŷ = ٠, (y − ŷ)⊤ê = ٠ (١ . ٢٩)

را شده برآورد ͅ های پاس مبنا، متر در پهناها و مرکز کردن وزن دار با (٢٠٠٢) سال در همچنین
کننده تولید ضرایب بسته صورت همچنین دادند. ارائه [۴۴] در جمله ای چند مدل های تحت

نمودند. تولید ذوزنقه ای عضویت تابع با خروجͬ برای را مدل



٢١ فاصله کمترین مدل های

(٢٠٠١) لͬ و ژو مدل
ضرایب آوردن بدست روش ͬ ترین عموم دوم توانهای کمترین روش ΁کلاسی رگرسیون در
ورودی های با مدل ΁ی فرض با دیدگاه این از استفاده با [١۴٢] لͬ و ژو لذا است. مجهول
صورت به مجهول ضرایب پهنای و مرکز برای نرمال فازی ضرایب و خروجͬ و مثبت غیرفازی

آوردند. بدست را برآورد ١ . ٣٠
â = (X⊤X)−١X⊤y ŝ = (X⊤X)−١X⊤e (١ . ٣٠)

است. ͺپاس متغیر پهنای و مراکز ماتریس ترتیب به e و y و ورودی مقادیر ماتریس X آن در که
ماتریس که معنͬ بدین باشد مثبت هم·ͬ ŝ مقادیر که است آن بر اصلͬ فرض مقاله این در

باشد. مثبت معین (X⊤X)−١X⊤e

(٢٠٠٣) دورسو مدل
توابع برای را ورودی داده های بودن فازی فرض [۴٢] در خود، کارهای تعمیم در دورسو
برآورد پهناهای شدن منفͬ مش΄ل برای آن بر علاوه نظرگرفت. در ذوزنقه ای و مثلثͬ عضویت
مقدار پهناها، شدن برآورد منفͬ ضورت در که آن جمله از که کرد ارائه نیز را پیشنهاداتͬ شده

شود. درنظرگرفته آن برای صفر

(٢٠٠۴) طاهری و محمدی مدل
لذا است. نگردیده بحث شود منفͬ ضرایب پهنای برآورد که حالاتͬ برای [١۴٢] مقاله در
شدن منفͬ صورت در که کردند ارائه را ایده این مسئله این ͽرف برای [٩٣] طاهری و محمدی
پهناها بقیه برای دوباره (١ . ٣٠) رابطه از و کرده فرض صفر را آن پهناها، برآوردهای از کدام هر
ادامه شوند مثبت هم·ͬ شده ارائه برآوردهای که زمانͬ تا کار این کردند. ارائه جدید برآورد

ͬ یابد. م

(٢٠٠۶) هم΄اران و کپی مدل
را خود مدل [٣۶] در LR فازی اعداد برای ،[١۴۴] متر از استفاده و دورسو روش به استناد با
تعدیل تعیین ضریب بررسͬ با طرح ماتریس در همخطͬ مسئله به اشاره با آن ها کردند. ارائه

نمودند. اجرا نیز را متغیر انتخاب شیوه خود مثال های در شده

(٢٠٠٨) باکلͬ و چوی مدل
افتاده دور داده های با مواجه شده ایجاد مش΄لات از ی΄ͬ فازی، رگرسیون مدل های بررسͬ در
از استفاده با [٣۴] باکلͬ و چوی این رو از دهد. افزایش را برآورد خطای ͬ تواند م که است



فازی رگرسیون در مختلف دیدگاه های و مدل ها ٢٢
آن ها در دوم توان های بجای قدرمطلق جای·ذاری و [٧٧] و [٨٢] توسط رفته ب΄ار روش های
بهبود و کرده مقایسه خود روش با را فوق روش های مثال هایی تحت نموده ارائه را خود ایده

دادند. نشان را کل خطای

(٢٠٠٨) تاتا و عرب پور مدل
فرض با مدل پارامترهای برآورد به دوم توان های کمترین روی΄رد طریق از [۴٠] در دیاموند
متر، ΁ی ارائه با [١٣] تاتا و عرب پور مسیر این در پرداخت. رفته ب΄ار فازی اعداد بودن مثلثͬ

وضعیت: سه برای دوم توان های کمترین روش طریق از
غیرفازی ضرایب و فازی خروجͬ و ورودی الف)
فازی ضرایب و خروجͬ و غیرفازی ورودی ب)

فازی ضرایب و خروجͬ و ورودی ج)
مثلثͬ فازی اعداد برای است. بوده مدل در فازی خطای وجود گرفتن نظر در با هم·ͬ که
پارامترها برآورد به ذوزنقه ای فازی اعداد با متغیره چند حالت برای همچنین و ذوزنقه ای و

نمودند. مقایسه مشابه روش های با را مدل کل خطای مثال هایی تحت و پرداختند

(٢٠١٢) کلین نما و طاهری مدل
متر ΁ی ارائه با [٨١] در کل΄ین نما و طاهری افتاده، دور داده های از تاثیرپذیری مش΄ل بدنبال

برآوردشده مدل تحت ⊙w و ⊕w عمل·رهای تحت DLR

(
M̃, Q̃

) صورت به قدرمطلق
̂̃y = M̃ ⊕w

(
Q̃⊙w X̃

)
فرض با

M̃ ⊕w Q̃ = (m+ q,max{αMq, αQm},max{βMq, βQm})LR

M̃ ⊙w Q̃ = (mq,max{αMq, αQm},max{βMq, βQm})LR

نوشته ایم) q > ٠ و m > ٠ برای فقط را ⊙w فرمول اختصار جهت (به
DLR

(
M̃, Q̃

)
=

١
٣{|m− q|+ |(m− lαM )− (Q− lαQ)|+ |(M − rβM )− (Q− rβQ)|}

از استفاده با ی΄بار را مجهول ضرایب است، l = ∫ ١٠ L−١(w)dw و r =
∫ ١٠ R−١(w)dw آن در که

مثال هایی تحت آورده بدست فازی ضرایب از استفاده با ی΄بار و غیرفازی ضرایب و فازی خطای
دادند. نشان را آن ها بهینگͬ



٢٣ فاصله کمترین مدل های

(٢٠١۵) هم΄اران و نامداری مدل
فازی ΁لجستی رگرسیون بندی مدل حوزه در انحراف مطلق قدر کمترین روی΄رد از مدل این
این در است. شده ارائه مثلثͬ فازی ضرایب غیرفازی ورودی از استفاده با و است شده استفاده
متناظر و فازی فاصله اساس بر عمل΄رد اندازه نام به جدید برازش نی΄ویی شاخص ΁ی مقاله
کمترین روش نتایج با روش این از حاصل نتایج است. شده ارائه حساسیت شاخص ΁ی آن با
٢٠١١ سال در که است ذکر به لازم است. شده مقایسه واقعͬ مثال هایی در خطا دوم توان
در هم΄اران و پورمند توسط خطا دوم توان کمترین روش اساس بر [١٠۵] در کاربرد این نیز

است. رفته ب΄ار بالینͬ مطالعات

(٢٠١۶) هم΄اران و لͬ مدل
بر مدل این در است. شده ارائه ذوزنقه ای فازی اعداد برای رگرسیونͬ مدل [٨۶] روش این در
گردید. تعریف ذوزنقه ای فازی اعداد در ضرب و تفریق ،ͽجم عمل·رهای توسیع اصل اساس
فازی غیر ورودی با فازی، غیر ضرایب با مدل آن در که مختلف حالت سه در را خود روش آن ها
مراکزو فاصله انحرافات مجموع کردن حداقل با مدل این نمودند. ارائه است فازی تماما و
به مثال هایی با را خود روش برتری و بودند مدل ضرایب برآورد دنبال به ی΄دی·ر از پهناها
علامت تغییر آن ها شده ارائه مدل است این روش این در توجه قابل نکته گذاشتند. نمایش

نموده اند. لحاظ نیز را عوامل

(٢٠١٧) هم΄اران و زنگ مدل
اما است شده گرفته نظر در ضرایب و خروجͬ برای مثلثͬ فازی اعداد [١۵٠] مدل این در
برآورد به انحرافات حداقل روش از استفاده با مدل این هستند. غیرفازی توضیحͬ متغیرهای
مبتنͬ قبلͬ روش های از مقاله دراین کننده متمایز نکته است. پرداخته مدل پارامترهای
انحراف کمترین متر مبنای بر که بود شباهت معیار ΁ی از استفاده فاصله کمترین معیار بر
مثبت ضرایب، پهنای کردن فرض مثبت بر علاوه برآورد، شرایط در که صورت بدین است.
باعث مسئله این است. داده قرار مدل شرایط جزء نیز را شده برآورد ͺپاس متغیر پهنای بودن
همچنین باشد. داشته شده مشاهده ͅ های پاس با بیشتری تطابق یابی برآورد روش که ͬ شود م
مختلف حالتهای در دورافتاده داده های با برخورد در را خود پیشنهادی مدل بودن استوار آن ها
ỹi = صورت به ام i شده مشاهده ͺپاس فرض با بنابراین دادند. نشان عددی مثالͬ ارائه با
به j = ٠, ١, ..., p β̃j = (cj , aj , bj)T ضریب و X ورودی متغیرهای ماتریس با (yi, li, ri)T



فازی رگرسیون در مختلف دیدگاه های و مدل ها ٢۴
پرداختند. ١ . ٣١ رابطه طریق از ضرایب برآورد

min d =
n∑

i=١
|ỹi − ˆ̃yi| =

n∑
i=١

∣∣∣∣∣∣yi −
p∑

j=٠
cjxij

∣∣∣∣∣∣+
∣∣∣∣∣∣li −

p∑
j=٠

ajxij

∣∣∣∣∣∣+
∣∣∣∣∣∣yi −

p∑
j=٠

bjxij

∣∣∣∣∣∣


(١ . ٣١)

s.t. aj ≥ ٠, bj ≥ ٠,
p∑

j=٠
ajxij ≥ ٠,

p∑
j=٠

bjxij ≥ ٠

ترکیبی مدل های ۵ . ١
ͬ گردد. م اجرا مرحله ای چند یا دو فرآیند ΁ی در مسئله حل که گفت ͬ توان م روش ها این در
انجام دوم توانهای کمترین روش اساس بر دی·ر مرحله و ام΄انͬ روش های اساس بر مرحله ای
مربوطه مدل های بیان و توضیح از قبل را ترکیبی مدل های رشد درخت ابتدا اینجا، در ͬ شود. م

ͬ دهیم. م نشان

ترکیبی روی΄رد در فازی رگرسیون رشد درخت

١٩٩١ پدریچ و ساویچ مدل

مدل هم΄ارانکارائͬ و چاچͬ مدل
٢٠١۴

مراکز بودن اثر ٢٠٠٩کم حسن پور مدل

افتاده دور نقاط ١٩٩۶اثر وودال و ردن مدل

افزایش با پهناها افزایش
مستقل متغیر

٢٠٠٢ کائو‐چیو مدل

٢٠٠٣ کائو‐چیو مدل

٢٠٠٨ دانگ و چن مدل

٢٠٠٩ وانگ و لو مدل

هم΄اران و مقدس مدل
٢٠١٣

پهناها شدن ١٩٩١صفر هم΄اران و تاناکا

ترکیبی روی΄رد در فازی رگرسیون رشد درخت :۶ . ١ ش΄ل

(١٩٩١) پدریچ و ساویچ مدل
مدل بندی روش در که بود این آن ارائه دلیل و [١٢٠] گردید ارائه ١٩٩١ سال در روش این
ضرایب تعیین در آن ها اثر ولͬ هستند عضویت درجه بالاترین دارای مراکز اینکه با [١٢٨] تاناکا
زیادی نسبتا آنهافاصله مراکز است مم΄ن ولͬ است ̂̃Y i ⊆ Ỹ اینکه وجود با یعنͬ است کم مدل



٢۵ ترکیبی مدل های
دوم، توان کمترین روش طریق رااز ضرایب مراکز اول، مرحله در رو این از باشد. داشته باهم
آن ها جای·ذاری با [١٢٨] تاناکا خطͬ برنامه ریزی مدل در و نموده محاسبه ،΁کلاسی رگرسیون

آوردند. به دست را ضرایب پهناهای مدل، شرایط در

(١٩٩١) هم΄اران و تاناکا مدل
خود، مدل مش΄ل ͽرف برای ١٩٩١ درسال [١٣٠] تاناکا ،[١٢٩] در شده ارائه روش از پس
مسئله ای حالت سه در را آن و ارائه متغییره چند مدل ΁ی برای را دومͬ درجه هدف تابع
براساس شده ارائه مدل های ش΄ل بدین داد. بسط کردن) ͽقط) اتصال و ماکزیمم ͬ نیمم، م

کرد. خواهند کار غیرخطͬ برنامه ریزی ΁ی

(١٩٩۶) وودال و رِدن مدل
اشاره مطلب این به [١١۶] یانو و ساکاوا مقاله بررسͬ با [١١٢] وودال و رِدن ،١٩٩۶ سال در
آن در که کردند ارائه مثالͬ ͽواق در است. خطا و آزمون روش ΁ی اساساً روش این که کردند
همپوشانͬ قیدهای مسئله قیدهای آنکه بواسطه نیست ی΄تایی جواب دارای شده ذکر روش
کمترین رگرسیون طریق از را ضرایب مراکز که کردند پیشنهاد این رو از داشت. خواهند

دهند. قرار ١ . ٧ فرمول های در را آن ها و آورده بدست دوم توان های

(٢٠٠٢) کائو‐چیو مدل
باعث مسئله این و شده اند فرض فازی اعداد رگرسیون ضرایب عموماً قبل مدل های و روش ها در
یابد، افزایش را شده برآورد ͺپاس پهنای ورودی، متغیر مرکز مقدارعددی افزایش با که ͬ شود م
این رو از ͬ آورد. م پائین را شده برازش مدل کارایی مسئله نباشداین برقرار روند این اگر اما
گرفتن نظر در با آن ها پرداختند. مش΄ل این حل به مرحله ای دو روش ΁ی طͬ [٧٧] کائو‐چیو
فازی خطای جمله ΁ی دارای که کردند ارائه را مدلͬ دقیق، ضرایب و فازی خروجͬ و ورودی
حقیقͬ اعداد به را فازی اعداد زیر صورت به ثقل مرکز روش از استفاده با اول مرحله در بود.

نمودند. برآورد ΁کلاسی رگرسیون روش تحت را مدل ضرایب و نموده تبدبل

xic =
١
٣(xil + xim + xir) (١ . ٣٢)

yic =
١
٣(yil + yim + yir) (١ . ٣٣)

از، عبارتند مثلثͬ فازی اعداد آن در که

x̃i = (xim, xil, xir) ỹi = (yim, yil, yir) (٣۴ . ١)



فازی رگرسیون در مختلف دیدگاه های و مدل ها ٢۶
معیار مجموع کردن ͬ نیمم م تحت [٨٢] بیشو و کیم توسط شده ارائه معیار براساس سپس
ͅ ها پاس برآورد و نموده تولید راست و چپ پهنای مدل خطای برای نمونه، هر برای آمده بدست

آوردند بدست زیر صورت به ỹ و x̃ عضویت توابع بودن مثلثͬ فرض با را
Z = min

n∑
i=١

Di

s. t. ̂̃yi = b٠ + b١x̃i + ẽi

ẽi = (−εl, ٠, εr)
(ŷim − ŷil) ≥ εl(min), (ŷir − ŷim) ≥ εr(min)

(٣۵ . ١)

داریم، آن در که
Di =

١
٢ (yir − yil) +

١
٢ [εr + εl + b١ (xir − xil)]− ٢ × ١

٢ [yir − (b٠ + b١xil − εl)]λi (٣۶ . ١)
و شده، مشاهده پاسخهای راست و چپ پهناهای کوچ΄ترین ترتیب به εl(min) و εr(min) و

λi =
yir − ŷil

yir − yim + ŷim − ŷil
(١ . ٣٧)

هستند. ΁کلاسی رگرسیون از ضرایب برآورد b١ و b٠ همین طور و
بررسͬ و مدل بودن فازی بحث پیوستگͬ و خود روش بهبود برای ٢٠٠٣ سال در ادامه، در
‐α تحت آمده بدست مقادیر محدوده به استناد با [٧٨] در آن ها فازی روش های طریق از آن
نمودند ارائه ε̃i فازی خطای هر برای (εi)α =

[
(εi)

L
α, (εi)

U
α

] صورت به بازه هایی دلخواه، برش
داریم، و هستند بازه این بالای و پایین حد ترتیب به (εi)Uα و (εi)

L
α آن در که

(εi)α =


[
(Yi)

L
α − b٠ − b١(Xi)

U
α , (Yi)

U
α − b٠ − b١(Xi)

L
α

]
b١ ≥ ٠[

(Yi)
L
α − b٠ − b١(Xi)

L
α, (Yi)

U
α − b٠ − b١(Xi)

U
α

]
b١ < ٠

(١ . ٣٨)

آمد، خواهد در زیر صورت به هدف تابع دلخواه α‐برش هر تحت نهایت در و

Zα =
[
ZL
α , Z

U
α

]
=

 n∑
i=١

(ε٢
i )

L
α,

n∑
i=١

(ε٢
i )

U
α

 (١ . ٣٩)

فازی خطای عنوان به ε̃iها حسابی میانگین ،Zα کردن ͬ نیمم م تحت εiها آمدن بدست با
ͬ گردند. م تولید نظر مورد برآوردهای و گردیده حاصل مدل

خروجͬ و ورودی فازی، خروجͬ و حقیقͬ ورودی حالت سه برای را مسئله آن علاوه بر
که است آن مقاله این ویژه اهمیت ͽواق در دادند. انجام مثلثͬ غیر فازی مشاهدات و فازی
ضرایب بهتر توزیع پذیری توانایی طور همین و است شده بحث فازی مشاهدات انواع تمام برای

زیر: تعریف با سپس است. دارا را رگرسیونͬ
(ε٢

i )
L
α = max

[٠,min
{[

(εi)
L
α

]٢
, (εi)

L
α × (εi)

U
α ,
[
(εi)

U
α

]٢}]
(ε٢

i )
U
α = max

{[
(εi)

L
α

]٢
, (εi)

L
α × (εi)

U
α ,
[
(εi)

U
α

]٢} (۴١ . ٠)



٢٧ ترکیبی مدل های
اما نمایند. جلوگیری مراکز مقدار افزایش تحت پهناها افزایش از توانستند کائو‐چیو [١٠٠] در

گردید. ارائه آن ها ͽرف برای راه΄اری که داشت دربر را زیر مش΄لات فوق روش
شده برآورد ͅ های پاس پهناهای بودن ثابت الف)

پهنای غیرفازی ورودی متغیرهای برای که است آن کائو‐چیو مدل کمبودهای جمله از
دارد. وجود نقیصه این باشد فازی ورودی که حالتͬ در نیز و است ثابت حاصله ͅ های پاس

شده مشاهده و شده برآورد ͺپاس پهناهای ناهم·ونͬ ب)
ͅ های پاس براساس شده مشاهده ͺپاس روند حفظ مدل بهینگͬ ͬ های ویژگ از که ͬ دانیم م

است. نشده گرفته نظر در کائو‐چیو مدل در مسئله این اما است. شده برآورد
پهناها بودن مثبت شرط وجود عدم ج)

ندارد. وجود پهناها بودن نامنفͬ برای تضمینͬ کائو‐چیو، مدل در

(٢٠٠٨) دانگ و چن مدل
سه فرآیند ΁ی طͬ ب و الف نقیصه های ͽرف به [٧٧] کائو‐چیو مدل مطالعه با [٣١] دانگ و چن
توسیع اصل براساس و رگرسیونͬ ضرایب بودن فازی فرض با ابتدا آن ها پرداختند. مرحله ای
ضرایب پایین و بالا حد ،΁کلاسی رگرسیون در موجود روابط براساس دلخواه α‐برش تحت
با دوم مرحله در سپس آورند. به دست را رگرسیونͬ ضرایب عضویت تابع آن طͬ تا ساخته را
مشاهده هر برای سوم مرحله در تا نموده غیرفازی را ضرایب این ثقل، مرکز روش از استفاده
این در نماید. برآورد را خطا جملات برنامه ریزی، مسئله ΁ی تحت فازی خطای جمله ΁ی
شده برآورد و شده مشاهده ͅ های پاس بین اختلاف را هدف تابع خطاها، برآورد برای مسیر

بود. رفته ب΄ار [٨٢] کیم‐بیشو مدل در که دادند قرار نظر مد ی΄دی·ر با متناظر
مثال هایی تحت باشد فازی غیر یا و فازی ورودی که حالت هایی در را خود مدل بهینگͬ آن ها

دادند. نشان

(٢٠٠٩) وانگ و لو مدل
ضرایب و خروجͬ و غیرفازی ورودی با ی΄ͬ مدل، دو اساس بر [٩٠] وانگ و لو ٢٠٠٩ سال در
بحث اصلͬ ایده کردند. ارائه را خود مقاله عوامل تمام بودن فازی فرض با دی·ری و فازی
مستقل مشاهدات در موجود روند از شده برآورد مشاهدات پهناهای تبعیت عدم [٩٠] در شده
متغیرهای مقادیر و پهناها فازی رگرسیونͬ مدل در اینکه به نظر با آن ها .[٧٨ ،٧٧ ،٣١] است
زیر حالت دو در را وابسته متغیر مراکز و پهناها رابطه هستند ما دسترس در اطلاعات مستقل

کردند: فرض
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،٧٧] هستند هماهنگ مستقل متغیرهای مقادیر و پهناها در موجود روند با مقادیر این الف)

.[٧٨
دارند. مستقل متغیرهای در موجود روندهای از مجزا روند وابسته متغیر در موجود روند ب)
رگرسیون روش روی از آن ها محاسبه و دقیق ضرایب فرض با مسئله این ͽرف برای آن ها
پهناهای و مراکز مقادیر روی از زیر مدل تحت فازی خطای جمله ΁ی ارائه با ،΁کلاسی

پرداختند. وابسته متغیر مراکز و پهناها برآورد به مستقل متغیرهای

min Z =
١
n

n∑
i=١

Di

s. t. Di =

∫
min

(
µ
Ỹi
(x), µ ̂̃

Y i

(x)
)
dx∫

max
(
µ
Ỹi
(x), µ ̂̃

Y i

(x)
)
dx

̂̃
Y i = k٠ + k١mxi١ + · · ·+ kpmxip + Ẽi

Ẽi = (٠, αEi , βEi)LR

αEi =

p∑
j=١

klljαxij +

p∑
j=١

klmjmxij +

p∑
j=١

klrjβxij + cl

βEi =

p∑
j=١

krljαxij +

p∑
j=١

krmjmxij +

p∑
j=١

krrjβxij + cr

αEi , βEi ≥ ٠, i = ١,٢, . . . , n, j = ٠, ١, . . . , p
این ͬ شوند. م برآورد cr و cl ،krrj ،krlj ،klrj ،klmj ،kllj ،kj پارامترهای فوق مسئله حل با
مش΄ل دچار روند داشتن برای این رو از باشند داشته را شدن منفͬ خاصیت ͬ توانند م پارامترها

شد. نخواهند

(٢٠١٣) هم΄اران و مقدس مدل
برآورد پهناهای بودن ثابت یعنͬ [٧٨] کائو‐چیو روش در موجود عیب به پایان نامه این در
پهناها مقادیر بودن مثبت شرط مدل آن به علاوه در است. شده اشاره دقیق ورودی های تحت
حالت های برای مدل تعمیم همین طور و مسئله این ͽرف برای آن ها پس است. نشده لحاظ

کردند: اعمال [٧٨] کائو‐چیو مدل در را زیر تغییرات کلͬ
Ei = صورت به خطا جمله ΁ی نمونه از مشاهده هر برای کلͬ، خطای جمله بجای الف)
و شده مشاهده ͅ های پاس پهنای بین تناسب ایجاد آن اثر که گردید ارائه (−li, ٠, ri)

است. شده برآورد



٢٩ ابتکاری مدل های
خطا جملات پهناهای بودن مثبت شرط دادن قرار ب)

دادند. نشان مشابه مدل های به نسبت را آن برتری مثال هایی ارائه با نهایت در و

ابتکاری مدل های ۶ . ١
شده گرفته ب΄ار نیز دی·ر موارد در فوق روی΄رد های بر علاوه فازی رگرسیون اخیر دهه دو در
روش های بندی، خوشه اگر‐آنگاه، منطق قواعد بر مبتنͬ روش های به ͬ توان م جمله آن از که
(رجوع اشاره کرد غیره و عصبی شب΄ه های جریمه ای، مدل های پارامتری، نیمه و ناپارامتری

.( [٣] به کنید
بررسͬ این نماییم. بررسͬ خلاصه طور به را روش ها این تاریخͬ روند تا برآنیم بخش این در
بیان از قبل داد. خواهیم انجام آن ها ش΄ل گیری تاریخ و روش ها بندی دسته روی΄رد به را
درخت قالب در را روی΄رد این مختلف ساختارهای و تاریخͬ روند ابتکاری، مختلف مدل های

ͬ دهیم. م نمایش زیر صورت به ابتکاری روی΄رد رشد

ابتکاری روی΄رد در فازی رگرسیون رشد درخت

ابتکاری روی΄ردهای

١٩٩٧ کو و یانگ روش

٢٠٠٠ ماشین چͬ ومدل چاکرابوتͬ مدل
٢٠٠٨ چاکرابوتͬ

٢٠١۴ مندل ومدل رودری·ز روش
٢٠١۶ هم΄اران

٢٠٠١ پیترز آیهزوش و سوجینیشͬ مدل
٢٠٠٣

و پورقاسمͬ مدل
٢٠١٣ هم΄اران

هم΄اران و شارما مدل
٢٠١٧

عظیمͬ و داریانͬ مدل
٢٠١٨

٢٠٠٣ لیو و یانگ ٢٠٠٧روش لیو و یانگ هم΄ارانروش و چاچͬ روش
٢٠١۶

٢٠١۶ عارفͬ روش

هم΄اران و هونگ مدل
٢٠٠۴

هم΄اران و فرنوش روش
٢٠١٢

هم΄اران و وانگ مدل
٢٠٠۴

دلامپادی و انگز مدل
٢٠٠٨

٢٠١۴ داوودی مدل

هم΄اران و چونگ مدل
٢٠١۵

و حسامیان مدل
٢٠١٧ هم΄اران

مرادی و عرب پور مدل
٢٠١١

هم΄اران و اکبری مدل
٢٠١٢

هم΄اران و لین مدل
٢٠١٢

هم΄اران و ماریا مدل
٢٠١٢

٢٠١۵ هم΄اران و لͬ مدل

هم΄اران و سو مدل
٢٠١٣

و چیاولینو مدل
٢٠١۶ کال΄اگنͬ

هم΄اران و طاهری مدل
٢٠١۶

باکلͬ روی΄رد
٢٠٠۴،٢٠٠۵

٢٠٠۶ هم΄ارانباکلͬ و فلسفین
٢٠٠٨

٢٠١١ طاهری و فلسفین

ابتکاری روی΄رد در فازی رگرسیون رشد درخت :١ . ٧ ش΄ل
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خوشه بندی مدل های
مطلب این به توجه با ایشان گردید. پیشنهاد [١۴٣] کو و یانگ توسط ١٩٩٧ سال در روش این
نیست، ی΄سان گذاری اثر در گروه هر سهم طیفͬ، چند و ناهم·ون داده های با مواجهه در که
باشند. داشته حضور متفاوت اثر های سهم با ͬ بایست م مختلف بخش های که داشت را ایده این
کرد خواهد راهنمایی بهتری ال·وهای به را ما بندی خوشه روش از استفاده دی·ر، سوی از
کرده استفاده مختلف درخوشه های مشاهده هر برای وزن عنوان به عضویت درجه از بنابراین
خوشه بندی‐ روش از [١٠٣] پیترز ،٢٠٠١ سال در و ادامه در کردند. ارائه را خود مدل و
یانگ همچنین برد. بهره اقتصادی داده های درتحلیل کاربردی روش ΁ی عنوان به رگرسیونͬ
با دوم توان های کمترین روش فازی، خروجͬ و ضرایب ورودی، با مدلͬ برای نیز [١۴۴] لین و
ادامه در کرد. مطرح است فازی عدد ΁ی تقریبا فازی عدد دو ضرب اینکه فرض با بندی خوشه
مدل در دورافتاده نقاط کردن اثر کم برای را روش این [١۴۵] لیو و یانگ ،٢٠٠٣ سال در و
مسئله ΁ی در روش این از استفاده آن، بر علاوه دادند. قرار استفاده مورد فازی رگرسیونͬ
در گرفت. قرار استفاده مورد ٢٠١۶ سال در [٢٧] هم΄اران و چاچͬ توسط عملͬ، و کاربردی
گردید. استفاده هیدرولوژی) بحث (در رودخانه در معلق بار برآورد برای روش این مقاله، این
آن ها در ͺپاس متغیر مشاهدات که حالتͬ برای [١۴] عارفͬ توسط روی΄رد این سال همان در

شد. داده توسعه باشند مقدار بازه ای اعداد صورت به

ناپارامتری و پارامتری مدل های
بهره پارامتری روش های از ͬ توان م باشد مشخص مشاهدات توزیع که زمانͬ آماری مباحث در
را توزیع تغییرات آن بر علاوه و هستند وابسته توزیع به که شاخص هایی از آنجا در زیرا برد کافͬ
ͬ گردد. م استفاده واریانس و میانگین مانند ͬ دهند م نشان خود در دی·ر شاخص های از بهتر
قضایای از استفاده برای شرایط همچنین و باشد نامشخص مشاهدات توزیع که زمانͬ اما
نیمه یا و ناپارامتری روش های از استفاده به مجبور نباشد، فراهم مرکزی حد قضیه مانند مهم

بود. خواهیم پارامتری
که ناپارامتری و پارامتری مدل های عنوان به جریمه ای روش های ب΄ارگیری مسیر این در
هم و نظری لحاظ به هم ΁کلاسی آمار در ͬ رود، م شمار به آن ها جمله از لاسو و ریج مدل های
مسئله این است. گرفته قرار استفاده و استقبال مورد گسترده ای طیف در کاربردی لحاظ به
تحقیقات زمینه این در محققان اخیر سال های در و است برقرار نیز فازی مباحث مورد در

رسانیده اند. انجام به را متعددی
ریج رگرسیون آن در که دادند پیشنهاد را مدلͬ [٧٠] هم΄اران و هونگ ،٢٠٠۴ سال در
ضرایب و خروجͬ و بودند فازی غیر ورودی مشاهدات مدل این در گرفت. قرار بحث مورد
برتری مثال هایی تحت و گردید بررسͬ فازی نرمال و متقارن مثلثͬ حالت دو در نیز مدل این



٣١ ابتکاری مدل های
کمترین روش از استفاده با نیز [١٣٨] هم΄اران و وانگ ٢٠٠٧ سال در کردند. بیان را مدل
با نیز [١٢] دلامپای و انگز کردند. ارائه را فازی ناپارامتری رگرسیونͬ مدل ΁ی دوم، توان های
پیشنهاد را بیزی ناپارامتری رگرسیونͬ مدل ΁ی ٢٠٠٨ سال در فازی مجموعه های از استفاده
برآورد به [۵٢] هم΄اران و فرنوش دیاموند، فاصله از استفاده با ٢٠١٢ سال در همچنین دادند.
فازی ناپارامتری رگرسیون نیز [١] داوودی پرداختند. فازی محیط در ریج رگرسیون پارامترهای

داد. قرار مطالعه مورد موج΁ ها ب΄ارگیری با را
به [٨١] در شده ارائه قدرمطلقͬ متر از استفاده با [۶٣] هم΄اران و حسامیان ٢٠١٧ سال در
گرفتن نظر در با آن ها پرداختند. پارامتری نیمه فازی رگرسیونͬ مدل ΁ی پارامترهای برآورد
واقعͬ مثال هایی تحت و ارائه را خود مدل LR فازی عدد ΁ی صورت به فازی خروجͬ و ورودی
به لاسو رگرسیون [۶۶] در همچنین دادند. نشان را خود روش برتری شده شبیه سازی و
مراکز کردن جریمه با آن ها مدل این در گرفت. قرار استفاده مورد جریمه ای مدل ΁ی عنوان
داده های تحت است، بوده غیرفازی ورودی های با که جداگانه، طور به ضرایب پهناهای و
نمایش دی·ربه مدل های مقابل در را لاسو مدل توانایی واقعͬ مثال های و شده شبیه سازی

گذاشتند.
را نت ΁الاستی جریمه ای فازی رگرسیون مدل [٩] حسامیان و اکبری نیز ٢٠١٩ سال در
در آن ها دادند. ارائه فازی خروجͬ و ورودی با است) لاسو و ریج مدل های از ترکیبی (که
به دستیابی دنبال به جریمه ای مدل های و پارامتری نیمه مدل ΁ازی استفاده با مقاله این
مدل خوب عمل΄رد آن ها پرداختند. طریق این از متغیر انتخاب و مهم توضیحͬ متغیرهای
مدل چند با مقایسه در را آن برتری و داده ارائه شبیه سازی و عددی مثال هایی با را خود

دادند. نشان متداول فازی ریج رگرسیونͬ
مدل از استفاده با فازی، تمام مدل ΁ی تحت ،[١١٠] هم΄اران و ربیعͬ نیز ٢٠١٩ سال در
نسبت را آن برتری مثال هایی با و ارائه را ریج رگرسیونͬ مدل [۶١] پور حسن توسط شده ارائه

دادند. نشان اولیه مدل به

استرپ بوت روش
روش های از استفاده است، پایین نمونه حجم که مواقعͬ در استفاده مورد روش های از ی΄ͬ
گردید ابداع [۴٧] ١٩٧٩ سال در افرون توسط روش این است. استرپ بوت مانند بازنمونه گیری
در خصوصا را روش این مختلف کاربردهای تیبشیرانͬ همراه به [۴٨] ١٩٩۴ سال در سپس و
قرار استفاده مورد روش این نیز فازی مباحث در نمود. تشریح و توضیح تفسیر به رگرسیون
در استرپ بوت نمونه گیری باز روش از استفاده با [۴] مرادی و پور عرب ٢٠١١ سال در گرفت.
مقاله هایی در را روش این برتری کم حجم با نمونه های در دوم توان های کمترین رگرسیون
روی΄رد این نیز [٨] هم΄اران و اکبری ٢٠١٢ سال در دادند. نشان روش ها دی·ر به نسبت عددی
مثال ΁ی در را روی΄رد این [٨٧] هم΄اران و لین سال همان در دادند. قرار استفاده مورد را
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استرپی بوت اطمینان فاصله مسیر این در بردند. ب΄ار اقتصادی داده های تحلیل برای عملͬ
جمله از که گرفت قرار محققین استفاده مورد نیز فازی رگرسیونͬ مدل های پارامترهای برای

کرد. اشاره [۵٣] به ͬ توان م آن ها
و گرفت قرار استقبال مورد نیز فازی آمار استنباط های در استرپ بوت روی΄رد از بهره گیری
آلفا‐ تحت استرپی بوت اطمینان های فاصله از استفاده با [٨۵] هم΄اران و لͬ ،٢٠١۵ سال در
رگرسیونͬ مدل در شده برآورد فازی پارامترهای مورد در استنباط هایی مختلف، برش های

دادند. انجام فازی

استوار مدل های
را مدل افتاده دور نقاط عمل در که چرا دارد قرار محققین توجه مورد بسیار نیز مقوله این
بودن قدرتمند رو این از ͬ کشند. م چالش به را مدل پیش بینͬ و داده قرار خود تاثیر تحت
فازی رگرسیون در ͬ آید. م شمار به آن مزیت های از پرت نقاط اثرات درمقابل رگرسیونͬ مدل
این خود مدل های در مزیت ΁ی عنوان به گه گاه و پرداخته مهم مسئله این به محققین نیز
طاهری و نما کل΄ین مقالات به ͬ توان م دست این از مدل هایی برای داده اند. نشان را خاصیت

کرد. اشاره [۴۶] ماساری و دورسو و [٨١]
مثال ΁ی برای کاربردی صورت به [٢٧] روزبه و چاچͬ توسط ٢٠١۶ سال در دیدگاه این

گرفت. قرار استفاده مورد بار حمل داده های در کاربردی

باکلͬ روی΄رد
او کرد. ارائه را جدیدی دیدگاه باکلͬ ، [٢١ ،٢٠] در ٢٠٠۵ سال و [١٩] در ٢٠٠۴ سال در
بازه های مختلف اطمینان های درصد اساس بر که ΁کلاسی اطمینان بازه ساختار به توجه با
در آلفا‐برش ساختار با متناظر را آن ͬ کنند، م تولید ١٠٠ تا صفر محدوده در را تویی در تو
΁کلاسی استنباط و احتمال مختلف بخش های در را دیدگاه این او گرفت. نظر در فازی اعداد
کنید کرد(رجوع تشریح مثال هایی ارائه با مفصل طور به کتابی در را مطالب این و داد توسعه
کردند. استفاده شیوه این از پارامترها برآورد در ،[۴٩] هم΄اران و فلسفͬ ادامه در .([٢٢] به
استفاده رگرسیونͬ، بندی مدل در دیدگاه این بررسͬ با [۵٠] طاهری و فلسفͬ ،٢٠١١ سال در
با واریانس، برآورد مورد در آن ب΄ارگیری برای اما کردند. تایید میانگین برآورد برای را آن از
استقبال مورد بسیار کیفیت کنترل مباحث در دیدگاه این دادند. بهبود را آن اصلاحاتͬ ایجاد

برد. نام [١٠٢ ،١٠١] از ͬ توان م جمله از که است رفته ب΄ار و شده ͽواق



٣٣ ابتکاری مدل های

دی·ر روی΄ردهای
فازی رگرسیون خصوصا رگرسیون، در نیز دی·ری روی΄ردهای شده اشاره مدل های از غیر به
از ی΄ͬ ͬ گردد. م اشاره آن ها به اختصار به زیر در که گرفته اند قرار بهره برداری و استفاده مورد
به منجر مدل ها این است. آنگاه‐اگر قواعد بر مبتنͬ سیستم های از استفاده ساختارها این
مقالات داراست. را ͺپاس متغیر پیش بینͬ توانایی اما ͬ گردد نم مشهود و خاص مدل ΁ی بروز
رودری·ز و [٩١] مندل توسط روش این نیز اخیر سال های در ͬ باشند. م دست این از [۵ ،٢٩]

است. گرفته قرار استفاده مورد [١١۴] هم΄اران و
مدل های و [٣٩ ،١٢١] عصبی شب΄ه های مدل های ͬ توان م را ابتکاری روش های از دی·ر گروه
ماکسیمم و ،[١٠۶] AHP ،[١٢۵] EM ال·وریتم های ،[٨٨] ماشین یادگیری ،[١٣۶] SVM

داده اند. قرار استفاده مورد خود مدل های برای را فازی داده های که گرفت نظر در [٣٣] آنتروپی





٢ فصل
فازی رگرسیون مدل ضرایب برآورد

بوت استرپ از نایف بعد ΁ج به روش

مقدمه ٢ . ١
پزش΄ͬ و مهندسͬ اقتصاد، زیست شناسͬ، مانند علمͬ زمینه های تمام در اصلͬ هدف تقریباً
از ی΄ͬ است. اکتشافͬ ورودی متغیرهای از برخͬ با سیستم خروجͬ پیش بینͬ و تبیین
متغیر بین ریاضͬ رابطه ΁ی عنوان به رگرسیون مدل از استفاده هدف این به دستیابی راه های
شامل معمول روش های ͬ کننده هااست. پیش بین یعنͬ ورودی متغیرهای و ͺپاس یعنͬ خروجͬ
وجود کمͬ نمونه های که هنگامͬ ،(ML) ماکزیمم درستنمایی یا و (LS) کمترین توانهای دوم
توزیع به حصول عدم بخاطر ͽواق در ͬ دهند. نم ارائه رضایت بخشͬ و اعتماد قابل نتایج دارد،
این رو از شد. خواهند اش΄ال و نقص دچار مسیر این در استفاده مورد استنباطهای ها، داده
برد. خواهیم بهره ناپارامتری روش های از متغیرها اینگونه مدل بندی و تحلیل بررسͬ، برای
شده، مشاهده نمونه افزایش در را ما نمونه گیری» باز «روش های نام با روش هایی بین این در

کرد. خواهند ΁کم استنباطͬ مسائل دی·ر و معیار خطای و اریبی تخمین

٣۵



بوت استرپ از نایف بعد ΁ج به روش فازی رگرسیون مدل ضرایب برآورد ٣۶

انگیزشͬ مثال های ٢ . ٢
عمل΄رد نمایش و بررسͬ برای نیز بعد فصل های در که را واقعͬ داده های مجموعه بخش این در
انگیزشͬ مثال های قالب در اند، گرفته قرار استفاده مورد پیشنهادی تکنی΁ های و روش ها

آورده ایم.
بیشو و کیم توسط بار اولین برای ٢ . ١ جدول واقعͬ داده های اول، داده مجموعه .٢ . ٢ . ١ مثال
تشخیص ͺپاس زمان درباره مطالعه ای به مربوط داده ها مجموعه این است. شده استفاده [٨٢]
خدمه تشخیص ͺپاس زمان است. عادی غیر واقعه ΁ی به هسته ای نیروگاه کنترل اتاق خدمه
استرس، ͹سط مانند عمل΄رد دهنده ش΄ل عوامل تأثیر تحت معمولا˟ عادی غیر شرایط در
به ͺپاس زمان ل·اریتم که است این بر فرض ͬ گیرد. م قرار غیره و اشتباه تشخیص پتانسیل
پایین حد درصد ٩۵ با فازی اعداد راست و چپ پهنای فرض، این با ͬ شود. م توزیع نرمال طور
ͺپاس زمان بین فازی خطͬ مدل ΁ی اینجا، در ͬ شوند. م داده نرمال غیر توزیع های از بالا و
(بر کنترل اتاق از خارج تجربه و سال) حسب (بر کنترل اتاق داخل در خدمه تجربه و شناختͬ
ترتیب به x٣ و x٢ ،x١ آن، در که ͬ شود، م فرض سال) حسب (بر تحصیلات و سال) حسب

ͬ دهد. م نشان را آموزش و کنترل اتاق از خارج تجربه کنترل، اتاق داخل در خدمه تجربه
واقعه ΁ی بر ای هسته نیروگاه کنترل اتاق خدمه تشخیص زمان داده های مجموعه :٢ . ١ جدول

. [٨٢] غیر عادی
Ỹi x٣ x٢ x١ ردیف

(۵٫٨٣,٣٫۵۶)T ١۵٫٢۵ ٠٫٠٠ ٢٫٠٠ ١
(٠٫٨۵, ٠٫۵٢)T ١۴٫١٣ ۵٫٠٠ ٠٫٠٠ ٢
(١٣٫٩٣,٨٫۵٠)T ١١٫۶٣ ١٫۵٠ ١٫١٣ ٣
(۴٫٠٠,٢٫۴۴)T ١٣٫۶٣ ١٫٢۵ ٢٫٠٠ ۴
(١٫۵٨, ٠٫٩۶)T ١۴٫٧۵ ٣٫٧۵ ٢٫١٩ ۵
(١٫۵٨, ٠٫٩۶)T ١٣٫٧۵ ٣٫۵٠ ٠٫٢۵ ۶
(٨٫١٨,۴٫٩٩)T ١۵٫٢۵ ۵٫٢۵ ٠٫٧۵ ٧
(١٫٨۵, ١٫١٣)T ١٣٫۵٠ ٢٫٠٠ ۴٫٢۵ ٨

ارزیابی از واقعͬ آزمایش ΁ی در ٢ . ٢ جدول واقعͬ داده های دوم، داده مجموعه .٢ . ٢ . ٢ مثال
و هیدروژن سولفید ،΁استی اسید داده ها، در است. شده تولید پنیر مزه بر متغیر سه تأثیر
و طعم عنوان به نیز خروجͬ متغیر و هستند غیرفازی ورودی متغیر سه ترتیب به ΁لاکتی اسید
درصد ١۵ ما فازی، مثلثͬ ͺپاس تولید برای ͬ شود. م ارزیابی متخصص ΁ی توسط که پنیر مزه

ͬ گیریم. م نظر در پهنا عنوان به را مرکزی نقاط



٣٧ انگیزشͬ مثال های
دوم. داده مجموعه :٢ . ٢ جدول

پنیر مزه و طعم ΁لاکتی اسید هیدروژن سولفید ΁استی اسید ردیف
(١٢٫٣, ١٫٨۴۵)T ٠٫٨۶ ٣٫١٣۵ ۴٫۵۴٣ ١
(٢٠٫٩,٣٫١٣۵)T ١٫۵٣ ۵٫٠۴٣ ۵٫١۵٩ ٢
(٣٩٫٠,۵٫٨۵٠)T ١٫۵٧ ۵٫۴٣٨ ۵٫٣۶۶ ٣
(۴٧٫٩, ٠٫١٨۵)T ١٫٨١ ٧٫۴٩۶ ۵٫٧۵٩ ۴
(۵٫۶, ٠٫٨۴٠)T ٠٫٩٩ ٣٫٨٠٧ ۴٫۶۶٣ ۵
(٢۵٫٩,٣٫٨٨۵)T ١٫٠٩ ٧٫۶٠١ ۵٫۶٩٧ ۶
(٣٧٫٣,۵٫۵٩۵)T ١٫٢٩ ٨٫٧٢۶ ۵٫٨٩٢ ٧
(٢١٫٩,٣٫٢٨۵)T ١٫٧٨ ٧٫٩۶۶ ۶٫٠٧٨ ٨
(١٨٫١,٢٫٧١۵)T ١٫٢٩ ٣٫٨۵ ۴٫٨٩٨ ٩
(٢١٫٠,٣٫١۵٠)T ١٫۵٨ ۴٫١٧۶ ۵٫٢۴٢ ١٠
(٣۴٫٩,۵٫٢٣۵)T ١٫۶٨ ۶٫١۴٢ ۵٫٧۴ ١١
(۵٧٫٢,٨٫۵٨٠)T ١٫٩ ٧٫٩٠٨ ۶٫۴۴۶ ١٢
(٠٫٧٠, ٠٫١٠۵)T ١٫٠۶ ٢٫٩٩۶ ۴٫۴٧٧ ١٣
(٢۵٫٩,٣٫٨٨۵)T ١٫٣٠ ۴٫٩۴٢ ۵٫٢٣۶ ١۴
(۵۴٫٩,٨٫٢٣۵)T ١٫۵٢ ۶٫٧۵٢ ۶٫١۵١ ١۵

مجموعه عنوان به که داد ها این : [١١۶] یانو و ساکاوا ساختگͬ داده های .٢ . ٢ . ٣ مثال
ب΄ارگرفته یانو و ساکاوا توسط بار اولین برای [١١۶] در است، شده گرفته نظر در سوم داده های

شد.
. [١١۶] یانو و ساکاوا ساختگͬ داده های مجموعه :٢ . ٣ جدول

Ỹi X̃i ردیف
(۴٫٠٠, ٠٫۵٠)T (٢٫٠٠, ٠٫۵٠)T ١
(۵٫۵٠, ٠٫۵٠)T (٣٫۵٠, ٠٫۵٠)T ٢
(٧٫۵٠, ١٫٠٠)T (۵٫۵٠, ١٫٠٠)T ٣
(۶٫۵٠, ٠٫۵٠)T (٧٫٠٠, ٠٫۵٠)T ۴
(٨٫۵٠, ٠٫۵٠)T (٨٫۵٠, ٠٫۵٠)T ۵
(٨٫٠٠, ١٫٠٠)T (١٠٫۵٠, ١٫٠٠)T ۶
(١٠٫۵٠, ٠٫۵٠)T (١١٫٠٠, ٠٫۵٠)T ٧
(٩٫۵٠, ٠٫۵٠)T (١٢٫۵٠, ٠٫۵٠)T ٨



بوت استرپ از نایف بعد ΁ج به روش فازی رگرسیون مدل ضرایب برآورد ٣٨
اولین داده ها این چهارم)، داده (مجموعه شانگهای خانه های قیمت داده های .۴ . ٢ . ٢ مثال
عدد ΁ی عنوان به را خانه قبول قابل خرید قیمت آن ها شدند. معرفͬ [١۵١] توسط ابتدا بار،
اندازه : x١ آن، در که گرفتند نظر در غیرفازی توضیحͬ متغیر شش با نامتقارن مثلثͬ فازی
پیش نسبت : x۴ مستقلات و املاک بر مالیات : x٣ ؛ مس΄ن وام بهره نرخ : x٢ مس΄ن.
متغیرهای عنوان به را خانواده جمعیت : x۶ نهایت در و خانوار سالانه درآمد : x۵ پرداخت

گرفتند. نظر در ورودی
. [١۵١] شانگهای خانه های قیمت داده های مجموعه :۴ . ٢ جدول

ỹi x۶ x۵ x۴ x٣ x٢ x١ i ỹi x۶ x۵ x۴ x٣ x٢ x١ i

(۶۵٠,٢٨٠,٣٠)T ٣ ٣۶ ٣۵ ٠٫۶ ۴٫٩ ١٠٠ ٧۵ (٣٠٠, ١٢٠,٨٠)T ۴ ٢٧ ٢٠ ٠٫۶ ۵٫٩ ٨٠ ١
(۴۵٠, ١٠٠,۵٠)T ٣ ٢٠ ٣۵ ٠٫۶ ۴٫٩ ٨٠ ٧۶ (۴٧٠, ١۴٠, ١۴٠)T ۴ ٣٠ ٣۵ ٠ ۴٫٩ ٩٠ ٢
(٢۵٠,٨٠,٨٠)T ۴ ٢٠ ٢٠ ٠ ۵٫٩ ٨٠ ٧٧ (٣٣٠, ١٠٠, ١٠٠)T ٣ ٣۵ ٣٠ ٠٫۴ ۶٫۵۵ ٧٠ ٣

(۵٨٠, ١٣٠, ١٧٠)T ۵ ٣۵ ٣٠ ٠ ۶٫١۵ ١٠٠ ٧٨ (٧۵٠,٢٢٠, ١٨٠)T ٣ ۴٠ ٣٠ ٠٫۶ ۶٫٨ ١٢٠ ۴
(۴٧٠, ١٧٠, ١٣٠)T ٣ ٣٧ ٣٠ ٠٫۶ ۶٫٨ ٨٠ ٧٩ (۶٠٠,٢٠٠,٢٠٠)T ۴ ٣٣ ٣۵ ٠ ۴٫٩ ١٠٠ ۵
(۵٠٠, ١٨٠٠, ١٢٠)T ٢ ٢۵ ٢٠ ٠٫۴ ۵٫٩ ١٠٠ ٨٠ (۶٧٠,٢۴٠, ١۵٠)T ۵ ۴٠ ٣٠ ٠ ۶٫۵۵ ١٠٠ ۶
(٣۵٠, ١٩٠,٣٠)T ٣ ٢٠ ٣٠ ٠ ۶٫۵۵ ٩٠ ٨١ (٢٢٠, ١٠٠,۵٠)T ۵ ١٨ ٢٠ ٠٫۴ ۵٫٩ ٨٠ ٧
(۶٧٠,٢۵٠,۶٠)T ٢ ٣٧ ٣٠ ٠ ۶٫٨ ١٠٠ ٨٢ (۶٣٠, ١٨٠, ١٧٠)T ۵ ۴۵ ٣٠ ٠٫۶ ۶٫٨ ٩٠ ٨
(۴٧٠, ١٧٠, ١١٠)T ٣ ٣۵ ٢٠ ٠٫۶ ۶٫٨ ٨٠ ٨٣ (٢٠٠, ١٠٠,۵٠)T ۴ ١٢ ٣٠ ٠٫۶ ۶٫١۵ ٩٠ ٩
(۵٣٠, ١۵٠, ١٢٠)T ٢ ۴٠ ٢٠ ٠٫۶ ۶٫١۵ ٩٠ ٨۴ (۵۵٠, ١٧٠,٨٠)T ٣ ٣٠ ٣٠ ٠ ۶٫١۵ ١٠٠ ١٠
(۴٣٠, ١۵٠,٧٠)T ٣ ٣٠ ٣٠ ٠ ۶٫۵۵ ٨٠ ٨۵ (٣۵٠, ١٣٠,۵٠)T ٣ ٢۵ ٣۵ ٠ ۴٫٩ ٨٠ ١١
(١٧٠,٧٠,۶٠)T ٣ ٢٨ ٣٠ ٠٫۴ ۶٫١۵ ۶٠ ٨۶ (٣٣٠, ١٣٠,٩٠)T ٣ ٢٢ ٢٠ ٠٫۶ ۵٫٩ ٩٠ ١٢
(١٨٠,۶٠,٧٠)T ٣ ٢٢ ٣۵ ٠٫۶ ۴٫٩ ٧٠ ٨٧ (١٠٠٠,٣٠٠,٢٧٠)T ٣ ۶۵ ٣٠ ٠٫۶ ۶٫٨ ١٠٠ ١٣

(۶۵٠, ١٧٠,٢٧٠)T ٣ ۴٣ ٣٠ ٠٫۶ ۴٫٧ ١٠٠ ٨٨ (١٨٠,٨٠,٧٠)T ۴ ٢٣ ٣٠ ٠٫۶ ۶٫١۵ ٧٠ ١۴
(۴٧٠, ١٧٠, ١١٠)T ٢ ٣٠ ٣۵ ٠٫۶ ۴٫٩ ٩٠ ٨٩ (٣٧٠, ١٧٠, ١٠٠)T ۴ ٣٠ ٣٠ ٠٫۶ ۶٫۵۵ ٨٠ ١۵
(٢٧٠, ١٢٠,۵٠)T ۴ ٢٧ ٣۵ ٠٫۶ ۴٫٩ ٧٠ ٩٠ (٢٠٠,٨٠,٧٠)T ۵ ٢٣ ٣٠ ٠٫۴ ۴٫٩ ٧٠ ١۶
(٨٣٠,٢۵٠,٢٢٠)T ٣ ۴٧ ٢٠ ٠٫۶ ۵٫٩ ١١٠ ٩١ (۶٢٠, ١٧٠, ١١٠)T ۵ ٣۴ ٣٠ ٠ ۶٫١۵ ١٠٠ ١٧
(٢۵٠,٨٠,٧٠)T ٢ ٢٠ ٣٠ ٠ ۴٫٧ ٨٠ ٩٢ (٢٢٠, ١٠٠,٣٠)T ۴ ٢٠ ٢٠ ٠٫۶ ۵٫٩ ٨٠ ١٨
(۶٢٠,٢٢٠,٨٠)T ۴ ٣۵ ٣٠ ٠٫۴ ۶٫٨ ١٠٠ ٩٣ (٢٠٠, ١٠٠,٧٠)T ٢ ١٨ ٢٠ ٠٫۶ ۵٫٩ ٨٠ ١٩
(۴٣٠,٢٠٠, ١٢٠)T ۴ ٣٢ ۴٠ ٠٫۴ ۴٫٩ ٨٠ ٩۴ (۶٨٠, ١٨٠, ١٩٠)T ۴ ۴٢ ٣٠ ٠ ۶٫۵۵ ١٠٠ ٢٠
(٧٨٠,٣٠٠,٢٠)T ٣ ۴٠ ٣٠ ٠ ۶٫١۵ ١٠٠ ٩۵ (۴٢٠, ١٩٠,۶٠)T ٣ ٣٠ ٣۵ ٠٫۶ ۴٫٩ ٨٠ ٢١
(۴٨٠, ١۵٠,۴٠)T ٣ ٣۵ ٣٠ ٠ ۶٫١۵ ٨٠ ٩۶ (۴٧٠,٢٢٠,٣٠)T ٣ ٢٠ ٣٠ ٠ ۶٫١۵ ١٠٠ ٢٢
(۴٢٠, ١٩٠, ١٠)T ۴ ٢٧ ٣٠ ٠٫۶ ۵٫٩ ٩٠ ٩٧ (٢٨٠, ١٣٠,۵٠)T ۴ ٢٣ ٢٠ ٠٫۶ ۶٫١۵ ٨٠ ٢٣
(١٧٠,٧٠,٨٠)T ۴ ٢٣ ٣٠ ٠٫۶ ۵٫٩ ٧٠ ٩٨ (۶٨٠, ١٨٠, ١۴٠)T ۵ ٣۵ ٣٠ ٠ ۶٫٨ ١١٠ ٢۴
(٣٢٠, ١٠٠,۶٠)T ٢ ٢۵ ٣٠ ٠ ۵٫٩ ٨٠ ٩٩ (۴٣٠, ١۵٠,۴٠)T ٣ ٣٣ ٣٠ ٠٫۶ ٣٫٢۵ ٨٠ ٢۵
(٢٢٠,٩٠,۵٠)T ٣ ١٨ ٣٠ ٠٫۴ ٣٫٢۵ ٨٠ ١٠٠ (٧٢٠, ١٩٠, ١٨٠)T ۴ ۴٧ ٣٠ ٠ ۶٫١۵ ١٠٠ ٢۶
(٣۵٠, ١۵٠,٢٠)T ۴ ٣٠ ٣٠ ٠ ۶٫١۵ ٧٠ ١٠١ (١١٣٠,۴٠٠,٩٠)T ۵ ۵٧ ٣٠ ٠٫۴ ۴٫٧ ١٢٠ ٢٧
(١٠٠٠,٣٢٠, ١۵٠)T ٣ ۵٠ ٣٠ ٠ ۶٫٨ ١٢٠ ١٠٢ (٣٨٠, ١١٠, ١٠٠)T ٣ ٢٣ ٣٠ ٠ ۵٫٩ ٩٠ ٢٨
(۵٣٠, ١٨٠,۵٠)T ۴ ٣٣ ٣٠ ٠ ۶٫١۵ ٩٠ ١٠٣ (۶٣٠,٢٠٠,٧٠)T ۴ ٣۵ ٣٠ ٠ ۵٫٩ ١٠٠ ٢٩
(٢٢٠,٩٠,۵٠)T ۴ ٢٣ ٣٠ ٠ ۶٫٨ ٧٠ ١٠۴ (٣۵٠,٨٠, ١۵٠)T ٣ ٢۵ ٣٠ ٠ ۴٫٧ ٩٠ ٣٠

(۵٨٠,٢٠٠, ١۵٠)T ٣ ٣۵ ٣٠ ٠٫۶ ۶٫٨ ١٠٠ ١٠۵ (۶٠٠,٢٠٠, ١٨٠)T ۴ ٣٧ ٣٠ ٠ ۶٫٨ ١٠٠ ٣١
(۵٧٠, ١٧٠,٨٠)T ٣ ٣۵ ٣۵ ٠ ۴٫٩ ٩٠ ١٠۶ (٣٧٠, ١۵٠,۵٠)T ٣ ٢٨ ٢٠ ٠٫۴ ۶٫١۵ ٨٠ ٣٢
(٢٠٠,٨٠,٨٠)T ٢ ٢۵ ٣٠ ٠٫۶ ۶٫١۵ ٧٠ ١٠٧ (٣٢٠, ١٢٠,۶٠)T ٣ ٢٠ ٣٠ ٠ ۶٫۵۵ ٩٠ ٣٣
(٣٠٠, ١٠٠,٣٠)T ٣ ٢۵ ٣٠ ٠٫۴ ۶٫١۵ ٨٠ ١٠٨ (۵٠٠, ١۵٠, ١۵٠)T ۴ ٣٢ ٣٠ ٠٫۴ ۶٫۵۵ ١٠٠ ٣۴
(۵٧٠, ١٧٠,٨٠)T ٣ ٣٢ ٢٠ ٠ ۶٫۵۵ ١٠٠ ١٠٩ (۵۵٠,٢٠٠, ١۵٠)T ۴ ٣۵ ٣٠ ٠ ۶٫۵۵ ٩٠ ٣۵
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(۵٢٠, ١٩٠,۵٠)T ٣ ٣٠ ٢٠ ٠ ۵٫٩ ٩٠ ١١٠ (٢٧٠, ١۴٠,٨٠)T ۴ ١٧ ٢٠ ٠٫۶ ۵٫٩ ٩٠ ٣۶
(١٠٠٠,٢٧٠,۵٠)T ٢ ۴٧ ٢٠ ٠ ۶٫١۵ ١٢٠ ١١١ (۶٣٠,٢٣٠, ١٢٠)T ۴ ٣۵ ٣٠ ٠ ۶٫١۵ ١٠٠ ٣٧
(٨٠٠,٢٣٠, ١٢٠)T ۴ ۵٠ ٣٠ ٠٫۴ ۶٫۵۵ ١٠٠ ١١٢ (٣٢٠, ١٢٠,۶٠)T ٢ ٢٣ ٣٠ ٠ ۵٫٩ ٨٠ ٣٨
(٣٠٠, ١٢٠,٨٠)T ٣ ٢٠ ٣٠ ٠٫۴ ۶٫۵۵ ٩٠ ١١٣ (١۵٠,۵٠,٣٠)T ۴ ١۵ ٢٠ ٠٫۶ ۶٫٨ ٨٠ ٣٩
(٢۵٠, ١٠٠,٧٠)T ٢ ٣٠ ٣٠ ٠ ۶٫١۵ ۶٠ ١١۴ (٣۵٠, ١٢٠,٣٠)T ٣ ٢٠ ٣٠ ٠ ۶٫١۵ ٩٠ ۴٠
(٢۵٠,٨٠,٨٠)T ٣ ٢٧ ۶٠ ٠ ۵٫٩ ٧٠ ١١۵ (٣٢٠, ١٢٠, ١٠٠)T ٣ ٢٧ ٣۵ ٠٫۶ ۴٫٩ ٨٠ ۴١
(٣٢٠,٧٠,۵٠)T ٣ ٣٢ ٣٠ ٠ ۶٫۵۵ ٧٠ ١١۶ (٣٠٠, ١٠٠,٣٠)T ٣ ٢٢ ٣٠ ٠ ۶٫١۵ ٨٠ ۴٢
(۴۵٠, ١٣٠,٨٠)T ٣ ٣۵ ۴٠ ٠ ۴٫٩ ٨٠ ١١٧ (۶٧٠, ١٩٠, ١۵٠)T ۴ ۴٣ ٣٠ ٠ ۶٫٨ ١٠٠ ۴٣
(۵٠٠, ١۵٠, ١٢٠)T ۵ ٣۵ ٢٠ ٠ ۵٫٩ ٨٠ ١١٨ (۶٣٠,٢٠٠, ١٢٠)T ۵ ٣۵ ٣۵ ٠ ۴٫٩ ١٠٠ ۴۴
(٣٨٠, ١٣٠,٩٠)T ٢ ٢٣ ٣٠ ٠ ۶٫١۵ ٩٠ ١١٩ (١٧٠,۵٠,۶٠)T ۴ ٢٧ ٢٠ ٠٫۶ ۶٫۵۵ ۶٠ ۴۵
(۶٢٠,٢۵٠,٢٠٠)T ۴ ٣۵ ٢٠ ٠٫۶ ۶٫۵۵ ١٠٠ ١٢٠ (٩٧٠,٢۴٠,٢٠٠)T ٣ ۵٠ ٣۵ ٠ ۴٫٩ ١٢٠ ۴۶
(٣٧٠, ١٢٠,۶٠)T ٣ ٢٨ ٣٠ ٠ ۵٫٩ ٨٠ ١٢١ (١٨٠,۶٠,٧٠)T ٣ ٢۵ ٣٠ ٠٫۶ ۶٫١۵ ٧٠ ۴٧
(٧٨٠,٢۶٠, ١٧٠)T ٣ ۴٨ ٣٠ ٠٫۶ ۴٫٩ ١٠٠ ١٢٢ (۵٣٠,٢٣٠,٧٠)T ٣ ٢٨ ٣٠ ٠٫۴ ۵٫٩ ١٠٠ ۴٨
(۵٣٠,٢۵٠,۵٠)T ۴ ٣٧ ٣٠ ٠٫۶ ۶٫۵۵ ٨٠ ١٢٣ (٢٢٠, ١٠٠,٨٠)T ٣ ٢٠ ٢٠ ٠٫۶ ۶٫٨ ٨٠ ۴٩
(١٨٠,۶٠,۴٠)T ۴ ٢٧ ٣٠ ٠٫۶ ۵٫٩ ۶٠ ١٢۴ (۶٢٠,٢۵٠, ١٠٠)T ۴ ٣٧ ٣٠ ٠٫۴ ۶٫١۵ ١٠٠ ۵٠
(۶٠٠, ١٧٠,٨٠)T ٣ ۴٧ ٢٠ ٠٫۶ ۶٫١۵ ٨٠ ١٢۵ (۴٣٠, ١۵٠,٩٠)T ۴ ٣٠ ٢٠ ٠ ۶٫١۵ ٨٠ ۵١
(۵٠٠, ١٠٠, ١٠٠)T ٣ ٣٠ ٣٠ ٠ ۶٫١۵ ٨٠ ١٢۶ (۴٢٠, ١٢٠, ١٠٠)T ٣ ٣٠ ٣٠ ٠٫۴ ۶٫۵۵ ٩٠ ۵٢
(۴٠٠, ١۵٠,٧٠)T ۴ ٣٠ ٣٠ ٠ ۶٫١۵ ٨٠ ١٢٧ (٢۵٠, ١٢٠,۵٠)T ٣ ٢٠ ٢٠ ٠٫۶ ۵٫٩ ٨٠ ۵٣
(٢٣٠,٨٠,۴٠)T ٣ ٢٣ ٣٠ ٠ ۵٫٩ ٧٠ ١٢٨ (١٨٠,۶٠, ١٢٠)T ٢ ٢۵ ٣۵ ٠٫۶ ۴٫٩ ٧٠ ۵۴
(١٧٠,٧٠,۶٠)T ٣ ٢٣ ٣٠ ٠٫۶ ۶٫١۵ ٧٠ ١٢٩ (۴٠٠, ١٢٠,٨٠)T ۴ ٣٠ ٢٠ ٠ ۵٫٩ ٨٠ ۵۵

(٧٢٠,٢۴٠, ١٠٠)T ۴ ۴٠ ۶٠ ٠ ۵٫٩ ١٠٠ ١٣٠ (۵٠٠, ١٨٠, ١٨٠)T ٣ ٣۵ ٣٠ ٠٫۶ ۶٫۵۵ ٩٠ ۵۶
(٣٨٠, ١١٠, ١٠٠)T ٢ ٣٣ ٢٠ ٠ ۶٫١۵ ٧٠ ١٣١ (۴٠٠, ١٣٠, ١٠٠)T ۴ ٣٠ ٢٠ ٠ ۶٫٨ ٨٠ ۵٧
(۴٨٠,٢٠٠,٩٠)T ٣ ٣۴ ٣٠ ٠٫۶ ۶٫٨ ٩٠ ١٣٢ (١٨٠,٨٠,۵٠)T ٣ ٢٣ ٢٠ ٠٫۶ ۵٫٩ ٧٠ ۵٨
(٣٨٠, ١١٠,٩٠)T ۴ ٣٠ ٢٠ ٠ ۶٫۵۵ ٨٠ ١٣٣ (۵۵٠, ١٨٠, ١۵٠)T ۴ ٣٠ ٣٠ ٠ ۶٫١۵ ١٠٠ ۵٩
(۴٠٠, ١٢٠, ١٠٠)T ۴ ٢٧ ٣٠ ٠ ۵٫٩ ٩٠ ١٣۴ (۴۵٠,٢٣٠,۵٠)T ۴ ٣٣ ٢٠ ٠٫۶ ۶٫۵۵ ٨٠ ۶٠
(٣٨٠, ١٠٠,٧٠)T ۴ ٣٢ ٣٠ ٠ ۶٫١۵ ٨٠ ١٣۵ (٣٢٠,٩٠,٨٠)T ۴ ٢٧ ٣۵ ٠ ۴٫٩ ٨٠ ۶١
(۶٣٠, ١٨٠, ١٠٠)T ٣ ٣٧ ٣٠ ٠٫۴ ٣٫٢۵ ١٠٠ ١٣۶ (٣٨٠, ١٠٠,٩٠)T ٣ ٢۵ ٣٠ ٠ ٣٫٢۵ ٩٠ ۶٢
(۴٢٠, ١۴٠, ١٠٠)T ٣ ٣۵ ٣٠ ٠٫۴ ۶٫۵۵ ٨٠ ١٣٧ (٢۵٠, ١٠٠,٧٠)T ٢ ٣٠ ٣٠ ٠٫۴ ۶٫۵۵ ۶٠ ۶٣
(۵٢٠, ١٧٠, ١١٠)T ٣ ٣٠ ٣٠ ٠٫۴ ۶٫۵۵ ١٠٠ ١٣٨ (٣۵٠, ١٢٠, ١٢٠)T ۴ ٢٧ ٣۵ ٠ ۴٫٩ ٨٠ ۶۴
(١٠٢٠,٣٧٠, ١١٠)T ٣ ۴٧ ٣٠ ٠ ۶٫١۵ ١٢٠ ١٣٩ (١۵٢٠,۴٧٠,٢٨٠)T ۵ ٧۵ ٣٠ ٠٫۶ ۶٫٨ ١۵٠ ۶۵
(٢٠٠,٨٠,٨٠)T ٢ ٢۵ ٣٠ ٠٫۶ ۵٫٩ ٧٠ ١۴٠ (٢٧٠, ١٠٠,٣٠)T ۴ ٢٠ ٢٠ ٠ ۵٫٩ ٨٠ ۶۶
(۴٠٠, ١٠٠,٢٠)T ٣ ٣۵ ٣٠ ٠ ۵٫٩ ٧٠ ١۴١ (١٧٠,٧٠,۶٠)T ۴ ٢٣ ٣٠ ٠٫۶ ۶٫١۵ ٧٠ ۶٧
(٣٢٠, ١٢٠, ١١٠)T ٣ ٢٠ ٣٠ ٠ ۶٫١۵ ٩٠ ١۴٢ (٣٠٠, ١٠٠,٧٠)T ٣ ٢۵ ٣٠ ٠٫۴ ۵٫٩ ٨٠ ۶٨
(۵٢٠, ١٧٠, ١۶٠)T ٢ ٢٨ ٣٠ ٠ ۶٫٨ ١٠٠ ١۴٣ (۴۵٠,٢٠٠, ١٢٠)T ٢ ٣٣ ٢٠ ٠٫۶ ۵٫٩ ٨٠ ۶٩
(١٨٠,٨٠,۵٠)T ٣ ١٧ ٣٠ ٠٫۶ ۶٫٨ ٨٠ ١۴۴ (٣٧٠, ١۴٠, ١٠٠)T ٣ ٢٨ ٣۵ ٠ ۴٫٩ ٨٠ ٧٠
(٢۵٠,٧٠,٧٠)T ٣ ٢٣ ٣٠ ٠٫۴ ۶٫١۵ ٨٠ ١۴۵ (٢٠٠,٧٠,۵٠)T ٢ ٢٣ ٣٠ ٠٫۴ ۶٫۵۵ ٧٠ ٧١
(٣٧٠, ١٠٠, ١٠٠)T ٣ ٢٣ ٣۵ ٠ ۴٫٩ ٩٠ ١۴۶ (۴۵٠, ١٢٠,٢٢٠)T ۴ ٣٧ ٢٠ ٠ ۶٫٨ ٨٠ ٧٢
(۴٨٠, ١٨٠, ١٠٠)T ۴ ٣٠ ٣٠ ٠ ۶٫١۵ ٩٠ ١۴٧ (٢٧٠, ١٢٠,۵٠)T ۴ ٣٠ ٣٠ ٠٫۶ ۶٫١۵ ٧٠ ٧٣

(٢٧٠, ١٢٠,۵٠)T ٣ ٢٢ ٣٠ ٠٫۴ ۶٫۵۵ ٨٠ ٧۴



بوت استرپ از نایف بعد ΁ج به روش فازی رگرسیون مدل ضرایب برآورد ۴٠

فازی رگرسیون در استرپ بوت ٢ . ٣
را آن بعد سال های در و گردید ابداع [۴٧] افرون١ توسط ١٩٧٩ سال در استرپ بوت روش
توزیع برآورد به که هستند ناپارامتری روش های از کلاسͬ بوت استرپ٢ روش های داد. توسعه
ساختارهای با حالت دو در ͬ تواند م روش این ͬ پردازد. م نمونه گیری باز از استفاده با جامعه ΁ی
ش΄ل دو به رگرسیون در روش این کاربرد ب·یرد. انجام نمونه ها جای·ذاری بدون و با جای·ذاری
کار آن از سطر هر جای·زینͬ و ورودی داده های ماتریس روی اول حالت در ͬ پذیرد. م انجام
تحت اولیه برآورد از حاصل شده استرپ بوت خطاهای جاب·زینͬ دوم حالت در و ͬ شود م

داشت. خواهیم را اولیه نمونه های

یا و ابهام دارای متغیرهای مدل بندی در روش ΁ی عنوان به فازی رگرسیون دی·ر سوی از
علاوه دارد. بسیاری کارایی نیست برقرار مدل خطاهای مورد در توزیعͬ اولیه شرایط که زمانͬ
استنباط های هم و پارامترها تخمین به اعتماد کاهش در هم نمونه تعداد بودن کم این، بر
مدل های و روش ها بهبود و توسعه ادامه در محققین رو این از است. موثر مدل به مربوط
شامل روش ها این ب΄ارگیری دانستند. مفید را نمونه گیری باز روش های از استفاده فازی،

است. بوده بوت استرپ روش به [٨٧ ،٨۵ ،۵٣] اطمینان فواصل تهیه و [۴] پارامترها برآورد
صورت به فازی رگرسیونͬ مدل اینکه فرض با [۴] مرادی و عرب پور ١٣٩٣ سال در

ỹi =
n∑

j=٠
β̃j x̃ij + ϵ̃i, i = ١, ..., n (٢ . ١)

بوت استرپ نمونه گیری باز روش از فازی رگرسیون مدل های پارامترهای برآورد برای باشد،
طریق از که اولیه برآورد ΁ی از حاصل خطاهای از نمونه گیری باز با آن ها کردند. استفاده
هر برای و کرده تولید را جدید نمونه های بود، آمده به دست خطا دوم توان کمترین روش
بر ابتدا آنها ͽواق در آوردند. بدست را پارامترها دوم توان کمترین برآورد نمونه ها آن از کدام
را برآورد خطای و آورده به دست مدل پارامترهای برای اولیه ای برآورد اولیه، مشاهدات اساس

نمودند: محاسبه ٢ . ٢ صورت به

ˆ̃ϵi = ỹi −
n∑

j=٠
ˆ̃
βj x̃ij , i = ١, ..., n (٢ . ٢)

ͅ های پاس نیز ỹi و ورودی مشاهدات x̃ij و هستند اولیه شده برآورد پارامترهای ها ˆ̃
βj آن در که

هستند. اولیه شده مشاهده

١Efron
٢Bootstrap



۴١ فازی رگرسیون در استرپ بوت
به برآورد خطای برای استرپی بوت نمونه B تعداد جای·ذاری با روش با مرحله این در
B تعداد ∑n

j=٠ ˆ̃
βj x̃ij به خطاها این از کدام هر کردن اضافه با و تولید (ˆ̃ϵ(١), ..., ˆ̃ϵ(B)

) صورت
کردند. تولید را جدید مشاهده

ضرایب برای شده برآورد پارامتر مجموعه B و مدل B تعداد جدید، مشاهدات این با اکنون
میانگین حال ͬ دهیم. م نشان d = ١,٢, ..., B ˆ̃

β(d) با را آنها از کدام هر که ͬ شود م تولید مدل
آمد: خواهد بدست زیر صورت به استرپ بوت برآورد عنوان به پارامتر، هر برای برآورد، B این

ˆ̃
βB =

١
B

min

B∑
d=١

ˆ̃
β
(d)
.

با قیاس در روش این تحت مدل برای شده برآورد خطاهای مجموع که دادند نشان آن ها
برای بوت استرپ روش از نیز ٢٠١۵ و ٢٠١٣ ،٢٠١٢ سال های در است. کمتر دی·ر روش های
ال·وریتمͬ ساختار گردید. استفاده رگرسیونͬ مدل پارامترهای به مربوط اطمینان فواصل تهیه

است. مشاهده قابل ۴ ال·وریتم به مراجعه با آن، از استفاده و بوت استرپ روش اجرای برای

از استفاده با البته و بوت استرپ بازنمونه گیری روش و ساختار این از استفاده با و اینجا در
به را مدل استرپی بوت برآوردهای ،٢ . ٣ سوم داده های مجموعه برای ،[٨١] در شده ارائه متر

آورده ایم. بدست زیر صورت

̂̃yi = (٣٫۵٧۵, ٠٫٠٠)T + (٠٫۵۴١, ٠٫٩٧٣)T x̃١
شده اند تعریف آ  . ٣ بخش در که مدل ارزیابی معیارهای توسط شده تولید مدل ارزیابی همچنین

است. شده ارائه ۵ . ٢ جدول در



بوت استرپ از نایف بعد ΁ج به روش فازی رگرسیون مدل ضرایب برآورد ۴٢
.٢ . ٣ سوم داده های مجموعه در استرپی، بوت مدل برای ارزیابی معیارهای :۵ . ٢ جدول

SIM MPE مدل
S٣ S٢ S١ P٣ P٢ P١

٠٫۶١٢٩ ٠٫۶١٢٣ ٠٫۶١٢٧ ٠٫٧٣۶٧ ٠٫٧٣۶٩ ٠٫٧٣۶٨ استرپ بوت

΁ج طریق از فازی رگرسیون در نمونه گیری باز ۴ . ٢
استرپ بوت از بعد نایف

بودن تصادفͬ بواسطه ٢ . ٣ بخش در بوت استرپ روش از حاصل اریبی و استاندارد خطای
از استفاده با رساله از بخش این در ما لذا بود. خواهد تصادفͬ متغیر ΁ی آن تولیدی نمونه های
هم که ͬ دهیم م نشان مش΄ل این ͽرف بر علاوه فازی (JB) بوت استرپ٣ از بعد ج΁ نایف روش
استنباطͬ دیدگاه از هم و برازش نی΄ویی معیارهای از استفاده با یعنͬ مدل بهینگͬ لحاظ به
دادن نشان طور همین و ضرایب فرض آزمون بررسͬ جهت در اطمینان فواصل از بااستفاده و
استرپ بوت روش به نسبت بهتری عمل΄رد افتاده دور نقاط با مواجهه در بودن استوار خاصیت
از را JB روش عمل΄رد و بخشͬ اثر ما ͽواق در .[٧٩] دارد فازی مدل بندی روش های دی·ر و
استوار خاصیت و استاندارد خطای برای مناسب برآوردی تولید مدل، کردن بهینه منظر سه

باشد: زیر صورت به فازی رگرسیون مدل کنید فرض ͬ دهیم. م نشان تولیدی مدل بودن
ỹi = x̃⊤

i β̃ + ϵ̃i, i = ١,٢, . . . , n (٢ . ٣)
بردار iمین x̃i = (١, x̃i١, x̃i٢, . . . , x̃ip)⊤ ∈ Rp+١ شده، مشاهده ͺپاس iامین ỹi آن در که
ماتریس در ١ و فازی رگرسیونͬ مدل ضرایب بردار ،β̃ = (β̃٠, β̃١, . . . , β̃p)⊤ پیش·و، متغیرهای
است. آمده ϵ̃i صورت به مدل خطای جمله همچنین است. صفر پهنای با فازی عدد ΁ی طرح
،(JB) بوت استرپ از بعد ج΁ نایف آن دنبال به و بوت استرپ روش اجرای برای که آنجایی از
بردار آوردن بدست برای اولیه برآورد ΁ی به نیاز خطاها، از نمونه گیری باز ساختار از استفاده با
΁ی ما، کاربردی متر عنوان به [٨١] در شده ارائه متر و مدل از استفاده با ابتدا لذا داریم، خطا
نمونه گیری باز روش ΁ی (JB) روش خلاصه طور به ͬ سازیم. م رگرسیونͬ مدل از اولیه برآورد
ساختار اساس بر روش این ͬ گردد. م اجرا شده تولید استرپی بوت نمونه های روی بر که است

ͬ گردد. م اجرا است آمده کتاب نوزدهم فصل از چهارم بخش در که [۴٨] در پیشنهادی
از استفاده با رگرسیونͬ مدل در شده تولید استرپ بوت نمونه های که باشید داشته توجه البته
را استرپ بوت از بعد نایف ΁ج روش اجرای ١ ال·وریتم شده اند. حاصل خطاها استرپ بوت

ͬ دهد. م نشان
٣Jackknife-after-Bootstrap



۴٣ استرپ بوت از بعد نایف ΁ج طریق از فازی رگرسیون در نمونه گیری باز
احتمال (١− ١

B )B میزان به نمونه مشاهدات از i = ١,٢, . . . , n ،i نقطه هر برای .١ . ۴ . ٢ تبصره
به احتمال این .[۴٨] نشود ظاهر B اندازه به استرپ بوت نمونه در iام مشاهده که دارد وجود
برابر تقریبا که است نپر عدد e) بود خواهد e−١ با برابر کند میل B → ∞ وقتͬ مجانبی طور
،١ ال·وریتم از ۵ مرحله در ،B اندازه به استرپ بوت نمونه ΁ی در بنابراین ͬ باشد). م ٢/٧١٨
برای ستون ها، این است. نشده ظاهر iام مشاهده آن ها در داردکه وجود ستون تعداد m ≈ B

e

ͬ رود. م ب΄ار JB روش اعمال

JB روش محاسباتͬ ال·وریتم ١ ال·وریتم
ͬ گیریم. م نظر در بوت استرپی نمونه تعداد عنوان به را B :١ گام

صورت به اولیه برآورد ΁ی تحت شده برآورد خطای از تصادفͬ نمونه B تولید :٢ گام
زیر

ˆ̃ϵ(j) = Ỹ(j) − ˆ̃Y(j), j = ١, . . . , B
است. بوت استرپی نمونه شماره بیانگر j آن در که

و دوم گام نمونه های از استفاده با جدید شده مشاهده ͅ های پاس محاسبه :٣ گام
زیر فرمول

ˆ̃Y∗(j) = ˆ̃ϵ
(j)
i + ˆ̃Y

(j)
i , j = ١, . . . , B

پارامترهای برآورد شده، تولید نمونه B از کدام هر برای بوت استرپ) (برآورد :۴ گام
زیر صورت به بوت استرپی برآورد اکنون ͬ آوریم. م به دست را فازی رگرسیونͬ مدل

بود: خواهد
ˆ̃βB =

١
B

min
B∑
j=١

β̃
(j)
.

است. jام بوت استرپی نمونه به مربوط رگرسیونͬ مدل برآورد بیانگر β̃(j) آن، در که
شامل کدام هر و گروه n به { ˆ̃Y∗(١), . . . , ˆ̃Y∗(B)

} تقسیم با (JB (برآوردگر :۵ گام
مراجعه ١ . ۴ . ٢ تبصره (به پایه نمونه داده های از مشاهده هر برای ستون m ≈ B

e

حذف طرح ماتریس در را مشاهده آن با متناظر سطر امین i گروه، هر برای شود).
نمایش ˆ̃βhi با و آورده به دست ستون m از کدام هر برای را β̃ برآورد سپس ͬ شود. م

: از عبارتست JB برآورد اکنون ͬ دهیم. م
ˆ̃βJB =

١
nm

( n∑
i=١

m∑
h=١

ˆ̃βhi

)



بوت استرپ از نایف بعد ΁ج به روش فازی رگرسیون مدل ضرایب برآورد ۴۴

مدل ارزیابی معیارهای ١ . ۴ . ٢
از شده تولید مدل های ارزیابی برای استرپ، بوت و JB برآوردهای محاسبه از پس اکنون
این در همچنین شده اند. تشریح آ  . ٣، در که کرد خواهیم استفاده SIM و MPE معیارهای
شده استفاده استنباطͬ بخش در استفاده برای استرپی t‐بوت اطمینان فاصله از تحقیق

ͬ گردد. م تشریح ٢ ال·وریتم در آن ساخت روش که است
(CI) t‐بوت استرپی اطمینان فاصله ٢ ال·وریتم

ب·یرید. نظر در B اندازه به بوت استرپی نمونه ΁ی :١ گام
رابطه از استفاده با را ˆ̃β

(j)
k = (m̂

β̃
(j)
k
, l̂

β̃
(j)
k
, r̂

β̃
(j)
k
)LR بوت استرپی برآوردهای :٢ گام

z̃k =

m̂ ˆ̃
β
(j)
k

− m̂ ˆ̃
βB
k

se
(
m̂ ˆ̃

β
(j)
k

) ,
l̂ ˆ̃
β
(j)
k

− l̂ ˆ̃
βB
k

se
(
l̂ ˆ̃
β
(j)
k

) , r̂ ˆ̃β(j)
k

− r̂ ˆ̃
βB
k

se
(
r̂ ˆ̃
β
(j)
k

)
 , k = ٠, ١, · · · , p, j = ١, · · · , B

کنید. استاندارد
و t̂

(∗)
n−١,α٢ با ترتیب به و آورده بدست z̃k مقادیر در را (١ − α٢ ) و α٢ چندک های :٣ گام

کنید. مشخص است ∗ = m, l, r آن در که t̂
(∗)
n−١,١−α٢

, ∗ = m, l, r

آورید. به دست زیر صورت به استرپ بوت برآورد هر برای را اطمینان فواصل :۴ گام

[
m̂

β̃
(j)
k

+ t
(m)

n−١,α٢ se
(
m̂

β̃
(j)
k

)
, m̂

β̃
(j)
k

+ t
(m)

n−١,١−α٢
se
(
m̂

β̃
(j)
k

)]
[
l̂
β̃
(j)
k

+ t
(l)

n−١,α٢ se
(
l̂
β̃
(j)
k

)
, l̂

β̃
(j)
k

+ t
(l)

n−١,١−α٢
se
(
l̂
β̃
(j)
k

)]
[
r̂
β̃
(j)
k

+ t
(r)

n−١,α٢ se
(
r̂
β̃
(j)
k

)
, r̂

β̃
(j)
k

+ t
(r)

n−١,١−α٢
se
(
r̂
β̃
(j)
k

)]

استفاده استرپی t‐بوت اطمینان فاصله ساختار از اینجا در ما که باشید داشته توجه
است. شده پیشنهاد [١٣۴] در که کرده ایم

جهت در فازی، رگرسیونͬ مدل پارامترهای برای JB برآورد آوردن بدست از پس حال
به علاوه و بوت استرپ برآوردگر مش΄ل ͽرف مدل، بهبود در روش این اثرگذاری نمایش و بررسͬ
معیارهای عنوان از پس مدل، شده برآورد پارامترهای فرض آزمون بررسͬ در روش این تاثیر

داد. خواهیم نشان را روش این اثربخشͬ و کرده ارائه را واقعͬ مثال هایی مربوطه مقایسه
از عبارتست ˆ̃

βk مانند پارامتر هر بوت استرپ استاندارد برآوردانحراف همچنین

ŝe ˆ̃
βk

=

{√∑B
j=١ d٢( ˆ̃βj , ˆ̃βBk )
B − ١

} ١٢
, k = ٠, ١, .., p (۴ . ٢)

صورت به ˆ̃
βBk و ˆ̃

βk فازی اگراعداد همچنین



۴۵ استرپ بوت از بعد نایف ΁ج طریق از فازی رگرسیون در نمونه گیری باز
صورت به اقلیدسͬ فاصله طریق از d٢ آنگاه شوند، تعریف ˆ̃

βBk = (β̂Bk , sβ̂B
k
)T و ˆ̃

βk = (β̂k, sβ̂k
)T

ͬ گردد: م حاصل زیر

d̂٢( ˆ̃βk, ˆ̃βBk ) = (β̂k − β̂Bk
)٢

+
(
sβ̂k

− sβ̂B
k

)٢

(١٩٩٢) یانو و ساکاوا ساختگͬ مثال ٢ . ۴ . ٢
سوم داده مجموعه عنوان به انگیزشͬ مثال های بخش در که مثال این در موجود داده های
مورد [٨١ ،٩۶ ،٧٨] توسط ادامه در و گردید ارائه [١١۶] توسط بار است،اولین آمده ٢ . ٣ در
و “KC” ،“KT” عناوین با ترتیب به را فوق مدل سه ما گرفت. قرار تحلیل و تجزیه و استفاده
پیشنهادی مدل بهینگͬ ارزیابی بررسͬ به آن ها روی بر JB روش اعمال با و گرفته نظر در “NN”

است. آمده ۶ . ٢ جدول در حاصله نتایج پرداخته ایم. خود

سوم. داده های مجموعه برای JB روش ب΄ارگیری از بعد و قبل مدل ارزیابی معیارهای :۶ . ٢ جدول
JB روش اعمال از پس مدل JB روش اعمال از قبل مدل ارزیابی معیار
NN KC KT NN KC KT

٠٫٧٣۴٢ ٠٫٧۵٢٢ ٠٫٧٢٧۶ ٠٫٧٣٩۴ ٠٫٧٨۵٠ ٠٫٧٣٧٨ P١
٠٫٧٣۴١ ٠٫٧٣٨٨ ٠٫٧٣٣۶ ٠٫٧٣٩۵ ٠٫٧۴۵۴ ٠٫٧۴٣١ P٢
٠٫٧٣٣۶ ٠٫٧٢٨۶ ٠٫٧٢١۵ ٠٫٧٣٩٣ ٠٫٧۴٩١ ٠٫٧٣۴٠ P٣
٠٫۶١٣۶ ٠٫۵٩۶٣ ٠٫۶٢٣۴ ٠٫۶١٢١ ٠٫۵٧١۴ ٠٫۶١١٨ S١
٠٫۶١٣٨ ٠٫۶١٢٠ ٠٫۶٢٢١ ٠٫۶١١۵ ٠٫۵٩١۵ ٠٫۶١٠۴ S٢
٠٫۶١۴٢ ٠٫۶١٢٧ ٠٫۶٢٨۶ ٠٫۶١٢۵ ٠٫۵٨٧١ ٠٫۶١٣٢ S٣

آزموده گانه سه روش های در MPE مقادیر بودن کم وجود با ،۶ . ٢ جدول نتایج توجه با
کاهش است شده اعمال آن ها در JB روش که آن ها با متناظر مدل های در شاخص ها این شده،
این است. یافته افزایش مبنا مدل های مقابل در نیز شباهت مقادیر همچنین است. داشته
مدل های و گانه سه مدل های ضرایب همچنین است. شده داده نمایش ٢ . ١ نمودار در برتری
آخرین “KC” مدل در که باشید داشته توجه است. شده ارائه زیر جدول در آن ها متناظر JB

کنید). مراجعه [٧٨] به بیشتر جزییات (برای است خطا جمله شده، اضافه جمله



بوت استرپ از نایف بعد ΁ج به روش فازی رگرسیون مدل ضرایب برآورد ۴۶
داده های مجموعه در آن ها متناظر JB مدل های و مبنا مدل های برای شده برآورد ضرایب :٢ . ٧ جدول

سوم.
مدل ضرایب مدل ها

ˆ̃ϵi
ˆ̃
β١ ˆ̃

β٠
−−− (٠٫۴۴۴, ٠٫٠٨٠)T (۴٫١٠٣, ٠٫۵٠٠)T KT

−−− (٠٫۴۴١, ٠٫٠٢٢)T (۴٫٠٧١, ٠٫٣٢٨)T KT − JB

(−٠٫٠١١, ٠٫٩۴۵)T (٠٫۵٢٢, ٠٫٠٠٠)T (٣٫۵۶۵, ٠٫٠٠٠)T KC

(−٠٫٠١٣, ٠٫٧٢٣)T (٠٫۵١٨, ٠٫٠٠٠)T (٣٫۵۵٧, ٠٫٠٠٠)T KC − JB

−−− (٠٫۵۴٧, ١٫٠٠٠)T (٣٫۵٧٧, ٠٫٠٠٠)T NN

−−− (٠٫۵٣۵, ٠٫٩۶٨)T (٣٫۵۶٨, ٠٫٠٠٠)T NN − JB

MPE مقدار (آ)

باعث گانه سه مدل های روی بر JB روش اثر ͬ شود، م مشاهده ٢ . ١ نمودار در که همانطور
ͽواق در است. شده پایه متناظر مدل های با تقابل در SIM افزایش و MPE مقادیر کاهش

است. JB روش اعمال از پس مدلها عمل΄رد بیانگر مختلف رنگ های در نقطه چین خطوط
صورت به استرپی بوت اطمینان فواصل پیشنهادی، روش بهینگͬ ارزیابی ادامه در اکنون
شده تولید بازه طول مقایسه ابتدا در است: رفته ب΄ار منظر دو از اقدام این ͬ گردد. م ارائه زیر
بررسͬ در را بازه ها این ب΄ارگیری سپس و ͬ دهیم م انجام را JB و استرپ بوت روش دو توسط

داشت. خواهیم مدل دو ضرایب فرض آزمون



۴٧ استرپ بوت از بعد نایف ΁ج طریق از فازی رگرسیون در نمونه گیری باز

SIM مقدار (ب)
داده های مجموعه برای آن ها متناظر JB مدل های با آزموده مدل های شهودی مقایسه :٢ . ١ ش΄ل

.SIM مقدار (ب) MPE مقدار (آ) سوم.

پارامترها. برای استرپی بوت اطمینان فواصل :٢ . ٨ جدول
β̃١ β̃٠ مولفه روش

[٠٫٢٢٨, ٠٫۶۵۵] [٢٫١۶,۵٫۴٢] مرکز
استرپ (٠٫۴٢٨)بوت (٣٫٢۶٨)

[٠٫٠٠٠, ٠٫٠۴۵] [٠٫٠٠٠, ٠٫۶۵۶] پهنا
(٠٫٠۴۵) (٠٫۶۵۶)

[٠٫۴٠٣, ٠٫۴۶٨] [٣٫٨٩۶,۴٫٢۴۶] مرکز
JB

(٠٫٠۶۵) (٠٫٣۴٩)
[٠٫٠١٢, ٠٫٠٢۶] [٠٫٠٨۴, ٠٫٣٧۴] پهنا

(٠٫٠١۴) (٠٫٢٩٠)

JB و استرپ بوت روش دو برای که است درصدی ٩۵ اطمینان فواصل بیانگر ٢ . ٨ جدول
پرانتز در که آمده بدست اطمینان فواصل طول جدول، این نتایج به توجه با است. شده تولید
از کوتاه تر بسیار JB روش در پهناها، و مراکز در ضرایب، تمام برای است شده داده نشان
در استاندارد خطای کاهش بواسطه این که است استرپ بوت روش در آن ها متناظر فواصل

است. JB روش

که صورتͬ در پهناها بودن مثبت خاصیت بنابر که است آن نتایج این در تامل قابل نکته
نظر در صفر را آن ناچار به شود، منفͬ ضریب ΁ی پهنای به مربوط اطمینان بازه پایین حد



بوت استرپ از نایف بعد ΁ج به روش فازی رگرسیون مدل ضرایب برآورد ۴٨
پهنای مورد در مسئله این ͬ شود. م اطمینان بازه طول کاهش باعث حرکت این که ͬ گیریم م
مسئله این با JB روش در آنکه حال است داده رخ استرپ بوت مدل در شده برآورد ضرایب
طول از کوتاهتر JB روش در شده تولید اطمینان بازه طول بازهم حال این با نشده ایم. روبرو
ͬ توان م شهودی صورت به ٢ . ٢ شماره نمودار در است. استرپ بوت روش در اطمینان بازه

نمود. مشاهده را ٢ . ٨ جدول در آمده بدست نتایج
به که ضرایب فرضیه آزمون بررسͬ به آمده به دست اطمینان فواصل از استفاده با اکنون

ͬ پردازیم: م است شده ارائه زیر صورت

H٠ : β̃i ≈ {٠} , i = ٠, ١,

است. رفته ب΄ار برابر تقریبا مفهوم به ≈ و صفر پهناهای با صفر فازی عدد {٠} آن در که
ͬ گیریم. م نظر در جداگانه طور به را ضرایب پهناهای و مرکز فرضیه، آزمون این مطالعه برای
شده ارائه ٢ . ٨ جدول در که همانطور دقیقاً مربوطه اطمینان های فواصل ایجاد از بعد یعنͬ،
باشند، صفر مقدار شامل بازه ها این اگر اطمینان، فاصله از حاصل استنباط های طبق است،

ͬ پذیریم. م را صفر فرضیه

حالت هایی شامل ورودی متغیرهای از برخͬ برای فازی ضرایب برآورد که آنجا دی·ر، سوی از
با مرتبط بازه های مراکز، برای حداقل اگر، که ͬ گیریم م نتیجه باشد، (٠, s)T یا (٠, ٠)T چون
ͬ کنیم م حذف شده برازش مدل از و گرفته نظر در صفر” ”حدودا را باشدآن ها صفر شامل آن ها

کنید). مراجعه [۶۵] به بیشتر جزئیات (برای هستند ناموثر متغیرهای آن ها زیرا
۵ داری معنͬ ͹سط در اطمینان، فواصل براساس شده برآورد پارامترهای برای اینجا، در

ͬ شوند. م پذیرفته مدل دو هر در آمده بدست ضرایب درصد،

ضرایب پهنای (آ)



۴٩ استرپ بوت از بعد نایف ΁ج طریق از فازی رگرسیون در نمونه گیری باز

ضرایب مرکز (ب)
مرکز (ب) ضرایب پهنای (آ) JB و استرپ بوت بین اطمینان فواصل شهودی مقایسه :٢ . ٢ ش΄ل

ضرایب.

پاسخ·ویی زمان مثال ٣ . ۴ . ٢
دارای است، آمده ٢ . ١ در که اول داده های عنوان به انگیزشͬ مثال های بخش در که داده ها این
مدل های از ما اینجا، در است. متقارن مثلثͬ فازی متغیر ΁ی و فازی غیر ورودی متغیر سه
در که D٣ متر اساس بر که خود پیشنهادی مدل با مقایسه برای [٩٣] و [٣۶] ،[١۵٠] ،[٨١]
آن ها و کرده ایم استفاده ͬ شود، م تولید JB روش تحت شده اند، تشریح ضمیمه آ  . ٢ . ١ بخش
علامت گذاری «MT «مدل و «CDGS «مدل ،«ZFLمدل» ،« KT «مدل با ترتیب به را

کرده ایم.
بهینگͬ ارزیابی خصوص در ۴ (GOF ) برازش نی΄ویی معیارهای ارائه بر علاوه مسیر این در
آزمون بررسͬ و اطمینان فواصل تولید و آزمایش مورد مدل های دی·ر مقابل در پیشنهادی مدل
بررسͬ مورد افتاده دور نقاط با مواجهه در هم را JB روش بودن استوار خاصیت ضرایب، فرض

شد. خواهد تشریح ادامه در که داده ایم قرار
در شهودی لحاظ به که دارند وجود مشاهداتͬ گه گاه مشاهدات مجموعه از سری ΁ی در
لحاظ به و ͬ گیرند م قرار مشاهدات دی·ر از دورتر حبابی نمودار به موسوم پراکنش های نمودار
دارای دست، این از و [٧۶] و [٣۵] (CD) کوک۵ فاصله چون شاخص هایی اساس بر و تکنی΄ͬ
در (پرت) افتاده دور نقاط عنوان به که ͬ دهند م نشان را مشاهدات دی·ر به نسبت دورتر فاصله
نمودار ،(٢ . ٣ نمودار ) حبابی پراکنش نمودار بر علاوه هم مثال این در ͬ شوند. م گرفته نظر

است. شده ارائه نیز (۴ . ٢ (نمودار کوک فاصله

ب΄ارگیری برای هستند فازی ،ͺپاس متغیر در استفاده مورد داده های آنجایی که از .٢ . ۴ . ٢ تبصره
تبدیل فازی غیر داده های به ثقل مرکز عمومͬ روش طریق از را آن ها CD تشخیصͬ روش

۴Goodness of fit
۵Cook distance



بوت استرپ از نایف بعد ΁ج به روش فازی رگرسیون مدل ضرایب برآورد ۵٠
کرده ایم.

(ب) افتاده دور نقطه با (آ) دورافتاده نقطه عنوان به سوم مشاهده بدون و با حبابی نمودار :٢ . ٣ ش΄ل
افتاده. دور نقطه بدون

دورافتاده. تقطه تشخیص در کوک فاصله نمودار :۴ . ٢ ش΄ل

در افتاده دور نقطه عنوان به ͬ توان م را سوم مشاهده حبابی پراکنش نمودار به توجه با
اساس بر (که ۴ . ٢ نمودار طبق آنجایی که از آن، بر علاوه گرفت. نظر در داده مجموعه این
شاخص بخاطر و است بیشتر مشاهدات دی·ر از سوم مشاهده فاصله شده اند) تولید CD مقادیر
است ۴

n از بیش سوم مشاهده برای CD مقدار چون است، شده پیشنهاد [١١] در که ارزیابی
اکنون گرفت. نظر در افتاده دور نقطه عنوان به را مشاهده این ͬ توان م نیز تکنی΄ͬ لحاظ به
بدون ی΄بار و مشاهدات کل با مدل هارا ی΄بار مثال این در نظر مورد اهداف به رسیدن برای
مربوطه جداول در را هدف مورد استنباط های و ارزیابی ها و داده برازش افتاده دور مشاهده

داد. خواهیم ارائه



۵١ استرپ بوت از بعد نایف ΁ج طریق از فازی رگرسیون در نمونه گیری باز
دورافتاده. نقطه حذف از بعد و قبل GOF ارزیابی معیارهای نتایج :٢ . ٩ جدول

پرت نقطه بدون پرت نقطه شامل مدل
S٣ S٢ S١ P٣ P٢ P١ S٣ S٢ S١ P٣ P٢ P١

٠٫٢٢٣۵ ٠٫٢١٢٠ ٠٫١٩٧١ ٣٫۴٧۴۶ ٣٫٧١٧٨ ۴٫٠٧۴۵ ٠٫١٨١٢ ٠٫١۶٢٨ ٠٫١۴٩٧ ۴٫۵٢٠٣ ۵٫١۴۴۴ ۵٫۶٨٠۵ KT

٠٫٢٣۶٨ ٠٫٢١۴٠ ٠٫٢٠٩١ ٣٫٢٢٢۵ ٣٫۶٧٢۶ ٣٫٧٨٣١ ٠٫١٨۴٣ ٠٫١۶٨٠ ٠٫١۴٩٨ ۴٫۴٢۵٧ ۴٫٩۵١١ ۵٫۶٧٩٩ ZFL

٠٫١۶٨٢ ٠٫١١٧٨ ٠٫١۶٠٨ ۴٫٩۴٣٨ ٧٫۴٨۶٨ ۵٫٢٢٠١ ٠٫١۴٨٩ ٠٫١٠۴٩ ٠٫١٢۵۵ ۵٫٧١٣٩ ٨٫۵٣١٨ ۶٫٩٧٠٨ CDGS

٠٫٢١٨١ ٠٫٢٠٧٩ ٠٫١٧٩٢ ٣٫۵٨۵٢ ٣٫٨٢۶۴ ۴٫۵۵٨١ ٠٫١۵٧۵ ٠٫١۴۶٨ ٠٫١۴٨٨ ۵٫٣۴٨١ ۵٫٨١١٩ ۵٫٧١٨۴ MT

٠٫٣٢٣١ ٠٫٣٠١١ ٠٫٣۵٧٣ ٣٫٠٠١۵ ٣٫٣٨٧٢ ٣٫١۴٩٣ ٠٫٣١۵١ ٠٫٢٨٩٧ ٠٫٣۵٣٠ ٣٫١١٠١ ٣٫۵٨۵۵ ٣٫٢٣۶۶ KT − JB

آمده به دست مقادیر مشاهدات، کل با بررسͬ در اول بخش در ،٢ . ٩ جدول نتایج اساس بر
است. آزمایش مورد روش های دی·ر از کمتر JB روش در MPE ارزیابی شاخص های تمامͬ برای
مدل شباهت میزان درآن ها که است گونه ای به SIM شباهت شاخص های مورد در موضوع این
شده نتیجه عددی مقدار P١ معیار در مثال برای است. بیشتر مدل ها دی·ر به نسبت JB
مدلهای در معیار این که است بدست آمده ٣٫٢٣۶۶ با برابر JB روش تحت تولیدی مدل برای
مثال، برای نیز شباهت شاخص مورد در است. ۵٫۶٧٩٩ عددی مقدار حالت، بهترین در رقیب
شده مشاهده پاسخهای با JB روش به تولیدی پاسخهای برای S١ در آمده بدست عددی مقدار
حالت بهترین در رقیب مدلهای مورد در این که ͬ دهد م نشان را درصد ٣۵ میزان به شباهتͬ
توسط شده تولید مدل بهتر عمل΄رد بیانگر حاصله نتایج ترتیب بدین است. درصد ١۵ با برابر

است. رقیب مدلهای به نسبت JB روش

وضوح به اول، نگاه در افتاده دور نقطه وجود بدون شده تولید مدل های یعنͬ دوم بخش در
این با کرد مشاهده رقیب مدل چهار در ͬ توان م را SIM مقادیر افزایش و MPE مقادیر کاهش
بهتری عمل΄رد کماکان ارزیابی، شاخص دو هر در اول مرحله در شده تولید JB مدل که تفاوت
دوم بخش در شده تولید JB مدل همچنین دارد. جدید حالت در رقیب مدل های به نسبت
MPE ارزیابی شاخص های کاهش باعث امر این و ندارد اختیار در را افتاده دور نقطه اینکه با
اول بخش در آمده به دست مقادیر به نسبت تغییرات این اما است، شده SIM مقادیر افزایش و
این است. دار معنͬ شده ایجاد تغییرات رقیب مدلهای در که ͬ است حال در این است بسیارکم
از روش این ناچیز تاثیرپذیری ͽدرواق و JB روش در استواری خاصیت وجود بیانگر مطلب

است. دورافتاده نقطه
مشاهده ۶ . ٢ نمودار در ͬ توان م را فوق جدول از شده استنباط مطالب شهودی بررسͬ
شاخص افزایش و MPE شاخص  کاهش ͬ شود، م مشاهده ۶ . ٢ نمودار در که همانطور کرد.
نقطه حضور عدم و حضور وضعیت دو هر در رقیب مدلهای به نسبت پیشنهادی روش در SIM

مطالعه مورد مدل های دی·ر مقابل در JB مدل بهتر عمل΄رد بیانگر مشاهدات در دورافتاده
تغییر وجود با افتاده دور نقطه وجود عدم حالت در شده برازش مدل های آن بر علاوه است.
مغلوب پرت، نقطه وجود با تولیدی JB مدل با رقابت در همچنان شدن بهینه و محسوس



بوت استرپ از نایف بعد ΁ج به روش فازی رگرسیون مدل ضرایب برآورد ۵٢

شده برآورد ͺپاس تصویر :۵ . ٢ ش΄ل

بدون وضعیت در بهینگͬ معیارهای حالت، دو در JB مدل مقایسه در همچنین شده اند.
به نسبت روش این بودن استوار بواسطه را محسوسͬ تغییر چندان دورافتاده، نقطه حضور

ͬ دهند. نم نشان پرت نقاط

از: عبارتست افتاده دور نقطه حضور در پیشنهادی مدل
ˆ̃yi =(١٫٨٠٢٣, ٠٫١۶٢٧)T + (−٠٫٣٧١٨, ٠٫٩٧٨٧)Tx١

+ (−١٫١۴۴٩, ٠٫٣٢٢٧)Tx٢ + (٠٫۴٢٢۵, ٠٫١٠٩١)Tx٣
شده تولید JB روش تحت شده تولید مدل براساس که فوق رگرسیونͬ معادله به توجه بنابراین
خارج در خدمه تجربه مدت سال، (x١ = ١) کنترل اتاق داخل در خدمه تجربه مدت اگر است،
آنگاه ب·یریم، نظر در سال x٣ = ١٢ را خدمه تجصیلات مدت و سال x٢ = ١٫۵ کنترل اتاق
اینکه فرض با یعنͬ که ،(۵٫۴۴٣٢,٢٫٩٣۴۶)T با است برابر JB روش توسط شده برآورد ͺپاس
تحصیلات مدت و سال و نیم ΁ی اتاق خارج در و سال  ΁ی کنترل اتاق داخل در او تجربه مدت
غیر رویداد ΁ی به کنترل اتاق داخل خدمه شناختͬ ͺپاس زمان مدت باشد، سال ١٢ فرد این

است. سال ۵٫۴۴٣٢ حدوداً مثلثͬ فازی عدد ΁ی عادی
روش کاهشͬ اثر دادن نشان برای اکنون است. فازی عدد این شهودی تصویر ؟؟ نمودار
بوت اطمینان فواصل آن ها، فرض آزمون بررسͬ و شده برآورد ضرایب استاندارد خطای در JB
بخشͬ اثر بر علاوه تا ͬ آوریم م بدست ٢ . ١٠ جدول در ضرایب پهناهای و مراکز برای را استرپی
فراهم زیر فرضیه آزمون در ب΄ارگیری مقدمات و استرپ بوت مقابل در را JB روش بهینگͬ، و

باشیم. آورده
تولید درصد ٩۵ اطمینان فواصل طول که ͬ شود م مشاهده ،٢ . ١٠ جدول نتایج به توجه با
است استرپ بوت مدل در آن ها طول از کوتاهتر بسیار JB روش پهناهای و ضرایب برای شده
برآورد ضرایب به مربوط استاندارد خطای کاهش در JB روش بخشͬ اثر بیانگر تنها نه این که
افزایش از بوت استرپی، ضرایب استاندارد خطای برای مناسبی برآورد عنوان به بل΄ه است شده

ͬ کند. م جلوگیری آن اندازه از بیش
پهناها، بودن نامنفͬ خاصیت بواسطه که، است آن بود خواهد توجه قابل که دی·ری نکته
که ͬ گیریم م نظر در صفر را آن اجبار به شود منفͬ اطمینان فاصله پایین حد که صورتͬ در



۵٣ استرپ بوت از بعد نایف ΁ج طریق از فازی رگرسیون در نمونه گیری باز
در اما است. استرپ بوت روش ͽنف به ضرایب پهنای اطمینان فاصله طول کاهش در امر این
وجود با بل΄ه نیست دارا را شرایط این JB روش تنها نه ٢ . ١٠ جدول نتایج طبق و فوق مثال
از کوتاهتر بسیار JB روش در پهناها اطمینان بازه طول هم باز استرپ، بوت ͽنف به امتیاز این
درک قابل وضوح به ٢ . ٧ نمودار در برتری این تصویر است. استرپ بوت روش در آن ها طول

است. مشاهده و
است) اطمینان فاصله طول پرانتز داخل (مقادیر استرپی. t‐بوت اطمینان فواصل :٢ . ١٠ جدول

β̃٣ β̃٢ β̃١ β̃٠ مولفه روش
[−٠٫٣۴۶, ٠٫٩٢١] [−٣٫٠۵۴, ١٫٢٣٨] [−٣٫١۴۵,٢٫٠١٢] [−٠٫۶١٧,٣٫۴٠۶] مرکز

استرپ (١٫٢۶٧)بوت (۴٫٢٩٢) (۵٫١۵٧) (۴٫٠٢٣)
٠٫٠٠٠, ٠٫٢١٨]] [٠٫٠٠٠, ٠٫۶۴۵] [٠٫٠٠٠, ١٫٨٨۶] [٠٫٠٠٠, ٠٫٣٢۵] پهنا

(٠٫٢١٨) (٠٫۶۴۵) (١٫٨٨۶) (٠٫٣٢۵)
[٠٫٢۶٧, ٠٫۵٧٧] [−١٫٢۵٠٫−,٩۶٠٧] [−٠٫٩٠٢, ٠٫٠٣١] [٠٫۴٠٣,٢٫٣٧۶] مرکز

JB(٠٫٣١٠) (٠٫۶۵٢) (٠٫٩٣٣) (١٫٩٧٣)
[٠٫٠٧۵, ٠٫١٢٧] [٠٫٢٧٣, ٠٫٣۵۶] [٠٫۶٧۴, ١٫١۶۶] [٠٫٠٧٨, ٠٫٢١٢] پهنا

(٠٫٠۵٢) (٠٫٠٨٣) (٠٫۴٩٢) (٠٫١٣۴)

MPE (آ)

SIM (ب)
.SIM (ب) MPE (آ) دورافتاده: نقطه با مواجهه در JB روش عمل΄رد تصویر :۶ . ٢ ش΄ل



بوت استرپ از نایف بعد ΁ج به روش فازی رگرسیون مدل ضرایب برآورد ۵۴

ضرایب پهنای (آ)

ضرایب مرکز (ب)
(ب) ضرایب پهنای (آ) JB و استرپ بوت روش دو در آمده بدست اطمینان فواصل مقایسه :٢ . ٧ ش΄ل

ضرایب مرکز

دو هر ضرایب برای استرپی بوت اطمینان فواصل تولید و مدل ضرایب ارائه از پس اکنون
ͬ پردازیم. م زیر آزمون بررسͬ به روش

H٠ : β̃i ≈ {٠} , i = ٠, ١,٢,٣
است. رفته ب΄ار برابر تقریبا مفهوم به ≈ و صفر پهناهای با صفر فازی عدد {٠} آن در که

ͬ گیریم. م نظر در جداگانه طور به را ضرایب گسترش و مرکز فرضیه، آزمون این مطالعه برای
شده ارائه ٢ . ١٠ جدول در که همانطور دقیقاً مربوطه اطمینانهای فواصل ایجاد از بعد یعنͬ،
باشند، صفر مقدار شامل بازه ها این اگر اطمینان، فاصله از حاصل استنباط های طبق است،
متغیرهای از برخͬ برای فازی ضرایب برآورد که آنجا دی·ر، سوی از ͬ پذیریم. م را صفر فرضیه
برای حداقل اگر، که ͬ گیریم م نتیجه باشد، (٠, s)T یا (٠, ٠)T چون حالت هایی شامل ورودی
مدل از و گرفته نظر در صفر” ”حدودا را باشدآن ها صفر شامل آن ها با مرتبط بازه های مراکز،



۵۵ استرپ بوت از بعد نایف ΁ج طریق از فازی رگرسیون در نمونه گیری باز
[۶۵] به بیشتر جزئیات (برای هستند ناموثر متغیرهای آن ها زیرا ͬ کنیم م حذف شده برازش

کنید). مراجعه
صفر فرض ،٢ . ٧ در فواصل این با متناظر نمودار و ٢ . ١٠ جدول نتایج طبق و اساس این بر
تمامͬ و شده پذیرفته درصد ۵ داری معنͬ ͹سط در استرپ بوت مدل ضرایب تمامͬ برای
x١ متغیر تنها JB مدل برای آمده بدست نتایج مورد در اما شد. خواهند حذف مدل از ضرایب

ͬ شود. م خارج مدل از داردکه صفر شامل درصدی ٩۵ اطمینان بازه که است

گیری نتیجه ۴ . ۴ . ٢
مدل ضرایب تخمین در بالایی کارایی از استرپ بوت روش ΁کوچ نمونه های با مواجه در
برای ͬ شود. م تصادفͬ برآورد، استاندارد خطای حال این با است. برخوردار فازی رگرسیونͬ

کردیم. پیشنهاد را JB روش ما مقاله، این در تخمین، بهبود و نقص این با مقابله
گردید. حاصل زیر نتایج JB روش ب΄ارگیری با فصل این در

پارامترهای معیار انحراف برآورد در کارآمد و ساده روش ΁ی عنوان به JB روش از استفاده الف)
که استرپ بوت روش در شده تولید معیار انحراف بودن تصادفͬ مش΄ل بواسطه مدل

است. شده پیشنهاد آن ͽرف برای JB روش و اشاره آن به تفصیل به [۴٨] در
بخش در که شده آزمایش مدل های دی·ر مقابل در فازی رگرسیونͬ مدل های بهتر برازش ( ب

است. شده داده نشان ٣ . ۴ . ٢ و ٢ . ۴ . ٢
استرپ بوت روش مقابل در JB روش در استرپی بوت اطمینان فواصل شدن کوتاه ( ج

برآوردشده. ضرایب استاندارد خطای کاهش به واسطه
بهینگͬ لحاظ از برتری حفظ با پرت نقاط اثر با مواجهه در استواری خاصیت بودن دارا ( د

است. گرفته قرار بررسͬ مورد ٣ . ۴ . ٢ بخش در که دی·ر مدل های مقابل در
استرپ بوت نمونه تعداد که است اعتماد قابل مواردی در فقط JB روش که است ذکر به لازم
بیش دارای ۵٠ از کمتر تکرارهای برای و باشد تکرار ٢٠٠ از بیش یعنͬ بزرگ کافͬ اندازه به
است. اجرا قابل d‐حذفͬ نایف ΁ج روش از استفاده با نیز هموار عیر حالت در است. برآورد
گسترش ͬ تواند م آینده مطالعات کنید). مراجعه [۴٨] از ٢٧۵-٢٨٠ صفحه ،١٩.۴ بخش (به
شود. گرفته نظر در d‐حذفͬ نایف ΁ج روش از استفاده با هموار غیر مدل سازی در را JB

شود. اعمال فازی‐بازه ای مجموعه های برای ͬ تواند م همچنین ما روش





٣ فصل
فازی انقباضͬ رگرسیونͬ مدل های

مقدمه ٣ . ١
برآوردگرهای روی بر کار رگرسیونͬ مدل بندی در گردید، بیان رساله ابتدای در که همانطور
بررسͬ قابل منظر دو از کار این ͬ شوند. م محسوب مدل بهینگͬ افزایش جهت دیدگاه ΁ی
روی΄رد اولین عنوان به انقباضͬ روش های دهندگͬ بهبود اثر و بررسͬ به بخش این در است.
از کمتر واریانس با ولͬ اریب برآوردگر ΁ی بحث، این در ͬ پردازیم. م خصوص این در شده ذکر
بین توازن در نااریب برآوردگر مقایسه در برآوردگر این ͽواق در ͬ شود. م تولید نااریب برآوردگر
ͬ کند. م تولید را کمتری خطای دوم توان میانگین ، واریانس و اریبی (کاهش) افزایش میزان
آورده ٢.١ و ١.١ بخش ”ب” پیوست در انقباضͬ برآوردگر عمل΄رد نحوه در جامͽ تر توضیحات

است. شده
ضمنͬ، یا صریح طور به برآورد، در اریبی تدریجͬ ایجاد با که است روشͬ انقباضͬ روش
داده های مدل سازی در دی·ر، طرف از ͬ بخشد. م بهبود را (MPE) پیش بین١ͬ خطای میانگین
اثر کنند. تولید عمل΄رد نظر از را سازگارتر مدل های ͬ توانند م یافته بهبود روش های پیچیده،
،[١۵٢] در ͬ توان م را آن ها بودن فازی غیر ماهیت علیرغم یافته بهبود روش های از برخͬ بخشͬ
یافته بهبود روش ΁ی عنوان به انقباض استراتژی از ما اینجا، در کرد. مشاهده [٣٨] [٣٧]و
از مم΄ن است که را (اولیه) خام برآورد استراتژی این ͬ کنیم. م استفاده فازی مدل سازی در

١Mean prediction error



فازی انقباضͬ رگرسیونͬ مدل های ۵٨
نوآورانه روی΄ردهای یا و خطا دوم توان کمترین درستنمایی، ماکزیمم مانند مختلفͬ روش های
MPE با ترکیبی برآورد ΁ی نهایت در و ͬ کند م منقبض هدف برآورد ΁ی سمت به آید، بدست

ͬ دهد. م ارائه خام برآورد با مقایسه در کوچ΄تر
معروف انقباضͬ برآورد روش از فازی رگرسیون مدل ضرایب تخمین برای ما بخش، این در
که هنگامͬ اغلب انقباضͬ روش های برده ایم. بهره [١٢٣] استاین نوع انقباضͬ برآورد به
به ͬ شود. م استفاده است، دسترس در مدل پیش بینͬ بهبود برای نمونه ای غیر اطلاعات
که است X + ωg(X) صورت به انقباضͬ برآوردگر ،X مانند برآوردگر هر برای دی·ر، عبارت
تغییر بدون برآورد بهبود برای ͽواق در است. ٠ < ω < ١ و گوییم انقباضͬ ثابت را ω آن در
برآوردگر ͬ توان م ناچیز بسیار زمانͬ و محاسباتͬ هزینه با همچنین و هدف توابع یا شرایط در
ای نمونه غیر اطلاعات سوی از است مم΄ن که خاصͬ عددی مقدار سمت به را X شده تولید
انجام ضفر عدد سمت به استاین نوع انقباضͬ برآورد در انقباض این کرد. منقبض باشد آمده

ͬ پذیرد. م
است: مطالعه قابل زیر موارد ادامه در

فازی رگرسیونͬ مدل در استاین نوع انقباضͬ روش از استفاده الف)
مدل ΁ی تولید و پارامترها برآورد در (IFS) ٢ ی΄پارچه فازی انقباضͬ روش بنام روشͬ ارائه ب)
ارزیابی های معیارهای تحت دی·ر مدل های و روش ها با مقابسه در که فازی رگرسیونͬ

.٣ . ٣ بخش است بهتری عمل΄رد دارای مختلف،
استرپ. بوت روش تحت و فازی فرض آزمون ΁ی اساس بر ضرایب فرض آزمون بررسͬ ج)

استاین نوع انقباضͬ مدل ٣ . ١ . ١
ͬ کنیم. م ارائه را فازی استاین نوع انقباضͬ شده،مدل ذکر مطالب به توجه با قسمت این در

باشد: ٣ . ١ صورت به فازی رگرسیونͬ مدل کنید فرض
ỹi = ⊕p

j=٠(β̃j ⊗ x̃ij)⊕ ϵ̃i, x̃i٠ = (١, ٠, ٠), i = ١,٢, . . . , n (٣ . ١)
ماتریس از عضو ΁ی x̃ij و ͺپاس متغیر برای شده مشاهده فازی عدد امین i ،ỹi آن در که
β̃ = (β̃٠, β̃١, . . . , β̃p)⊤ بردار از عضو امین ،j β̃j همچنین است. LRفازی اعداد با ورودی متغیرهای

است. خطا جمله بیانگر ϵ̃i و LR فازی اعداد با رگرسیونͬ ضرایب عنوان به
داد: نمایش ٣ . ٢ صورت به ͬ توان م را شده برآورد مدل

ˆ̃yi = ⊕p
j=٠( ˆ̃βj ⊗ x̃ij), x̃i٠ = (١, ٠, ٠), i = ١,٢, . . . , n (٣ . ٢)

΁ی عمل΄رد تحلیل و تجزیه برای معیارها مهمترین از ی΄ͬ آماری، استنباط در آنجایی که ار
سمت به رگرسیون مدل ضرایب اولیه برآورد کردن منقبض با ما اینجا در است، MPE برآوردگر

٢Integrated fuzzy shrinkage



۵٩ مقدمه
انواع مورد در بیشتر جزئیات هستیم. برآورد آن MPE کاهش به قادر هدف، نقطه ΁ی یا صفر
شده اشاره تفصیل به [١١٩] ،[١١٨] در رگرسیون مدل در انقباضͬ برآورد از استفاده متداول
بین دوم توان فاصله از خطͬ غیر تابع ΁ی ،[٧۴] استاین نوع انقباض بین، این در است.
بر استاین نوع انقباضͬ روش اجرای از پس اینجا، در است. صفر مقدار و خام برآورد عناصر
ی΄پارچه فازی انقباضͬ پیشنهادی روش اصلاحͬ، ΁ی عنوان به فازی، رگرسیون ضرایب روی

ͬ دهیم. م ارائه پیشنهادی روش اش΄الات بر غلبه برای را (IFS)
(تولید فازی رگرسیونͬ مدل پارامترهای از برآورد ΁ی عنوان به ˆ̃β = (

ˆ̃
β٠, ˆ̃β١, ..., ˆ̃βp) فرض با

β̃ برای استاین نوع انقباضͬ برآورد عنوان به را ˆ̃
βS = (

ˆ̃
βS٠ , ˆ̃βS١ , . . . , ˆ̃βSp ) روش)، هر توسط شده

آن در که ͬ کنیم م تعریف
ˆ̃
βSj = (m̂S

βj
, l̂Sβj

, r̂Sβj
)LR = h⊤

j Gj , j = ٠, ١, . . . , p (٣ . ٣)
آن در که

Gj =


m̂βj

٠
l̂βj٠ r̂βj

 = Diag(m̂βj
, l̂βj

, r̂βj
)⊤ (۴ . ٣)

و

Hj =

((
١ − k

m̂٢
βj

)
,

(
١ − k

l̂٢βj

)
,

(
١ − k

r̂٢
βj

))⊤

(۵ . ٣)

تنظیم صفر سمت به انقباض میزان آن تغییر با که ͬ نامیم م انقباضͬ ثابت را k ∈ R+ اینجا در
برای ما که چرا است ناچیز بسیار روش این در محاسباتͬ هزینه که است ذکر به لازم ͬ شود. م
بدنبال را MPE کاهش ͬ که زمان تا و ͬ کنیم م استفاده اولیه برآورد از انقباضͬ برآورد ساخت

کنید. توجه زیر مثال به بهتر فهم برای ͬ کنیم. م اعمال را تغییر باشد داشته
ͬ کنیم م چای لیوان وارد عمودی صورت به را آن بیس΄وییت، کردن نرم برای معمول طور به
ساختار ΁ی این کنید فرض است. بیس΄وییت در شده نرم بخش بیشترین به رسیدن هدف، و
از اینکه با اریب، به آن عمودی حالت در تغییر با اکنون باشد. نااریبی خاصیت با برآوردی
ͬ آوریم. م بدست را بیس΄وییت از بیستری ͹سط شدن نرم اما ͬ شویم م خارج نااریبی حالت
تنها نه رو این از نیست. مجاز آن از بیش تر تغییر و است اعمال قابل خاصͬ میزان تا تغییر این
بیشترین تغییر، این از خاصͬ زاویه در بل΄ه داده ایم بهبود را خود هدف تغییر، از بازه ای در
برآورد در انقباضͬ ثابت توسط که است فرآیندی همان این داشت. خواهیم را هدف در بهینگͬ

ͬ گیرد. م انجام استاین نوع
مدل در اینکه وجود با (FLR) فازی٣ خطͬ رگرسیون مدل سازی در روش این ب΄ارگیری در
شد: خواهیم مواجه مش΄ل دو با ͬ کند م فراهم برآورد در را کوچ΄تر MPE ΁کلاسی رگرسیون

٣Fuzzy linear regression
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شدن منفͬ ام΄ان k مقدار افزایش با هستند، مثبت همواره پهنا مقادیر آنجایی که از .١

دارد. وجود آن ها
ارزیابی معیارهای اساس بر بررسͬ، مورد مدل های از کدام هر برای دی·ر، طرف از .٢
چندین FLR مدل هر در رو، این از داشت. خواهیم بهینه انقباضͬ ثابت ΁ی مختلف،
از بهینه مقدار ΁ی تولید بر علاوه که معنͬ بدین ͬ شود. م فراهم k بهینه مختلف مقدار
به نسبت کماکان مقادیر این از بازه ای در ما ارزیابی معیار هر اساس بر و مدل هر در k
k ΁ی مورد در نتواند است مم΄ن محقق حالت، این در داریم. بهتری MPE اولیه مدل
شرح به را استاین نوع انقباضͬ روش مش΄ل، دو این بر غلبه برای ب·یرد. تصمیم بهینه

ͬ کنیم. م اصلاح زیر

IFS پیشنهادی روش
استاین برآورد نام به را (آن که ͬ کنیم م استفاده (r̂S+βj

)l̂S+βj
از (r̂Sβj

)l̂Sβj
بجای اول مش΄ل ͽرف برای

از عبارتند ͬ خوانیم) م مثبت نوع
l̂S+βj

=

[(
١ − k

l̂٢βj

)
l̂βj

]+
= max

{
٠,
(

١ − k
l̂٢βj

)
l̂βj

}
r̂S+βj

=

[(
١ − k

r̂٢
βj

)
r̂βj

]+
= max

{
٠,
(

١ − k
r̂٢
βj

)
r̂βj

} (۶ . ٣)

از آن در که ͬ کنیم م استفاده مدل میانگین سازی روش ΁ی ز دوم، مش΄ل ͽرف برای همچنین
عنوان به را انقباضͬ ثابت های بازه اشتراک مقدار حداکثر انقباض، بهینه بازه های تمام بین
معیار هر بهینه سازی در که آنجا از تر، دقیق بیان به ͬ کنیم. م استفاده میانگین انقباضͬ ثابت
اشتراک آوردن بدست از پس ͬ کنیم، م پیدا k مقادیر برای مطلوب محدوده ΁ی ،GOF ارزیابی
ͬ گیریم. نظرم در مشترک انقباضͬ ثابت عنوان به را اشتراکͬ بازه مقدار حداکثر بازه ها، این
است. نوآوری و کار قوت نقطه رو، میانه مدل عنوان به IFS ی΄پارچه انقباضͬ روی΄رد بنابراین،
ارائه ٣ . ٣ دربخش که واقعͬ و شبیه سازی مثال های در ͬ توانید م را عملیات این از حاصل نتایج

ببینید. شد خواهد

فازی فرضیه آزمون ٣ . ٢
آزمایش روش بخش، این در متغیره، چند مدل های در پیشنهادی روش عمل΄رد ارزیابی برای
استرپ بوت نمونه ΁ی اساس بر و [٨۵] ٢٠١۵ سال در هم΄اران و لͬ توسط که فازی فرضیه

ب·یرید: نظر در زیر صورت به را فازی فرضیه ͬ دهیم. م ارائه را است پیشنهادشده
H٠ : β̃jα = ٠, j = ٠, ١, ..., p (٣ . ٧)



۶١ فازی فرضیه آزمون
β̃jα = [β̃Ljα , β̃

U
jα
] صورت به است فازی رگرسیونͬ مدل ضریب امین j آلفا‐برش ،β̃jα آن در که

است βWjα ≥ ٠ آن در که βWjα = ١٢
(
β̃Ujα − β̃Ljα

) و βCjα = ١٢
(
β̃Ujα + β̃Ljα

) گرفتن نظر در با آنگاه
ͬ کنیم م تعریف

d٢(β̃jα , ٠) =
√(

βCjα

)٢
+
(
βWjα

)٢

از: عبارتست رفته ب΄ار آزمون آماره اینرو از

Tα =

√√√√d٢( ˆ̃
βjα
s ˆ̃
βjα

, ٠) (٣ . ٨)

است. ˆ̃βjα معیار انحراف s ˆ̃
βjα

=

√ ∑n
i=١ d٢(ˆ̃yiα ,ỹiα

)
(n−p−١)∑n

i=١(xij−x̄j)٢ آن در که
΁ی اساس بر آلفا‐برش هر در صفر فرض پذیرش یا رد بررسͬ و آزمون اجرای برای اکنون

ͬ گیریم. م نظر در را ٣ ال·وریتم استرپ، بوت نمونه

(٣ . ٧) آزمون در P‐مقدار برای محاسباتͬ ‐ال·وریتم ٣ ال·وریتم
αh = αh−١+∆α, h = ٠, . . . ,∆α → ٠ آن در که αh = ١ که زمانͬ تا را پنجم تا اول گام

است. صفر α٠ برای اولیه مقدار دهید. ادامه است
ب·یرید. نظر در استرپ بوت نمونه B∗ تعداد :١ گام

کرده محاسبه استرپ بوت نمونه های برای را فازی رگرسیونͬ مدل ضرایب :٢ گام
استفاده با را کدام هر با متناظر انقباضͬ مقادیر و ببینید.) [٨۵ ،۴٨] در را (جزییات
بدست (۶ . ٣) تا (٣ . ٣) معادلات طریق از IFS مدل در تنظیم پارامتر مقدار بهترین از

کنید. نمادگذاری b∗ = ١,٢, . . . , B∗ ، ˆ̃β(b∗)
j با را آن و آورید

.[٨۵] کنید مشخص T
(b∗)
α مقادیر اساس بر را آزمون آماره تجربی توزیع :٣ گام

که {T (١)
α , T

(٢)
α , . . . , T

(B∗)
α } گروه از مقادیری نسبت ازطریق را p‐مقدار عدد : ۴ گام

ب·یرید. نظر در هستند Tα مساوی یا بزرگتر
هرگاه کنید رد γ داری معنͬ ͹سط در را صفر فرض : ۵ گام
p− value =

∑B∗

b∗=١ I
(
T

(b∗)
α ≥ Tα

)
B∗ < γ

بالا فرمول در پرانتز داخل شرط هرگاه یعنͬ است. نشانگر تابع بیانگر I(.) آن در که
صفر. اینصورت غیر در و است ΁ی باشد برقرار
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عددی مطالعات ٣ . ٣
در موجود روش های از برخͬ با IFS پیشنهادی روش عمل΄رد مقایسه برای بخش، این در
نمایش بر علاوه و کرده ارائه واقعͬ و شبیه سازی مثال بخش دو در را مثال هایی زمینه، این
بهینگͬ معیارهای طبق آزمایش مورد مدل های دی·ر مقابل در پیشنهادی مدل بهینه عمل΄رد

ͬ گذاریم. م نمایش به و اجرا نیز را مدل ضرایب با متناظر فرضیه آزمون ،GOF مدل

سازی شبیه مطالعه ٣ . ٣ . ١
و کیم توسط آمده به دست مدل روی بر را IFS پیشنهادی روش ما شبیه سازی مثال این در
با GOF معیارهای تحت را آن و کرده ایم اجرا شده است، ارائه ١٩٩٨ سال در که [٨٢] بیشو
نمونه ΁ی زیر مشخصات با رو این از ͬ کنیم. م مقایسه (Zeng) [١۵٠] و (KT) [٨١] مدل های

ͬ کنیم. م تکرار بار ٣٠ را فرآیند و تولید (٣ . ١) مدل از را تایی ٢٠
xi١ = z١ + ϵ١, z١ ∼ N(٣, ١٫۵) , ϵ١ ∼ N(٠, ٠٫٠۵) .١
xi٢ = z٢ + ϵ٢, z٢ ∼ N(٢, ١) , ϵ٢ ∼ N(٠, ٠٫٠۶)
xi٣ = z٣ + ϵ٣, z٣ ∼ N(٠, ١) , ϵ٣ ∼ N(٠, ٠٫٠۴)

β̃٠ = (٣, ٠٫٢)T , β̃١ = (٠٫١١, ١)T , β̃٢ = (١٫۵, ٠٫۵)T , β̃٣ = (٠, ٠٫٢)T .٢
ϵ̃i = (ϵi, sϵi)T , sϵi = |ϵi| , ϵi ∼ N(٠,٢) .٣

شده ارائه خلاصه طور به ٣ . ١ جدول در Zeng و KT انقباضͬ، مدل سه برازش ارزیابی نتایج
ͺپاس شباهت میزان مفهوم به SIM و پیش·ویی حطای متوسط بیانگر MPE آنجایی که از است.
نشان را مدل برتری SIM در افزایش و MPE در کاهش لذا است شده مشاهده با شده برآورد
کوچ΄تر مقادیری دارای IFS پیشنهادی مدل ͬ شود م مشاهده که همانطور بنابراین، ͬ دهد. م
بررسͬ مورد مدل های دی·ر به نسبت SIM معیارهای در بزرگتر مقادیری و MPE معیارهای در

است. پیشنهادی مدل برتری از نشان این و است
انقباضͬ روش برای شده شبیه سازی داده مجموعه ٣٠ میانگین ارزیابی برای GOF مقادیر :٣ . ١ جدول

دی·ر. مدل های مقابل در
GOF معیارهای

S٣ S٢ S١ P٣ P٢ P١ مدل
٠٫۴٧۶ ٠٫۴٩٠ ٠٫۴۶٣ ١٫۴٩٣ ١٫۴٣٣ ١٫٨٠۵ انقباضͬ
٠٫۴٣٣ ٠٫۴۴۵ ٠٫٣٩٠ ١٫٧۴۴ ١٫۶٧٣ ٢٫١٨٢ K.T

٠٫۴۵۶ ٠٫۴۶۵ ٠٫۴۴٢ ١٫۶۶٣ ١٫۶٠٢ ١٫٩٧٢ Zeng
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(ب) MPE مقادیر ( (آ شبیه سازی: داده های نتایج اساس بر مدل سه شهودی مقایسه :٣ . ١ ش΄ل
.SIM مقادیر

پیشنهادی مدل خصوص در MPE معیار به مربوط گانه سه ٣ . ١ نمودار به توجه با همچنین
که دارد قرار است شده طراحͬ رقیب مدل دو برای که دی·ر مثلث دو درون در داخلͬ) (مثلث
با (ب) نمودار در بخشͬ اثر این است. MPE معیار کاهش در پیشنهادی مدل بخشͬ اثر بیانگر
رقیب مدلهای مقابل در پیشنهادی مدل برای SIM شباهت معیار در یافته افزایش گانه سه ارائه
به مربوط مدلͬ روی بر را انقباضͬ روش ما که است تامل قابل نکته این است. مشاهده قابل
٢٠١٧ و [٨١] ٢٠١٢ سال های به مربوط مدل های با را آن و کرده ایم پیاده [٨٢] ١٩٩٨ سال
قدیمͬ مدل های در انقباض از استفاده با که ͬ دهد م نشان برتری این کرده ایم. مقایسه [١۵٠]
ضرایب آوریم. به دست جدید مدل های با مقایسه در خوبی عمل΄رد است مم΄ن هم هنوز
به دست شده شبیه سازی مدل تکرار امین ١٨ از که را فرآیند این در مدل بهترین به مربوط

کرده ایم. ارائه آن متناظر GOF مقادیر همراه به ٣ . ٢ جدول در است آمده
شده. شبیه سازی داده مجموعه امین ١٨ در انقباضͬ روش ارزیابی نتایج :٣ . ٢ جدول

S٣ S٢ S١ P٣ P٢ P١ ضرایب
٠٫۴٧۵ ٠٫۴٩٠ ٠٫۵٠۶ ١٫۵۵٢ ١٫٢٧٩ ١٫٢٢۴ ˆ̃

β٠ = (٣٫۵١۵, ٠٫٢٠٣)T
    ˆ̃

β١ = (٠٫١١٨, ٠٫٩٩٩)T
    ˆ̃

β٢ = (٠٫٧٩٠, ٠٫۵٠۴)T
    ˆ̃

β٣ = (٠٫٠٢٨, ٠٫١٠٣)T
در روش این عمل΄رد از نشان پارامترها واقعͬ مقادیر با شده برآورد مقادیر تقریبی نزدی΄ͬ

است. مناسب مدل ΁ی به دستیابی
فرض اساس بر ضرایب فرضیه آزمون بررسͬ به مدل بهینگͬ نمایش فرآیند ادامه در و اکنون

ͬ پردازیم: م ٣ . ٩
H٠ : β̃jα − β̃∗jα = ٠, j = ٠, ١,٢,٣ (٣ . ٩)

در مربوطه آزمون نتایج شده اند. شبیه سازی مدل در پارامترها واقعͬ مقادیر β̃∗jα، ها آن در که
P‐مقدارهای رفتار ،٣ . ٢ ش΄ل آن بر علاوه است. آمده ٣ . ٣ جدول در %۵ داری معنͬ ͹سط
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ͬ دهد. م نشان را مختلف آلفا‐برش های در آمده به دست

p‐مقدار. مسیر شهودی تحلیل :٣ . ٢ ش΄ل

معیار و Tα با همراه β̃jα برای ام شده١٨ شبیه سازی داده های در فرضیه آزمون نتایح :٣ . ٣ جدول
p‐مقدار.

‐برش آلفا ١٫٠ضریب ٠٫٨ ٠٫۶ ٠٫۴ ٠٫٢ ٠٫٠
١٫٨٨٧ ١٫٩١٢ ١٫٩٧٧ ٢٫١٠٨ ٢٫٢١۴ ٢٫٢٢۵ Tα

β̃٠α٠٫٢٨٢ ٠٫٢۶٩ ٠٫٢۶۶ ٠٫٢٧٨ ٠٫٢٨۶ ٠٫٢٩۴ p‐مقدار

١٫۵١٧ ١٫٧۶۶ ١٫٨۴٣ ١٫٩٨۵ ٢٫٢١۶ ٢٫٣٠١ Tα
β̃١α٠٫٠۵٣ ٠٫٠۶۵ ٠٫٠٧٩ ٠٫٠٩١ ٠٫١٠۵ ٠٫١١١ p‐مقدار

١٫۵١٧ ١٫٧۶۶ ١٫٨۴٣ ١٫٩٨۵ ٢٫٢١۶ ٢٫٣٠١ Tα
β̃٢α٠٫١١۶ ٠٫١١١٨ ٠٫١٢٩ ٠١٣۵ ٠٫١٣٨ ٠٫١۴٢ p‐مقدار

١٫۵١٧ ١٫٧۶۶ ١٫٨۴٣ ١٫٩٨۵ ٢٫٢١۶ ٢٫٣٠١ Tα
β̃٣α٠٫١٢٧ ٠٫١٢۴ ٠٫١٣٣ ٠٫١٣٨ ٠٫١۴۵ ٠٫١۵٣ p‐مقدار

‐p آنجایی که از ͬ شود م مشاهده ٣ . ٢ ش΄ل و ٣ . ٣ جدول در که حاصله نتایج اساس بر
ش΄ل در مختلف آلفا‐برشهای در آنها حرکت مسیر نمایش و جدول در حاصله مقدارهای
به مربوط آزمون های کل در صفر فرضیه لذا ͬ باشد م %۵ خطای ͹سط از بالاتر هم·ͬ فوق،
شده برآورد ضرایب تمامͬ که معنͬ بدین ͬ شود. م پذیرفته %۵ داری معنͬ ͹سط در ضرایب

نمود. حذف ͬ توان نم را هیچ΄دام و مانده مدل در
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واقعͬ داده های تحلیل ٣ . ٣ . ٢
بدون و اولیه مدل های به نسبت و واقعͬ داده های در را انقباضͬ روش عمل΄رد بخش، این در
قرار بررسͬ مورد GOF ارزیابی معیارهای از استفاده با مبنا، مدل هدف تابع و شرایط در تغییر
تحلیل فازی فرضیه آزمون ΁ی طͬ IFS مدل ضرایب وجود عدم یا وجود همچنین ͬ دهیم. م
برای مم΄ن حالت بهینه ترین در که پیشنهادی مدل های بخشͬ اثر تکمیل برای ͬ گردد. م
شهودی‐ نمودار از شده اند تولید عددی مثال های در پایه مدل مقابل در MPE معیارهای

کرده ایم. استفاده شده تشریح آ  . ۴ بخش در که تیلور استنباطͬ

اول مثال
اولین عنوان به ٢ . ١ در انگیزشͬ مثال های بخش در که واقعͬ داده مجموعه ΁ی از مثال این در
نشان [٨١] در طاهری و کل΄ین نما داده ها این اساس بر ͬ کنیم. م استفاده آمده، داده مجموعه
مثال این در دارد. بهتری عمل΄رد [٣۴] باکلͬ و چوی بامدل مقایسه در آن ها مدل که دادند
از پس ارزیابی، نتایج کنیم. مقایسه [٨١] در شده ارائه مدل با را انقباضͬ مدل ͬ خواهیم م
ارائه خلاصه طور به ۴ . ٣ جدول در GOF ارزیابی معیارهای توسط بحث، مورد مدل های تولید

شده اند.
اول. مثال در GOF ارزیابی معیارهای اساس بر پایه مدل و انقباضͬ مدل مقایسه :۴ . ٣ جدول

GOF ارزیابی معیارهای
S٣ S٢ S١ P٣ P٢ P١ مدل

٠٫٢۴٧ ٠٫٢٩٣ ٠٫٣۶١ ۴٫۵٣٣ ۴٫٨۶٢ ٣٫٠٠١ [٨١] مبنا
٠٫٢٨١ ٠٫٣٢٩ ٠٫۴٠٨ ٣٫۶٣٨ ٣٫٣۵٧ ٢٫٨٠۶ انقباضͬ
٠٫٠۴۶ ٠٫٠۴٩ ٠٫٠۵٠ ٠٫٠۵۴ ٠٫٠۴٠ ٠٫٠۴٩ (k) بهینه انقباضͬ ثابت

(٠, ٠٫١٨٣] (٠, ٠٫١٩٩] (٠, ٠٫١٧٣] (٠, ٠٫١۶٧] (٠, ٠٫١٨٨] (٠, ٠٫١٣۶] بهینگͬ محدوده

شده پیشنهاد روش از استفاده با مبنا مدل بود شده اشاره قبلا که همانطور جدول این در
مثبت نوع انقباضͬ روش اساس بر نیز شده ارائه انقباضͬ مدل و است شده تولید [٨١] در
به دست نتایج اساس بر است. آمده به دست پهناها) بودن نامنفͬ مش΄ل ͽرف (برای استاین
(اعداد را آن ها با متناظر k بهینه مقادیر ،GOF ارزیابی معیار هر برای ۴ . ٣ جدول در آمده
شده ارائه داشته مبنا مدل نسبت را مدل بهینگͬ در برتری بیشترین آن در که پرانتز) داخل
کماکان انقباضͬ مدل آن در که بازه هایی ،GOF بهینگͬ معیار هر براساس برآن علاوه است.
ارائه بهینگͬ، محدوده عنوان با (GOF معیار هر با (متناظر دارد بهتری عمل΄رد مبنا مدل از

است. شده گذاشته نمایش به ٣ . ٣ ش΄ل در برتری این است. شده
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(آ) اول: مثال در ارزیابی معیارهای اساس بر پایه مدل و انقباضͬ مدل شهودی مقایسه :٣ . ٣ ش΄ل
.SIM مقدار (ب) MPE مقدار

بدست مدل برای مدل ضرایب آزمون و بررسͬ به زیر فازی آزمون گرفتن نظر در با اکنون
ͬ پردازیم: م IFS در آمده

H٠ : β̃jα = ٠, j = ٠, ١,٢,٣ (٣ . ١٠)
است. شده خلاصه ۵ . ٣ جدول در j ∈ {٠, ١,٢,٣} هر برای فوق فرض آزمون نتایج

مقدار. ‐p معیار و Tα با همراه β̃jα هر فرض آزمون :۵ . ٣ جدول
آلفا‐برش ١٫٠ضریب ٠٫٨ ٠٫۶ ٠٫۴ ٠٫٢ ٠٫٠

٢٫٧١٧ ٢٫٨٣٠ ٢٫٩۶١ ٣٫٠٨٣ ٣٫٣١۶ ٣٫۴۶٢ Tα
β̃٠α٠٫٠١٨ ٠٫٠٢٣ ٠٫٠٢١ ٠٫٠۴٢ ٠٫٠۴۴ ٠٫٠۴٧ p‐مقدار

٢٫٨۶٧ ٢٫٩٢٢ ٢٫٩۵٣ ٣٫٠٨۵ ٣٫٢۵٣ ٣٫٣۶٧ Tα
β̃١α٠٫٠١٩ ٠٫٠٢٧ ٠٫٠٣٢ ٠٫٠۴٣ ٠٫٠۴٠ ٠٫٠۴۶ p‐مقدار

٢٫۴٨۴ ٢٫۵٩۶ ٢٫٧۴٣ ٢٫٨٨۵ ٢٫٩٣٧ ٣٫١٠٢ Tα
β̃٢α٠٫٠٢٢ ٠٫٠٢٩ ٠٫٠٣٩ ٠٫٠٣۶ ٠٫٠۴۵ ٠٫٠۴٧ p‐مقدار

٢٫۵١٧ ٢٫٧۶۶ ٢٫٨۴٣ ٢٫٩٨۵ ٣٫٠١١ ٣٫١٣٠ Tα
β̃٣α٠٫٠١٩ ٠٫٠٣٣ ٠٫٠٣۶ ٠٫٠۴٢ ٠٫٠۴۴ ٠٫٠۴٨ p‐مقدار

متناظر انقباضͬ مدل های همچنین و مبنا روش برای آمده بدست مدل های ۶ . ٣ جدول در
داشته توجه است. شده ارائه IFS میانگین مدل همراه به بهینگͬ معیار شش هر بهینه مقدار با
مقدار ماکزیمم اساس بر مدل این در انقباضͬ ثابت مقدار ،IFS مدل تعریف اساس بر که باشید
به توجه با مثال این در که ͬ گردد م حاصل بهینگͬ بازه های تمام اشتراک از آمده به دست بازه

بود. خواهد ٠٫١٣۶ با برابر انقباضͬ ثابت مقدارعددی تولیدی، بازه های
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اول. مثال برای IFS و انقباضͬ بهینه مبنا، شده برازش مدل های :۶ . ٣ جدول

مدل روش
ỹi = (−١۴٫٩٠٠, ٠٫٢۵٠)T ⊕w (−٠٫٢۵١, ٠٫٢۵٠)T ⊙w xi١ [٨١] مبنا
⊕w(−٠٫٩۵۶, ٠٫٢٢٢)T ⊙w xi٢ ⊕w (١٫۴۶٧, ٠٫٠٨۴)T ⊙w xi٣
ỹi = (−١۴٫٨٩۶, ٠٫٠٣۴)T ⊕w (−٠٫٠٣۵, ٠٫٠٣۴)T ⊙w xi١ ١

انقباضͬ
استاین نوع

⊕w(−٠٫٨٩٩, ٠٫٠٠٠)T ⊙w xi٢ ⊕w (١٫۴٢٧, ٠٫٠٠٠)T ⊙w xi٣
ỹi = (−١۴٫٨٩٧, ٠٫٠٩٠)T ⊕w (−٠٫٠٩١, ٠٫٠٩٠)T ⊙w xi١ ٢
⊕w(−٠٫٩١۴, ٠٫٠۴١)T ⊙w xi٢ ⊕w (١٫۴٣٧, ٠٫٠٠٠)T ⊙w xi٣
ỹi = (−١۴٫٨٩۶, ٠٫٠۵۴)T ⊕w (−٠٫٠۵۵, ٠٫٠۵۴)T ⊙w xi١ ٣
⊕w(−٠٫٩٠۴, ٠٫٠٠٠)T ⊙w xi٢ ⊕w (١٫۴٣١, ٠٫٠٠٠)T ⊙w xi٣
ỹi = (−١۴٫٨٩۶, ٠٫٠۵۴)T ⊕w (−٠٫٠۵۵, ٠٫٠۵۴)T ⊙w xi١ ۴
⊕w(−٠٫٩٠۴, ٠٫٠٠٠)T ⊙w xi٢ ⊕w (١٫۴٣١, ٠٫٠٠٠)T ⊙w xi٣
ỹi = (−١۴٫٨٩٧, ٠٫٠۶۶)T ⊕w (−٠٫٠۶٧, ٠٫٠۶۶)T ⊙w xi١ ۵
⊕w(−٠٫٩٠٨, ٠٫٠١۴)T ⊙w xi٢ ⊕w (١٫۴٣٣, ٠٫٠٠٠)T ⊙w xi٣
ỹi = (−١۴٫٨٩۶, ٠٫٠۵٠)T ⊕w (−٠٫٠۵١, ٠٫٠۵٠)T ⊙w xi١ ۶
⊕w(−٠٫٩٠٣, ٠٫٠٠٠)T ⊙w xi٢ ⊕w (١٫۴٣٠, ٠٫٠٠٠)T ⊙w xi٣
ỹi = (−١۴٫٨٩١, ٠٫٠٠٠)T ⊕w (٠٫٢٩٢, ٠٫٠٠٠)T ⊙w xi١ IFS
⊕w(−٠٫٨١۴, ٠٫٠٠٠)T ⊙w xi٢ ⊕w (١٫٣٧١, ٠٫٠٠٠)T ⊙w xi٣

ارزیابی معیارهای تمامͬ در را مدل بهینگͬ ،IFS روی΄رد ب΄ارگیری در آنجایی که از .٣ . ٣ . ١ تذکر
صفر در آن اثر است مم΄ن و شده بهینگͬ های بازه در فشردگͬ باعث این لذا داریم مدنظر
رخ زمانͬ بیشتر مسئله این که گردد. ظاهر IFS روی΄رد تحت شده برازش مدل پهناهای شدن
پیشنهاد حالت این در لذا باشند. ΁کوچ عددی مقدار لحاظ به مبنا مدل پهناهای که ͬ دهد م

شود. استفاده IFS مدل برای k بهینه مقادیر میانگین از که ͬ شود م
است. صورت به k = ٠٫٠۴٧ با مثال این در IFS مدل بنابراین

ỹi = (−١۴٫٨٩٧, ٠٫٠۵٧)T ⊕w (−٠٫٠۵٨, ٠٫٠۶٠)T ⊙w xi١
⊕w (−٠٫٩٠۵, ٠٫٠١)T ⊙w xi٢ ⊕w (١٫۴٠۵, ٠٫٠٠٠)T ⊙w xi٣

مختلف آلفا‐برش های در ضرایب تمامͬ برای آمده بدست p‐مقدارهای اساس بر اکنون
کرد. رد IFS مدل پارامترهای خصوص در را صفر فرضیه %۵ داری معنͬ ͹سط در ͬ توان م

ͬ دهد. م نشان شهودی صورت به را نتیجه این ۴ . ٣ ش΄ل
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p‐مقدار. معیار مسیر شهودی تحلیل :۴ . ٣ ش΄ل

(آ)

(ب)
مثال در ،k مختلف مقادیر در انقباضͬ مدل های و پایه مدل استنباطͬ و شهودی مقایسه :۵ . ٣ ش΄ل

پهنا. مقدار (ب) مرکز مقدار (آ) اول.
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مدل های بخشͬ اثر است، شده ارائه آ  . ۴ در که تیلور نمودار ساختار اساس بر اینجا در
عدد بخش دو هر برای ۵ . ٣ نمودار در مبنا مدل با مقایسه در را پیشنهادی استاین نوع انقباضͬ
ͬ دهد. م قرار مقایسه مورد را مولفه سه همزمان نمودار این داده ایم. نشان پهنا) و (مرکز فازی
مقادیر که است شده مشاهده ͅ های پاس با شده برآورد ͅ های پاس همبستگͬ میزان مولفه اولین
برآورد ͅ های پاس معیار انحراف دوم مولفه است. انطباق قابل دایره محیط روی در همبستگͬ
با شده مشخص و افقͬ محور در شده داده مقادیر شعاع به دایره هایی نیم که است شده
توسط شده تولید استاندارد خطای هم سوم مولفه ͬ دهند. م پوشش را مولفه این نقطه چین،
اختلاف این به مربوط اعداد این که است شده مشاهده مقادیر به نسبت شده برآورد پاسخهای

کرد. رصد ۵ . ٣ ش΄ل در مورب خط روی شده داده مقادیر با ͬ توان م را

΁نزدی و مثلث با که پیشنهادی مدل های همبستگͬ میزان (آ)، بخش در ،۵ . ٣ نمودار طبق
،٠٫٩ عددی مقدار به شده منتهͬ مورب خط در گیری قرار بواسطه ، دارد قرار افقͬ خط مرکز به
نشانداده توپر دایره با که مبنا مدل برای میزان این که است ٩٠٪ حدود واقعͬ مشاهدات با
استاندارد خطای و معیار انحراف همچنین است. شده داده نشان −٠٫٢۵ حدودا است شده
از کمتر بسیار کوچ΄تر، نیم دایره در گیری قرار به دلیل پیشنهادی مدل های توسط شده تولید
مدل به نسبت ملاحظه ای قابل اختلاف مدل) (پهناهای نیز (ب) بخش در است. مبنا مدل

ͬ شود. نم دیده مبنا

دوم مثال
ارائه ٢ . ٢ در داده مجموعه دومین عنوان به انگیزشͬ مثال های بخش در مثال این داده های
به ٢٠٠٩ سال در [۶٠] هم΄اران و حسن پور توسط شده ارائه مدل از مثال این در است. شده

کرده ایم. استفاده مبنا مدل عنوان
دوم. مثال در انقباضͬ پایه مدل های ارزیابی برای GOF مقادیر :٣ . ٧ جدول

GOF معیارهای
S٣ S٢ S١ P٣ P٢ P١ مدل

٠٫٢٠۶ ٠٫٢١٣ ٠٫٢٢۵ ۶٫۴۴۶ ۶٫١۵۴ ۵٫٩٩۴ [۶٠] مبنا
٠٫٢٢١ ٠٫٢۴۶ ٠٫٢٩٩ ۶٫٢٢٣ ۶٫٠۴ ۵٫٨٣٠ انقباضͬ
٢٫٣٩۴ ١٫۵١٠ ١٫۴١٨ ١٫٨۶٠ ١٫١٠٠ ١٫١٨٣ (k) بهینه انقباضͬ ثابت

[٠،٣٫٢۴۵) [٠،٢٫٣٨٠) [٠،٢٫٢۴۶) [٠،٣٫٠۶٠) [٠،١٫٧٣٠) [٠،١٫٧۵٩) بهینگͬ محدوده

مدلها، دی·ر به نسبت SIM مقادیر در افزایش و MPE مقادیر در کاهش با آنجایی که از
بخش در ٣ . ٧ جدول از حاصل نتایج به توجه با لذا گرفت خواهیم نتیجه را مدل بهینگͬ
پیشنهادی، مدل برای SIM مقادیر افزایش و MPE مقادیر کاهش ،GOF بهینگͬ معیارهای
مقادیر ͬ گیریم. م نتیجه را مبنا مقابل در استاین نوع انقباضͬ روش با آمده به دست مدل برتری
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است. شده ارائه جدول این در نیز آن ها بهینگͬ محدوده و معیارها از کدام هر با متناظر بهینه k

است. مشاهده قابل ۶ . ٣ نمودار در برتری این شهودی گزارش

مقدار (ب) MPE مقدار (آ) ارزیابی. معیارهای تحت انقباضͬ و پایه مدل شهودی مقایسه :۶ . ٣ ش΄ل
.SIM

p‐مقدار. معیار مسیر شهودی تحلیل :٣ . ٧ ش΄ل

p‐مقدار. معیار و Tα با همراه β̃jα ضریب هر فرض آزمون :٣ . ٨ جدول
آلفا‐برش ١٫٠ضریب ٠٫٨ ٠٫۶ ٠٫۴ ٠٫٢ ٠٫٠

٢٫٨٠٧ ٢٫٩٨٠ ٣٫١٩۶ ٣٫٣٨٣ ٣٫۵٠٨ ٣٫۶١٢ Tα
β̃٠α٠٫٠١٨ ٠٫٠٢٧ ٠٫٠٢٨ ٠٫٠٣٢ ٠٫٠٣٩ ٠٫٠۴٣ p‐مقدار

٢٫٩۶٧ ٢٫٩٧١ ٣٫٠٠۵ ٣٫١٧٢ ٣٫٢٧۴ ٣٫۴١۵ Tα
β̃١α٠٫٠١۵ ٠٫٠٢٧ ٠٫٠٢۶ ٠٫٠۴١ ٠٫٠۴٨ ٠٫٠۴۵ p‐مقدار

٢٫٨٨۴ ٢٫٩٣۶ ٢٫٩٩٣ ٣٫٠٨۵ ٣٫١٣٧ ٣٫٣٨۶ Tα
β̃٢α٠٫٠١٩ ٠٫٠٢٩ ٠٫٠٣٧ ٠٫٠٣٩ ٠٫٠۴۶ ٠٫٠۴٩ p‐مقدار

٢٫۶۴١ ٢٫٧٣٠ ٢٫٨۶۵ ٢٫٩٠۴ ٢٫٩٢١ ٣٫٠٠٨ Tα
β̃٣α٠٫٠٢۴ ٠٫٠٣٨ ٠٫٠۴۶ ٠٫٠۴۴ ٠٫٠۴٧ ٠٫٠۴٨ p‐مقدار

،%۵ داری معنͬ ͹سط در IFS پیشنهادی مدل ضرایب فرضیه آزمون بررسͬ برای اکنون
کنیم. مراجعه ٣ . ٧ ش΄ل و ٣ . ٨ جدول در آمده به دست نتایج به ͬ است کاف



٧١ عددی مطالعات
این چون مختلف آلفا‐برش های در ضرایب تمامͬ برای آمده بدست p‐مقدارهای اساس بر
مدل پارامترهای خصوص در را صفر فرضیه هستند، %۵ داری معنͬ ͹سط کمتراز مقادیر
مدل در آمده به دست ضرایب وجود %۵ داری معنͬ ͹سط در بنابراین کرد. رد ͬ توان م IFS

ͬ گردد. م تایید پیشنهادی

دوم. مثال در بهینه انقباضͬ ثابت هر برای شده برازش مدل های :٣ . ٩ جدول
مدل روش
ỹi = (−١٢٧٫۶٩٣, ٠٫٠٠, ٠٫٠٠)T ⊕ (٣١٫١١۵, ٠٫٠٠, ٠٫٠٠)T ⊗ xi١ [۶٠] پایه
⊕(−٢٫٩١٩, ٠٫۵٧٣, ٠٫٠٠)T ⊗ xi٢ ⊕ (٢٫٧۶۴, ٠٫٨٠١, ٠٫٠٠)T ⊗ xi٣
ỹi = (−١٢٧٫۶٨۴, ٠٫٠٠, ٠٫٠٠)T ⊕ (٣١٫٠٧٩, ٠٫٠٠, ٠٫٠٠)T ⊗ xi١ ١

انقباضͬ
استاین نوع

⊕(−٢٫۵۴٢, ٠٫۶٣۵, ٠٫٠٠)T ⊗ xi٢ ⊕ (٢٫٣۶۶, ٠٫٩۶٣, ٠٫٠٠)T ⊗ xi٣
ỹi = (−١٢٧٫۶٧٨, ٠٫٠٠, ٠٫٠٠)T ⊕ (٣١٫٠۵۵, ٠٫٠٠, ٠٫٠٠)T ⊗ xi١ ٢
⊕(−٢٫٢٨٢, ٠٫۶٧٨, ٠٫٠٠)T ⊗ xi٢ ⊕ (٢٫٠٩٢, ١٫٠٧۶, ٠٫٠٠)T ⊗ xi٣
ỹi = (−١٢٧٫۶٨۴, ٠٫٠٠, ٠٫٠٠)T ⊕ (٣١٫٠٧٧, ٠٫٠٠, ٠٫٠٠)T ⊗ xi١ ٣
⊕(−٢٫۵١۴, ٠٫۶۴٠, ٠٫٠٠)T ⊗ xi٢ ⊕ (٢٫٣٣۶, ١٫٩٧۶, ٠٫٠٠)T ⊗ xi٣
ỹi = (−١٢٧٫۶٨١, ٠٫٠٠, ٠٫٠٠)T ⊕ (٣١٫٠۶۶, ٠٫٠٠, ٠٫٠٠)T ⊗ xi١ ۴
⊕(−٢٫۴٠٢, ٠٫۶۵٨, ٠٫٠٠)T ⊗ xi٢ ⊕ (٢٫٢١٨, ١٫٠٢۴, ٠٫٠٠)T ⊗ xi٣
ỹi = (−١٢٧٫۶٧۴, ٠٫٠٠, ٠٫٠٠)T ⊕ (٣١٫٠٣٨, ٠٫٠٠, ٠٫٠٠)T ⊗ xi١ ۵
⊕(−٢٫٠٩٩, ٠٫٧٠٨, ٠٫٠٠)T ⊗ xi٢ ⊕ (١٫٨٩٨, ٠٫٧۴٣, ٠٫٠٠)T ⊗ xi٣
ỹi = (−١٢٧٫۶٨٢, ٠٫٠٠, ٠٫٠٠)T ⊕ (٣١٫٠٧٠, ٠٫٠٠, ٠٫٠٠)T ⊗ xi١ ۶
⊕(−٢٫۴٣٣, ٠٫۶۵٣, ٠٫٠٠)T ⊗ xi٢ ⊕ (٢٫٢۵١, ١٫٠١٠, ٠٫٠٠)T ⊗ xi٣
ỹi = (−١٢٧٫۶٧٩, ٠٫٠٠, ٠٫٠٠)T ⊕ (٣١٫٠۶٠, ٠٫٠٠, ٠٫٠٠)T ⊗ xi١

IFS
⊕(−٢٫٣٢۶, ٠٫۶٧١, ٠٫٠٠)T ⊗ xi٢ ⊕ (٢٫١٣٨, ١٫٠۵۶, ٠٫٠٠)T ⊗ xi٣

اساس بر آمده به دست بهینه انقباضͬ مدل های مبنا، مدل توسط شده برازش مدل های
داشته توجه است. شده ارائه ٣ . ٩ جدول در IFS پیشنهادی مدل و ارزیابی گانه شش معیارهای
مقدار ماکزیمم اساس بر مدل این در انقباضͬ ثابت مقدار ،IFS مدل تعریف اساس بر که باشید
به توجه با مثال این در که ͬ گردد م حاصل بهینگͬ بازه های تمام اشتراک از آمده به دست بازه
مدل این در بنابراین بود. خواهد ١٫٧٣٠ با برابر انقباضͬ ثابت مقدارعددی تولیدی، بازه های
(سولفید x٢ = ۴ ،(΁استی اسید (میزان x١ = ۵ ترتیب به را ورودی متغیرهای مقادیر اگر
خواهد ٢٠٫۵٠۵ حدودا پنیر مزه به مربوط نمره دهیم قرار (΁لاکتی (اسید x٣ = ١ و هیدروإن)

است. داده نشان را شده مشاهده ͺپاس فازی عدد به مربوط نمودار ٣ . ٨ ش΄ل بود.



فازی انقباضͬ رگرسیونͬ مدل های ٧٢

شده برآورد ͺپاس تصویر :٣ . ٨ ش΄ل

(آ)

(ب)
دوم: مثال در k مختلف مقادیر در انقباضͬ و پایه مدل های استنباطͬ و شهودی مقایسه :٣ . ٩ ش΄ل

پهنا. مقدار (ب) مرکز مقدار (آ)

این در تیلور نمودار اساس بر استاین نوع انقباضͬ مدل های عمل΄رد ارزیابی و بررسͬ
داری معنͬ تفاوت معیار انحراف و همبستگͬ میزان فوق نمودار اساس بر ٣ . ٩ ش΄ل در مثال،



٧٣ عددی مطالعات
نوع انقباضͬ مدل های شده، تولید استاندارد خطای خصوص در البته ͬ دهند، نم نشان را

ͬ دهد. م نشان مبنا مدل به نسبت را کمتری خطای استاین

سوم مثال
مقادیر ورودی ها قبل مثال های در زیرا است، شده انتخاب فازی تمام مدل مبنای بر مثال این
سومین عنوان به انگیزشͬ مثال های بخش در مثال این داده های درضمن بوده اند. فازی غیر

است. مشاهده قابل ٢ . ٣ در داده مجموعه
شده مدل بندی [٩۶] در هم΄اران و نصرآبادی توسط ٢٠٠۴ سال در مثال این داده های
نوع انقباضͬ روش ب΄ارگیری با رو این از برد. خواهیم بهره مبنا مدل عنوان به آن از ما و است

نموده ایم. ارائه ٣ . ١٠ جدول در را انقباضͬ مدل های ارزیابی نتایج استاین،
ارزیابی گانه شش معیارهای تحت انقباضͬ و پایه مدل های ارزیابی :٣ . ١٠ جدول

GOF ارزیابی معیارهای
S٣ S٢ S١ P٣ P٢ P١ مدل

٠٫۶١۴ ٠٫۵۶۶ ٠٫۶١۴ ٠٫٧۴٢ ٠٫٧٨٧ ٠٫٧۴٢ [٩۶] مبنا
٠٫۶۴٠ ٠٫۶٢۴ ٠٫۶۴١ ٠٫٧٠٩ ٠٫۶١۵ ٠٫٧٠٨ انقباضͬ
٠٫٠۴٢ ٠٫٢١٧ ٠٫٠۴٢ ٠٫٠۴١ ٠٫١٩٨ ٠٫٠۴١ (k) بهینه انقباضͬ ثابت

(٠, ٠٫٠٧۴] (٠, ٠٫۴۶٧] (٠, ٠٫٠٧۴] (٠, ٠٫٠۴٨] (٠, ٠٫٣٩٩] (٠, ٠٫٠۴٩] بهینگͬ محدوده

کاهش با ،GOF بهینگͬ معیارهای بخش در ٣ . ١٠ جدول از حاصل نتایج طͬ اساس این بر
ͬ شویم م مواجه مبنا مدل به نسبت انقباضͬ مدل های در SIM مقادیر افزایش و MPE مقادیر
مدل به نسبت استاین مثبت نوع انقباضͬ روش با آمده به دست مدل برتری بیانگر این و
پایان ͬ تواند م مبنا مدل هر از حاصله برآوردهای که ͬ کند م بیان روش این ͽواق در مبنااست.
متناظر بهینه k مقادیر دست یافت. بهتری برازش به ͬ توان م روش این با و نبوده برازش کار
ذکر به لازم است. شده ارائه جدول این در نیز آن ها بهینگͬ محدوده و معیارها از کدام هر با
صورت بدین و بود خواهد (٠, ٠٫٠۴٨] صورت به بهینگͬ گانه شش باز ه های اشتراک که است
برتری این شهودی گزارش ͬ آید. م به دست ٠٫٠۴٨ با برابر IFS مدل تولید برای k عددی مقدار
مدل عمل΄رد ͬ شود، م مشاهده ٢ . ١ ش΄ل در که همانطور است. مشاهده قابل ٣ . ١٠ ش΄ل در
کاهش باعث نموده، ایجاد را داخلͬ مثلث که (آ) بخش در انقباضͬ روش توسط شده تولید
افزایش با نیز (ب) بخش در روش این همچنین است. مبنا مدل مقابل در MPE معیارهای
مشاهدات به بیشتر شباهت نمودار، این در بزرگتر مثلث ایجاد و شباهت معیارهای مقادیر

ͬ کند. م القاء مبنا مدل برابر در را واقعͬ



فازی انقباضͬ رگرسیونͬ مدل های ٧۴

مقدار (ب) MPE مقدار (آ) ارزیابی معیارهای تحت انقباضͬ و پایه مدل شهودی مقایسه :٣ . ١٠ ش΄ل
.SIM

در IFS مدل و مبنا مدل گانه، شش مدل های تمامͬ برای شده تولید ضرایب همچنین
است. آمده ٣ . ١١ جدول در رگرسیونͬ ریاضͬ فرمول قالب

.IFS مدل و استاین نوع انقباضͬ پایه، روش توسط شده برازش مدل های :٣ . ١١ جدول
مدل روش

ỹi = (٣٫۵٨٠, ٠٫٠٠)T ⊕ (٠٫۵۵٠, ١٫٠٠)T ⊗ x̃i١ [٩۶] پایه
ỹi = (٣٫۵٢۵, ٠٫٠٠)T ⊕ (٠٫١٩٠, ٠٫٨٠٢)T ⊗ x̃i١ ١

انقباضͬ
استاین نوع

ỹi = (٣٫۵۶٩, ٠٫٠٠)T ⊕ (٠٫۴٧۵, ٠٫٩۵٩)T ⊗ x̃i١ ٢
ỹi = (٣٫۵۶٩, ٠٫٠٠)T ⊕ (٠٫۴٧۵, ٠٫٩۵٩)T ⊗ x̃i١ ٣
ỹi = (٣٫۵۶۵, ٠٫٠٠)T ⊕ (٠٫١۵۵, ٠٫٧٨٣)T ⊗ x̃i١ ۴
ỹi = (٣٫۵۵٩, ٠٫٠٠)T ⊕ (٠٫۴١۵, ٠٫٩٢۶)T ⊗ x̃i١ ۵
ỹi = (٣٫۵۵٩, ٠٫٠٠)T ⊕ (٠٫۴١۵, ٠٫٩٢۶)T ⊗ x̃i١ ۶
ỹi = (٣٫۵۶۶, ٠٫٠٠)T ⊕ (٠٫۴۶٣, ٠٫٩۵٢)T ⊗ x̃i١ IFS

خصوص در استاین نوع انقباضͬ مدل های با مبنا مدل مقایسه برای تیلور نمودار همچنین
است. بررسͬ قابل ٣ . ١١ ش΄ل در نیز واقعͬ داده های با تعامل

همبستگͬ عدد که بالاتری قطاع در توپر) (دایره مبنا مدل (آ) بخش در ،٣ . ١١ نمودار اساس بر
همبستگͬ میزان افزایش لذا دارد. قرار ͬ دهد م نشان دایره محیط روی بر را پایین تری
م΄ان اساس بر که واقعͬ مشاهدات با استاین نوع انقباضͬ مدل های در شده برآورد مشاهدات
انقباضͬ ثابتهای توسط مربع) و (مثلث شده، تولید مدلهای به مربوط نمادهای قرارگیری
مدلهای در همبستگͬ عدد این ͬ شود. م مشاهده وضوح به اند شده حاصل مختلف بهینه
مقدار مبنا روش در شده برآورد مشاهدات برای شاخص این اما ͬ باشد م ٠٫٩٧ حدودا انقباضͬ
تولید استاندار خطای و معیار انحراف کاهش دی·ر سوی از ͬ دهدو. م نشان را ٠٫٩١ تقریبی
نیم دایره های در آنها گیری قرار دلیل به مبنا مدل به نسبت پیشنهادی مدل های توسط شده



٧۵ نتیجه گیری
کاهش این است. مبنا مدل به نسبت استاین نوع انقباضͬ مدل های برتری از حاکͬ پایین تر،
اختلاف همبستگͬ میزان مولفه خصوص در البته است. مشاهده قابل نیز (ب) بخش در

شد. متصور ͬ توان نم را چندانͬ

(آ)

(ب)
مثال در مبنا مدل با k مختلف مقادیر در انقباضͬ مدل های استنباطͬ و شهودی مقایسه :٣ . ١١ ش΄ل

.SIM مقدار (ب) MPE مقدار (آ) سوم:

نتیجه گیری ۴ . ٣
تخمین بهبود برای فازی خطͬ رگرسیون مدل در را انقباضͬ استراتژی ΁ی ما فصل، این در
از آمده دست (به فازی برآورد های که دادیم اجازه ما دی·ر، عبارت به کرده ایم. ارائه مدل



فازی انقباضͬ رگرسیونͬ مدل های ٧۶
نوع انقباضͬ کننده برآورد از ما خاص، طور به و شود منقبض مبدا سمت به فازی) روش هر
استفاده فازی برآورد های پهنا های برآورد برای آن مثبت قسمت و مرکزی نقاط برای استاین
تمامͬ با مواجهه در ی΄تا و نهایی بهینه مدل یافتن برای را IFS مدل ایده آن از پس کردیم.
شبیه سازی داده های از مجموعه ای در را مدل ها این کردیم. پیشنهاد GOF ارزیابی معیارهای
مدل سازی ١٩٩٨ سال در که دوم توان کمترین مدل از آمده بدست ضرایب روی بر شده،
از استفاده با اخیر یافته بهبود مدل های از برخͬ به نسبت را آن برتری و کرده اجرا بود شده
شده تولید هرمدل برای روش این با دی·ر، بیانͬ به دادیم. نشان GOF بهینگͬ معیارهای
و تجزیه برای روش این از همچنین ما نباشد. مدل بهینگͬ کار پایان ͬ تواند م روش هر توسط
برای این، بر علاوه کردیم. استفاده مختلف روی΄ردهای با واقعͬ مثال سه در ͅ ها پاس تحلیل
مورد فازی شده برآورد ضرایب برای را فازی فرضیه های آزمایش نتیجه ما استنباطͬ، اهداف

دادیم. قرار بررسͬ
کوچ΄تر میانگین پیش بینͬ خطای ارائه دلیل به پیشنهادی روش گویا، مثال های به توجه با
روش این محاسباتͬ هزینه ͬ کند. م کار خوبی به بزرگتر (SIM) تشابه معیارهای و (MPE)
(نگاه است k انقباضͬ ثابت بهینگͬ بازه پیشنهادی، روش مزایای از دی·ر ی΄ͬ است. کم نسبتاً
اندازه با پهناهایی که باشد داشته تمایل متخصص ΁ی است مم΄ن .( ۵ . ٣ رایطه به کنید
که را انقباضͬ ثابت ΁ی تا ͬ دهد م اجازه متخصص به بهینه، بازه های باشد. داشته دلخواه
مناسب پهنای ΁ی با است، کرده حفظ ارزیابی مختلف معیارهای در را خود برتری هم هنوز
بازه های تمام بین اشتراک گیری با تا ͬ دهد م ام΄ان کاربران به IFS روی΄رد کند. انتخاب
است عمل΄رد بهترین دارای معیارها تمامͬ در که را انقباضͬ ثابت عدد مناسب ترین بهینگͬ،

کنند. پیدا
و است انعطاف پذیر بسیار پیشنهادی روش که ͬ کنیم م اشاره ابتدا بعدی، تحقیقات برای
یا چپ گسترش مراکز، از ΁ی هر روی بر شدن منقبض روش از تا ͬ دهد م اجازه متخصص به
کارهای برای رو، این از کند. استفاده همزمان یا جداگانه طور به کاربرد، به توجه با راست
به رسیدن برای را برآورد ها ͬ خواهد م متخصص که مواردی برای را نتایج این ͬ توان م بیشتر،
این در پیشنهادی روش به علاوه، دهد. گسترش عملͬ اهداف برای کند، ΁کوچ اولیه حدس
(برای یابد گسترش LR فازی خطای جمله با فازی رگرسیونͬ مدل های برای ͬ تواند م فصل

کنید). مراجعه [٧٧ ،٣١] به بیشتر جزئیات



۴ فصل
فازی شده جریمه رگرسیونͬ مدل های

جریمه ای مدل های ١ . ۴
ب΄ارگیری نحوه سراغ به روی΄رد دومین در برآوردها، بهینه سازی بحث ادامه در بخش این در
است مم΄ن رگرسیونͬ مدل بندی در ͬ پردازیم. م جریمه ای مدل های دهنده بهبود عمل΄رد و
ایجاد به واسطه است مم΄ن این با شد. داشته وجود همبستگͬ طرح، ماتریس ستون های بین

باشد: زیر حالتهای
طرح. ماتریس در پیش·و متغیرهای تعداد افزایش •

پیش·و. متغیرهای بین خطͬ تقریبا یا خطͬ رابطه ای وجود •
ماتریس آن در عملا که دریافتͬ نمونه تعداد از پیش·و متغیرهای تعداد بودن بیشتر •

ندارد. وجود (X⊤X
)−١

شده برآرود پارامترهای واریانس افزایش باعث که است همخطͬ مش΄ل آنها نتایج از ی΄ͬ
مم΄ن که به گونه ای داشت. نخواهیم را مدل پارمترهای از دقیقͬ برآورد یعنͬ و ͬ گردد م
مدل های رو این دهد. از به دست  را متفاوتͬ کاملا نتایج متفاوت روش دو با آنها محاسبه
اضافه با ͽواق در مدل ها گونه این بود. خواهند کارگشا بسیار مش΄ل این ͽرف برای جریمه ای
است ورودی متغیرهای ضرایب از تابعͬ که مدل ضرایب برای کننده محدود جمله ای کردن
را شده برآورد و شده مشاهده ͅ های پاس بین فاصله که عبارتͬ ساختار به جریمه جمله نام با

٧٧



فازی شده جریمه رگرسیونͬ مدل های ٧٨
MPE میزان کاهش باعث نموده جلوگیری گرها برآورد واریانس افزایش از ͬ کند، م محاسبه
توازن در اما دارد پی در را شده برآورد پارامترهای اریبی عمل این عموما البته ͬ شوند. م مدل
نااریب، برآوردگرهای توسط شده تولید MPE به نسبت اریبی، افزایش و واریانس کاهش بین

بود. خواهد MPE کاهش سود به جریمه جمله از بهینه ای مقادیر در کار نتیجه
که دارند وجود نیز خاصͬ مدلهای کنند، محدود جملات با جریمه ای مدل های بین در
بالا ابعاد در ͬ تواند م که است شیوه ای متغیر انتخاب هستند. متغیر انتخاب خاصیت دارای
بیشتر نمونه مشاهدات تعداد از توضیحͬ متغیرهای تعداد یا معمولا که معنͬ بدین شود اعمال
پیش بینͬ متغیرهای یعنͬ این و دارد وجود ورودی متغیرهای بین در دار معنͬ همخطͬ یا است
محاسبه قابل اصلا یا و نیست ی΄تا (X⊤X

)−١ ماتریس و هستند وابسته خطͬ طور به کننده
نیست.

را ریج رگرسيون که گردید آغاز [۶٧] كنارد و هورل از ای جریمه مدلهای ساختار شروع
کردند سعͬ رگرسيونͬ مدل خطاي دوم توان به جریمه جمله يك افزودن با آن ها كردند. معرفͬ
را بالا همبستگͬ با ورودی متغيرهاي و ͺپاس متغیر رابطه به مربوط رگرسيونͬ مدل پارامترهاي
روش این در اما است، همخطͬ اثر با مقابله برای رهیافت ΁ی ریج روش اگرچه بزنند. تخمين
انتخاب و انقباض عمل·ر انحراف کمترین روش ادامه، در ندارد. وجود متغیر انتخاب ام΄ان
تیبشیرانͬ توسط جریمه ای مدلهای از جدیدی ساختار به عنوان ،((LASSO) (لاسو کننده
کردن برآورد صفر با آن ها حذف و اثر کم متغیرهای انتخاب به قادر که شد پیشنهاد [١٣۴]
قدرمطلقͬ جریمه جمله ΁ی از استفاده با را متغیر انتخاب روش، این است. مدل آن هااز ضرایب
جزییات (برای ͬ دهد م انجام است، ریج روش در رفته ب΄ار دوم توان جریمه جمله جای·زین که

ببینید). را [١١٩] بیشتر
[۵۵] توسط (Bridge) بریج رگرسیون لاسو، و ریج تکنی΁ های در اخیر پیشرفت های بدنبال
،[۵۶] در ١٩٩٨ سال در گردید. پیشنهاد هستند آن خاص حالتهای از ی΄ͬ ریج و لاسو که
قدرمطلق جریمه روش ،[۵١] در همچنین گردید. ارائه بریج ضرایب برآورد حل برای ال·وریتمͬ
محاسبه برای حلͬ راه کننده تضمین ͬ تواند م که گردید پیشنهاد (SCAD) شده بریده انحراف
در . باشد هستند، نااریب تقریباً و پیوسته ناچیز، تاثیر دارای که محدبی غیر اما بزرگ ضرایب
دادند ارائه را لاسو و ریج جریمه ای روش های از محدب ترکیبی ،[١۵٣] هستͬ و ژو ٢٠٠۵ سال
هر به خاص موارد در ͬ تواند م ترکیب این ͽواق در ͬ شود. م نامیده (E-net) ΁الاستی شب΄ه که
[١۴٧] به موضوع، این در موارد سایر و روش ها این کامل بررسͬ (برای شود تبدیل روش دو

کنید). مراجعه
متغیرهای مشاهده یا تعریف در بودن مبهم یا دقت عدم است مم΄ن عمل در دی·ر سوی از
است مم΄ن ابهام این آید. به وجود پدیده ها اندازه گیری در دقت عدم یا و توضیحͬ یا و ͺپاس
بر اشراف عدم به واسطه است مم΄ن که تقریبی صورت به متغیر مقادیر حوزه بیان از ناشͬ
داده های از استفاده شرایطͬ چنین در لذا، باشد. آن ها بودن کیفͬ یا و متغیرها مقادیر
جریمه ای مدل های از استفاده لذا باشد. مفید متغیرها مقادیر بهتر بیان در ͬ تواند م فازی



٧٩ جریمه ای مدل های
نیست. ذهن از دور نیز فازی رگرسیون در

اساس بر [١٢٧] تاناکا توسط بار اولین برای فازی رگرسیون شد، اشاره قبلا که همانطور
روی΄ردهای آن، از پس شد. معرفͬ ام΄انͬ، رگرسیون به معروف خطͬ، ریزی برنامه مدل ΁ی
پیشنهادها این گردید. ارائه متغیره) (چند متغیره تک فازی رگرسیون مدل سازی برای دی·ری
روش ها، از برخͬ در هستند. ابتکاری یا و ترکیبی فاصله، کمترین ام΄انͬ، روش های شامل
[١٧ ،٢٧ ،۴۵ ،۶٣ ،۶٩ ،٨١ ،٩٧ ،١١۴ ،١۴١] مانند هستند فازی اعداد یا توضیحͬ متغیرهای
بین، این در .[٣۴ ،۴٠ ،۴٣ ،۵٩ ،٨١ ،١٠۴ ،١٢٢ ،١۵٠] مانند هستند فازی غیر اعداد یا و
خروجͬ و فازی غیر ورودی های با را ͺپاس که دادند ارائه را روشͬ [۴٣] گاستالدی و دورسو
که آنجا از ͬ کند. م تولید متقارن فازی عدد دو بین اقلیدسͬ فاصله اساس بر متقارن فازی
در آن ها باشد، فازی اعداد مرکز از درصدی از خطͬ ترکیبی ͬ تواند م فازی عدد ΁ی گسترش
کردند. معرفͬ فازی عدد نوع دو برای جمله ای چند مدل های با را تخمینͬ ͅ های پاس ،[۴۴]
متغیر انتخاب موضوع آن ها سپس دادند. ارائه فازی کلͬ مدل ΁ی ابتدا نویسندگان ،[٣۶] در
توسط پیشنهادی متر و شده تعدیل تعیین ضریب از استفاده با فازی رگرسیون مدل های در را
فازی شده وزن دار خطͬ رگرسیون در ایده این از استفاده کردند. معرفͬ [١۴٣] در کو و یانگ

ͬ شود. م مشاهده [۴۶] و [۴۵] در ترتیب به استوار و
[٧٠] هم΄اران و هونگ گردید. انجام نیز فازی رگرسیون در شده جریمه مدلهای بررسͬ
ͺپاس عنوان به نرمال فازی عدد ΁ی و فازی غیر ورودی متغیرهای از استفاده با را ریج برآورد
ریج نوع برآوردگر نام به متغیر انتخاب ابزار ΁ی نیز [۵٢] هم΄اران و فرنوش دادند. پیشنهاد
دادند. پیشنهاد فازی خروجͬ و ورودی متغیرهای از استفاده با فازی رگرسیون مدل های برای
بررسͬ مورد را پارامتری دو ریج رگرسیون ΁ی فازی، محیط ΁ی در هم΄اران و ربیعͬ ،[١١٠] در
ارائه را فازی LASSO رگرسیون مدل نیز [۶۵] اکبری و حسامیان اخیراً، همچنین دادند. قرار
بخش این در فازی، رگرسیون مدل در متغیر انتخاب اهمیت گرفتن نظر در با بنابراین دادند.
را LR‐فازی خروجͬ و فازی غیر ورودی های برای شده جریمه فازی خطͬ رگرسیون مدل

نمود. خواهیم ارائه

شامل که است جریمه ای مدل عمومیت ما مطالعه مزیت شده ذکر تحقیقات با مقایسه در
از بسته ای صورت ما پیشنهادی روش این، بر علاوه است. خاص موارد عنوان به لاسو و ریج
فاصله از استفاده با مسیر، این در ͬ دهد. م ارائه مدل پارامترهای برآورد در را جریمه ای مدل
جریمه جمله عنوان به ضرایب از کلͬ تابعͬ کردن اضافه و [١۴٣] کو و یانگ توسط پیشنهادی
متغیر انتخاب همزمان و ضرایب برآورد برای را بسته ای صورت [۴٢] روی΄رد از استفاده با و
مختلف سناریوهای در شده شبیه سازی مثال های شامل بخش دو در سپس ͬ نماییم. م تولید
در را خود پیشنهادی مدل GOF بهینگͬ معیارهای از استفاده با واقعͬ مثال های و همبستگͬ
مدل دقت همچنین کرد. خواهیم مقایسه دی·ر مدل های با جریمه تابع از مختلفͬ حالت های

ͬ کنیم. م ارزیابی ناپارامتری استرپ بوت توسط واقعͬ داده های در را پیشنهادی



فازی شده جریمه رگرسیونͬ مدل های ٨٠

فازی شده جریمه رگرسیون مدل ٢ . ۴
متغیرهای برای زیر موارد است مم΄ن (΁کلاسی رگرسیون (مشابه فازی رگرسیون مدل های در

نماییم: اقدام جریمه ای مدل های از ب΄ارگیری خصوص در تا رخ دهد توضیحͬ
باشند. داشته مدل روی بر را تأثیر کمترین است مم΄ن ورودی متغیرهای از برخͬ الف)

بنامیم. موثر غیر شدت به را آن ها ͬ توانیم م بنابراین،
مطمئناً (که باشد داشته وجود داری معنͬ همبستگͬ ورودی متغیرهای بین است مم΄ن ب)

است). ام΄ان پذیر بیشتر مسئله این ورودی متغیرهای تعداد افزایش با
فازی ضرایب کردن برآورد صفر با ͬ تواند م تنها نه شده جریمه روش های از استفاده بنابراین،
بهینگͬ معیارهای ͬ تواند م بل΄ه کند، حذف را موثر غیر ورودی متغیرهای از برخͬ آن ها

بخشد. بهبود مدل ها سایر با مقایسه در را (GOF)مدل
ب·یرید: نظر در زیر صورت به را فازی رگرسیون مدل
ỹ = X⊗ β̃ ⊕ ε̃ (١ . ۴)

مراکز، نمایانگر ترتیب به و (n+١)×١ ابعاد با r, s,y بردارهای شامل ỹ = (y, s, r)LR آن در که
بعد با بردارهایی هستند، فازی اعداد چپ و راست پهناهای

بعدی (p + ١) × ١ بردارهای شامل رگرسیونͬ مدل ضریب عنوان به β̃ = (β,ν١,ν٢)LR و
همچنین هستند. فازی اعداد چپ و راست پهناهای مراکز، نمایانگر ترتیب به که ν٢,ν١,β
εr, εs, εy آن در که مدل خطای بعدی n × ١ واحد بردار عنوان به نیز ε̃ = (εy, εs, εr) واحد
عنوان به هم X ماتریس هستند. فازی اعداد چپ و راست پهناهای مراکز، نمایانگر ترتیب به
مقادیر برای ستون p و ١ مقدار با ستون ΁ی شامل و n×(p+١) ابعاد دارای ورودی ها، ماتریس
شده برآورد ͺپاس عنوان به ̂̃y = (ŷ, ŝ, r̂)LR گرفتن درنظر با بنابراین است. توضیحͬ متغیرهای

نوشت: ͬ توان م
y = ŷ + εy, ŷ = Xh

s = ŝ+ εs, ŝ = Xha+ ١b
r = r̂+ εr, r̂ = Xhc+ ١f

(٢ . ۴)

مقادیری f و a, b, c پارامترهای و p× ١ بردار ΁ی h ،n× ١ بردارهای هم·ͬ ١ و ŷ, ŝ آن در که
هستند. حقیقͬ

پیشنهادی فازی خطͬ رگرسیون مدل ،[۴٢] دورسو روی΄رد دنبال به که باشید داشته توجه
رگرسیون مدل ΁ی از استفاده با LR فازی خروجͬ متغیر مرکز همزمان مدل سازی از متش΄ل
طریق از خروجͬ متغیر راست و چپ پهناهای فازی، غیر ورودی متغیرهای روی بر چندگانه



٨١ فازی شده جریمه رگرسیون مدل
شده جریمه فاصله اکنون، است. شده برآورده مراکز به وابسته و چندگانه خطͬ رگرسیون دو

از: عبارتست

ψ(h, a, b, c, f) = D٢ (ỹ, ̂̃y)+ λ

p∑
j=١

ϕ(|hj |), λ > ٠ (٣ . ۴)

شده مشاهده و شده برآورد ͺپاس بین آ  . ۴ بخش در شده تعریف فاصله D٢ (ỹ, ̂̃y) آن در که
به مربوز بخش این ͽواق در و است اندازه پذیر بورل تابع هر به مربوط نماد ϕ(·) همچنین است.
جمله در انقباض میزان کننده تنظیم عنوان به نیز λ پارامتر ͬ باشد. م مدل جریمه ای ساختار
و شده مشاهده فازی ͺپاس متغیرهای بین فاصله عنوان به نیز ψ(h, a, b, c, f) است. جریمه
آوردن بدست برای بخش این در ͬ شود. م تشریح (آ  . ۴) رابطه اساس بر و است شده برآورد

ͬ کنیم. م اثبات و بیان را زیر لم مدل پارامترهای برآورد
برآورد ،LR فازی خروجͬ و فازی غیر ورودی متغیرهای با فازی رگرسیون در .٢ . ١ . ۴ لم

شده جریمه رگرسیونͬ مدل پارامترهای

ψ(h, a, b, c, f) = D٢ (ỹ, ̂̃y)+ λ

p∑
j=١

ϕ(|hj |), λ > ٠

از: عبارتست [١۴٣] در پیشنهادی متر و [۴٢] در پیشنهادی روی΄رد از استفاده با

ĥ =
(
(١ +G١)X⊤X+ λQ٠

)−١(
(١ +G٢)X⊤y +G٣X⊤ +G۴X⊤١)

â = (k١ĥ⊤X⊤Xĥ)−١(ĥ⊤X⊤Xĥ− y⊤Xh+ k١s⊤Xh− k١b١⊤Xh)

b̂ =
١
k١n

(k١١⊤s− ١⊤y + ١⊤Xh− k١a١⊤Xh)

ĉ = (k٢h⊤X⊤Xh)−١(−h⊤X⊤Xh+ y⊤Xh+ k١r⊤Xh− k١f١⊤Xh)

f̂ =
١
k٢n

(k٢١⊤r+ ١⊤y − ١⊤Xh− k٢c١⊤Xh)

همچنین و Q٠ = Diag

{
ϕ′(h

(٠)
١ )

h
(٠)
١

, . . . ,
ϕ′(h

(٠)
p )

h
(٠)
p

}
آن در که

G١ = − ١
٣k١a+

١
٣k٢١a٢ +

١
٣k٢c+

١
٣k٢٢c٢, G٢ = − ١

٣k١a+
١
٣k٢c

G٣ = (
١
٣k٢١a−

١
٣k١)s+ (

١
٣k٢٢c+

١
٣k٢)r, G۴ = − ١

٣k١b+
١
٣k٢١ ab−

١
٣k٢f − ١

٣k٢٢cf

هستند.
(آ  . ۴)، فاصله رابطه از استفاره با اکنون است آمده ٢ . ١ . ۴ لم فرضیات در که همانطور برهان:

ͬ شود: م بازنویسͬ زیر صورت به (٣ . ۴) معادله



فازی شده جریمه رگرسیونͬ مدل های ٨٢

ψ(h, a, b, c, f) =
١
٣ [(y −Xh)⊤(y −Xh)

+ (y −Xh− k١s+ k١aXh+ k١b١)⊤(y −Xh− ks+ k١aXh+ k١b١)
+ (y −Xh+ k٢r− k٢cXh− k٢f١)⊤(y −Xh+ k٢r− k٢cXh− k٢f١)]

+ λ

p∑
j=١

ϕ(|hj |)

(۴ . ۴)

داریم: آن حل و h به نسبت مشتق گیری با اکنون
∂ψ(h, a, b, c, f)

∂h
=٠ ⇒ ∂

∂h

[ ١
٣ [y⊤y − y⊤Xh− h⊤X⊤y + h⊤X⊤Xh+ y⊤y

− k١y⊤s− y⊤Xh− k١ay⊤Xh+ k١by⊤١ − k١s⊤y + k٢١ s⊤s
+ k١s⊤Xh− k٢١as⊤Xh− k٢١ bs⊤١ − h⊤X⊤y + k١h⊤X⊤s

+ h⊤X⊤Xh− k١ah⊤X⊤Xh− k١bh⊤X⊤١ + k١ah⊤X⊤y

− k٢١ah⊤X⊤s− k١ah⊤X⊤Xh+ k٢١a٢h⊤X⊤Xh+ k٢١abh⊤X⊤١
+ k١b١⊤y − k٢١ b١⊤s− k١b١⊤Xh+ k٢١ab١⊤Xh+ k٢١ b١⊤٢١
+ y⊤y + k٢y⊤r− y⊤Xh− k٢cy⊤Xh− k٢fy⊤١ + k٢r⊤y
+ k٢٢r⊤r− k٢r⊤Xh− k٢٢cr⊤Xh+ k٢٢fr⊤١ − h⊤X⊤y

− k٢h⊤X⊤r+ h⊤X⊤Xh+ k٢ch⊤X⊤Xh+ k٢fh⊤X⊤١
− k٢ch⊤X⊤y − k٢٢ch⊤X⊤r+ k٢ch⊤X⊤Xh+ k٢٢c٢h⊤X⊤Xh

+ k٢٢cfh⊤X⊤١ − k٢f١⊤y − k٢٢f١⊤r+ k٢f١⊤Xh+ k٢٢cf١⊤Xh

+ k٢٢f١⊤٢١] + λ

p∑
j=١

ϕ(|hj |)
]
= ٠

(۵ . ۴)

داشت: خواهیم فوق عبارات کردن ساده با اکنون
∂ψ(h, a, b, c, f)

∂h
=

١
٣ [−۶X⊤y + ۶X⊤Xh+ ٢k١aX⊤y + ٢k١X⊤s− ٢k٢١aX⊤s

− ۴k١aX⊤Xh− ٢k١bX⊤١ + ٢k٢١ a٢X⊤Xh+ ٢k٢١abX⊤١
− ٢k٢cX⊤y − ٢k٢X⊤r− ٢k٢٢cX⊤r− ۴k٢cX⊤Xh+ ٢k٢fX⊤١
+ ٢k٢٢c٢X⊤Xh+ ٢k٢٢cfx⊤١] + λ

p∑
j=١

(ϕ(|hj |))′ = ٠

(۶ . ۴)

است. hj به نسبت ϕ تابع مشتق (ϕ(|hj |))′ آن در که



٨٣ فازی شده جریمه رگرسیون مدل
داریم: h به نسبت (۶ . ۴) عبارات کردن مرتب از پس

(١ − ١
٣k١a+

١
٣k٢١ a٢ +

١
٣k٢c+

١
٣k٢٢c٢)X⊤Xh+ λ

p∑
j=١

(ϕ(|hj |))′ =

(١ − ١
٣k١a+

١
٣k٢c)X⊤y +

(
(
١
٣k٢١a−

١
٣k١)s+ (

١
٣k٢٢c+

١
٣k٢)r

)
X⊤

+ (
١
٣k١b−

١
٣k٢١ ab−

١
٣k٢f − ١

٣k٢٢cf)X⊤١
(٧ . ۴)

به h(٠) اولیه مقدار کنید فرض ،h اساس بر شده بسته صورت ΁ی آوردن بدست برای اکنون
صفر به ΁نزدی بسیار h(٠)j اگر باشد. (۴ . ۴) رابطه کمینه مقدار به ΁نزدی که شود داده ما
کنید). مراجعه [۵١] به بیشتر اطلاعات (برای ͬ شود م فرض j = ١, . . . , p ،hj = ٠ آنگاه باشد

زد تقریب محلͬ صورت به دوم درجه تابع ΁ی با ͬ توان م را جریمه تابع بنابراین،

(ϕ(|hj |))′ = ϕ′(hj)sgn(hj) ≈

{
ϕ′(h

(٠)
j )

h
(٠)
j

}
hj , j = ١, . . . , p (٨ . ۴)

عدد z < ٠ مقادیر برای و ΁ی عدد z > ٠ مقادیر برای و است علامت تابع sgn(z) آن در که
ͬ کند. م دریافت را صفر

ͬ شود: م حاصل زیر صورت به h برآورد ی بسته صورت (٧ . ۴) در (٨ . ۴) جای·ذاری با اکنون
ĥ =

(
(١ +G١)X⊤X+ λQ٠

)−١(
(١ +G٢)X⊤y +G٣X⊤ +G۴X⊤١) (٩ . ۴)

از کدام هر به نسبت گیری مشتق اساس بر f و ،a, b, c پارامترهای برآورد ،ĥ داشتن با حال
از: عبارتست آنها به مربوط روابط در ĥ جای·ذاری و آنها

â = (k١ĥ⊤X⊤Xĥ)−١(ĥ⊤X⊤Xĥ− y⊤Xĥ+ k١s⊤Xĥ− k١b١⊤Xĥ) (١٠ . ۴)
b̂ =

١
k١n

(k١١⊤s− ١⊤y + ١⊤Xĥ− k١a١⊤Xĥ) (١١ . ۴)
ĉ = (k٢ĥ⊤X⊤Xh)−١(−h⊤X⊤Xĥ+ y⊤Xĥ+ k١r⊤Xh− k١f١⊤Xĥ) (١٢ . ۴)
f̂ =

١
k٢n

(k٢١⊤r+ ١⊤y − ١⊤Xĥ− k٢c١⊤Xĥ) (١٣ . ۴)

: ͬ کنیم م بررسͬ زیر صورت به جریمه تابع خاص حالات در جریمه ای برآوردگر حال
آنگاه ͬ گیریم. م نظر در را j = ١, . . . , p و t > ٠ برای ،ϕ(|hj |) = |hj |t حالت این در بریچ:

.(ϕ(|hj |))′ = t|hj |t−١sgn(hj) داریم:
توان در t = ١ دادن قرار معادل ͽواق در که ͬ گیریم م نظر در را ϕ(|hj |) = |hj | اینجا در لاسو:

.(ϕ(|hj |))′ = t|hj |sgn(hj) داریم: پس است. بریج جریمه تابع



فازی شده جریمه رگرسیونͬ مدل های ٨۴
تابع توان بجای t = ٢ دادن قرار معادل که ،ϕ(|hj |) = h٢

j ͬ گیریم: م نظر در اکنون ریج:
.(ϕ(|hj |))′ = ٢hj داریم: پس است. بریج جریمه

از: عبارتست ΁ی هر ترتیب به h برآورد عنوان به ĥ بجای بالا توابع از هرکدام دادن قرار با حال
ĥ =

(
(١ +G١)X⊤X+ λQB٠

)−١(
(١ +G٢)X⊤y +G٣X⊤ +G۴X⊤١) (١۴ . ۴)

ĥ =
(
(١ +G١)X⊤X+ λQL٠

)−١(
(١ +G٢)X⊤y +G٣X⊤ +G۴X⊤١) (١۵ . ۴)

ĥ =
(
(١ +G١)X⊤X+ λI

)−١(
(١ +G٢)X⊤y +G٣X⊤ +G۴X⊤١) (١۶ . ۴)

است. QL٠ = Diag

{
|h(٠)

١ |

h
(٠)
١
, . . . ,

|h(٠)
p |

h
(٠)
p

}
و QB٠ = Diag

{
|h(٠)

١ |t−١
h
(٠)
١

, . . . ,
|h(٠)

p |t−١
h
(٠)
p

}
آن در که

خودکار طور به ١٣ . ۴ تا ١٠ . ۴ در آمده بدست برآوردهای باشید داشته توجه .٢ . ١ . ۴ تبصره
این ͽرف برای ͬ کنند. نم تضمین را ۴ . ۴ مدل در شده زده تخمین پهناهای بودن منفͬ عدم
بودن نامنفͬ شرط β̃i هر برای باشد نامنفͬ ͬ بایست م فازی عدد پهناهای آنجایی که از مش΄ل
است. شده پیشنهاد [۴٢] در روی΄رد این گرفت. خواهیم نظر در νi = max(٠, νi) صورت به را
با یعنͬ ،k١ = k٢ و b = f = ٠ ،a = c = ٠ که صورتͬ در بالا روابط اساس بر .٢ . ٢ . ۴ تبصره

رسید. خواهیم (΁کلاسی آمار در شده تولید (حالت فازی غیر حالت به پهناها حذف
.k١ = k٢ = ١٢ دهیم قرار کافیست ذوزنقه ای و مثلثͬ فازی اعداد برای .٢ . ٣ . ۴ تبصره

با باید آن انتخاب و دارد روش این در کننده تعیین نقشͬ λ تنظیم پارامتر .۴ . ٢ . ۴ تبصره
روی بیشتری پارامترهای مدل، انتخاب به توجه با ͬ شود، م بزرگتر λ وقتͬ شود. انجام دقت
خطای میانگین که ͬ کنیم م انتخاب گونه ای به را پارامتر این رو، این از ͬ شوند م تنظیم صفر
هستیم λ ای دنبال به رادیو پیچ تنظیم مانند ͽواق باشیم.در داشته کمتری (MPE) پیش بینͬ

باشد. داشته را مدل) بهینگͬ معیار عنوان (به MPE کمترین آن در که

مدل بهینگͬ معیارهای ٣ . ۴
از آن، برتری نمایش خصوص در مدل ها، دی·ر با خود پیشنهادی مدل مقایسه و بررسͬ برای

ͬ شود. م استفاده (GOF) مدل بهینگͬ معیار دو
برآورد و شده مشاهده ͅ های پاس ترتیب به ̂̃y = (ŷ, ŝ, r̂)LR و ỹ = (y, s, r)LR کنید فرض

داریم (١ . ۴) معادله اساس بر اکنون باشند. شده
̂̃y = X⊗ ̂̃β =⇒ X⊤̂̃y = X⊤X⊗ ̂̃β =⇒ ̂̃

β = (X⊤X)−١X⊤̂̃y (١٧ . ۴)
λ > ٠ مقدار تغییر با را ̂̃y مختلف مقادیر ابتدا متغیر، انتخاب روش به ورود برای اکنون،
دی·ر با شده جریمه روشهای مقایسه برای ͬ آوریم. م به دست کننده تنظیم پارامتر عنوان به



٨۵ مدل بهینگͬ معیارهای
پیش بینͬ (FLR) فازی خطͬ رگرسیون اصلͬ هدف که آنجا از داریم. نیاز معیارهایی به روش ها،
برآورد مقادیر بین اختلاف برای معیاری عنوان به را (MPE) پیش بینͬ خطای میانگین ما است،

ͬ کنیم. م محاسبه زیر صورت به ͺپاس متغیر شده مشاهده و شده

: (MPE) پیش بینͬ خطای میانگین الف)

P = MPE(ỹ, ˆ̃y) =
١
n

n∑
i=١

D٢(ỹi, ˆ̃yi)

اعتباریابی همچنین است. ˆ̃yi و ỹi بین (آ  . ۶) فاصله مقدار دوم ریشه D٢(ỹi, ˆ̃yi) که
از: عبارتست (CV) متقابل١

CV =
١
n

n∑
i=١

D٢(ỹi, ˆ̃y
∗
i )

‐امین i آن در که است شده ای برآورد ͺپاس ˆ̃y∗
i و شده مشاهده ͅ های پاس ỹi آن در و

است. شده گذاشته کنار داده ها مجموعه از نمونه

آ  . ۶ در شده ارائه فاصله براساس و زیر صورت به نیز معیار این : (SIM) شباهت معیار ب)
ͬ گردد: م تعریف

S = SIM(ỹ, ˆ̃y) =
١
n

n∑
i=١

١
١ +D٢(ỹi, ˆ̃yi)

نایقینͬ معیار ٣ . ١ . ۴
تولید روند مورد در کافͬ اطلاع عدم دلیل به نایقینͬ، معیار ΁ی عنوان به دقت عدم بررسͬ برای
معیار انحراف که معنͬ بدین ͬ کنیم م استفاده غیرپارامتری استرپ بوت روی΄رد ΁ی از داده،
محاسبه را استرپ بوت نمونه های در رگرسیونͬ مدل ضریب هر راست و چپ پهنای و مرکز

است). شده اجرا [٣۶ ،۴۶] در کار و ساز (این ͬ کنیم م
است. آمده ۴ ال·وریتم در معیار این اجرایی فرآیند

١Cross Validation



فازی شده جریمه رگرسیونͬ مدل های ٨۶
استرپ بوت روش برای محاسباتͬ ال·وریتم ۴ ال·وریتم
ب·یرید. نظر در را استرپ بوت نمونه B تعداد :١ گام

شده برآورد خطای از B اندازه به باجای·ذاری تصادفͬ نمونه ΁ی :٢ گام
امین d بیانگر، d شاخص اینجا (در کنید تولید d = ١, . . . , B ،ˆ̃ϵ(d) = ỹ(d) − ˆ̃y(d)

است). استرپ بوت نمونه
صورت به دوم گام نمونه های از استفاده با را جدید شده مشاهده ͅ های پاس :٣ گام

آورید. به دست زیر

ˆ̃y•(d) = ˆ̃ϵ
(d)
i + ˆ̃y

(d)
i , d = ١, . . . , B

ˆ̃y•(d) =
(
ỹ
•(d)
١ , . . . , ˆ̃y

•(d)
n

)⊤ شده مشاهده ͅ های پاس از استفاده با را ها β̃(d) :۴ گام
کنید. برآورد {β̃(١)

, β̃
(٢)

, . . . , β̃
(B)
} آوردن به دست برای

ͬ شود. م تهیه زیر صورت به استرپ بوت برآورد پایان در
ˆ̃βB =

١
B

B∑
d=١

β̃
(d)

استرپی t‐بوت اطمینان فاصله ٣ . ٢ . ۴

تجربی صورت به را رگرسیون ضرایب نمونه ای توزیع تخمین ام΄ان غیرپارامتری استرپ بوت
(CI) استرپی٢ بوت اطمینان فاصله ͬ کند. م فراهم جامعه توزیع مورد در فرض پیش بدون و
از مختلفͬ مدل های [۴٨] تیبشیرانͬ و افرون ͬ شود. م محاسبه رگرسیون ضریب هر برای
‐t اطمینان فاصله و چندکͬ اطمینان فاصله مانند استرپی بوت اطمینان فاصله ساختارهای
یعنͬ صفر، فرضیه باشد، صفر حاوی CI اگر است، بدیهͬ اند. نموده ارائه را استرپی بوت
t‐بوت اطمینان فاصله ما اینجا، در نیست. رد قابل مربوطه رگرسیون ضریب بودن صفر
توسط ساختار این همچنین ͬ دهیم. م شرح ۵ ال·وریتم در خلاصه طور به را [۴٨] استرپی

است. شده استفاده [٨٧]

٢Confidence interval



٨٧ عددی نمایش های
استرپی t‐بوت اطمینان فاصله ۵ ال·وریتم

ب·یرید. نظر در استرپی بوت نمونه B تعداد :١ گام
از استفاده با را ˆ̃β

(d)
j = (m̂

β
(d)
j
, l̂

β
(d)
j
, r̂

β
(d)
j
)LR از بخش هر :٢ گام

z̃j =

m̂
β
(d)
j

− m̂βB
j

se
(
m̂

β
(d)
j

) ,
l̂
β
(d)
j

− l̂βB
j

se
(
l̂
β
(d)
j

) , r̂β(d)
j

− r̂βB
j

se
(
r̂
β
(d)
j

)
 , j = ٠, ١, · · · , p, d = ١, . . . , B

نمایید. استاندارد
استاندارد فازی عدد پهناهای و مرکز برای را چندک امین (١ − γ٢) و امین γ٢ :٣ گام

کنید. مشخص t̂
(∗)
n−١,١− γ٢

, ∗ = m, l, r و t̂
(∗)
n−١, γ٢ با ترتیب به و محاسبه z̃k شده

راست و چپ پهاهای و مرکز با متناظر استرپی t‐بوت اطمینان :فاصله چهارم گام
نمایید محاسبه زیر صورت به را

[
m̂βB

j
+ t

(m)

n−١, γ٢ ŝe
(
m̂

β
(d)
j

)
, m̂βB

j
+ t

(m)

n−١,١− γ٢
se
(
m̂

β
(d)
j

)]
[
l̂βB

j
+ t

(l)

n−١, γ٢ ŝe
(
l̂
β
(d)
j

)
, l̂βB

j
+ t

(l)

n−١,١− γ٢
se
(
l̂
β
(d)
j

)]
[
r̂βB

j
+ t

(r)

n−١, γ٢ ŝe
(
r̂
β
(d)
j

)
, r̂βB

j
+ t

(r)

n−١,١− γ٢
se
(
r̂
β
(d)
j

)]

se
( ˆ̃
βj
)
= و β̃j = (mβj

, lβj
, rβj

)LR برآورد ̂̃βj = (m̂βj
, l̂βj

, r̂βj

)
LR

که کرده ایم فرض اینجا در
باشد. آن معیار انحراف بیانگر (se(m̂βj

), se(l̂βj
), se(r̂βj

)
)
LRتوزیع از ،γ ͹سط بالای و پایین بحرانͬ نقاط ترتیب به ∗ = m, l, r ،t̂(∗)

n−١,١− γ٢
و t̂(∗)

n−١, γ٢ همچنین
هستند. آزادی درجه n− ١ با t

عددی نمایش های ۴ . ۴
انجام خود پیشنهادی مدل عمل΄رد ارزیابی برای گسترده عددی مطالعه ΁ی ما بخش، این در
مطالعات در است. شده تش΄یل واقعͬ و شبیه سازی مثال های شامل بخش دو از که ͬ دهیم م
علاوه واقعͬ، داده های در اما است. شده شناخته رگرسیونͬ، ضرایب واقعͬ مقادیر شبیه سازی،
ضرایب استاندارد خطای همچنین ما شده، جریمه برآوردگرهای توسط متغیرها انتخاب بر
استرپ بوت نمونه های اساس بر را رقیبان دی·ر مدل های و پیشنهادی مدل های در شده برآورد

نمایید). مراجعه [٣۶ ،۴۶ ،۴٨] به بیشتر اطلاعات (برای ͬ کنیم م ارزیابی
خطای ارزیابی برای استرپ، بوت روش از استفاده با نایقینͬ عامل این از حقیقت، در
به واقعͬ، داده های در این، بر علاوه ͬ شود. م استفاده رگرسیون ضرایب برآورد استاندارد



فازی شده جریمه رگرسیونͬ مدل های ٨٨
ارائه شده برآورد ضرایب ارزیابی برای را استرپی t‐بوت CIهای ما متغیر، انتخاب منظور
با (GOF) مدل بهینگͬ معیارهای از استفاده با را خود نتایج ما مسیر، این در ͬ دهیم. م
نایقینͬ معیار واقعͬ، داده های برای آن، بر علاوه ͬ کنیم. م مقایسه [٣۶ ،٨١ ،١۵٠] مدل های
مدل های اینجا در ͬ دهیم. م قرار ارزیابی مورد و محاسبه بررسͬ، مورد مدل های همه برای را
هم΄اران و زینگ مدل و [٨١] طاهری و نما کل΄ین ، [٣۶] هم΄اران و کوپی توسط شده ارائه

ͬ دهیم. م نشان را ZFL و KT ،CDGS عناوین با ترتیب به را [١۵٠]
تا (١٠ . ۴) معادلات اساس بر شده برآورد پارامترهای متقارن، فازی اعداد برای .١ . ۴ . ۴ تبصره

است: زیر شرح به (١٣ . ۴)
ĥ =

(
(١ +

٢
٣k٢a٢)X⊤X+

λ

٢Q٠
)
(X⊤y +

٢
٣k٢aX⊤s− ٢

٣k٢abX⊤١)
â = ĉ = (h⊤X⊤Xh)−١(s⊤Xh− b١⊤Xh)

b̂ = f̂ =
١
n
(١⊤s− a١⊤Xh)

است. r = s و k١ = k٢ = k آن در که

شبیه سازی مطالعه ١ . ۴ . ۴
نمونه اندازه ترتیب به و ورودی متغیر ١٠ و ١٢ ،٩ تعداد با را مختلف ساختار سه ما اینجا، در
شبیه سازی تکرار ٣٠ تعداد سناریوها از ΁ی هر برای ما بعلاوه، ͬ گیریم. م نظر در را ٢٠ و ٢٠ ،١۵

داشت. خواهیم داده
ب·یرید: نظر در را زیر فازی رگرسیونͬ مدل : اول ساختار •

ˆ̃yi = ⊕٩
j=٠( ˆ̃βj ⊗Xij),

داریم: آن در که طوری
j = ١,٢ برای ،Xij = zij + ϵij , zij ∼ N(١٫۵, ١) , ϵij ∼ N(٠, ٠٫٠٢) .١

j = ٣, ...,۶ برای [Σlk] = Cov(Xil, Xik) = ٠٫٨|l−k| ،(Xi٣, ..., Xi۶) ∼ N(٠,Σ)

.j = ٧,٨,٩ برای ،Xij = zij + ϵij , zij ∼ N(٠, ٠٫۶) , ϵij ∼ N(٠, ٠٫٠۴)

،β̃١ = β̃٢ = β̃٣ = (١٫۵, ٠٫۵)T ،β̃٠ = (١, ٠٫٢)T .٢
.β̃٧ = β̃٨ = β̃٩ = (٠, ٠)T ،β̃۴ = β̃۵ = β̃۶ = (٠, ٠٫۴)T

.ϵ̃i = (ϵi, sϵi)T , sϵi = |ϵi| , ϵi ∼ N(٠,٢) .٣
ب·یرید: نظر در را زیر فازی رگرسیونͬ مدل : دوم ساختار •

ˆ̃yi = ⊕١٢
j=٠( ˆ̃βj ⊗Xij),



٨٩ عددی نمایش های
داریم: آن در که طوری

j = ١,٢,٣ برای ،Xij = zij + ϵij , zij ∼ N(٠, ٠٫٨) , ϵij ∼ N(٠, ٠٫٠٣) .١
j = ۴, ...,٩ برای [Σlk] = Cov(Xil, Xik) = ٠٫٩|l−k| ،(Xi۴, ..., Xi٩) ∼ N(٠,Σ)

.j = ١٠, ١١, ١٢ برای ،Xij = zij + ϵij , zij ∼ N(٠, ١٫٢) , ϵij ∼ N(٠, ٠٫٠۴)

،β̃١ = β̃٢ = β̃٣ = β̃۴ = (١٫۵, ٠٫٨)T ،β̃٠ = (٠, ٠)T .٢
.β̃٩ = β̃١٠ = β̃١١ = β̃١٢ = (٠, ٠)T ،β̃۵ = β̃۶ = β̃٧ = β̃٨ = (٠, ٠٫۵)T

.ϵ̃i = (ϵi, sϵi)T , sϵi = |ϵi| , ϵi ∼ N(٠,٢) .٣

ب·یرید: نظر در را زیر فازی رگرسیونͬ مدل : سوم ساختار •

ˆ̃yi = ⊕١٠
j=٠( ˆ̃βj ⊗Xij),

داریم: آن در که طوری

j = ١,٢ برای ،Xij = zij + ϵij , zij ∼ N(١, ١) , ϵij ∼ N(٠, ٠٫٠۵) .١
j = ٣, ...,٧ برای [Σlk] = Cov(Xil, Xik) = ٠٫۵|l−k| ،(Xi٣, ..., Xi٧) ∼ N(٠,Σ)

.j = ٨,٩, ١٠ برای ،Xij = zij + ϵij , zij ∼ N(٠, ١) , ϵij ∼ N(٠, ٠٫٠٢)

β̃١ = β̃٢ = (٢, ١)T ،β̃٠ = (٠, ٠)T .٢
.β̃٨ = β̃٩ = β̃١٠ = (٠, ٠)T ،β̃٣ = β̃۴ = β̃۵ = β̃۶ = β̃٧ = (٠, ٠٫٨)T

.ϵ̃i = (ϵi, sϵi)T , sϵi = |ϵi| , ϵi ∼ N(٠, ١٫۵) .٣

خوبی اندازه میانگین اساس بر شده انتخاب رقیب مدل های با شده جریمه مدل مقایسه در
ͬ دهد. م نشان را پیشنهادی مدل برتری ١ . ۴ جدول شده، شبیه سازی داده های روی بر برازش
برای ZFL و KT ،CDGS مدل های با مقایسه در شده جریمه مدل های اساس، این بر

ͬ کنند. م تولید (GOF) برازش خوبی فازی معیارهای در را کمتری مقادیر ،t ∈ {٠٫۵, ١,٢}



فازی شده جریمه رگرسیونͬ مدل های ٩٠
بهینگͬ ارزیابی معیارهای میانگین اساس بر رقیب مدل های با جریمه مدل های مقایسه :١ . ۴ جدول

. شبیه سازی داده های مجموعه در
٣ سناریوی ٢ سناریوی ١ سناریوی Models
S CV S CV S CV

٠٫٢۵٨٧ ۶٫٢١۵۵ ٠٫٢٨۴٧ ۴٫٧٨۴١ ٠٫٢١٠۵ ٩٫۵١١٨ CDGS
٠٫٢٧٣١ ۵٫١٧۴٨ ٠٫٣٧٢٢ ٢٫٨٩۵٢ ٠٫٢٨٧٣ ۴٫٢٣١۶ KT
٠٫٢٧٩٢ ۴٫٨٩۴٣ ٠٫٣٨٨٢ ٢٫٣٠۶٨ ٠٫٣١١۶ ۴٫١۵٢٧ ZFL
٠٫٣۴۵۴ ٣٫۶۵۴٩ ٠٫۴١٣٣ ١٫١٠۶۵ ٠٫٣۶٢٢ ٣٫٢١٧٨ t = ٠٫۵

شده ٠٫٣۴٢٢جریمه ٣٫٩٩٧٨ ٠٫۴١٢٧٠٣۶ ١٫۴۵٠۶ ٠٫٣۴١١ ٣٫٧٢٣٩ t = ١
٠٫٣۴٢٧ ٣٫٩۴٢٧ ٠٫۴١١٨ ١٫٣١٠٧ ٠٫٣۴۶٢ ٣٫۴٣۵١ t = ٢

از کدام هر در ترتیب به ام ١١ و ١۵ ،٨ شده شبیه سازی داده های کارایی همچنین،
مشاهده قابل جریمه ای، مدل بهترین عنوان به ٢ . ۴ جدول در شده شبیه سازی ساختارهای

است.
از کدام هر در λ تنظیم پارامتر برای آمده به دست مقادیر اول، سناریوی در ،١ . ۴ جدول در
با برابر مقادیر این دوم سناریوی در ،۴٫٩٨ ،٨٫٠٢ ،١۵٫۴٠ ترتیب به t ∈ {٠٫۵, ١,٢} حالات

است. شده ٠٫٩۶ ،٣٫۵۴ ،٧٫٧٣ با برابر سوم سناریوی در و ،١٫٣٢ ،٣٫۶٨ ،٩٫٢۴
t = ١ و t = ٠٫۵ برای جریمه ای مدل های توسط موثر متغیرهای خودکار انتخاب همچنین
برای اول سناریوی در خودکار، طور به دی·ر، بیانͬ به کرد. مشاهده ͬ توان م را (LASSO)
(LASSO) t = ١ با جریمه ای مدل برای و هشتم و سوم متغیرهای ،t = ٠٫۵ با جریمه ای مدل
نیز دوم سناریوی در طور همین اند. شده حذف چهارم و سوم متغیرهای و مدل ثابت عدد
هفتم، ششم، متغیرهای (LASSO) t = ١ برای و نهم و ششم پنجم، متغیرهای t = ٠٫۵ برای
حذف این نیز سوم سناریوی در اند. شده حذف خودکار طور به یازدهم و دهم نهم، هشتم،
و چهارم متغیرهای t = ٠٫۵ با جریمه ای مدل برای که طوری به است گرفته انجام خودکار
از هشتم و ششم پنجم، متغیرهای و مدل ثابت عدد ،(LASSO) t = ١ حالت برای و هشتم
،(t = ٢) ریج جریمه ای مدل سناریو ها تمام در که باشید داشته توجه اند. شده حذف مدل

است. نکرده حذف مدل از را متغیری هیچ
΁تفکی به جریمه ای مدل سه هر برای را سناریو هر در شده برازش مدل های ٢ . ۴ جدول در

ایم. داده ارائه



٩١ عددی نمایش های
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فازی شده جریمه رگرسیونͬ مدل های ٩٢

واقعͬ مثال های بخش ٢ . ۴ . ۴
است. شده گرفته نظر در ١ − γ = ٠٫٩۵ مثال ها تمام در .٢ . ۴ . ۴ تبصره

پیش·و متغیرهای بین در همخطͬ وجود بررسͬ برای واقعͬ مثال های تمام در .٣ . ۴ . ۴ تبصره
کاپا۴ آماره و V IFj =

١
١−R٢

j

, j = ١,٢, ..., p رابطه با (V IF) واریانس٣ تورم ضریب شاخص از
λ١ ، Rj آن در که ͬ شود. م استفاده κ =

√
λ١
λp

رابطه با ͬ گویند، م نیز شرط۵ͬ عدد آن به که
ویژه مقدار بزرگترین و کوچ΄ترین ،ͺپاس متغیر با ام j متغیر همبستگͬ ضریب ترتیب به λp و
متغیرهای در همخطͬ وجود بیانگر شاخص این در ١٠ بالای مقادیر هستند. X⊤X ماتریس

.[١٨] است پیش·و

پنیر مزه داده های
٢ . ٣ جدول در داده مجموعه سومین عنوان به انگیزشͬ مثال های بخش در که داده ها این
در اند. شده تولید واقعͬ آزمایش ΁ی در پنیر مزه بر متغیر سه تأثیر ارزیابی برای است، آمده
هستند. ورودی متغیر سه ترتیب به ΁لاکتی اسید و هیدروژن سولفید ،΁استی اسید داده ها،
متخصص ΁ی توسط که ͬ شود م گرفته نظر در پنیر طعم و عطر عنوان به نیز خروجͬ متغیر
داده های بخش در مثال این داده های ͬ شود. م ارائه متقارن مثلثͬ فازی عدد ΁ی ش΄ل به

است. آمده داده مجموعه دومین عنوان به انگیزشͬ
را واریانس تورم ضریب شاخص همخطͬ، وجود عدم یا وجود تشخیص برای ابتدا در
V IF٢ = ،V IF١ = ١٢٫٠۶۴ ترتیب به گانه سه متغیرهای برای زیر مقادیر که و کردیم محاسبه
نشان را همخطͬ وجود ١٠ بالای عددی مقدار است. آمده به دست V IF٣ = ٢٫٨٠٨ و ٧٫٩١۴
و λ١ آن در که است √λ١/λ٣ = ١٣٫۶٧ کاپا شاخص عددی مقدار این، بر علاوه .[۵۴] ͬ دهد م
معیارها و مقادیر این هستند. X⊤X ماتریس ویژه مقادیر بزرگترین و کوچ΄ترین ترتیب به λ٣
جریمه مدل برازش نتیجه ͬ کنند. م تأیید طرح ماتریس در که را قوی خطͬ همخطͬ وجود
است. شده خلاصه ۴ . ۴ و ٣ . ۴ جداول در آن مطالعه مورد رقیب سه و t ∈ {٠٫۵, ١,٢} با شده
انتخاب را مهم متغیرهای (LASSO) t = ١ و t = ٠٫۵ برای شده جریمه روش که است بدیهͬ
(اسید اول و (΁لاکتی (اسید سوم متغیرهای حذف با ترتیب به آن ها رو، این از اند. کرده

داده اند. انجام خودکار طور به را متغیر انتخاب فرآیند ،(΁استی

٣Variance inflation factor
۴Kappa
۵Condition Number



٩٣ عددی نمایش های
رقیب مدل های و جریمه مدل های مقایسه جهت مدل ارزیابی معیارهای :٣ . ۴ جدول

بهینگͬ ارزیابی معیار CVمدل S P

١٣٫٨۵٩ ٠٫١٠٩ ١۴٫۴٧۵ CDGS
٧٫۶۴٨ ٠٫٢۴۵ ٨٫٢٩۶ KT
٧٫٠١٧ ٠٫٢٨١ ٧٫٣٢۴ ZFL
۶٫٠۵۴ ٠٫٣٠۴ ۶٫٢٣٢ t = ٠٫۵

شده ۶٫٨٨٩جریمه ٠٫٢٩٣ ٧٫٢٧۶ t = ١
٧٫۵٣٠ ٠٫٢۵١ ٨٫٢٧۶ t = ٢

جریمه ای مدل های در CV و P مقادیر توجه قابل کاهش ٣ . ۴ جدول نتایج به توجه با
مدل های مقابل در آن ها در مدل شباهت شاخص افزایش و (t = ٠٫۵, ١ حالت های در (خصوصا
حذف ما که است درحالͬ این است. مدل برازش در آن ها مطلوب تر عمل΄رد از نشان رقیب

ایم. داشته آن ها در نیز را متغیر خودکار
پنیر مزه داده های برای جریمه ای مدل های ضرایب :۴ . ۴ جدول

ضرایب β٣̃ˆمدل ˆ̃β٢ ˆ̃β١ ˆ̃β٠
(٢٫٧۶۴, ٠٫۴١۵)T (−٢٫٩١٩, ٠٫٠٠٠)T (٣١٫١١۵,۴٫۶۶٧)T (−١٢٧٫۶٩٣, ٠٫٠٠٠)T CDGS
(٣٠٫٢٠۵, ٠٫۴١۶)T (۵٫۴٩۶, ٠٫٠٠٠)T (−۵٫۴۵٩, ٠٫۴٢٢)T (−١۶٫٩۶٧,۶٫۵٧٢)T KT
(٣١٫٧٢٧, ١٫١٣۵)T (۵٫٣٨٠, ٠٫٩٣٣)T (−۵٫١١٣, ٠٫٠٠٠)T (−٢٠٫۴۴٩, ٠٫٠٠٠)T ZFL

(−٢٫۵ × ٩−١٠, ٠٫٠٠٠)T (−٢٫٢٣٧, ٠٫٠٠٠)T (٢٩٫٩۵۵, ٠٫۶٩١)T (−١٢١٫٣٩١, ١٫۶۴۶)T t = ٠٫۵

شده جریمه
(λ = ٣٩٫٠١)

(٢٠٫٣٧۴, ١٫٧٠۶)T (٣٫٧۵٢, ٠٫٣١۴)T (−٢٫۶ × ٩−١٠, ٠٫٠٠٠)T (−٢٢٫۴٨٢, ٠٫٠٠٠)T t = ١
(λ = ٢۴)

(١۴٫۵۵۴,٢٫۴٧٣)T (٣٫٩٠۵, ٠٫۶۶۴)T (٢٫٠٨٩, ٠٫٣۵۵)T (−٢۵٫٨١٠, ٠٫٠٠٠)T t = ٢
(λ = ٠٫۵٠)

مدل مثال برای و ͬ کند م ارائه را دی·ر رقیب سه و جریمه ای مدل های ضرایب ۴ . ۴ جدول
است: زیر شرح به LASSO جریمه ای مدل توسط شده پیشنهاد فازی رگرسیونͬ

̂̃yi = ⊕٣
j ̸=١(

̂̃
βj ⊗Xij), t = ١, λ = ٣٩٫٠١

H٢S هیدروژن سولفید ترتیب به که x٣ و x٢ و است فازی مدل شده برآورد خروجͬ ̂̃y آن در که
مانده اند. باقͬ مدل در ورودی متغیرهای عنوان به هستند ΁اسیدلاکتی و

صحت بررسͬ برای را (se) استاندارد خطاهای و استرپی t‐بوت اطمینان فواصل ما اکنون
کرده ایم. گزارش ۵ . ۴ و ۶ . ۴ جداول در ترتیب به الذکر، فوق مدل های در شده برآورد ضرایب
است آمده بدست ۵ ال·وریتم از se و استرپی t‐بوت اطمینان فواصل که باشید داشته توجه



فازی شده جریمه رگرسیونͬ مدل های ٩۴
استرپی بوت نمونه ٨٠٠ عددی، تحلیل و تجزیه در است. [۴٨] پیشنهادی روش براساس که

است. شده استفاده
پرانتز داخل (اعداد مختلف مدل های در پارامترها برای استرپی t‐بوت اطمینان فاصله :۵ . ۴ جدول

است). اطمینان فاصله طول
β̃٣ β̃٢ β̃١ β̃٠ اطمینان فاصله t مقدار

[−٠٫٠۴٩, ٠٫٠٢٣] [−٢٫١٩٠−,٣٫٧٣١] [٢٩٫٢٩٣,٣١٫٩۴٧] [−١٢٢٫٨۴۵,−١١٩٫٧۴٠] مرکز
(٠٫٠٧٢) (١٫۵۴١) (٢٫۶۵۴) (٣٫١٠۵) ٠٫۵

[٠٫٠٠٠, ٠٫٠٢٠] [٠٫٠٠٠, ٠٫٠۶٨] [٠٫۵٢٢, ٠٫٨٧۴] [١٫۴٩٧, ١٫٧٨٠] پهنا
(٠٫٠٢٠) (٠٫٠۶٨) (٠٫٣۵٢) (٠٫٢٨٣)

[١٨٫۶٩۶,٢١٫٣۶٨] [٢٫٨٣۴,۴٫۵٠۴] [−٠٫٠٢١, ٠٫٠١٩] [−٢٣٫٨۶٢١٫٠٢−,٢۵] مرکز
شده (٢٫۶٧٢)جریمه (١٫۶٧٠) (٠٫٠۴٠) (٢٫٨٣٧) ١

[١٫۴۴٢, ١٫٨٢۶] [٠٫٢٠٩, ٠٫۵٢١] [٠٫٠٠٠, ٠٫٠١٩] [٠٫٠٠٠, ٠٫١۴٢] پهنا
(٠٫٣٨۴) (٠٫٣١٢) (٠٫٠١٩) (٠٫١۴٢)

[١٢٫٢١۵, ١۵٫۴٣٣] [١٫١۶٢,٣٫۶٨۵] [٠٫۵۵۵,٢٫۶٩٧] [−٢٣٫٢−,٢٧٫٣٩١۶٩] مرکز
(٣٫٢١٨) (٢٫۵٢٣) (٢٫١۴٢) (۴٫١٢٢) ٢

[٢٫١١٣,٢٫۵۴۴] [٠٫٣۵٩, ٠٫٧۶٢] [٠٫٠٩٠, ٠٫۴٧٣] [٠٫٠٠٠, ٠٫١٣۶] پهنا
(٠٫۴٣١) (٠٫۴٠٣) (٠٫٣٨٣) (٠٫١٣۶)

[−٠٫۴۵۴,۶٫٣۶٨] [−۴٫٨۶١, ١٫۵٣٨] [٢۵٫٠٨۴,٣۵٫١٧٢] [−١٣۵١٢٢٫٢٩١−,٫٠٧٢] مرکز
CDGS(۶٫٨٢٢) (۶٫٣٩٩) (١٠٫٨٨) (١٢٫٧٨١) –

[٠٫٠٠٠, ٠٫٨٧٩] [٠٫٠٠٠, ٠٫٧٠۵] [٢٫٩٣٨,۵٫٣٨٩] [٠٫٠٠٠, ٠٫۶۴٧] پهنا
(٠٫٨٧٩) (٠٫٧٠۵) (٢٫۴۵١) (٠٫۶۴٧)

[٢٨٫۵٩١,٣٣٫٨٢٣] [٣٫٢۵٧,٧٫٧٨٩] [−١٫٩٣−,٨٫١٨٧۴] [−١٣٫−,٢١٫٨٧١۴٧٩] مرکز
KT(۵٫٢٣٢) (۴٫۵٣٢) (۶٫٢۵٣) (٨٫٣٩٢) –

[٠٫٠٠٠, ٠٫٧١٩] [٠٫٠٠٠, ٠٫۵٧۴] [٠٫٠٠٠, ٠٫٩۵۵] [۶٫٠۵٧,٧٫١٧٩] پهنا
(٠٫٧١٩) (٠٫۵٧۴) (٠٫٩۵۵) (١٫١٢٢)

[٢٩٫٩۵٨,٣۴٫۵٧٠] [٣٫٣٩۵,٧٫۴٨٢] [−٣٫١٩−,٧٫٧٨٩۶] [−٢۴١٧٫٩٨−,٫٧٢٩۵] مرکز
ZFL(۴٫۶١٢) (۴٫٠٨٧) (۴٫۵٩٣) (۶٫٧۴۴) –

[٠٫۵٧١, ١٫۵۴٣] [٠٫۴٣۵, ١٫٢۵٩] [٠٫٠٠٠, ٠٫۶۵٢] [٠٫٠٠٠, ٠٫۴٨۴] پهنا
(٠٫٩٧٢) (٠٫٨٢۴) (٠٫۶۵٢) (٠٫۴٨۴)

آمده به دست اطمینان های فاصله طول شده جریمه مدل های در ،۵ . ۴ جدول اساس بر
سایر با مقایسه در پهناها در هم و مراکز در هم مدل ضرایب برای پرانتز، داخل مقادیر یعنͬ
منفͬ اطمینانͬ فاصله پایین حد اگر که ͬ دانیم م آن، بر علاوه است. کوتاهتر بسیار مدل ها
به رقیب مدل های در پهناها برای وضعیت این که ͬ گیریم م درنظر صفر را آن اجبار به باشد،
حال این با ͬ شود، م فاصله ها این طول شدن کوتاهتر باعث کار این است. داده رخ دفعات
برتر اطمینانشان فواصل بودن کوتاهتر بدلیل مدل ها سایر با مقایسه در شده جریمه مدل های

هستند.
پارامترهای تمامͬ برای se مقادیر محاسبه طریق از ۶ . ۴ جدول در آمده بدست نتایج همچنین
رقیب مدل های با مقایسه در جریمه ای مدل های که ͬ دهد م نشان آزمایش، مورد مدل های
ضرایب برآورد درستͬ صحت از نایقینͬ میزان لذا، هستند. خود ضرایب برای کمتری se دارای
جریمه ای مدل های در موجود ذاتͬ خاصیت به واسطه امر این که است کمتر مدل ها این در

است.



٩۵ عددی نمایش های
پنیر مزه داده های در مدل ها ضرایب برای se مقدار :۶ . ۴ جدول

پهنا مرکز مدل
se ˆ̃

β٣
se ˆ̃

β٢
se ˆ̃

β١
se ˆ̃

β٠ se ˆ̃
β٣

se ˆ̃
β٢

se ˆ̃
β١

se ˆ̃
β٠

٠٫٠٩۶ ٠٫٢٠۴ ٠٫١٧۵ ٠٫١۴٣ ١٫١۶۴ ٠٫٧٣۵ ٢٫١٢٢ ٢٫٧۴۴ CDGS
٠٫٠٧٧ ٠٫٠٩٨ ٠٫١۴۶ ٠٫١٣٣ ٠٫۶٠۵ ٠٫٧١۶ ٠٫٩۵٩ ١٫۵٣٢ KT
٠٫٠٨٣ ٠٫٠٨۶ ٠٫١٣۴ ٠٫١٢٩ ٠٫٧٠٢ ٠٫٨٨٠ ٠٫٧٩۴ ١٫٢۶٠ ZFL
٠٫٠١٣ ٠٫٠۴٨ ٠٫٠٩۶ ٠٫٠٧۵ ٠٫٠٢٨ ٠٫٣٧٧ ٠٫۴٢٣ ٠٫٧٩٢ t = ٠٫۵

شده جریمه
(λ = ٣٩٫٠١)

٠٫٠۶۶ ٠٫٠۵۵ ٠٫٠١٠ ٠٫٠٨٢ ٠٫۵١٢ ٠٫۴٠٢ ٠٫٠١٢ ٠٫٨٠٣ t = ١
(λ = ٢۴)

٠٫٠٣٨ ٠٫٠۵١ ٠٫٠۶۵ ٠٫٠٧٨ ٠٫۴١٨ ٠٫٣۶۴ ٠٫٣٢۵ ٠٫٨١٠ t = ٢
(λ = ٠٫۵٠)

(آ)

(ب)
(ب) مرکز مقدار (آ) رقیب. مدل های با جریمه ای مدل های شهودی‐استنباطͬ مقایسه :١ . ۴ ش΄ل

پهنا. مقدار



فازی شده جریمه رگرسیونͬ مدل های ٩۶
جریمه شده مدل های توسط شده برآورد ͅ های پاس مقایسه بررسͬ ،١ . ۴ تیلور نمودار در
است. شده انجام شده، مشاهده پاسخهای با تطابق و همبستگͬ منظر از رقیب مدل های و
تمامͬ برای شده پیشنهاد جریمه ای روش های (الف)، قسمت مطابق نمودار، این به توجه با
برخوردار رقیب مدل های مقابل در کمتری استاندارد خطای میانگین و معیار ازانحراف t مقادیر
مدل های در شده مشاهده با شده پرآورد ͅ های پاس همبستگͬ ضریب آن، بر علاوه هستند.
بخش نتایج اساس بر همچنین است. رقیب مدل های از بیشتر ،t = ٠٫۵ برای به ویژه جریمه ای

دارد. بهتری عمل΄رد مدل ها به دی·ر نسبت ،t = ٠٫۵ لاسو، جریمه ای مدل (ب)،

نامتقارن) فازی اعداد (حالت شانگهای در خانه قیمت داده های
انگیزشͬ مثال های بخش در چهارم داده های مجموعه عنوان با مثال این در رفته ب΄ار داده های
΁ی در پیشنهادی شده مجازات مدل های برتری مثال، این در است. آمده ۴ . ٢ درجدول
آن ها شدند. معرفͬ [١۵١] توسط ابتدا داده ها این ͬ شود. م داده نشان بزرگ داده مجموعه
توضیحͬ متغیر شش با نامتقارن مثلثͬ فازی عدد ΁ی عنوان به را خانه قبول قابل خرید قیمت
مالیات ،x٣ مس΄ن، وام بهره نرخ ،x٢ مس΄ن، اندازه ،x١ آن، در که گرفتند نظر در غیرفازی
،x۶ نهایت در و خانوار سالانه درآمد ،x۵ پرداخت، پیش نسبت ،x۴ مستغلات، و املاک بر
هیچ ما ، [١۵١] خلاف بر گرفتند. نظر در ورودی متغیرهای عنوان به را خانواده جمعیت
به انگیزشͬ مثال های بخش در ۴ . ٢ جدول در که همانطور و ͬ کنیم نم حذف را مشاهده ای
که باشید داشته توجه ͬ کنیم. م کار داده ها کل با است شده ارائه چهارم داده مجموعه عنوان
ابتدا اینجا در هم باز k١ = k٢ = ١٢ داریم مثلثͬ فازی اعداد برای پارامترها برآورد فرمول های در
V ها IF محاسبه طریق از ورودی متغیرهای بین در همخطͬ وجود عدم یا وجود بررسͬ به
متغیر هر با متناظر V های IF برای زیر مقادیر رو این از ͬ پردازیم. م κ =

√
λ١
λp

شاخص و
،V IF۴ = ١٧٫٠٣٧ ،V IF٣ = ١٫٩٧٠ ،V IF٢ = ٣١٫۴۵۵ ،V IF١ = ٣٨٫۴١٠ است. آمده به دست
معیاری عنوان به که نیز زیر نسبتͬ شاخص همچنین V IF۶ = ١٨٫٠٧٩ و V IF۵ = ١٧٫٣٢٢
است √λ١/λ۶ = ١٧٫٠٧ برابر مثال این در است ورودی متغیرهای در همخطͬ وجود برای
و کمترین ترتیب به λ۶ و λ١ آن در و است پیش·و متغیرهای بین همخطͬ وجود باینگر که

هستند. X⊤X ماتریس ویژه مقادیر بیشترین
رقیب مدل های و شده جریمه مدل های برای مدل بهینگͬ عمل΄رد معیارهای ،٧ . ۴ جدول در
برای ترتیب به را ES و EM شاخص های ترتیب به ،MPE بر علاوه اینجا در است. شده خلاصه
اختلاف و شده زده تخمین و شده مشاهده ͅ های پاس مراکز بین میانگین اختلاف اندازه گیری

گرفته ایم. نظر در شده زده تخمین و شده مشاهده ͅ های پاس پهنای بین
بوده بهتر رقیب مدل های مقابل در شده جریمه مدل های عمل΄رد ،٧ . ۴ جدول نتایج با مطابق
ارائه ٧ . ۴ جدول این در که مدل برازش بهینگͬ معیار مقدار بودن کمتر از ناشͬ امر این است.
متغیر پیشنهادی، شده مجاز مدل های ،t = ١ و t = ٠٫۵ مقادیر برای همچنین، ͬ باشد. م شده
شامل رقیب مدل های که ͬ است حال در این کرده اند حذف موثر غیر متغیر عنوان به را چهارم



٩٧ عددی نمایش های
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فازی شده جریمه رگرسیونͬ مدل های ٩٨

جدول۴ . ٨:مقدارseبرایضرایبمتغیرهایداده هایقیمتخانه هایشانگهای.
پهنایراست

پهنایچپ
مرکز

مدل
se

ˆ̃β۶
se

ˆ̃β۵
se

ˆ̃β۴
se

ˆ̃β٣
se

ˆ̃β٢
se

ˆ̃β١
se

ˆ̃β٠
se

ˆ̃β۶
se

ˆ̃β۵
se

ˆ̃β۴
se

ˆ̃β٣
se

ˆ̃β٢
se

ˆ̃β١
se

ˆ̃β٠
se

ˆ̃β۶
se

ˆ̃β۵
se

ˆ̃β۴
se

ˆ̃β٣
se

ˆ̃β٢
se

ˆ̃β١
se

ˆ̃β٠
٠٫٣۴٣

٠٫٨۶٢
٠٫٩٧۴

٠٫٣١٨
٠٫۵٧٣

٠٫٧۶۶
٠٫۴۵٢

٠٫٧۶۵
٠٫٩٣۶

٠٫٨١٢
٠٫٧٠٣

٠٫۵٢٢
١٫۴٢۴

٠٫۶٨٧
١٫٢۵۴

٢٫۴۶۵
١٫١٣٨

٢٫٠۶۴
١٫۶٧٢

٣٫٧٨٣
۵٫١١٨

CDGS
٠٫١٢٧

٠٫١۴۵
٠٫٠٨٣

٠٫١٣۴
٠٫١۵۴

٠٫٣۵٨
٠٫٢٨٣

٠٫٣۵٣
٠٫۵٣۴

٠٫۴٢٩
٠٫۶١٢

٠٫٣۶٧
٠٫٧٠٢

٠٫۴٧٧
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٠٫۴۴۶
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١٫٩۴٢
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KT
٠٫١٢٢

٠٫١٣٩
٠٫٠٨٢

٠٫١۴٠
٠٫٠٧۴
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نان
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لها
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مقد
ش

رو
[٠٫٨

٣,١
٫۵٨

]
[١٣

٫٠٧
,١۴

٫۵۶
]

[−
٫٠٣

٢,٠
٫٠١

۵]
[−

۶١٫
٢٢

,−
۵۶

٫۶۶
]

[−
۶٫٧

۴,−
۴٫۶

٨]
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۵١٨
٫۵١

,−
۵١٠

٫٩۵
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(٠٫٧
۵)

(١٫۴
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(۴٫
۵۶
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٠٫۵
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٠٫۶
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٠,٠

٫٠٩
]

[١۴
٫١٣

,١۵
٫٢۴

]
[٠٫٩

٧,٢
٫٠۶

]
[٠٫٠

٠,٠
٫٨۵

]
[١۴

٨٫۶
۴,١

۵٢
٫١١

]
چپ

نای
په

٠٫۵
(٠٫۵

٢)
(٠٫۶

١)
(٠٫٠
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٫٠۴
]

[−
۵٩

٫٨۵
,−

۵۴
٫۵١

]
[−

۶٫۶
۵,−

۴٫٣
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٨)
(٠٫٨
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)
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٣,٠

٫۶۴
]
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١,٠
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]

[٠٫٠
٠٠,

٠٫١
٣]

[٠٫٠
٠,٠

٫١۵
]

[٠٫٠
٠,٠

٫١١
]

[١٫٣
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[٠٫١
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٠,٠

٫٨٢
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٫٨۶
]
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٫١٨
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(٠٫٨
٢)

(٢٫
٨٨

)
(١٫٢
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٠,٠

٫۶٢
]
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٠,٠
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فازی شده جریمه رگرسیونͬ مدل های ١٠٠
نشان EM برای شده ثبت مقادیر این، بر علاوه ندارند. را ویژگͬ این ZFL و KT ،CDGS

بطور جریمه ای مدل های در شده مشاهده و تخمینͬ ͺپاس بین اختلاف میانگین که ͬ دهد م
ZFL و KT مدل های بهتر عمل΄رد است. ZFL و KT ،CDGS مدل های از کمتر توجهͬ قابل
ͬ کند. نم جبران EM معیار در توجه با را آن ها ضعیف عمل΄رد وضوح به ES معیار به توجه با

است. بهتر رقیب مدل های از پیشنهادی مجازات مدل های عمل΄رد بنابراین،
استرپ بوت نمونه ١٠٠ اساس بر نایقینͬ، شاخص و اطمینان فواصل بررسͬ در اکنون
اطمینان های فاصله برای [۴٨] در پیشنهادی رابطه و ۵ ال·وریتم از استفاده با و شده تولید
مدل اساس بر λ مقادیر همچنین، ͬ کنیم. م محاسبه را آن ها se و ضرایب برای استرپ بوت
اطمینان فاصله و ضرایب se مقادیر است. آمده بدست خودکار طور به آن ها ویژگͬ و شده جریمه
در شده مجازات مدل های برتر عمل΄رد است. شده ارائه ٩ . ۴ و ٨ . ۴ جداول در ترتیب به آن ها

است. مشهود کاملا جداول این نتایج بررسͬ

ͬ شوند. م se کاهش باعث امر این جریمه ای مدل های در متغیر انتخاب ویژگͬ به توجه با
با مقایسه در آن ها طول زیرا ͬ شود م مشاهده نیز شده ارائه اطمینانهای فواصل در مزیت این

است. کوتاه تر دی·ر مدل های

نتیجه گیری ۵ . ۴
یا و بالا ابعاد با داده های حضور در ورودی متغیرهای بهینه انتخاب فازی، رگرسیون تحلیل در
رگرسیون تحلیل عمل΄رد بر که است نظری مسئله ΁ی ورودی متغیرهای بین همخطͬ وجود

ͬ گذارد. م تأثیر
پیشنهاد [٣۶ ،۴٢ ،۴٣ ،۴۴ ،۴۵ ،۴۶] مقالات در که فازی رگرسیون روی΄رد از شروع با
متغیرهای و فازی خروجͬ متغیرهای با فازی جریمه ای رگرسیون مدل ΁ی ما است، شده
نظر در با بسته فرم های صورت به پارامتر بهینه برآوردهای راه با همراه فازی، غیر ورودی
رگرسیون مدل کردیم. پیشنهاد شده جریمه دوم توان کمترین تخمین روش ΁ی گرفتن
کند. کنترل را ورودی متغیرهای بین در همخطͬ وجود اثرات ͬ تواند م پیشنهادی فازی
متغیرهای (حذف ورودی متغیرهای انتخاب برای متغیر انتخاب معیار ΁ی این، بر علاوه
بررسͬ منظور به رو، این از است. شده پیشنهاد رگرسیونͬ مدل تهیه روند در موثر) غیر
دو و مختلف سناریوی سه تحت شبیه سازی مطالعه ΁ی پیشنهادی، روش عمل΄رد و اثربخشͬ
جریمه ای مدل برتری از نشان حاصله نتایج شدکه تهیه واقعͬ داده های تحت کاربردی مثال
مدل برازش نی΄ویی معیارهای به توجه با مدل ها، سایر با مقایسه در پیشنهادی فازی رگرسیون
دقت شده، جریمه مدل توسط آمده به دست برآوردهای واقعͬ، داده های برای همچنین، است.
و استرپ بوت استاندارد خطاهای بودن کم به توجه با مدل ها، سایر با مقایسه در را بیشتری

ͬ دهند. م نشان خود از اطمینان بازه های طول



١٠١ نتیجه گیری

احتمالͬ چشم اندازهای ١ . ۵ . ۴
از: عبارتند نظری چارچوب این در احتمالͬ اندازهای چشم

جمله دو شامل که متغیر انتخاب برای روی΄ردهایی ،[٧٣] Mnet و [١۵٣] Enet ترکیب الف)
هستند. جریمه

استوار. فازی رگرسیون در مدل سازی برای نتایج گسترش ب)
فاصله ها. و مترها دی·ر انواع از استفاده با شده جریمه فازی رگرسیون مدل های بررسͬ ج)





آ  پیوست
اولیه مفاهیم و تعاریف

مقدمه آ  . ١
در است. آن اصلͬ شالوده و پایه به عنوان معمولͬ مجموعه های نظریه مدرن، ریاضیات در
مجموعه هستند مطلق صفت و ویژگͬ ΁ی دارای که اشیاء از معین گردآیه ای به نظریه، این
مثال به طور باشد. خوش تعریف باید مجموعه ها) در (فقط بحث مورد ویژگͬ ͬ گویند. م
P آن گاه ، بودن» «اول ویژگͬ P خاصیت و باشد حقیقͬ اعداد مجموعه ،X ͽمرج اگرمجموعه
مانند عدد هر باشد، صفت این اعضاء شامل مجموعه A اگر که است خوش تعریف ویژگͬ ΁ی

نیست. اول یعنͬ نیست A عضو یا و است اول یعنͬ است، A عضو یا حقیقͬ اعداد در a
کافͬ بودن، کوتاه مانند نیستند، مطلق هستیم، روبرو آن با که ͬ هایی ویژگ همواره اما
حوزه و روان شناسͬ رفتاری، علوم در آن علاوه بر .. . . و بودن بزرگ یا ΁کوچ تقریباً بودن،
مجموعه های نظریه قالب در که داریم سروکار نادقیقͬ تعاریف و مفاهیم با ما انسانͬ علوم
احساس نادقیق مفاهیم این پوشش برای جدیدی قالب ش΄ل بدین ندارند. جای·اهͬ معمولͬ
مجموعه ها این به مناسبی پوشش و شده عهده دار را امر این فازی مجموعه های نظریه ͬ گردد. م
مجموعه های نظریه معمولͬ، مجموعه های نظریه از طبیعͬ تعمیمͬ ͽواق در ͬ دهد. م ارائه
پرفسور توسط ه.ش.) ١٣۴۴) میلادی ١٩۶۵ سال در نظریه این تشریح و معرفͬ است. فازی
تاکنون، ارائه زمان از نظریه این شد. عرضه تبار ایرانͬ دانشمند [١۴٩] عس·رزاده لطفͬ
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است. کرده پیدا مختلف زمینه های در گوناگونͬ کاربردهای و یافته زیادی تعمیم و گسترش
این است. اطمینان عدم شرایط در نظریه ای فازی مجموعه های نظریه ی خلاصه، به طور
هستند، مبهم و نادقیق که را سیستم هایی و متغیرها و مفاهیم از بسیاری است قادر نظریه
برای را زمینه و بخشیده ریاضͬ صورت بندی است، چنین اکثراً ͽواق عالم در که همان گونه

آورد. فراهم اطمینان عدم شرایط در تصمیم گیری و کنترل استنتاج، استدلال،
این مطالب ͬ آوریم. م را فازی مجموعه های در استفاده مورد اولیه تعاریف برخͬ ادامه در

است. [٢] از برگرفته عمدتا فصل

فازی اعداد و توسیع اصل آ  . ٢
از تابعͬ تغییر و ب΄ارگیری ام΄ان آن ها، عضویت توابع و فازی مجموعه های از استفاده مسیر در
است. اجتناب ناپذیر ریاضͬ مختلف عمل·رهای از استفاده ͽواق در دارد. وجود مجموعه ها این
در که داشت خواهیم را تغییرات این ایجاد و عمل΄رد نحوه برای روی΄رد ΁ی به نیاز این رو از

ͬ گردد. م ارائه توسیع اصل قالب

،X از نقطه هر به f تابع باشد. y = f(x) ضابطه با Y به X از f تابع کنید فرض آ  . ٢ . ١. تعریف
حقیقͬ اعداد مجموعه در f مانند تابع هر عملیاتͬ روش این ͬ دهد. م نسبت را Y از نقطه ای
مجموعه ΁ی به f تابع تحت را (Ã فازی (مجموعه ی مجموعه ΁ی بخواهیم اگر حال است.

داشت. خواهیم را توسیع اصل دهیم، نسبت (B̃ فازی (مجموعه ی

ͽمرج مجموعه دو Y و X کنید فرض متغیره). ΁ی حالت برای توسیع (اصل آ  . ٢ . ٢ تعریف
صورت این در باشد. X از فازی زیرمجموعه ΁ی Ã و f : X → Y صورت به تابع ΁ی f و

ͬ شود، م تعریف زیر عضویت تابع با Y از فازی مجموعه ΁ی صورت به B̃ = f(Ã)

B̃(y) = sup
x,y=f(x)

Ã(x) (آ  . ١)

انتقال یا تصویر تابع f تابع به باشد. تهͬ ،f تابع تحت y معکوس تصویر اگر است B̃(y) = ٠
گوئیم.

مجموعه n ،X١, X٢, . . . , Xn کنید فرض متغیره). چند حالت برای توسیع (اصل آ  . ٢ . ٣ تعریف
X از f نگاشت کنید فرض باشد. آن ها دکارتͬ حاصل ضرب X = X١ ×X٢ × · · · ×Xn و ͽمرج
فازی مجموعه n بر f عمل حاصل صورت این در باشد. y = f(x١, . . . , xn) ضابطه ی با Y به

ͬ شود. م تعریف زیر صورت به Y از B̃ فازی مجموعه ΁ی به عنوان Ã١, . . . , Ãn

B̃ = f
(
Ã١, . . . , Ãn

)
=
{(
y, B̃(y)

) ∣∣ y = f(x١, . . . , xn), (x١, . . . , xn) ∈ X
} (آ  . ٢)
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آن در که

B̃(y) =


sup

x١,...,xn

min
{
Ã١(x١), . . . , Ãn(xn)

}
, f−١(y) ̸= ∅

٠ f−١(y) = ∅
(آ  . ٣)

فازی مترهای و فواصل برخͬ آ  . ٢ . ١
آنگاه: باشند LR فازی عدد دو Ã = (mA, lA, rA)LR و B̃ = (mB, lB, rB)LR کنید فرض

:[١۴٣] کو و یانگ فاصله .١
D٢١ (Ã, B̃) =

١
٣
(
(mA −mB)

٢ + ((mA − k١lA)− (mB − k١lB))٢

+ ((mA + k٢rA)−(mB + k٢rB))٢
)
,

(آ  . ۴)

آن در که
k١ =

∫ ١
٠ L−١(α)dα, k٢ =

∫ ١
٠ R−١(α)dα.

از عبارتست فاصله این بر مبتنͬ متر مثلثͬ فازی عدد دو برای و
D٢١ (Ã, B̃) =

١
٣
(
(mA −mB)

٢ + ((mA − ١
٢ lA)− (mB − ١

٢ lB))٢
+

((
mA +

١
٢rA

)
−
(
mB +

١
٢rB))٢

)
,

(آ  . ۵)

: [۵٨] صادقپور فاصله .٢

Dp٢(Ã, B̃) =



[
(١ − q)

∫ ١
٠ |A−

α −B−
α |pdα+ q

∫ ١
٠ |A+

α −B+
α |pdα

]p
p <∞,

(١ − q) sup
٠<α≤١

(|A−
α −B−

α |) + q inf٠<α≤١(|A
+
α −B+

α |) p = ∞,

آلفا‐برش هر با متناظر فازی اعداد بالایی و پایینͬ حد ترتیب به (Ã)+α و (Ã)−α آن در که
است.

شد: خواهد زیر صورت به متر مثلثͬ، اعداد برای و ( q = ١/٢ و p = ٢ ) خاص حالت در
D٢٢(Ã, B̃) =

١
۶
(٢(mA −mB)

٢ + ((mA − lA)− (mB − lB))
٢

+ ((mA + rA)− (mB + rB))
٢

+ ((mA − lA)− (mB − lB))(mA −mB)

+ ((mA + rA)− (mB + rB))(mA −mB)
)
.

(آ  . ۶)
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: [٨١] طاهری و نما کل΄ین متر .٣

D٣(Ã, B̃) =
١
٣
(
|mA −mB|) + |(mA − k١lA)− (mB − k١lB)|

+ | (mA + k٢rA)− (mB + k٢rB)|
)
,

(آ  . ٧)

از: عبارتست متر این مثلثͬ فازی اعداد در و

D٣(Ã, B̃) =
١
٣
(
|m

Ã
−m

B̃
|+ |(m

Ã
− ١

٢ lÃ)− (m
B̃
− ١

٢ lB̃)|
+ |(m

Ã
+

١
٢rÃ)− (m

B̃
− ١

٢rB̃)|
)
.

(آ  . ٨)

فازی اعداد آ  . ٢ . ٢
به حقیقͬ اعداد در موجود حسابی عمل·رهای تعمیم گسترش، اصل کاربردهای مهم ترین از

ͬ شوند. م شناخته فازی اعداد نام با که است فازی بحث

ͬ کنیم م تعریف ،y ∈ R نقطه ΁ی و f : X → R تابع ΁ی برای آ  . ٢ . ۴. تعریف

U(y) = f−١([y,+∞)) = {x ∈ X : f(x) ≥ y}

L(y) = f−١((−∞, y]) = {x ∈ X : f(x) ≤ y}

باشیم داشته y ∈ R هر برای اگر فقط و اگر است بالایی نیم پیوسته f تابع الف)

f
(
f−١((−∞, y))

)
≤ f(x) = y

باشیم داشته y ∈ R هر برای اگر فقط و اگر است پایینͬ نیم پیوسته f تابع ب)

f
(
f−١(y,+∞))

)
≥ f(x) = y

بالا جهش نقطه ΁ی یا باشد پیوسته اگر فقط و اگر است (پایینͬ) بالایی نیم پیوسته f ͽواق در
است. پیوسته باشد پایینͬ نیم پیوسته هم و بالایی نیم پیوسته هم f اگر باشد. داشته (پایین)

ͬ نماییم. م ارائه آن ها نمودار همراه به را پایینͬ و بالایی نیم پیوسته تابع از نمونه ای ادامه در
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f(x) =


∣∣∣ ١x ∣∣∣ x ̸= ٠
٠ x = ٠

پایینͬ نیم پیوسته تابع نمودار آ  . ١: ش΄ل

f(x) =


−
∣∣∣ ١x ∣∣∣ x ̸= ٠

٠ x = ٠

بالایی نیم پیوسته تابع نمودار آ  . ٢: ش΄ل

برش آلفا
به حداقل Ã فازی مجموعه در آن ها عضویت درجه که X از عناصری دلخواه، ٠ < α ≤ ١ برای

داریم، و گوئیم Ãα یا (Ã به وابسته α تراز (مجموعه های Ã α‐برش باشد، α میزان
Ãα =

{
x ∈ X, Ã(x) ≥ α

} (آ  . ٩)
هرگاه گوییم فازی عدد ΁ی را R از Ã فازی مجموعه آ  . ٢ . ۵. تعریف

باشد. نمایی تک و نرمال Ã .١
باشد. بسته بازه های صورت به ،α ∈ (٠, ١] هر ازای به ،Ã α‐برش های .٢

ͬ دهیم. م نشان F(R) با را فازی اعداد مجموعه
هستند، زیر خواص دارای فازی اعداد

است. محدب فازی مجموعه ΁ی فازی عدد هر الف)
است. نیم پیوسته فازی، عدد هر عضویت تابع ب)

(−∞, x٠) بازه ی در Ã عضویت تابع آن گاه باشد، Ã(x٠) = ١ با فازی عدد ΁ی Ã اگر پ)
است. غیرصعودی (x٠,+∞) بازه ی در و غیرنزولͬ

ͬ دهند. م نمایش را صفر تقریباً مفهوم که هستند فازی اعداد بیانگر آ  . ٣ ش΄ل آ  . ٢ . ١. مثال
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k(x) = e−x٢
, x ∈ R. (ب) g(x) = ١− |x|, −١ ≤ x ≤ ١. (آ)
صفر. تقریباً فازی اعداد نمودارهای آ  . ٣: ش΄ل

LR فازی اعداد آ  . ٢ . ٣
دارا علاوه بر که هستند فازی اعداد از خاصͬ نوع LR فازی اعداد مختلف، فازی اعداد بین در
دلیل همین به ͬ کند. م پیروی خاصͬ قواعد از آن ها بر نیز حسابی اعمال ویژه، ساختار بودن

ͬ گردد. م استفاده فازی اعداد نوع این از عمدتاً
باشد، زیر صورت به M̃ فازی عدد عضویت تابع ساختار اگر آ  . ٢ . ۶. تعریف

M̃(x) =


L
(
m−x
a

)
, x < m

R
(
x−m
b

)
, x > m

ͬ نامند: م LR فازی عدد ΁ی زیر شرایط با را M̃ آن گاه
هستند، [٠, ١] به R+ از غیرصعودی توابعͬ R و L الف)

،L(٠) = R(٠) = ١ ب)
مثبت اعداد و (نما) مد مقدار m آن در که ͬ دهند، م نمایش M̃ = (m, a, b)LR صورت به را آن و

هستند. M̃ راست و چپ پهنای ترتیب به b و a
هستند. (R) L از متداولͬ نمونه های زیر توابع

L(x) = e−|x|p L(x) =
١

١ + |x|p
L(x) = ١ − |x|p

صورت این در .L = R و M̃ = (m, a, b)LR کنید فرض آ  . ٢ . ١. تبصره
اگر ͬ دهیم م نمایش M̃ = (m, a, b)T با و گوییم مثلثͬ فازی عدد ΁ی را M̃ الف)

L(x) = max{٠, ١ − |x|}

صفر. تقریباً مثلثͬ فازی عدد آ  . ۴: ش΄ل
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اگر ͬ دهیم م نمایش M̃ = (m, a, b)N با و گوییم نرمال فازی عدد ΁ی را M̃ ب)

L(x) = e−x٢

صفر. تقریباً نرمال فازی عدد آ  . ۵: ش΄ل

اگر ͬ دهیم م نمایش M̃ = (m, a, b)P با و گوییم سهموی فازی عدد ΁ی را M̃ ج)

L(x) = max{٠, ١ − x٢}

صفر. تقریباً سهموی فازی عدد آ  . ۶: ش΄ل

خواهیم را آن ها متقارن نوع باشد، a = b = s اگر فوق الذکر LR فازی اعداد در آ  . ٢ . ٢. تبصره
ͬ دهیم. م نمایش (m, s)P و (m, s)N ،(m, s)T صورت به ترتیب به و داشت

فازی اعداد در اصلͬ عمل های آ  . ٢ . ۴
ͬ گردند، م ارائه زیر صورت به اصلͬ عمل چهار توسیع، اصل به توجه با
(
M̃١ ⊕ M̃٢

)
(z) = sup

x,y;z=x+y
min

{
M̃١(x), M̃٢(y)

}
(
M̃١ ⊖ M̃٢

)
(z) = sup

x,y;z=x−y
min

{
M̃١(x), M̃٢(y)

}
(
M̃١ ⊗ M̃٢

)
(z) = sup

x,y;z=x×y
min

{
M̃١(x), M̃٢(y)

}
(
M̃١ ⊘ M̃٢

)
(z) = sup

x,y;z=x/y
min

{
M̃١(x), M̃٢(y)

}

∗ و باشند [٠, ١] بر پوشا و پیوسته عضویت تابع با فازی عدد دو M̃٢ و M̃١ اگر آ  . ٢ . ٣. تبصره
تابع که است فازی عدد ΁ی M١ ⊛M٢ آن گاه باشد، ی΄نوا پیوسته به طور دوتایی عمل·ر ΁ی

است. پوشا [٠, ١] بر و پیوسته آن عضویت

نیز ⊛ عمل·ر آن گاه باشد، (شرکت پذیری) جابجایی ویژگͬ دارای ∗ عمل·ر اگر آ  . ٢ . ۴. تبصره
است. فوق الذکر ویژگͬ دارای



اولیه مفاهیم و تعاریف ١١٠

LR فازی اعداد حساب آ  . ٢ . ۵
دارای آن ها در عمل·رها اثر از حاصل نتایج بررسͬ LR فازی اعداد داشتن عمومیت بواسطه

گردید: خواهد ارائه زیر شرح به و است بسزایی اهمیت
آن گاه λ ∈ R و M̃ = (m, a, b)LR اگر الف)

λ⊗ M̃ =


(λm, λa, λb), λ > ٠
(λm,−λb,−λa), λ < ٠

(آ  . ١٠)

داریم، آن گاه ،M̃٢ = (m٢, b٢, a٢)LR و M̃١ = (m١, a١, b١)LR اگر ب)
M̃١ ⊕ M̃٢ = (m١ +m٢, a١ + a٢, b١ + b٢)LR (آ  . ١١)

داریم، آن گاه ،M̃٢ = (m٢, b٢, a٢)RL و M̃١ = (m١, a١, b١)LR اگر ج)
M̃١ ⊖ M̃٢ = (m١ −m٢, a١ + a٢, b١ + b٢)LR (آ  . ١٢)

داریم، آن گاه ،M̃٢ = (m٢, a٢, b٢)LR و M̃١ = (m١, a١, b١)LR اگر د)

(
M̃١ ⊗ M̃٢

)
≃


(m١m٢,m١a٢ +m٢a١,m١b٢ +m٢b١)LR مثبت دو هر M̃٢ و M̃١
(m١m٢,m١a٢ −m٢b١,m١b٢ −m٢a١)RL منفͬ M̃٢ و مثبت M̃١
(m١m٢,−m٢b١ −m١b٢,−m٢a١ −m١a٢)RL منفͬ دو هر M̃٢ و M̃١

فازی عدد ضرب، عمل از حاصل نتایج مختلف α‐برش های تحت آنجاکه از آ  . ٢ . ١. ملاحظه
است. تقریبی فوق شده ی محاسبه عبارت مقدار ͬ دهد، نم نتیجه را LR

برازش نی΄ویی شاخص های آ  . ٣
(MPE) پیش·ویی: خطای متوسط .١

Pt = MPEt(Ã,
ˆ̃B) =

١
n

n∑
i=١

Dt(Ãi,
ˆ̃Bi), t = ١,٢,٣.

(SIM) : شباهت معیار .٢

St = SIMt(Ã,
ˆ̃B) =

١
n

n∑
i=١

١
١ +Dt(Ãi,

ˆ̃Bi)
, t = ١,٢,٣.
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تیلور نمودار آ  . ۴
بدین است. شهودی‐استنباطͬ نموداری گردید، ارائه [١٣٣] در تیلور توسط که تیلور١ نمودار
مͬ کشیده تصویر به شده مشاهده و شده برآورد مقدار بین ال·و شباهت مورد در که معنͬ
میانگین جذر خطای ها، داده و برآورد بین همبستگͬ شاخص های نظر از شباهت شود.این
های جنبه بررسͬ برای نمودار این ͽواق در شود. مͬ بررسͬ آنها معیار انحراف و آنها دوم٢ توان
این این، بر علاوه شود). مراجعه [١٣٣] به بیشتر اطلاعات (برای است مناسب مدلها مختلف
نمودار این از ای نمونه است. کرده پذیر ام΄ان را مختلف مداهای بین عمل΄رد مقایسه نمودار

گردد. مͬ ارائه زیر صورت به
است. ها داده مجموعه معیار انحراف دهنده نشان که مختصات مبداء از شعاعͬ فاصله الف.

است آنها با متناسب برآوردهای و مشاهدات میان فاصله دهنده نشان که RMS خطای ب.
مشخص افقͬ محور روی که شده مشاهده داده مرکزیت به قوسهایی با زیر نمودار در که

است. شده

مختلف زوایای در و دایره شعاع صورت به که برآوردها و مشاهدات میان همبستگͬ ج.
است. شده داده نشان دایره محیط روی بر آن مقدار که شده ایجاد

است. شده ارائه زیر در نمودار این ساختار از ای نمونه

١Taylor Diagram
٢Root mean square





ب پیوست
مفاهیم و تعاریف

بهبودیافته برآوردگرهای ب . ١
مطالعه مورد پارامتر برای مناسب برآوردگر ΁ی ارائه استنباطͬ، آمار در مسائل عمده ترین از ی΄ͬ
آماره ای δ(X) کنید فرض همچنین باشد. θ جامعه در مطالعه مورد پارامتر کنید فرض است.

ͬ رود. م کار به θ برآوردگر عنوان به که بوده X تصادفͬ متغیر اساس بر
ͬ کنیم م اندازه گیری L(., .) زیان١ تابع با را δ(X) از استفاده با θ پارامتر برآورد از ناشͬ زیان
و پارامتر فضای Θ اینجا در است. عددی مقدار ΁ی M < ∞ و L : (Θ × χ) −→ M آن در که

از استفاده با را مخاطره٢، تابع زیان، تابع آن متوسط همچنین است. مشاهدات فضای χ
R(θ, δ) = Eθ(L(θ, δ(X)))

ͬ کنیم. م محاسبه
برآوردگر ΁ی از کمتر آن زیان متوسط که است برآوردگری یافته٣، بهبود برآوردگر از منظور
معمولا اولیه برآوردگر غیرفازی، استنباط در که است ذکر به لازم است. اولیه) یا (خام هدف
مبحث در دوم توان های کمترین یا و پایا بیز، درستنمایی، ماکزیمم برآوردگرهای از ی΄ͬ

است. رگرسیون
١Loss function
٢Risk function
٣Improvement estimators

١١٣



مفاهیم و تعاریف ١١۴
است، انقباض۴ͬ روش برآوردگرها بهبود و مخاطره کاهش روش های از ی΄ͬ که آنجایی از
مثال ΁ی همراه به موضوع درک برای را خاصͬ نوع هندسͬ تعبیر و انقباضͬ برآوردگر ادامه در
کاهش معنͬ به کارایی افزایش به منجر که را نمونه گیری روش دو سپس و کرده ارائه کاربردی

ͬ دهیم. م مختصری توضیح ͬ شود م مخاطره

انقباضͬ برآوردگر ب . ١ . ١
اطلاعات سری ΁ی با هدف برآوردگر ترکیب از که است برآوردگری ۵ انقباضͬ برآوردگر آمار، در
هدف برآوردگر از متفاوت ساختاری با علاقه، مورد پارامتر برای برآوردگری قالب در معمولا (که
اطلاعات از که است مقداری جهت در بهبود این که داشت دقت باید ͬ یابد. م بهبود است)
X+g(X) از عبارت انقباضͬ برآوردگر کلͬ صورت اولیه. برآوردگر جهت در نه آمده بدست دی·ر
از مثال چند ادامه در ͬ باشد. م (اندازه پذیر) مقدار حقیقͬ تابع ΁ی g(X) تابع آن در که است

است. شده آورده انقباضͬ برآوردگر
صفر: سمت به انقباضͬ برآوردگر .١

سمت به انقباضͬ برآوردگر صورت این در باشد. δ(X) = X اولیه برآوردگر کنید فرض
بود، خواهد زیر صورت به صفر

(١ − ω)X = X − ωX

:m ثابت عدد ΁ی سمت به انقباضͬ برآوردگر .٢
بود، خواهد زیر صورت به m ثابت عدد ΁ی سمت به انقباضͬ برآوردگر مشابه به طور

ωm+ (١ − ω)X = X + ω(m−X)

ͬ کند. م مشخص را انقباض میزان و است انقباضͬ ثابت ٠ < ω < ١ آن ها در که
کاربرد دارای که را استاین۶ انقباضͬ برآوردگر نام به انقباضͬ برآوردگر از خاصͬ نوع ادامه در

ͬ دهیم. م قرار بررسͬ و بحث مورد است فراوانͬ

استاین برآوردگر ب . ١ . ٢
در استاین است. نامعلوم θ = (θ١, . . . , θp)T بردار آن در که باشد X ∼ Np(θ, Ip) کنید فرض
(تحت آن علاوه بر است. مجاز θ برای δ(X) = X برآوردگر ،p = ١ ازای به داد نشان ١٩۵۶ سال
باشد، p ≥ ٣ که زمانͬ اما است، برقرار مسئله نیز p = ٢ در که داد نشان حدی) بیز روش

۴Shrinkage method
۵Shrinkage estimator
۶Stein shrinkage estimator



١١۵ بهبودیافته برآوردگرهای
زیر صورت به برآوردگری جیمز شاگردش همراه به استاین ١٩۶١ سال در نیست. مجاز δ(X)

نمودند. ارائه

δJS(X) =

(
١ − a

∥X∥٢
)
X, ٠ < a < ٢(p− ٢) (ب . ١)

= X− a

∥X∥٢X, ٠ < a < ٢(p− ٢) (ب . ٢)
= X− g(a)X (ب . ٣)

(١ به شدن ΁نزدی) g(a) مقدار افزایش با و ͬ شود م نامیده انقباض ضریب g(a) = a
∥X∥٢ آن در که

برآوردگری مخاطره ͬ دهیم م نشان ب . ٢ . ٣ بخش در داشت. خواهیم را صفر سمت به انقباض
بهتر درک برای ادامه در است. کمتر p ≥ ٣ برای δ(X) = X معمولͬ برآوردگر از ساختار این با

ͬ شود. م آورده آن هندسͬ تعبیر استاین انقباضͬ برآوردگر برتری

استاین نوع برآوردگر هندسͬ تعبیر ب . ١ . ٣
و ناهمبسته یا مستقل مولفه های با بعدی p بردار ΁ی X = (X١, X٢, . . . , Xp)

T کنید فرض
کنید فرض همچنین .θ = (θ١, θ٢, . . . , θp)T ،E(X) = θ و باشد θ میانگین

زیرا .E((X− θ)Tθ) = ٠ که است ͹واض .V (Xi) = σ٢

E(XTθ − θTθ) = (E(X))Tθ − θTθ = θTθ − θTθ = ٠
( ب . ١ ش΄ل (مطابق باشد. عمود θ بر X− θ داریم انتظار بنابراین

استاین انقباضͬ برآوردگر هندسͬ توجیه ب . ١: ش΄ل

در لذا ،E(∥X∥٢) = Var(∥X∥) + (E(X))T (E(X)) = p σ٢ + θTθ = pσ٢ + ∥θ∥٢ چون
θ تصویر داشت انتظار ͬ توان م نتیجه در داریم. p σ٢ اندازه ی به برآوردی بیش ∥θ∥٢ برآورد
ͬ باشد. م θ نوع از θ تصویر جنس که داشت توجه باید اما باشد. مناسب تری برآوردگر X روی
(١ − a)X با را تصویر این اگر حال کرد. برآورد را آن ͬ توان م ولͬ نیست معقولͬ برآوردگر لذا
فیثاغورث قضیه ی از استفاده a برآورد راه ΁ی ͬ باشد. م a برآورد نظر مورد هدف دهیم، نشان



مفاهیم و تعاریف ١١۶
زیاد هم از دو این داریم انتظار است. ∥X∥٢ برای تخمینͬ E(∥X∥٢) که آن جایی از ͬ باشد. م
استفاده با .∥X− θ∥٢ = p σ٢ ترتیب همین به ،∥X∥٢ = p σ٢ + ∥θ∥٢ اگر باشد. نداشته فاصله

داریم، ١ مثلث در فیثاغورث قضیه ی از
∥Y∥٢ = ∥X− θ∥٢ − â٢∥X∥٢

= p σ٢ − â٢∥X∥٢ (ب . ۴)
داریم، ٢ مثلث در

∥Y∥٢ = ∥θ∥٢ − (١ − â)٢∥X∥٢

= ∥X∥٢ − p σ٢ − (١ − â)٢∥X∥٢ (ب . ۵)
داریم، (ب . ۵) و (ب . ۴) روابط تلفیق با

p σ٢ − â٢∥X∥٢ = ∥X∥٢ − p σ٢ − (١ − â)٢∥X∥٢

=⇒ â =
p σ٢
∥X∥٢ (١ − â)X =

(
١ − p σ٢

∥X∥٢
)
X

کرد، اشاره ͬ توان م مهم نکته چند به اینجا در
ندارد. بستگͬ باشد م΄ان پارامتر θ اینکه و X توزیع بودن نرمال به فوق روش .١

است. مناسب p مقدار تعیین و X بودن مجاز غیر برای فوق روش .٢
منقبض با را نااریب برآوردگر به نسبت بهتری برآوردگر آوردن بدست ام΄ان فوق روش .٣

ͬ کند. م فراهم مرکز سمت به X برآوردگر کردن
شهودی به طور را انقباضͬ برآوردگر رفتار که کنید، توجه (٢٠٠۶) ͹صال از زیر مثال به ادامه در

ͬ دهد. م نشان
٩ توسط توپ و چوب با گروهͬ ورزش این ب·یرید. نظر در را بیس بال مسابقه ب . ١ . ١. مثال
شویم، آشنا ورزش این اصطلاحات برخͬ با است بهتر بیشتر فهم برای ͬ شود. م انجام بازی΄ن
بیس به دویدن حال در توپ به زدن ضربه از بعد که ͬ شود م اطلاق فردی به رانر: بتر •
اول بیس به اینکه از بعد و است رانر بتر نرسیده اول بیس به که زمانͬ تا و باشد اول
به را خود که باشد این باید رانر بتر تلاش تمام ͬ شود. م گفته رانر اصطلاح در رسید
تبدیل امتیاز کسب برای رانر به و شده اوت او صورت این غیر در زیرا برساند اول بیس

ͬ شود. نم
طول به و ش΄ل مستطیل صورت به خانه بیس طرف دو در است م΄انͬ باکس: بتر •
بتر بزند. را پیچر توسط شده پرتاب توپ تا ͬ ایستد م آنجا در بتر که ١٫٠٢ عرض و ١٫۵٢
این از ͬ تواند م داور اجازه با تنها و ب·ذارد بیرون منطقه از را پایش نباید زدن ضربه برای

برود. بیرون محدوده



١١٧ بهبودیافته برآوردگرهای
مدافعان مقابل در تنهایی به مهاجم تیم بازی΄ن عنوان به بتر ΁ی که است عملͬ بتینگ: •
به کار این با و است پیچر توسط شده پرتاب توپ زدن ضربه معنͬ به و ͬ دهد م انجام

ͬ پردازد. م یارانش و خودش امتیاز کسب برای مهاجم تیم با مبارزه و حمله
موثر بسیار بتر عمل΄رد شناخت برای بیس بال آمار در بتینگ میانگین : بتینگ میانگین •

کرد. اختراع کری΄ت ورزش در ΁چاودی هنری را آمار این است.
بتینگ علاقه مندیم ب·یرید. نظر در بیس بال بازی ΁ی در را بیشتر یا بازی΄ن سه مثال عنوان به
استفاده انقباضͬ روش از که آماردان هایی کنیم. پیش بینͬ بازی΄نان از ΁ی هر برای را اوریج
شده پیش بینͬ مقادیر از مقادیر از دقیق تر را بازی΄نان آینده ضربه های تا دارند انتظار ͬ کنند م
داده های پایه ی بر استاین روش کنند. پیش بینͬ بازی΄ن هر جداگانه ی اوریج بتینگ براساس
۴۵ بتینگ میانگین ب . ١ جدول ͬ دهیم، م نشان زیر در را موریس و افرون مشهور بیس بال

ͬ دهد، م نشان را بازی΄ن ١٨ هر اول ضربه ی

ب . ١ . ١. مثال به مربوط بیس بال بازی نتایج ب . ١: جدول
پیش گویی
به میانگین

انقباضͬ روش
(X

JS

i )

بعد میانگین
ضربه ی ۴۵ از
(X i) اول

ردیف
پیش گویی
به میانگین

انقباضͬ روش
(X

JS

i )

بعد میانگین
ضربه ی ۴۵ از
(X i) اول

ردیف

٠٫٢۶١ ٠٫٢۴۴ ١٠ ٠٫٢٩۴ ٠٫۴٠٠ ١
٠٫٢۵۶ ٠٫٢٢٢ ١١ ٠٫٢٨٩ ٠٫۴٧٨ ٢
٠٫٢۵۶ ٠٫٢٢٢ ١٢ ٠٫٢۴۵ ٠٫٣۵۶ ٣
٠٫٢۵۶ ٠٫٢٢٢ ١٣ ٠٫٢٨٠ ٠٫٣٣٣ ۴
٠٫٢۵۶ ٠٫٢٢٢ ١۴ ٠٫٢٧۵ ٠٫٣١١ ۵
٠٫٢۵۶ ٠٫٢٢٢ ١۵ ٠٫٢٧۵ ٠٫٣١١ ۶
٠٫٢۵٢ ٠٫٢٠٠ ١۶ ٠٫٢٧٠ ٠٫٢٨٩ ٧
٠٫٢۴١ ٠٫١٧٨ ١٧ ٠٫٢۶۶ ٠٫٢۶٧ ٨
٠٫٢۴٣ ٠٫١۵۶ ١٨ ٠٫٢۶١ ٠٫٢۴۴ ٩

اینجا در که میانگین هاست. تمام کل میانگین محاسبه ی استاین روش در مرحله نخستین
.XT =

X١+X٢+···+X١٨١٨ = ٠/٢۶۵۴ با، است برابر
ͬ رسد. م نظر به منطقͬ که است کل میانگین سمت به میانگین ١٨ انقباض هدف،

است کل میانگین و جدول میانگین ١٨ بین وزنͬ فاصله ی دوم توان یافتن بعد مرحله ی



مفاهیم و تعاریف ١١٨
انقباضͬ ثابت مرحله این دنبال به است. ١٩٫٠۴۵ مثال این در که

c =

(
١ −

آزادی درجه − ٢
وزنͬ فاصله مربع

)
=

(
١ − ١۵

١٩/٠۴۵
)

= ٠/٢١٢

کنید دقت است. ٢ منهای وزنͬ فاصله ی آزادی درجه ی همان ١۵ عدد ͬ آوریم. م بدست را
محاسبه ی در و است ثابت بازی΄ن ١٨ هر برای که گویند ثابت جهت آن از را انقباضͬ ثابت
نظر مد بازی΄ن بر دی·ر بازی΄ن ١٧ بتینگ میانگین تنها که داشت نظر مد را نکته این باید آن
انقباضͬ روش به میانگین پیش بینͬ بود. خواهد ١۵ عدد برابر آزادی درجه ی لذا و دارد دخالت

ͬ آید، م بدست زیر رابطه ی از جیمز‐استاین

X
JS
i = XT + c

(
Xi −XT

)
, i = ١,٢, . . . , ١٨

داریم، ترتیب به هجدهم و اول بازی΄ن های برای مثال عنوان به

X
JS١ = XT + c

(
X١ −XT

)
= ٠٫٢۶۵ + ٠٫)٠٫٢١٢۴٠٠ − ٠٫٢۶۵) = ٠٫٢٩۴

X
JS١٨ = XT + c

(
X١٨ −XT

)
= ٠٫٢۶۵ + ٠٫١)٠٫٢١٢۵۶ − ٠٫٢۶۵) = ٠٫٢۴٣

ͬ باشد. م ٠٫٢٠٠ و ٠٫٣۴۶ ترتیب به بازی΄ن دو این واقعͬ میانگین ͬ که حال در

مقایسه در انقباضͬ روش به آمده بدست میانگین های که ͬ شود م مشاهده ب . ٢ ش΄ل از
روش دی·ر عبارت به شده اند. ͽجم کل میانگین اطراف در بیشتر معمولͬ بتینگ میانگین با

ͬ کند. م هدایت کل میانگین سمت به را اولیه برآوردهای استاین

نرمال توزیع در انقباضͬ برآوردگرهای رفتار بررسͬ ب . ١ . ۴
معمولͬ برآوردگر به نسبت کمتری مخاطره انقباضͬ برآوردگر که ͬ دهیم م نشان بخش این در

ͬ باشد. م دارا p ≥ ٣ در



١١٩ بهبودیافته برآوردگرهای

انقباضͬ روش به میانگین ها نمودار ب . ٢: ش΄ل
برآوردگر خطا، دوم توان زیان تابع تحت آن گاه X ∼ Np(θ, Ip) اگر ب . ١ . ١. قضیه
برآوردگر همچنین دارد برتری ٠ < a < ٢(p− ٢) و p ≥ ٣ شرایط تحت X برآوردگر بر δJS(X)

دارای ی΄نواخت به طور کلاس این در دی·ری برآوردگر هر به نسبت δJS(X) =
(١ − p−٢

∥X∥٢
)
X

است. مخاطره کمترین
داریم، استاین انقباضͬ برآوردگر تعریف طبق برهان.

R(θ, δJSX) = E
[
∥δJS(X)− θ∥٢]

= E

[∥∥∥∥(١ − a

∥X∥٢
)
X− θ

∥∥∥∥٢]

= E
[
∥X− θ∥٢]+ a٢E

[ ١
∥X∥٢

]
− ٢aE

[
(X− θ)TX

∥X∥٢
]

= p+ a٢E
[ ١
∥X∥٢

]
− ٢a

p∑
i=١

E

[
(Xi − θi)Xi

∥X∥٢
]
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∂∥X∥٢
∂Xi

=
∂
∑

X٢
i

∂Xi
= ٢Xi اینکه به باتوجه ،hi(X) = Xi

∥X∥٢ برای [١٢۴] استاین لم بردن ب΄ار با
داریم،

∂hi(X)

∂Xi
=

∥X∥٢ −Xi(٢Xi)

∥X∥۴
گرفت نتیجه ͬ توان م لذا

R(θ, δJS(X)) = p+ a٢E
[ ١
∥X∥٢

]
− ٢a

p∑
i=١

E

[
∂hi(X)

∂Xi

]

= p+ a٢E
[ ١
∥X∥٢

]
− ٢a

p∑
i=١

E

[
∥X∥٢ − ٢X٢

i

∥X∥۴
]

= p+ a٢E
[ ١
∥X∥٢

]
− ٢aE

[∑p
i=١ ∥X∥٢ − ٢∑p

i=١X٢
i

∥X∥۴
]

= p+ a٢E
[ ١
∥X∥٢

]
− ٢aE

[
p∥X∥٢ − ٢∥X∥٢

∥X∥۴
]

= p+ E

[
a٢ − ٢a(p− ٢)

∥X∥٢
]

= E

[
p+

a٢ − ٢a(p− ٢)
∥X∥٢

]

بنابراین ،R(θ,X) = p طرفͬ از

R(θ, δJS(X))−R(θ,X) ≤ ٠ ⇐⇒ E

[
a٢ − ٢a(p− ٢)

∥X∥٢
]
≤ ٠

⇐⇒ a٢ − ٢a(p− ٢) ≤ ٠
⇐⇒ a(a− ٢(p− ٢)) ≤ ٠
⇐⇒ ٠ < a < ٢(p− ٢)

زیرا
٠ ٢(p− ٢)

+ − +

داریم و است مقدار کمترین δJS(X) مخاطره ی است a = p− ٢ که زمانͬ

R(θ, δJS(X)) = p− E

[
(p− ٢(٢
∥X∥٢

]

ͬ نماییم. م بیان را آن روش های و داده قرار بررسͬ مورد را دوم دیدگاه ادامه در اکنون



١٢١ نمونه گیری باز روش های

نمونه گیری باز روش های ب . ٢
مشاهدات توزیع ندانستن اول مش΄ل هستیم، مواجه مش΄ل دو با ما واقعͬ مسائل از بسیاری در
مشاهدات تحلیل و بررسͬ به مجبور رو این از است. مشاهدات تعداد بودن کم دوم مش΄ل و
نمونه گیری» باز «روش های نام با روش هایی بین این در هستیم. ΁ناپارامتری روش های از
و استاندارد خطای و برآورد اریبی تخمین شده، مشاهده نمونه افزایش در را ما که دارد وجود

کرد. خواهد ΁کم استنباطͬ مسائل دی·ر

ج΁ نایف روش ب . ٢ . ١
اریبی برآورد برای آن از و ارائه را ج΁ نایف٨ بنام نمونه گیری باز روش کونویل٧ͬ ١٩۵۶ سال در
خطای برآورد برای را آن توک٩ͬ ١٩۵٨ سال در سپس کرد. استفاده مطالعه مورد پارامتر
کار مانده نمونه n − ١ براساس نمونه، ΁ی بار هر حذف با روش این در برد. ب΄ار استاندارد
بدست آن از را برآوردها و ͬ سازیم م nتایی − ١ نمونه n تکرار، بار n طͬ ترتیب بدین ͬ کند. م

داریم، باشد θ پارامتر برای ج΁ نایف برآورد θ̂∗n اگر ͬ آوریم. م

θ̂∗n =
١
n

n∑
i=١

θ̂i

X واریانس برآورد θ̂ = ١
n

∑n
i=١(xi − x̄)٢ اگر حال است. iام نمونه از حاصل برآورد θ̂i آن در که

داریم، باشد X واقعͬ واریانس σ٢
X و شود فرض

(θ̂)اریبی = −σ٢
X

n
(θ̂i)اریبی = −σ٢

X

n− ١
در روش این بودن مناسب از نشان که . −σ٢

X

n(n−١) با، است برابر اریبی دو این بین اختلاف پس
از، است عبارت روش این استاندارد خطای همچنین دارد. θ̂ برآورد

ŝjack =

√√√√n− ١
n

n∑
i=١

(
θ̂i − θ̂∗n

)٢
=

(
n− ١
n

)٢
ŝ٢
e (X̄)

ͬ توان م آن ͽرف برای که شد خواهد اش΄ال دچار نباشد هموار θ پارامتر که زمانͬ روش این البته
کرد. اشاره [۴٨] به

٧Quenouille
٨Jackkinfe
٩Tukey
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بوت استرپ روش ب . ٢ . ٢
داد. توسعه را آن بعد سال های در و گردید ابداع [۴٧] افرون١٠ توسط ١٩٧٩ سال در روش این
΁ی توزیع برآورد به که هستند ΁ناپارامتری روش های از کلاسͬ ΁ی بوت استرپ١١ روش های
جای·ذاری با حالت دو در ͬ تواند م روش این ͬ پردازد. م نمونه گیری باز از استفاده با جامعه
انجام ش΄ل دو به رگرسیون در روش این کاربرد ب·یرد. انجام نمونه ها جای·ذاری بدون و
و ͬ شود م کار آن از سطر هر جای·زینͬ و ورودی داده های ماتریس روی اول ش΄ل در ͬ پذیرد. م
داشت. خواهیم را اولیه نمونه های تحت اولیه برآورد از حاصل خطاهای جابجایی دوم ش΄ل در
میزان همچنین نماید. تولید مشاهدات تجربی توزیع از نمونه هایی ͬ توان م روش این تحت
تکرارها تعداد بودن نامحدود بواسطه ج΁ نایف، به نسبت روش این استاندارد خطای و اریبی
خطای برای تقریب ΁ی که است آن ج΁ نایف روش مزیت اما شد. خواهد کمتر نمونه ها در

دارد. بوت استرپ به نسبت کوچ΄تری اطمینان بازه و ͬ دهد م ارائه استاندارد

(JB) بوت استرپ از بعد ج΁ نایف روش ب . ٢ . ٣
استاندارد خطای حاصله، تکراری نمونه های تعداد بودن تصادفͬ بواسطه بوت استرپ روش در
سال در تیبشیران١٢ͬ و افرون این رو از بود. خواهد تصادفͬ متغیر ΁ی آمده بدست اریبی و
ج΁ نایف روش از استاندارد خطای برای تقریبی مقدار ΁ی آوردن بدست برای [۴٨] در ١٩٩۴
نشان [۴٨] در آن ها آن، علاوه بر کردند. ارائه را بوت استرپ١٣ از بعد ج΁ نایف و گرفته ΁کم

است. موثر بوت استرپ به نسبت استاندارد خطای کاهش در روش این که دادند
دی·ر روش های با پیشنهادی روش های مقایسه و مزیت نمایش برای پارامترها برآورد در
ͅ های پاس بین فواصل مبنای بر که شاخص هایی و مترها از فازی، رگرسیون درمدل های
کرد. خواهیم استفاده خاص نمودارهایی همچنین و شده اند ارائه شده برآورد و شده مشاهده
پرداخت. خواهیم است رفته ب΄ار رساله در که ابزارها این از تعدادی معرفͬ به ضمیمه این در لذا

١٠Efron
١١Bootstrap
١٢Tibshirani
١٣Jackknif-after-Bootstrap
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Aabstract

In the existing views of fuzzy regression analysis, the improvement of the model pa-
rameter estimators has been only from the perspective of correction of the existing meters
and improving the problems of the distances and previous meters. While in classical (non-
fuzzy) regression, the estimators are improved in order to achieve the optimality of the
comparison criteria and the goodness of fit is also done by manipulating and generalizing
the estimators themselves.

Therefore, in this study, we aim to improve the fuzzy optimization criteria by improv-
ing the estimators in fuzzy regression models, and not the desired meter. In this regard,
we propose the use of shrinkage estimators, resampling methods, and penalized methods
in fuzzy regression models and show how fuzzy optimization criteria can be improved by
using fuzzy improved estimators ( shrinkage and penalized methods) or retrieval of fuzzy
data.
Key words: Fuzzy regression; Fuzzy Stein shrinkage estimator; Jackknife-after-Bootstrap;
Penalized estimator.
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