




ریاضی علوم دانشکده

سازی بهینه ارشد کارشناسی پایان نامه

خطی کسری برنامه ریزی مسائل حل
برنامه ریزی از استفاده با فازی چندهدفهتماما خطی

مهدی زاده الهام نگارنده:

راهنما استادان

غزنوی مهرداد تقی نژاددکتر نعمت الʓه دکتر

١٣٩٩ بهمن
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مهربانم مادر
کشیدنم نفس زیبای شوق ای

هستی ام مهربان روح ای
شادی هایم رنگ ای

خریدی جان به را خستگی  ها عمری
باد. تو تقدیم شادی این اکنون

ز



سپاس گزاری...

دید را دنیایت از دیگر زیبایی چشمانم دیگر بار یک که شکرگزارم پروردگارا
کردی. عطا من به را پیشرفت فرصت دیگر بار یک که شکرگزارم خداوندا

برای غزنوی مهرداد دکتر جناب گرامی استاد از قدردانی و تشکر فراوان، سپاس با
و صبر با که تقی نژاد نعمت الʓه دکتر جناب گرانقدر استاد و زحمات شان و حمایت ها
برعهده را پایان نامه این راهنمایی زحمت فراوان تلاش و بی دریغ کمک های و حوصله

گرفتند.

مهدی زاده الهام
١٣٩٩ بهمن

ح



نامه تعهد
ریاضی علوم کاربردی ریاضی رشته ارشد کارشناسی دانشجوی مهدی زاده الهام اینجانب
تماما خطی کسری برنامه ریزی مسائل حل عنوان با پایان نامه نویسنده شاهرود، دانشگاه
نعمت الʓه و غزنوی مهرداد راهنمایی تحت ، چندهدفه خطی برنامه ریزی از استفاده با فازی

می شوم: متعهد تقی نژاد
برخوردار اصالت و صحت از و است شده انجام اینجانب توسط پایان نامه این در تحقیقات •

است.
شده استناد استفاده مورد مرجع به پژوهش گران، دیگر پژوهش های نتایج از استفاده در •

است.
مدرک نوع هیچ دریافت برای دیگری فرد یا خود، توسط کنون تا پایان نامه، این مطالب •

است. نشده ارایه هیچ جا در امتیازی یا
نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتی دانشگاه به اثر، این معنوی حقوق •
خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتی دانشگاه “

رسید.
بوده اند، تاثیرگذار پایان نامه اصلی نتایج آوردن به دست در که افرادی تمام معنوی حقوق •

می گردد. رعایت پایان نامه از مستخرج مقالات در
آنها) بافت های (یا زنده موجود از که مواردی در پایان نامه، این انجام مراحل تمام در •

است. شده رعایت اخلاقی اصول و ضوابط است، شده استفاده
افراد شخصی اطلاعات حوزه به که مواردی در پایان نامه، این انجام مراحل تمام در •
شده رعایت انسانی اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته دسترسی

است.
مهدی زاده الهام
١٣٩٩ بهمن

نشر حق و نتایج مالکیت
برنامه های کتاب، مستخرج، ( مقالات آن محصولات و اثر این معنوی حقوق تمام •
شاهرود صنعتی دانشگاه به متعلق شده) ساخته تجهیزات و نرم افزارها رایانه ای،

شود. ذکر مربوطه علمی تولیدات در مقتضی، نحو به باید مطلب این می باشد.
نمی باشد. مجاز منبع ذکر بدون پایان نامه این در موجود نتایج و اطلاعات از استفاده •

ط





چکیده
دید تنهایی به هدف هر بهینه سازی از اهداف نسبت بهینه سازی مسائل از بسیاری در
بهینه اهداف نسبت باید که است گونه ای به مساله شرایط یا می دهد ارائه بهتری بینش و
کسری برنامه ریزی بکارگیری مسائل این با مواجه در متداول و کارا ابزارهای از یکی شود.
یا ناقص اطلاعات دلیل به واقعی جهان در شده مشاهده مقادیر که آنجایی از اما است، خطی
مبهم و نادقیق مقادیر نمایش برای کارا روش یک می باشند، مبهم و نادقیق دستیابی غیرقابل
به فازی خطی کسری برنامه ریزی مسئله ی یک ترتیب بدین و است فازی اعداد از استفاده
ایجاد صرف را خود تحقیقات زیادی پژوهشگران و محققین اخیر دهه ی چند در می آید. وجود
پایان نامه این در کردند. فازی خطی کسری برنامه ریزی مسائل حل برای کارا و جدید روش های
فازی کسری برنامه ریزی بررسی به ادامه در و داد، خواهیم ارائه را فازی برنامه ریزی شرح ابتدا
تماما خطی کسری برنامه ریزی مسائل حل برای جدید روش دو سپس و پرداخت خواهیم
برنامه ریزی حل اول، روش کرد. خواهیم بیان ذوزنقه ای فازی اعداد گرفتن نظر در با فازی
خطی برنامه ریزی به ابتدا که است نامساوی قیود با ذوزنقه ای اعداد با فازی تماما خطی کسری
کسری برنامه ریزی حل دوم، روش می شود. حل الفبایی روش با سپس و تبدیل چندهدفه
به نامساوی قیود تبدیل و کمکی متغیر گرفتن نظر در با ذوزنقه ای اعداد با فازی تماما خطی
دیگر حل روش های با را پیشنهادی روش های مثال هایی ارائه با نهایت در است مساوی قیود

می سنجیم. را روش ها مطلوبیت و کرد خواهیم مقایسه

فازی، تماما کسری ریزی برنامه کسری، برنامه ریزی فازی، برنامه ریزی کلیدی: کلمات
الفبایی. روش بهینه، جواب ذوزنقه ای، فازی اعداد چندهدفه، خطی برنامه ریزی

ک





پایان نامه از مستخرج مقالات لیست

اول مقاله .١
دوم مقاله .٢
سوم مقاله .٣

م





مطالب فهرست
ف تصاویر فهرست
ق جداول فهرست
١ فازی مجموعه های نظریه ١
١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . فازی منطق ١. ١
٣ . . . . . . . . . . . . . . . . . . . . . . . . فازی منطق کاربردهای ١. ٢
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١ فصل
فازی مجموعه های نظریه

فازی منطق ١. ١
عنوان با مقاله ای در ١ لطفی  زاده پرفسور توسط مکتوب بطور بار نخستین فازی، منطق
دودویی منطق مقابل در جدی بطور که شد، معرفی ١٩۶۵ سال فازی“در ”مجموعه های
، ویچ٣ کاسیه لو جان ، برتراندراسل٢ که را چیزی مقاله این در وی گرفت. قرار ارسطویی
هدف .[١٢۴] ”فازی“نامید بودند، نامیده ارزشی چند یا ابهام را آن دیگران و بلک۴ ماکس
طبیعی زبان های پردازش فرآیند توصیف برای کارآمدتر مدلی توسعه زمان، آن در وی اولیه
و فازی اعداد فازی، رویدادهای فازی، مجموعه های همچون اصطلاحاتی و مفاهیم او بود.

کرد. مهندسی و ریاضی علوم وارد را فازی سازی
چند فازی منطق است. کلاسیک منطق شده عمومی و یافته تکامل شکل واقع در فازی منطق
قضاوت لذا باشد. یک و صفر بین عددی می تواند گزاره هر درستی ارزش یعنی است ارزشی
منطق مزیت مهمترین کلی، به طور و می شود ممکن فازی منطق بکارگیری با نادقیق و تقریبی
ماشین ”این کنید: دقت جمله این به است. مبهم نظرات و عقاید بیان در آن کاربرد فازی
این بلکه بگیریم اندازه را آن تا نشده بیان ماشین بودن خوب برای قاعده ای است.“هیچ خوب

1Zadeh
2Bertrand Russell
3Lucasie Wttch
4Max Black
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فازی مجموعه های نظریه ٢
جملات این از وفور به روزمره زندگی در ما است. احساس از ناشی و بیانی عبارت یک تنها
در و است اهمیت حائز بسیار تصمیم گیری مسائل در منطق این کاربرد می کنیم. استفاده

است. ریاضیات معمولی ابزارهای از کاراتر بسیار کیفی مباحث
در قطعیت عدم و ابهام وجود دلیل به که دارند پیچیده ای ساختار معمولا واقعی دنیای مسائل
مختلف مسائل در ابهام با همواره کند فکر توانست انسان که زمانی از است. آنها درک و تعریف
آن کاربردی توسعه و کامپیوتر اختراع حتی است. بوده مواجه اقتصادی و تکنیکی اجتماعی،

کند. حل را قطعیت عدم و ابهام مشکل نتوانست نیز واقعی دنیای تحلیل در
دلایل به اگر حال است، دقیق و کافی اطلاعات به نیاز مسئله یک کامل تحلیل و بیان در
از بهره گیری سوال این پاسخ کرد؟ باید چه نباشد دسترس در دقیق و کافی اطلاعات مختلف
علی رغم انسان است. بی بهره آن از کامپیوتر که قابلیتی است؛ انسان تقریبی استدلال ظرفیت
سیستم ماهیت و رفتار واقعی، دنیای پیچیده مسائل با مواجهه در ناکافی و نادقیق اطلاعات

می کند. تحلیل و درک تقریبی طور به را
طور به بتواند انسان همانند نیز کامپیوتر که دارد وجود راهی آیا است: این اصلی سوال حال
سوال، این به پاسخ برای نماید؟ تحلیل و درک ناکافی و نادقیق اطلاعات با را مسائل تقریبی
چه هر کرد: توجه گردید؛ مطرح ١٩٧٣ سال در که زاده لطفی پروفسور ناسازگاری اصل به باید
تحلیل و درک دقت و یافته کاهش سیستم پیچیدگی یابد افزایش سیستم یک از آگاهی میزان
سیستم تحلیل برای مفیدی ابزار لذا و یافته افزایش سازی مدل روش دقت یابد، کاهش سیستم

می شود. مهیا
استفاده با می توان است ناچیز نیز قطعیت عدم و کم آنها پیچیدگی که سیستم هایی برای
برای کرد. تحلیل و مدل سازی دقیق طور به را سیستم رفتار و ماهیت ریاضی معادلات از
دیگر است زیاد نسبتا نیز قطعیت عدم و است بیشتر کمی آنها پیچیدگی که سیستم هایی
روش های از استفاده امکان سیستم ها این در داشت. سیستم از دقیقی و قطعی تحلیل نمی توان
بدلیل عصبی شبکه های در دارد. وجود مصنوعی هوش و عصبی شبکه مانند مدرن ابتکاری
سیستم موثر تحلیل قابلیت و یافته کاهش مرور به قطعیت عدم سیستم، یادگیری قابلیت

می یابد. افزایش
در نیز دقیقی و کافی اطلاعات که زیاد قطعیت عدم و بالا پیچیدگی با سیستم هایی برای سرانجام
معروف فازی سیستم های به که می شود مطرح فازی تقریبی استدلال رویکرد نیست دسترس
پردازش های و باشند (فازی) نادقیق اطلاعات می توانند فازی سیستم های ورودی هستند.

می شوند. انجام فازی طور به و تقریبی استدلال از بهره گیری با نیز سیستم
در که رویدادی می رود. کار به درآینده تصادفی رویداد یک نتیجه پیش بینی برای احتمال نظریه
احتمال نظریه واقع در نیست. مشخص حاضر حال در آن نتیجه و بیافتد اتفاق است قرار آینده
نادقیق مفاهیم “و ”بی دقتی به فازی که است حالی در این است. مرتبط تصادفی رویدادهای به
واقع در نیست. همراه رویداد یک با همیشه و است مرتبط می روند کار به طبیعی زبان در که

می کند. پشتیبانی را غیرتصادفی قطعیت عدم فازی، نظریه



٣ فازی منطق کاربردهای
مثال عنوان به می شود. شامل را فازی و احتمالی مورد دو هر قطعیت عدم مواقع از برخی در
در نمایید. “توجه بود خواهد بارانی قسمتی تا کمی هوا زیاد احتمال با ”فردا جمله، این به
“شانس ”احتمال که حالی در است. عدم دقت از “ناشی قسمتی تا ”کمی عبارت جمله این
و بوده نادقیق “نیز زیاد ”احتمال عبارت البته می کند. پیش بینی را نظر مورد حالت وقوع
را احتمال از دامنه ای ”چه زیاد ”احتمال که نیست مشخص دقیقا زیرا دارد را فازی مفهوم

می گیرد. دربر
توام بطور فازی و احتمالی مفاهیم ناگزیر آنها مدل سازی برای که دارد وجود زیادی بسیار موارد
مفاهیم این ترکیب مطرح کاربردی و تحقیقاتی زمینه های از یکی اخیرا و می شوند مدل وارد
جایکه کرد: نتیجه گیری چنین می توان کوتاه مقدمه این با است. تحلیل و سازی مدل در
مشخصه ها پارامترها، مورد در صراحت و دقت با نمی توان که است حدی در سیستم پیچیدگی

می شود. مطرح تحلیل و مدل سازی جهت فازی مفهوم کرد، قضاوت سیستم رفتار و
فازی: ریاضیات

حد کلاسیک، مجموعه های در است. آنها با مرتبط ریاضی عملیات و فازی مجموعه های شامل
نیز مجموعه در عناصر عضویت نتیجه در و می شود تعریف قطعی و دقیق طور به مجموعه مرز و
مجموعه عضو قطعا یا عنصر یک کلاسیک، مجموعه های در می شود. مشخص قطعی طور به
و حد تعریف که دارد وجود عمل در بسیاری موارد اما نیست. مجموعه عضو قطعا یا هست
چاق افراد مجموعه برای مثال عنوان به نیست. امکان پذیر مجموعه برای قطعی و دقیق مرز
نبودن یا و بودن چاق بر نمی توان دقیق بطور زیرا کرد، تعریف مشخصی مرز و حد نمی توان
تقریبی بطور و منعطف آن محدوده که داریم مجموعه ای به نیاز لذا کرد. قضاوت شخص یک
در عناصر عضویت می شود. گفته فازی مجموعه مجموعه، نوع این به شود. تعریف (نادقیق)

می شود. بیان است، یک و صفر بین عددی که عضویت درجه با نیز فازی مجموعه های

فازی منطق کاربردهای ١. ٢
بسیار را گزینه  بهترین انتخاب و تصمیم گیری مساله، شرایط و داده ها در موجود قطعیت عدم
و تردید و شک شرایط با معمولا تصمیم گیرنده تصمیم گیری، فرآیند طی در می کند. سخت
نظریه های پذیرش و رشد شاهد گذشته سال ۴٠ طول در .[٩] است مواجه اطمینان عدم
مفاهیم، از بسیاری است قادر فازی نظریه بوده ایم. قطعیت عدم دادن نشان برای مختلف
برای را زمینه و درآورد ریاضی شکل به هستند، مبهم و نادقیق که سیستم هایی و متغیرها
نظريه اين .[٣] آورد فراهم اطمینان عدم شرایط در تصمیم گیری و کنترل استنتاج، استدلال،
و تشخيص الگو تصوير، پردازش کنترل، فرآيند همچون: مسائلی دامنه در وسيعی کاربرد
دارد. تصميم گيری و اقتصاد مديريت، عمليات، در تحقيق کاربردی، رياضيات دسته بندی،
صنعتی، تجهیزات در جمله از کنترل سیستم در فاز ی منطق بکارگیری در ژاپنی ها پیش قدمی
مهندسان و متخصصان ویژه به و جهانیان توجه جلب در مهمی نقش غیره و خانگی لوازم مترو،



فازی مجموعه های نظریه ۴
داشت. نظریه این اثربخشی و به کارآیی غربی

فازی رابطه و فاصله حساب، اعداد، مجموعه ها، مقدماتی تعاریف معرفی به فصل این ادامه در
مثال ارائه با را موجود حل روش یک و فازی خطی برنامه ریزی دوم، فصل در می پردازیم.
آن برای حل روش و کسری برنامه ریزی شرح به سوم، فصل در می دهیم. قرار بررسی مورد
بیان با آن حل برای روشی شرح و فازی کسری برنامه ریزی بررسی به ادامه در و می پردازیم
با فازی خطی کسری برنامه ریزی حل برای جدید روش دو چهارم، فصل در می پردازیم. مثال
کارامدی به قبلی روش های با مقایسه و مثال بیان با که می شود ارائه ذوزنقه ای فازی اعداد
آتی کارهای پیشنهاد و پایان نامه جمع بندی پنجم، فصل در می شود. پرداخته جدید روش های

می شود. ارائه

پایه ای تعاریف ١. ٣
حقیقت در نیست. یا هست مجموعه یک عضو عنصر، یک کلاسیک، مجموعه های نظریه در
مجموعه های نظریه اما می کند. تبعیت دودویی و یک و صفر الگوی یک از عناصر عضویت
ترتیب، این به می کند. مطرح را شده درجه بندی عضویت و می دهد بسط را مفهوم این فازی
نظریه مقدماتی تعاریف ارائه به ادامه در باشد. مجموعه یک عضو درجاتی تا می تواند عنصر یک

.[٨] پرداخت خواهیم فازی مجموعه های

مجموعه صورت این در باشد      مرجع مجموعه X اگر فازی): (مجموعه های .١. ٣. ١ تعریف
بطوریکه: است مرتب زوج های از مجموعه یک X در Ã فازی
Ã = {(x, µÃ(x))|x ∈ X} (١. ١)

یک و صفر بین مقداری که می باشد X در x عضویت٢ درجه یا عضویت١ تابع µÃ(x) آن در که
است.

می نامیم. فازی کمیت را Ã باشد. حقیقی اعداد مجموعه X اگر فازی): (کمیت .١. ٣. ٢ تعریف
بعضا و نیستند استاندارد فازی مجموعه نظریه مفاهیم پیرامون نمادگذاری های نکته:
بالای بر مد علامت یک توسط معمول به طور فازی مجموعه یک می باشند. متفاوت بسیار
حذف مد علامت جدید مقالات در که حالی در می شود. مشخص Ã مانند مجموعه، اسم
برای A علامت همان از سادگی منظور به نشود، ابهام سبب که جایی تا ادامه در می شود.

کرد. خواهیم استفاده Ã فازی مجموعه نمایش
1Membership function
2Grade of membership



۵ پایه ای تعاریف
مجموعه ی محمل) یا (پشتیبان تکیه گاه١ مجموعه ی تکیه گاه): (مجموعه ی .١. ٣. ٣ تعریف
از عناصری تمام مجموعه ی از است عبارت می شود داده نشان sup(A) یا s(A) با که A فازی

یعنی: است. صفر از بزرگتر آن  عضویت درجه که A

S(A) = sup(A) = {x ∈ X|µA(x) > ٠} (١. ٢)
عضویت درجه حداکثر برابر فازی مجموعه ارتفاع٢ فازی): مجموعه ی (ارتفاع .۴ .١. ٣ تعریف

یعنی: است، مجموعه آن عناصر
hgt(A) = h(A) = maxµA(x) (١. ٣)

درجه اگر می نامند نرمال٣ را فازی مجموعه ی یک نرمال): فازی (مجموعه ی .۵ .١. ٣ تعریف
دیگر: بیان به باشد. یک برابر آن اعضا از یکی حداقل عضویت
∃x٠ ∈ X s.t. µA(x٠) = ١ (۴ .١)

است. غیرنرمال۴ فازی مجموعه غیراین صورت در
از است عبارت A فازی مجموعه ی هسته۵ فازی): مجموعه ی (هسته ی .۶ .١. ٣ تعریف
یا core(A) نماد با و است یک برابر A در آن عناصر عضویت درجه که X از زیرمجموعه  ای

دیگر: عبارت به می شود. داده نشان kernel(A)

core(A) = {x ∈ X|µA(x) = ١} (۵ .١)
مجموعه ی یک مرکز۶ را هسته نقاط میانگین مقدار فازی): مجموعه (مرکز .١. ٣. ٧ تعریف

می گویند. فازی
فازی، مجموعه یک α‐سطح٨ یا α‐برش٧ فازی): مجموعه (α‐برش .١. ٣. ٨ تعریف

α مساوی یا بزرگتر فازی مجموعه ی در آن ها عضویت درجه که است X از قطعی  مجموعه  
یعنی: باشد.

Aα = Aα = {x ∈ X|µA(x) ≥ α} (۶ .١)
اگر: است محدب٩ A فازی مجموعه ی محدب): فازی (مجموعه ی .١. ٣. ٩ تعریف

µA(λx١ + (١ − λ)x٢) ≥ min{µA(x١), µA(x٢)};x١, x٢ ∈ X,λ ∈ [٠, ١] (١. ٧)
باشد. محدب آن α‐برش هر اگر است محدب فازی مجموعه ی یک دیگر، عبارت به

1Support
2Height
3Normal
4Non-normal
5Core or Kernel
6Center or mode
7α-Cut
8α-Level
9Convex



فازی مجموعه های نظریه ۶

فازی اعداد ١. ٣. ١
تحلیل و مدل سازی در فازی اعداد است. تقریب کمی بیان برای عمل در فازی اعداد کاربرد
نقش تقریبی احتمالات و آمار بهینه سازی، تقریبی، استدلال فازی، تصمیم گیری فازی، کنترل
ویژگی ها آن، دلیل مهم ترین که شده ارایه فازی اعداد برای متفاوتی تعاریف دارند. مهمی بسیار
تعاریف داريم سعی ادامه در نتیجه می شود. مختلف کاربردهای در آن ها از که است خواصی و

کنیم. مرور را فازی اعداد پرکاربرد و معادل
باشد، داشته را زیر شرط سه حداقل فازی مجموعه یک اگر فازی): (عدد .١. ٣. ١٠ تعریف

است. فازی عدد یک
باشد نرمال .١

باشد محدب .٢
باشد. کراندار تکیه گاه دارای .٣

نباشد نرمال فازی مجموعه ی یک اگر یافته): تعمیم یا غیرنرمال فازی (عدد .١. ٣. ١١ تعریف
نامیده یافته تعمیم یا غیرنرمال فازی عدد یک باشد، داشته را فازی اعداد شرایط دیگر ولی

می شود.
فازی مجموعه [١٨] عضویت): تابع بر مبتنی غیرنرمال فازی عدد (تعریف .١. ٣. ١٢ تعریف

باشیم: داشته هرگاه است غیرنرمال فازی عدد یک fA(x) عضویت تابع با A

fA(x) =



fL
A(x), a ≤ x ≤ b,

wA, b ≤ x ≤ c,

fR
A (x), c ≤ x ≤ d,

٠, otherwise.

(١. ٨)

به و حقیقی اعداد −∞ < a ≤ b ≤ c ≤ d < +∞ ثابت، عددی ٠ ≤ wA ≤ ١ آن در که
می شود. گفته A فازی عدد چپ پهنای یا گستره fL

A(x) به و راست پهنای یا گستره١ fR
A (x)

پس هستند یکنوا اکیدا و پیوسته fR
A (x) : [c, d] → [٠, wA] و fL

A(x) : [a, b] → [٠, wA] توابع
gLA(y) : با ترتیب به که هستند انتگرال پذیر و یکنوا پیوسته، نیز آن ها معکوس و پذیرند معکوس 
عدد A باشد، wA = ١ اگر می شوند. داده نشان gRA(y) : [٠, wA] → [c, d] و [٠, wA] → [a, b]

است. نرمال فازی
عدد ، R(x) = fR

A (x) و L(x) = fL
A(x) گرفتن نظر در با :(LR فازی (عدد .١. ٣. ١٣ تعریف

را R(x) و L(x) می شود. نامیده غیرنرمال LR فازی عدد ١. ٣. ١٢ تعریف  در شده ارائه فازی
1Spread



٧ پایه ای تعاریف
LR فازی اعداد می شوند. اختيار خبره کارشناسان نظر و نیاز اساس بر که گویند شکل توابع
٠ ≤ w ≤ ١ نمایش این در که (١. ١ (شکل  می شود داده نمایش A = (a, b, c, d;w)LR نماد با

است.

غیرنرمال LR فازی عدد :١. ١ شکل

و خاص نوع غیرنرمال، مثلثی١ فازی عدد غیرنرمال): مثلثی فازی (عدد .١۴ .١. ٣ تعریف
عضويت تابع و می شود داده نمايش A = (a, b, c;w) به صورت که است فازی اعداد از پرکاربردی

است: زير به صورت آن

µA(x) =


w x−a

b−a , a ≤ x ≤ b,

w c−x
c−b , b ≤ x ≤ c,

٠, otherwise.

(١. ٩)

فازی عدد باشد، w = ١ که صورتی در هستند. R از نقطه سه a ≤ b ≤ c و ٠ ≤ w ≤ ١ آن در که
حقیقی بازه بالا رابطه در می شود. داده نشان A = (a, b, c) به صورت و است نرمال A مثلثی

می باشند. آن هسته (am, w) نقطه ی و تكيه گاه [a, c]

داد نمایش نیز A = (m,α, β) به صورت می توان را A = (a, b, c) مثلثی فازی عدد هر نکته:
A فازی عدد چپ سمت گستره و راست سمت گستره ترتیب به β و α و هسته m آن در که

.β = c− b و α = b− a وضوح به هستند.

اعداد انواع پرکاربردترین و مهمترین از غیرنرمال): ذوزنقه ای فازی (عدد .١۵ .١. ٣ تعریف
نمايش A = (a, b, c, d;w) صورت به که است فازی بازه یا غیرنرمال ذوزنقه ای٢ فازی عدد فازی،

1Triangular
2Trapezoidal



فازی مجموعه های نظریه ٨
می شود: توصيف زير به صورت آن عضويت تابع و می شود داده

µA(x) =



w x−a
b−a , a ≤ x ≤ b

w, b ≤ x ≤ c

w d−x
d−c , c ≤ x ≤ d

٠, otherwise

(١. ١٠)

هستند. R از نقطه چهار a ≤ b ≤ c ≤ d و ٠ ≤ w ≤ ١ آن در که
مثلثی فازی عدد به غیرنرمال ذوزنقه ای فازی عدد ، b = c شرط با وضوح به نکته:
صورت به و است نرمال A ذوزنقه ای فازی عدد باشد، w = ١ اگر و می شود تبدیل غیرنرمال

می شود. داده نشان A = (a, b, c, d)

w = ١ و a = b = c = d اگر و است قطعی بازه یک A آنگاه باشد w = ١ و a = b اگر نکته:
است. حقیقی قطعی عدد یک A آنگاه

نیز A = (n,m, α, β) صورت به می توان را A = (a, b, c, d) ذوزنقه ای فازی عدد هر نکته:
سمت گستره و راست سمت گستره ترتیب به β و α و هسته [n,m] بازه آن در که داد نمایش

.β = d− c و α = b− a وضوح به هستند. A فازی عدد چپ
نمایش E با را فازی اعداد تمام مجموعه فازی): اعداد مجموعه (صفر .١۶ .١. ٣ تعریف
می گیریم. نظر در E جمعی خنثی عضو یا صفر فازی عدد عنوان به را ٠̃ = (٠, ٠, ٠, ٠) و می دهیم

فازی حساب ۴ .١
توسط شده معرفی فازی حساب نیز انتها در می پردازیم. فازی اعداد حساب به بخش این در

می دهیم. شرح را مثلثی غیرنرمال فازی اعداد برای چن و چن
داریم: B̃ = (d, e, f) و Ã = (a, b, c) مثلثی فازی اعداد برای

Ã+ B̃ = (a, b, c) + (d, e, f) = (a+ d, b+ e, c+ f)

Ã− B̃ = (a, b, c)− (d, e, f) = (a− f, b− e, c− d)

kÃ =


(ka, kb, kc), k > ٠
(kc, kb, ka), k < ٠

− Ã = (−c,−b,−a)

Ã⊗ B̃ = ÃB̃ = (ad, be, cf)

Ã

B̃
= (

a

f
,
b

e
,
c

d
)

(١. ١)



٩ الفبایی روش
برای است. فازی عدد يک فازی، عدد تقسیم و ضرب و قرينه و تفريق جمع، حاصل نتيجه در

کنید. رجوع [۶١] به بالا احکام درستی اثبات
است: زیر به صورت B̃ = (e, f, g, h) و Ã = (a, b, c, d) ذوزنقه ای فازی اعداد برای عملگرها

Ã+ B̃ = (a+ e, b+ f, c+ g, d+ h)

Ã− B̃ = (a− h, b− g, c− f, d− e)

− Ã = (−d,−c,−b,−a)

kÃ =


(ka, kb, kc, kd), k > ٠
(kd, kc, kb, ka), k < ٠

Ã⊗ B̃ = (ae, bf, cg, dh)

Ã

B̃
= (

a

h
,
b

g
,
c

f
,
d

e
)

(١. ٢)

چن و چن توسط پیشنهادی عملیات ١ .۴ .١
محاسباتی دودویی، اعمال خصوص به محاسباتی عملیات  انجام و فازی اعداد با کار که آنجایی  از
فازی حساب برای متعددی روش های مشکل این رفع برای می طلبد، را پیچیده ای و سخت
برای [١٨] چن و چن توسط پیشنهادی فازی حساب بخش این در است. شده پیشنهاد
B = و A = (al, am, au;wA) کنید فرض کرد. خواهیم ارئه را غیرنرمال مثلثی فازی اعداد
زیر صورت به را اعداد این و تفریق جمع، آن ها باشند. غیرنرمال فازی اعداد (bl, bm, bu;wB)

کردند: تعریف
A+B = (al + bl, am + bm, au + bu;min (wA, wB))

A−B = (al − bu, am − bm, au − bl;min (wA, wB))

kA =


(kal, kam, kau;wA), k > ٠
(kau, kam, kal;wA), k < ٠

(١. ٣)

الفبایی روش ۵ .١
تعریف زیر بصورت الفبایی١ روش با بهینه سازی مسئله یک الفبایی: روش با بهینه سازی

می شود:
min(f١(x), f٢(x), . . . , fp(x))
x ∈ X

1Lexicographic



فازی مجموعه های نظریه ١٠
به و است مهمتر f٢(x) هدف تابع از بار بی نهایت f١(x) هدف تابع سازی بهینه نوع این در

آخر. تا ترتیب همین

وجود x ∈ X هیچ هرگاه گویند الفبایی روش با بهینه را x̂ ∈ X شدنی نقطه یک .١ .۵ .١ تعریف
.f(x) < f(x̂) که باشد نداشته

الفبایی: روش با بهینه سازی مسائل حل
مسئله ابتدا :١ مرحله

min f١(x)
x ∈ X

می کنیم: حل را
در می کنیم توقف باشد فرد به منحصر این اگر باشد مساله این بهینه جواب یک x̂١ کنیم فرض

می رویم. بعد مرحله به اینصورت غیر
می کنیم: حل را زیر مسئله :٢ مرحله

min f٢(x)
x ∈ X

f١(x) ≤ f١(x̂)

باشد. مساله این بهینه جواب x̂٢ می کنیم فرض
می کنیم: حل را زیر مسئله :٣ مرحله

min f٣(x)
x ∈ X

f١(x) ≤ f١(x̂)
f٢(x) ≤ f٢(x̂)

ادامه هدف توابع تمام شدن تمام تا یا فرد به منحصر جواب یک به رسیدن تا را روند این
می دهیم.

فازی اعداد رتبه بندی ۶ .١
روش های است. فازی مجموعه های نظریه ی از مهم نتیجه ی یک فازی اعداد رتبه بندی
مطالعه ی آنها مهم ترین از یکی که هستند کاربردی و مفید زمینه ها از بسیاری در رتبه بندی

است. فازی خطی برنامه ریزی



١١ فازی اعداد رتبه بندی
و فازی اعداد ترتیب مفهوم فازی، خطی برنامه ریزی قبیل از تصمیم گیری مسائل از بسیاری در
،Ax ≥ b مثل فازی خطی برنامه ریزی مساله ی یک قید  های در اگر است. ضروری آنها مقایسه

شد. خواهیم مواجه رتبه بندی مساله ی یک با آنگاه باشند، فازی x یا و b ،A ضرایب
که است شده پیشنهاد کتاب ها و مقالات در فازی اعداد رتبه بندی برای متعددی روش های
می رسند. نظر به کاربردی و خوب کلی) طور به (نه خاص زمینه ی یک در فقط آنها از بعضی

می پردازیم. رتبه بندی تابع چند معرفی به بخش این در

یاگر مقایسه ی روش ١ .۶ .١
زیر رابطه صورت به یاگر١ مقایسه تابع آنگاه باشند، فازی اعداد Ã١, Ã٢, . . . , Ãn کنید فرض

می شود: تعریف

F (Ãi) =

∫ xmax

xmin
g(x)µÃi

(x)dx∫ xmax

xmin
µÃi

(x)dx
(١. ١)

نشان برای وزنی فاکتور یک g(x) و xmax = sup(si) و xmin = inf(si) و si = sup(Ãi) آن در که
است. انتگرال پذیر تابعی و بوده x مقدار اهمیت درجه ی دادن

با و می نامند Ãi فازی عدد ثقل مرکز را F (Ãi) آنگاه باشد، g(x) = x اگر (١. ١) رابطه ی در
می شود: تعریف زیر رابطه بصورت که می دهند نمایش cw(Ãi)

F (Ãi) =

∫ xmax

xmin
xµÃi

(x)dx∫ xmax

xmin
µÃi

(x)dx
= cw(Ãi) (١. ٢)

که شد پیشنهاد یاگر توسط بار نخستین نیز R : F (R) → R بصورت خطی رتبه بندی تابع یک
است: شده اشاره آن به زیر رابطه در

R(Ã) =
١
٢
∫ ١

٠ (inf Ãλ + sup Ãλ)dλ (١. ٣)

می شود: ساده زیر رابطه ی به (١. ٣) رابطه ی Ã = (a, b, c) مثل مثلثی فازی اعداد برای که

R(Ã) =
١
٢b+

١
۴(c+ a) (۴ .١)

(١. ١) رابطه ی برای Ã = (a, b, c, d) مثل ذوزنقه ای فازی اعداد برای یاگر رتبه بندی نکته:
می باشد: زیر بصورت [١٢٢] بنابر

R(Ã) =
١
٣
[
a+ b+ c+ d− cd− ab

(c+ d)− (a+ b)

]
1Yager



فازی مجموعه های نظریه ١٢
باشد: شده تعریف زیر بصورت Ã فازی عدد عضویت تابع کنید فرض .١ .۶ .١ مثال

µÃ(x) =


٠٫۵x− ٣ ۶ ≤ x ≤ ٨
٠٫۵x+ ۵ ٨ ≤ x ≤ ١٠
٠ o.w

می شود: محاسبه زیر رابطه ی بصورت F (Ã) مقدار آنگاه ،g(x) = x اگر

F (Ã) =

∫ ١٠٠ xµÃi
(x)dx∫ ١٠٠ µÃi
(x)dx

=

∫ ٨۶ x(٠٫۵x− ٣)dx+
∫ ١٠٨ x(−٠٫۵x+ ۵)dx∫ ٨۶ (٠٫۵x− ٣)dx+
∫ ١٠٨ (−٠٫۵x+ ۵)dx = ٨ (۵ .١)

ابراهیم نژاد مقایسه      ی روش ٢ .۶ .١
ذوزنقه ای فازی عدد دو B̃ = (b١, b٢, b٣, b۴) و Ã = (a١, a٢, a٣, a۴) کنید فرض : .١ .۶ .١ تعریف

اگر فقط و اگر Ã < B̃ می گوییم باشند
یا ، a٢ − a١ > b٢ − b١ الف.

یا ، a٢ < b٢ و a٢ − a١ = b٢ − b١ ب.
یا ، a٢+a٣٢ <

b٢+b٣٢ و a٢ = b٢ ، a٢ − a١ = b٢ − b١ ج.
.a۴ − a٣ < b۴ − b٣ و a٢+a٣٢ =

b٢+b٣٢ ٬ a٢ = b٢ ، a٢ − a١ = b٢ − b١ د.
a٢+a٣٢ =

b٢+b٣٢ ، a٢ = b٢ ، a٢ − a١ = b٢ − b١ است بدیهی ١ .۶ .١ تعریف به توجه با نکته:
.Ã = B̃ اگر فقط و اگر a۴ − a٣ = b۴ − b٣ و

همکاران و داس مقایسه      ی روش ٣ .۶ .١
فازی عدد دو B̃ = (m٢, n٢, α٢, β٢) و Ã = (m١, n١, α١, β١) کنید فرض : .٢ .۶ .١ تعریف

اگر فقط و اگر Ã < B̃ می گوییم باشند ذوزنقه ای
یا ، α١ > α٢ الف.

یا ، m١ < m٢ و α١ = α٢ ب.
یا ، m١+n١٢ <

m٢+n٢٢ و m١ = m٢ ، α١ = α٢ ج.
.β١ < β٢ و m١+n١٢ <

m٢+n٢٢ و m١ = m٢ ، α١ = α٢ د.

ریماک مقایسه ی روش ۴ .۶ .١
ذوزنقه ای فازی عدد دو B̃ = (b١, b٢, b٣, b۴) و Ã = (a١, a٢, a٣, a۴) کنید فرض : .٣ .۶ .١ تعریف

اگر فقط و اگر Ã < B̃ می گوییم باشند
و a١ < b١ الف.



١٣ فازی اعداد رتبه بندی
و a٢ < b٢ ب.
و a٣ < b٣ ج.

.a۴ < b۴ د.

داس مقایسه ی روش ۵ .۶ .١
باشند مثلثی فازی عدد دو B̃ = (b١, b٢, b٣) و Ã = (a١, a٢, a٣) کنید فرض : .۴ .۶ .١ تعریف

اگر فقط و اگر Ã < B̃ می گوییم
یا a١ < b١ الف.

یا a١ − a٢ > b١ − b٢ و a١ = b١ ب.
a١ + a٣ < b١ + b٣ و a١ − a٢ = b١ − b٢ و a١ = b١ ج.





٢ فصل
فازی خطی برنامه ریزی

مقدمه ٢. ١
فعاليت های به محدود منابع بهينه ی اختصاص برای رياضی تکنيک يک خطی برنامه ريزی
بر فرض کلاسيک خطی برنامه  ريزی مسائل در است. مطلوب هدفی به رسيدن برای معلوم
شده مشاهده مقادير حال، هر به شوند. مشخص دقيق بطور مساله پارامتر های تمام است اين
می  باشند. مبهم و نادقيق دستيابی غيرقابل يا ناقص اطلاعات دليل به واقعی جهان مسائل
توابع طريق از خطی، برنامه ريزی مساله ی مبهم و نادقيق مقادير نمايش برای کارا روش يک
وجود به فازی خطی برنامه ريزی مساله ی يک ترتيب بدين و است فازی مجموعه های عضويت
متمرکز فازی خطی برنامه ريزی مساله ی حل روی زيادی محققين اساس اين بر می آيد.
حل رويکردهای است شده مطرح [۴۵] وردگای و ابراهيم نژاد توسط که همانطور شده اند.
غیرسيمپلکس و سيمپلکس بر مبتنی رويکرد کلی دسته ی دو به فازی خطی برنامه ر       يزی مسائل
برای کلاسيک سيمپلکس الگوريتم های سيمپلکس، بر مبتنی رويکرد در می شوند. تقسيم
در می شوند. داده تعميم فازی پارامترهای با خطی برنامه ريزی مساله ی بهينه جواب يافتن
مساله يک به بررسی تحت فازی خطی برنامه ريزی مساله ی غيرسيمپلکس، بر مبتنی رويکرد
حل استاندارد الگوريتم های با و تبديل قطعی هدفه ی چند يا هدفه تک خطی برنامه ريزی
رتبه بندی از استفاده با فازی خطی برنامه ریزی حل برای روش یک [٣٨] نژاد ابراهیم می شود.
با فازی حمل ونقل مسائل حل برای جدید ی روش [٣٩] ابراهیم نژاد همچنین برد. بکار را

١۵



فازی خطی برنامه ریزی ١۶
اساس بر که فازی پارامترهای با خطی برنامه ريزی مسائل نمود. ارائه LR تحت فازی اعداد
می شوند: طبقه بندی زير کلی گروه هفت به می  شوند حل غيرسيمپلکس بر مبتنی رويکردهای
متغيرهای ضرايب و قيود راست سمت گروه، اين در اول: نوع از فازی خطی برنامه ريزی •

می شوند. داده نمايش فازی اعداد با قيود در تصميم گيری
در تصميم گيری متغيرهای ضرايب گروه، اين در دوم: نوع از فازی خطی برنامه ريزی •

می شوند. داده نمايش فازی اعداد با هدف تابع
در تصميم گيری متغيرهای ضرايب گروه، اين در سوم: نوع از فازی خطی برنامه ريزی •

می شوند. داده نمايش فازی اعداد با هدف تابع و قيود
متغيرهای ضرايب و قيود راست سمت گروه، اين در چهارم: نوع از فازی خطی برنامه ريزی •

می شوند. داده نمايش فازی اعداد با هدف تابع و قيود در تصميم گيری
متغيرهای و قيود راست سمت گروه، اين در پنجم: نوع از فازی خطی برنامه ريزی •

می شوند. داده نمايش فازی اعداد با تصميم گيری
متغيرهای قيود، راست سمت گروه، اين در ششم: نوع از فازی خطی برنامه ريزی •
نمايش فازی اعداد با هدف تابع در تصميم گيری متغيرهای ضرايب و تصميم گيری

می شوند. داده
متغيرهای قيود، راست سمت گروه، اين در هفتم: نوع از فازی خطی برنامه ريزی •
فازی اعداد با هدف تابع و قيود در تصميم گيری متغيرهای ضرايب و تصميم گيری
تماما خطی برنامه ريزی مساله ی را گروه اين به متعلق مساله ی می شوند. داده نمايش

می نامند. ١FFLP فازی
می  گيرد. صورت فازی تماما برنامه ريزی مسائل حل روش های روی بر مختصری بررسی اکنون،
فازی عدد يک کردن بيشينه از جديدی تعريف با را FFLP مساله ی [١٢] فيورينگ٣ و باکلی٢
يافتن برای تکاملی روش يک و کردند تبديل قطعی چندهدفه ی برنامه ريزی مساله ی يک به
برای مرحله ای دو تکنيک يک [۵٢] همکاران و هاشمی دادند. ارائه فازی انعطاف پذير مساله ی
پيشنهاد فازی اعداد معیار انحراف و ميانگين مقدار مقايسه اساس بر هفتم نوع مسائل حل
قيود با FFLP مساله حل برای کارا رويکرد يک [۵۴] همکاران و لطفی حسين زاده دادند.
زده تقريب متقارن مثلثی عدد نزديکترين با مثلثی فازی عدد هر آن در که دادند ارائه تساوی
با مساله ی حمل ونقل حل برای فازی خطی برنامه ریزی رویکرد [۴٠] ابراهیم نژاد است. شده
مسائل حل برای نوین روشی [۴٣] ابراهیم نژاد و توانا۴ کرد. مطرح را ذوزنقه ای فازی اعداد

1Fully Fuzzy Linear Programming
2Buckley
3Feuring
4Tavana



١٧ مقدمه
[۴۴] وردگای و ابراهیم نژاد کردند. مطرح را ذوزنقه ای متقارن فازی اعداد با خطی برنامه ریزی
را (٢) نوع فازی اعداد بر مبتنی حمل ونقل مسائل حل برای کارآمد محاسباتی رویکرد یک
يک [۵۴] همکاران و لطفی حسين زاده روش بهبود با [۶٨] همکاران و کومار١ کردند. بررسی
برای مشابه ا ی رويکرد [۶٩] کائور٢ و کومار آوردند. بدست مساله همان برای دقيق جواب
است. کارساز نامساوی قيود هم و تساوی قيود برای هم که دادند پيشنهاد FFLP مسائل حل
به آن تبديل با فازی خطی برنامه ریزی مساله حل برای جديدی رويکرد [۴٨] همکاران و عزتی
مساله ی [١٩] همکاران و چنگ٣ دادند. ارائه قطعی چندهدفه خطی برنامه ر    يزی مساله ی يک
به تشابه اندازه از استفاده با را فازی تساوی قيود آنها کردند. مطالعه تساوی قيود با FFLP

درجه که آنجا از کردند. تبديل قطعی هدف تابع دو به را فازی هدف تابع و قطعی نامساوی قيود
تابع سه با کمکی مساله يک آنها است، تعارض در هدف تابع بهينه ی مقدار با قيود بودن شدنی
[۵۵] عدالت پناه و حسين زاده کردند. حل تقابلی برنامه ريزی رويکرد با را آن و ساخته هدف
پيشنهاد FFLP مساله حل برای خطی برنامه ريزی روشهای و الفبایی روش بر مبتنی رويکردی
مساله ی حل برای روشی [۴٨] همکاران و عزتی روش تعميم با [٢۵] همکاران و داس۴ داد      ند.
پارامترهای تمام آن در که داد   ند ارائه نامساوی و تساوی قيود با فازی تماما خطی برنامه ريزی
مساله تبديل براساس آنها پيشنهادی رويکرد دادند. ذوزنقه ای   نمايش فازی اعداد با را مساله
است. استوار الفبایی مقايسه روش و چندهدفه خطی برنامه ريزی مساله به بررسی تحت فازی
نامساوی قيود با FFLP مساله ی فازی بهينه ی جواب يافتن برای رويکرد اين وجود، اين با
شامل ۵FLP مسائل فرمول بندی معرفی به [۴١] ابراهیم نژاد شود. استفاده نمی تواند فازی
محدودیت ها راست سمت و تصمیم گیری متغیرهای برای فاصله ارزش با ذوزنقه ای فازی اعداد
اعداد مقایسه براساس FLP مسائل از نوع این حل برای جدید روش یک که است، پرداخته
به شده شناخته مساله ی یک [۴۶] وردگای۶ و ابراهیم نژاد شده. ارائه رتبه بندی کمک با فازی
حمل ونقل، هزینه های گرفتند. نظر در را نادقیق محیط یک در ٧TP حمل ونقل مساله ی نام
اعداد کلی تر شکل که داده شد نشان ٨(TIFN) ذوزنقه ای شهودی فازی اعداد با تقاضا و عرضه
حل برای روش یک و است عدم پذیرش و پذیرش از درجه ای شامل که است ذوزنقه ای فازی
[۴۵] وردگای و ابراهیم نژاد گردید. حل فازی خطی برنامه ریزی با که دادند پیشنهاد مساله
سیمپلکس بر مبتنی رویکرد کلی دسته دو به که فازی خطی برنامه ریزی مسائل حل رویکردهای
مبنی که روشی [۵٧] پاندیان١٠ و جایلاکشیم٩ کردند. ارائه را می شوند تقسیم غیرسیمپلکس و

1Kumar
2Kaur
3Cheng
4Das
5Fuzzy Linrear Programming
6Verdegay
7Transportation Programming
8Trapezoidal Intuitive Fuzzy Numbers
9Jayalakshmi

10Pandian



فازی خطی برنامه ریزی ١٨
آوردن بدست برای (FFLP) فازی کاملا خطی برنامه ریزی مساله ی یک به تجزیه و اتصال بر
به دستیابی برای [۵٢] همکاران و هاشمی . کردند پیشنهاد است مطلوب فازی راه حل یک
علاوه به میانگین ارزیابی براساس را مرحله ای دو رویکردی ، FFLP مساله ی بهینه راه حل های
حل برای را روش یک [٧٩] همکاران و میکائیل وند کردند. برنامه ریزی استاندارد انحراف عدد
مسائل حل برای [١٠٧] همکارش و مین سن١ دادند. ارائه خطی رتبه بندی تابع یک با FFLP

کردند. استفاده دوم درجه محدودیت برای چندهدفه خطی برنامه ریزی مساله ی از FFLP

قطعیت هایی عدم دلیل به فازی تماما خطی برنامه ریزی و فازی خطی برنامه ریزی مساله ی
زیادی اهمیت اخیر سال های در شود، ایجاد مسائل متغیرهای و پارامترها در است ممکن که
تقریبی و فازی بهینه حل راه یافتن برای روشی [٨٣] اوزکوک٢ خصوص این در که کردند پیدا
ذوزنقه ای فازی اعداد با مختلط محدودیت های با فازی کاملا خطی برنامه ریزی مساله ی از
دو بهینه سازی مساله ی عنوان به را فازی خطی برنامه ریزی مساله ی [٧۶] مائدا٣ کرد. ارائه
مقایسه با برنامه ریزی امکان بررسی به [٨٢] نگی۵ و لی۴ کرد. بررسی و گرفت نظر در معیار
فازی اعداد مقایسه اساس بر فازی خطی برنامه ریزی مساله ی از فرمولی پرداختند. فازی اعداد
را ذوزنقه ای فازی اعداد با خطی برنامه ریزی گردید. بررسی [١٠٩] همکاران و تاناکا۶ توسط
مسائل فرمول بندی بررسی به [١٢۶] همکارانش و زانگ٩ کردند. مطالعه [١٢٠] دونگ٨ و ون٧
زیمرمن١٠ پرداختند. هدفه تک بهینه سازی مساله ی چهار عنوان به فازی خطی برنامه ریزی
خود کار بررسی مورد را هدف عملکرد چندین با خطی برنامه ریزی و فازی برنامه ریزی [١٢٨]
کردند، معرفی فازی کمیت یک بردن بین از برای را روشی [٧۵] همکاران و لطفی داد. قرار
یک نتیجه در می شود، زده تقریب متقارن مثلثی عدد نزدیکترین به فازی مثلثی عدد ابتدا که
روش یک [١٢١] وانگ١١ است. متقارن فازی راه حل یک فوق الذکر مساله ی برای بهینه راه حل
دقیق راه حل یک یافتن جای به که است داده ارائه فازی خطی برنامه ریزی مسائل حل برای
زیلینسکی١٣ و چاناها١٢ می گیرد. بهره جواب به رسیدن برای کمکی الگوریتم یک از بهینه،
و کردند تحلیل و تجزیه را هدف تابع در فازی ضرایب با خطی برنامه ریزی مساله ی [١۵]
مساله ی برای راه حلی و بررسی را ، اورلوفسکی١۴ مفهوم طبق فازی، راه حل های از مجموعه ای
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١٩ FFLP حل روش
با خطی برنامه ریزی مسائل حل برای جدیدی روش [۴٩] همکاران و فانگ١ دادند. قرار خود
یک به می توان را مسائلی چنین که دادند نشان و دادند ارائه محدودیت ها در فازی ضرایب
چندین [٣١] همکارانش و وردگای٢ داد. کاهش خطی نامحدود نیمه برنامه ریزی مساله ی
توصیف اول، آن، از هدف دادند. قرار بررسی مورد را فازی خطی برنامه ریزی مسائل از مدل
خطی برنامه ریزی مساله ی از کلی مدل ارائه دوم، و فازی خطی برنامه ریزی در مساله مهمترین
مطابق داد. ارائه را فازی توابع اصل اساس بر فازی هدف از مفهومی [١١۶] وردگای بود. فازی

کرد. حل را فازی خطی برنامه ریزی مسئله مفهوم، این با

FFLP حل روش ٢. ٢
[١] فازی تماما خطی برنامه ریزی مسائل حل برای ابراهیم نژاد روش ارائه به قسمت این در

می پردازیم.
بگیرید: نظر در را زیر نامساوی قیود با FFLP مساله ی

max z̃ =

n∑
j=١

c̃j ⊗ x̃j

s.t.

n∑
j=١

ãij ⊗ x̃j ≤ b̃i, i = ١,٢, . . . ,m

x̃j ≥ ٠̃, j = ١,٢, . . . , n.

(٢. ١)

فازی)، هزینه ی (بردار c̃j = (c١j , c٢j , c٣j , c۴j) کنیم فرض
(بردار x̃j = (x١j , x٢j , x٣j , x۴j) فازی)، تکنولوژی ضرایب (ماتریس ãij = (a١ij , a٢ij , a٣ij , a۴ij)
آنگاه فازی)، قیود راست سمت (بردار b̃ = (b١i, b٢i, b٣i, b۴i) و فازی) تصمیم گیری متغیرهای

می آید: در زیر بصورت (٢. ١) مساله

max z̃ =

 n∑
j=١

c١jx١j ,
n∑

j=١
c٢jx٢j ,

n∑
j=١

c٣jx٣j ,
n∑

j=١
c۴jx۴j


s.t. n∑

j=١
a١ijx١ij ,

n∑
j=١

a٢ijx٢ij ,
n∑

j=١
a٣ijx٣ij ,

n∑
j=١

a۴ijx۴ij

 ≤ (b١i, b٢i, b٣i, b۴i)

x١j ≥ ٠, x٢j − x١j ≥ ٠, x٣j − x٢j ≥ ٠, x۴j − x٣j ≥ ٠,
i = ١,٢, . . . ,m j = ١,٢, . . . , n.

(٢. ٢)
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فازی خطی برنامه ریزی ٢٠
می شود: تبدیل زیر بصورت مساله حال

max z̃ =

 n∑
j=١

c١jx١j ,
n∑

j=١
c٢jx٢j ,

n∑
j=١

c٣jx٣j ,
n∑

j=١
c۴jx۴j


s.t.

n∑
j=١

a١ijx١ij ≤ b١i i = ١,٢, . . . ,m
n∑

j=١
a٢ijx٢ij ≤ b٢i i = ١,٢, . . . ,m

n∑
j=١

a٣ijx٣ij ≤ b٣i i = ١,٢, . . . ,m
n∑

j=١
a۴ijx۴ij ≤ b۴i i = ١,٢, . . . ,m

x١j ≥ ٠, x٢j − x١j ≥ ٠, x٣j − x٢j ≥ ٠, x۴j − x٣j ≥ ٠, j = ١,٢, . . . , n.

(٢. ٣)

مساله به منجر (١ .۶ .١) تعریف بر بنا که است [٢۵] همکاران و داس روش مشابه روند ادامه
می شود: زیر قطعی چندهدفه برنامه ریزی

min z١ =

 n∑
j=١

(cx)٢j −
n∑

j=١
(cx)١j


max z٢ =

n∑
j=١

(cx)٢j

max z٣ =
١
٢
 n∑

j=١
(cx)٢j +

n∑
j=١

(cx)٣j


max z۴ =

 n∑
j=١

(cx)۴j −
n∑

j=١
(cx)٣j


s.t. Constraints of model (٢. ٣)

(۴ .٢)

می شود. حل الفبایی١ روش با (۴ .٢) مساله که

عددی مثال ٢. ٣
مختلف ماشين سه با که است P١, P٢, P٣ محصول سه توليد صدد در شرکتی .٢. ٣. ١ مثال
هر توليد برای دقيقه) حسب (بر نياز مورد تقريبی زمانهای می شوند. پردازش M١,M٢,M٣
جدول در روز) در دقيقه حسب (بر ماشين هر روزانه ی تقريبی ظرفيت و محصول از واحد
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٢١ عددی مثال
P١, P٢, P٣ محصولات از واحد هر فروش از حاصل سود که می خواهد شرکت است. آمده ٢. ١
نمايد. حفظ را روپيه (١٣, ١۵, ١٧, ١٩) و (٩, ١٢, ١۴, ١٧) ،(١١, ١٣, ١۵, ١٧) به نزديک ترتيب به
ميزان می خواهد شرکت می شوند. فروخته شده توليد واحدهای تمام که است اين بر فرض
ميزان گردد. ماکزيمم آن سود که طوری به کند تعيين را محصول سه از يک هر روزانه توليد
باشد. متفاوت روزانه کاری ها اضافه و ماشين ها خرابی دليل به است ممکن کار انجام زمان
پيش بينی دقيق طور به قيمت تغييرات دليل به نمی توان را فروش از حاصل سود همچنين،
سه از يک هر توليد ميزان که می رود انتظار می باشند، غيرقطعی  زمان و سود چون کرد.
نادقيق پارامترهای برای ذوزنقه ای فازی عدد گرفتن نظر در با باشد. غيرقطعی نيز محصول
باشند روزانه ای توليدی تقريبی ميزان x̃١, x̃٢, x̃٣ که اين فرض با و ٢. ١ جدول در شده داده
بايد زير فازی خطی  برنامه ريزی  مساله ی  می شوند، توليد P١, P٢, P٣ محصولات از ترتيب به که

شود: حل

تولید ترکیب مساله ی داده های :٢. ١ جدول
ظرفیت P٣ P٢ P١ ماشین ها

(۴۶٩،۴٧۵،۵٠۵،۵١١) (٩،١١،١٣،١۵) (١١،١٢،١۴،١۵) (٩،١١،١٣،١۵) M١
(۴۵٢،۴۶٠،۴٨٠،۴٨٨) (١١،١٢،١۴،١۵) ‐ (١١،١٢،١۶،١٧) M٢
(۴۶٠،۴۶۵،۴٩۵،۵٠٠) ‐ (١١،١۴،١۶،١٩) (٩،١١،١٣،١۵) M٣

max z̃ = (١١, ١٣, ١۵, ١٧)x̃١ + (٩, ١٢, ١۴, ١٧)x̃٢ + (١٣, ١۵, ١٧, ١٩)x̃٣
s.t.

(٩, ١١, ١٣, ١۵)x̃١ + (١١, ١٢, ١۴, ١۵)x̃٢ + (٩, ١١, ١٣, ١۵)x̃٣ ≤ (۴۶٩,۴٧۵,۵٠۵,۵١١)
(١١, ١٢, ١۶, ١٧)x̃١ + (١١, ١٢, ١۴, ١۵)x̃٣ ≤ (۴۵٢,۴۶٠,۴٨٠,۴٨٨)
(٩, ١١, ١٣, ١۵)x̃١ + (١١, ١۴, ١۶, ١٩)x̃٢ ≤ (۴۶٠,۴۶۵,۴٩۵,۵٠٠)
x̃١, x̃٢, x̃٣ ≥ ٠̃.

(٢. ١)



فازی خطی برنامه ریزی ٢٢
خطی برنامه ریزی مساله ی بصورت فازی حسابی عملیات به توجه با می توان را (٢. ١) مساله

نوشت: زیر چندهدفه ی

min z١ = ١٣x٢١ + ١٢x٢٢ + ١۵x٢٣ − ١١x١١ − ٩x١٢ − ١٣x١٣
max z٢ = ١٣x٢١ + ١٢x٢٢ + ١۵x٢٣
max z٣ =

١
١٣)٢x٢١ + ١٢x٢٢ + ١۵x٢٣ + ١۵x٣١ + ١۴x٣٢ + ١٧x٣٣)

max z۴ = ١٧x۴١ + ١٧x۴٢ + ١٩x۴٣ − ١۵x٣١ − ١۴x٣٢ − ١٧x٣٣
s.t.

٩x١١ + ١١x١٢ + ٩x١٣ ≤ ۴۶٩
١١x٢١ + ١٢x٢٢ + ١١x٢٣ ≤ ۴٧۵
١٣x٣١ + ١۴x٣٢ + ١٣x٣٣ ≤ ۵٠۵
١۵x۴١ + ١۵x۴٢ + ١۵x۴٣ ≤ ۵١١
١١x١١ + ١١x١٣ ≤ ۴۵٢
١٢x٢١ + ١٢x٢٣ ≤ ۴۶٠
١٣x٣١ + ١۴x٣٣ ≤ ۴٨٠
١٧x۴١ + ١۵x۴٣ ≤ ۴٨٨
٩x١١ + ١١x١٢ ≤ ۴۶٠
١١x٢١ + ١۴x٢٢ ≤ ۴۶۵
١٣x٣١ + ١۶x٣٢ ≤ ۴٩۵
١۵x۴١ + ١٩x۴٢ ≤ ۵٠٠
x١١ ≥ ٠, x٢١ − x١١ ≥ ٠, x٣١ − x٢١ ≥ ٠, x۴١ − x٣١ ≥ ٠
x١٢ ≥ ٠, x٢٢ − x١٢ ≥ ٠, x٣٢ − x٢٢ ≥ ٠, x۴٢ − x٣٢ ≥ ٠
x١٣ ≥ ٠, x٢٣ − x١٣ ≥ ٠, x٣٣ − x٢٣ ≥ ٠, x۴٣ − x٣٣ ≥ ٠.

(٢. ٢)

حل زیر مساله ی نخست می شود. گرفته کار به (٢. ٢) مساله ی حل برای الفبایی روش اکنون
می شود:

min z١ = ١٣x٢١ + ١٢x٢٢ + ١۵x٢٣ − ١١x١١ − ٩x١٢ − ١٣x١٣
s.t.

Constraints of problem (٢. ٢)
(٢. ٣)



٢٣ عددی مثال
می شود: حل زیر مساله ی z∗١ = ٠ (٢. ٣) مساله ی بهینه ی مقدار به توجه با

max z٢ = ١٣x٢١ + ١٢x٢٢ + ١۵x٢٣
s.t.

١٣x٢١ + ١٢x٢٢ + ١۵x٢٣ − ١١x١١ − ٩x١٢ − ١٣x١٣ = ٠
Constraints of problem (٢. ٢)

(۴ .٢)

می شود: حل زیر مساله ی z∗٢ = ٠ (۴ .٢) مساله ی بهینه ی مقدار به توجه با

max z٣ =
١
١٣)٢x٢١ + ١٢x٢٢ + ١۵x٢٣ + ١۵x٣١ + ١۴x٣٢ + ١٧x٣٣)

s.t.

١٣x٢١ + ١٢x٢٢ + ١۵x٢٣ = ٠
١٣x٢١ + ١٢x٢٢ + ١۵x٢٣ − ١١x١١ − ٩x١٢ − ١٣x١٣ = ٠
Constraints of problem (٢. ٢)

(۵ .٢)

می شود: حل زیر مساله ی z∗٢ = ۵٧۴٫۵٣٣ (۵ .٢) مساله ی بهینه ی مقدار به توجه با

max z۴ = ١٧x۴١ + ١٧x۴٢ + ١٩x۴٣ − ١۵x٣١ − ١۴x٣٢ − ١٧x٣٣
s.t.

١
١٣)٢x٢١ + ١٢x٢٢ + ١۵x٢٣ + ١۵x٣١ + ١۴x٣٢ + ١٧x٣٣) = ۵٧۴٫۵٣٣
١٣x٢١ + ١٢x٢٢ + ١۵x٢٣ = ٠
١٣x٢١ + ١٢x٢٢ + ١۵x٢٣ − ١١x١١ − ٩x١٢ − ١٣x١٣ = ٠
Constraints of problem (٢. ٢)

(۶ .٢)

است: زیر بصورت آن بهینه ی مقدار و (۶ .٢) مساله ی بهینه جواب

x̃∗١ = (x̃∗١١, x̃∗٢١, x̃∗٣١, x̃∗۴١) = (٠, ٠, ٠, ٠)
x̃∗٢ = (x̃∗١٢, x̃∗٢٢, x̃∗٣٢, x̃∗۴٢) = (٠, ٠, ١٫۵٣٣, ١٫۵٣٣)
x̃∗٣ = (x̃∗١٣, x̃∗٢٣, x̃∗٣٣, x̃∗۴٣) = (٠, ٠,٣٢٫۵٣٣,٣٢٫۵٣٣)
z̃∗ = (٠, ٠,۵٧۴٫۵٣٣,۶۴۴٫٢٠)

(٢. ٧)

است غذایی رژیم مساله ی به مربوط که زیر نامساوی قیود با (FFLP) مساله ی .٢. ٣. ٢ مثال



فازی خطی برنامه ریزی ٢۴
است. شده بیان [٢۵] همکاران و داس توسط آن جزییات بگیرید. نظر در را

max z̃ = (٧, ١٠, ١۴, ١٧)x̃١ + (٨, ١٣, ١۵,٢٠)x̃٢
s.t.

(١١, ١٣, ١۵, ١٧)x̃١ + (٩, ١١, ١٣, ١٧)x̃٢ ≤ (٩۶, ١٠٠, ١٠٢, ١٠٨)
(١٢, ١۴, ١۶, ١٨)x̃١ + (٨, ١٢, ١۴, ١٨)x̃٢ ≤ (١٠۴, ١١٢, ١١۴, ١١٨)
x̃١, x̃٢ ≥ ٠̃.

(٢. ٨)

داریم: زیر صورت به فازی حساب عملیات به توجه با را (٢. ٨) مساله ی
min z١ = ١٠x٢١ + ١٣x٢٢ − ٧x١١ − ٨x١٢
max z٢ = ١٠x٢١ + ١٣x٢٢
max z٣ =

١
١٠)٢x٢١ + ١٣x٢٢ + ١۴x٣١ + ١۵x٣٢)

max z۴ = ١٧x۴١ + ٢٠x۴٢ − ١۴x٣١ − ١۵x٣٢
s.t.

١١x١١ + ٩x١٢ ≤ ٩۶
١٣x٢١ + ١١x٢٢ ≤ ١٠٠
١۵x٣١ + ١٣x٣٢ ≤ ١٠٢
١٧x۴١ + ١٧x۴٢ ≤ ١٠٨
١٢x١١ + ٨x١٢ ≤ ١٠۴
١۴x٢١ + ١٢x٢٢ ≤ ١١٢
١۶x٣١ + ١۴x٣٢ ≤ ١١۴
١٨x۴١ + ١٨x۴٢ ≤ ١١٨
x١١ ≥ ٠, x٢١ − x١١ ≥ ٠, x٣١ − x٢١ ≥ ٠, x۴١ − x٣١ ≥ ٠
x١٢ ≥ ٠, x٢٢ − x١٢ ≥ ٠, x٣٢ − x٢٢ ≥ ٠, x۴٢ − x٣٢ ≥ ٠

(٢. ٩)

می باشد: زیر بصورت الفبایی روش با (٢. ٩) مساله ی بهینه ی جواب های
x̃∗١ = (x̃∗١١, x̃∗٢١, x̃∗٣١, x̃∗۴١) = (٠, ٠, ٠, ٠)
x̃∗٢ = (x̃∗١٢, x̃∗٢٢, x̃∗٣٢, x̃∗۴٢) = (٠, ٠,۶٫٣۵,۶٫٣۵)
z̃∗ = (٠, ٠,٩٩٫١۶۵, ١٣٢٫٢٢)

(٢. ١٠)

داس روش از آمده بدست بهینه جواب نادرست فازی حساب عملیات به توجه با است ذکر قابل
است. نشدنی (٢. ٩) مساله ی برای (٢ .۶ .١) تعریف بنابر [٢۵] همکاران و



٣ فصل
کسری برنامه ریزی

خطی کسری برنامه ریزی ٣. ١
مقدمه ٣. ١. ١

زمان از است. مختلف مسائل تحليل و مطالعه برای سودمند ابزاری ریاضی١ برنامه ریزی
از بهره گيری با اجرايی تحقيقات تاكنون، رياضی بهینه سازی الگورتیم های از استفاده شروع
از متعددی عوامل به الگوریتم ها اين توسعه است. گرفته صورت نظری مختلف الگوریتم های
متناسب الگوريتم وجود واقعی، مسائل رياضی چارچوب فرمول بندی در پژوهشگر توانايی جمله
يافته های جمع آوری خطی)، برنامه ريزی در سيمپلکس الگوريتم مثال (برای مدل حل برای
مفيد ابزارهای وجود نهايت در و واقعی مسائل كافی راه حل های آوردن بدست برای تجربی

است. وابسته الگوريتم ها اجرای برای
نمونه خطی سازی اسـت. الگوریتم کردن واقع گرا و ساده سازی بر سعی رياضی بهینه سازی در
غيرخطی ويژگی های كردن لحاظ منظور به اين بر علاوه هاست. الگوریتم كردن ساده از بارزی
(غيرخطی) پيچيــده فرم های با رياضی بهینه سازی از استفاده تصمـيم گيری، تعداد افزايش و

است. ضـــروری چندگانه اهداف با و
ديد تنهايی به هدف هر کردن بهينه از اهداف نسبت كردن بهينه عملی، مسائل از بسياری در

1mathematical programming

٢۵



کسری برنامه ریزی ٢۶
بهینه سازی نوع معمول ترين ١(LFP) خطی كسری برنامه ريزی می کند. ارائه بهتری بينش و
كاربرد موارد با كسری برنامه ريزی تكنيک های كاربرد موارد است. نسبتی٢ اهداف با رياضی
منظور به است. يکسان ٣(MCDM) چندمعياره تصميم گيری تكنيک های و خطی برنامه ريزی
ساير از كاراتر بسيار كسری برنامه ريزی مختلف، مسائل پايداری زمينه در نسبی كارايی مطالعه

می كند. عمل روش ها
دارايی نسبت های بهينه سازی تصميم با واقعی شرايط در تصميم گيران مواقع برخی همچنين
كه مواجهند كار نيروی استخدام به توليد ميزان استاندارد، هزينه به واقعی هزينه فروش، به

بود. خواهد مناسب روشی كسری برنامه ريزی از استفاده نيز موارد اين در
منابع، تخصيص مختلف مسائل در كسری برنامه ريزی كاربرد نشان دهنده موضوعی بررسی
خطی جبر اطلاعات، نظريه تصادفی، فرآيندهای توليد، مکان يابی، مالی، تأمين حمل ونقل،

است. غيره و بازی ها نظريه مقياس، بزرگ برنامه ريزی كاربردی،
بسياری كتاب های در همچنين كرده اند. بررسی بسياری نويسندگان را كسری برنامه ريزی
دو كردن حداكثر مديريتی مسائل در موارد برخی در است. شده پرداخته موضوع اين به نيز
مسئله يک در يا و تضادند در يکديگر با كيفيت) و هزينه به سود نسبت (مانند نسبی هدف
موارد گونه اين است. نظر مد همزمان طور به نسبتی هدف چند بهينه سازی برنامه ريزی،

می باشند. ۴(MOLFPP) چندگانه اهداف با كسری برنامه ريزی مسائل درواقع
توجه مورد مهم زمینه های از بسیاری در آن کاربرد دلیل به خطی کسری برنامه ریزی مسائل
تغییر روش مانند (LFP) مسئله حل برای روش چندین است. گرفته قرار تحقیقات از بسیاری
و بیتران٧ توسط شده روز به هدف تابع روش و [١۶] کوپر۶ و چارنز۵ توسط شده معرفی متغیر
خطی برنامه ریزی مسئله یک به را (LFP) مسئله اول روش است. شده پیشنهاد [١٠] نویس٨
را (LFP) و است مشخص عدد یک که می کند استفاده متغیر شکل تغییر از و می کند تبدیل
هدف تابع محلی شیب بروزرسانی به بسته دوم روش و می کند. تبدیل ٩(LP) مسئله یک به
برای اما می کند. حل را خطی برنامه ریزی در خطی برنامه های تو الی متوالی، نقاط در کسری
از برخی همچنین باشیم. داشته زیاد تکرار به نیاز است ممکن اوقات گاهی دنباله، این حل
توسط خطی برنامه ریزی کسری در حساسیت و دوگانگی تحلیل و تجزیه  به مربوط جنبه های
یک آن در که گرفت قرار بحث مورد [١٠٢ ،١١] در سینگ١٢ همچنین و مگنت١١ و بیترن١٠

1Linear Fractional Programming
است. تابع دو نسبت کردن مینیمم یا ماکزیمم صورت به اهداف برنامه ریزی، نوع این ٢در
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٢٧ خطی کسری برنامه ریزی
تابع مخرج بودن مثبت فرض با کسری برنامه ریزی در مطلوبیت شرایط مورد در مفید مطالعه
گسترش (LFP) حل برای را سیمپلکس شده شناخته روش [١٠٨] اسوارپ١ گرفت. انجام هدف
روش یک [١١١] تنتوی٢ نیست. حل قابل پیچیده موارد برای جدید روش گرفت نتیجه و داد
منطقه در حرکت و (LFP) مسائل حل برای روش این اصلی ایده که کرد پیشنهاد را شدنی جهت
تنتوی ببخشد. بهبود را هدف عملکرد که است جهتی در نقاط از دنباله ای طریق از شدنی
که داد ارائه خطی کسری برنامه ریزی مسئله یک حل برای را دوگان روش یک همچنین [١١٢]
شود. استفاده حساسیت تحلیل برای می تواند که می کند ایجاد (LFP) حل برای دیگری تکنیک
فاصله از استفاده با خطی کسری برنامه ریزی مسئله حل برای را روشی [۴٧] پاکدامن و عفتی٣
بر مبتنی چندهدفه خطی کسری برنامه ریزی مسئله حل برای روشی کردند. پیشنهاد گزاری
جدیدی روش ،[١١٣] تنتوی شد. ارائه [٩٠] همکاران و پرامانیک۴ توسط تیلور سری تقریب
ثابت اولیه نقطه با هدف تابع برای متغیر تغییر ایجاد با خطی برنامه ریزی مسائل حل برای را
یک برای ، (ε, δ) تعریف بر مبتنی جدید، تکراری الگوریتم یک [٨۴] اوزکوک۵ پیشنهاد داد.
منطقه از نقطه هر در هدف تابع که آنجا از و داد ارائه (LFP) خطی کسری برنامه ریزی مسئله
محدودیت یک (LFP) مسئله هدف عملکرد و همگرایی شرایط ترکیب با است، پیوسته عملیاتی
تکراری خطی برنامه ریزی جدید مسئله یک تکراری، محدودیت این طریق از و کرد ایجاد تکراری
برای جدید روش دو [۴] همکارانش و آباد آورد. بدست را مسئله بهینه جواب و ساخت (LP)

دو از روش، هر در دادند پیشنهاد ۶(ILFP) عددصحیح خطی کسری برنامه ریزی مسائل حل
مسئله برای جدید مدل یک کردند. استفاده هدف تابع دامنه آوردن بدست برای فرعی مدل
ماند٧ شد. ارائه [٢٣] همکاران و داس توسط مطلق مقدار توابع با خطی کسری برنامه ریزی
رویکرد یک [٨٧] لیم٩ و پارک٨ پرداخت. خطی کسری برنامه ریزی حل روش سه بررسی به [٨١]
توابع تمام آن در که کردند مطالعه را (ILFP) حل برای تفکیک پذیر روش های از پارامتریک،
[٧٣] همکاران و لیو١٠ می باشند. صحیح عدد متغیرها همه و خطی محدودیت ها و هدف در
برنامه ریزی مسائل از دسته ای می تواند که دادند، پیشنهاد بهینه سازی جدید الگوریتم یک
تصادفی خطی کسری برنامه ریزی رویکرد یک کند. حل بهتر بزرگ مقیاس در را خطی کسری
توسعه اطمینان عدم تحت شهری جامد پسماندهای پایدار مدیریت از پشتیبانی برای ١١(SLFP)
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کسری برنامه ریزی ٢٨
تصادفی رویکرد به [۶۴] ادهمی۴ و کاوسر٣ شد. مطرح [١٢٧] زها٢ و هانگ١ توسط یافته
حل برای جدیدی روش [١١٠] تنتوی پرداختند. چندهدفه خطی کسری برنامه ریزی مسئله
صورت به محدودیت ها و است خطی کسری نوع از هدف تابع آن در که داد پیشنهاد مسئله ای
برای ۶(GP) هدف برنامه ریزی روش یک [٨۵] همکاران و پال۵ می باشد. خطی نابرابری های
چاکرابورتی٨ و کوپتا٧ دادند. ارائه (MOLFPP) هدفه چند خطی کسری برنامه ریزی مسائل
فرم یک که دادند، ارائه چندهدفه خطی کسری برنامه ریزی مسائل برای حل روش یک [١۴]
فونگ٩ پرداختند. آن حل به و داده تشکیل اصلی مسئله معادل را چندهدفه خطی برنامه ریزی
برنامه ریزی مسائل از ای گسترده کلاس حل برای کارآمد یکپارچه روش یک [٨٨] تووی١٠ و
حداکثر بهینه سازی قبیل: از مواردی شامل کلاس این دادند. ارائه یافته تعمیم خطی کسری
یا مجموع بهینه سازی خطی، توابع نسبت های از محدودی تعداد نقطه ای حداقل یا نقطه ای
شاخه ای١٣ الگوریتم از که دادند نشان [۶۶] فوکایشی١٢ و کنو١١ است. نسبت ها این از حاصل
(MOLFP) خطی کسری برنامه ریزی مسائل حل برای عملی الگوریتم عنوان به می توان مقید و
تعیین برای روش یک [١٢٣] ولف١۴ کرد. استفاده (LFP) خطی کسری برنامه ریزی مسئله و
تحلیل براساس عمدتا روش این کرد. توصیف خطی کسری برنامه ریزی مسئله از بهینه راه حل
کسری برنامه های برای موجود الگوریتم های که حالی در است. خطی مسئله یک پارامتری
اطلاعات و بینش شده توصیف روش هستند، متمرکز بهینه راه حل تعیین در صرفا خطی
و جیائو١۵ می کند. فراهم گیرنده تصمیم برای اساسی تصمیم گیری مورد در را ارزشمندی
خطی کسری برنامه ریزی مسائل حل برای مقید و شاخه ای الگوریتم یک [۵٨] همکارانش
یک رساندن حداقل به قبیل: از مواردی شامل کلاس این دادند. ارائه ١۶(GLFP) یافته تعمیم
خطی، ضرب برنامه ریزی خطی، توابع نسبت های از محدودی تعداد از حاصل خطای یا جمع،

است. غیره و چندجمله ای برنامه ریزی
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٢٩ خطی کسری برنامه ریزی

خطی کسری برنامه ریزی مدل ٣. ١. ٢
است: زیر بصورت (LFP) خطی کسری برنامه ریزی عمومی فرم

maxϕ(x) =
ctx+ α

dtx+ β

s.t.

Ax ≤ b

x ≥ ٠
x ∈ Rn; ct, dt ∈ Rn, A ∈ Rm×n;α, β ∈ R

(٣. ١)

می توان موارد گونه اين در شود. صفر برابر dtx + β است ممکن x مقادير برخی برای البته
كرد: بيان اين گونه را محدوديت

[x ≥ ٠, Ax ≤ b] → [dtx+ β > ٠]

یا
[x ≥ ٠, Ax ≤ b] → [dtx+ β < ٠]

باشد: برقرار زير شرايط می شود فرض بحث سهولت برای اينجا در

[x ≥ ٠, Ax ≤ b] → [dtx+ β > ٠]

نوشت: می توان نيز زير بصورت را بالا خطی كسری برنامه ريزی

maxϕ(x) =
N(x)

D(x)

s.t.

Ax ≤ b

x ≥ ٠

(٣. ٢)

N(x) و می باشد محدب x محدب، برنامه محدوديت های بر علاوه مقعر، كسری برنامه ريزی در
است. موسوم محدب مقعرـ كسری برنامه ريزی به الگو اين است. مقعر D(x) و x به توجه با
است ويژگی ای بودن مقعر نيست. مقعر تابع يک عموما هدف تابع اينجا در كه كرد توجه بايد

آوريم. دست به محدب مجموعه يک به توجه با را تابع يک حداكثر می دهد اجازه ما به كه
محدب ∆ در D(.) و مقعر (λ ∈ ∆ N(λ)و ≥ ٠ به (مشروط ∆ در N(.) كه صورتی در زير برنامه
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می شود. ناميده استاندارد١ مقعر محدب‐ كسری برنامه ريزی باشد، مثبت و

maxϕ(x) =
N(x)

D(x)

s.t.

Ax ≤ b

x ≥ ٠
x ∈ ∆ = {x : Ax ≤ b, x ≥ ٠} ⇒ D(x) > ٠

(٣. ٣)

برنامه ريزی چنانچه می شود. بهينه خطی، برنامه دو حل با (LFP) خطی كســری برنــامه ريزی
خطی برنامه های از يکی است كافی تنها باشد، داشته محدود بهينه جواب يک خطی كسری
برنامه ريزی روشی، كارگيری به با [١۶] كوپر٣ و چارنز٢ شود. حل كسر مخرج علامت به بسته
آمده زير قضيه های در آنها كار روش كردند. تبديل ساده خطی برنامه ريزی به را خطی كسـری

است:
y ≥ ٠ با (y, ٠) بصورت نقطه ای همچنين و t = (dtx+β)−١ و y = tx كنيد فرض .٣. ١. ١ قضیه
را (٣. ١) كسری برنامه ريزی آنگاه باشد، نداشته وجود زير خطی برنامه ريزی موجه ناحيه در

كرد: تبديل زير ساده خطی برنامه ريزی به می توان
max cty + αt

s.t.

dty + βt ≤ ١
Ay − bt ≤ ٠
t > ٠, y ≥ ٠, y ∈ Rn, t ∈ R

(۴ .٣)

نوشت: می توان زیر بصورت نیز را (٣. ٣) کسری برنامه ریزی این، بر علاوه
max tN(y/t)

s.t.

A(y/t)− b ≤ ٠
tD(y/t) ≤ ١
t > ٠, y ≥ ٠

(۵ .٣)

منطبق تبدیل برسد، حداکثر به x∗ نقطه در (٣. ٣) کسری برنامه ریزی چنانچه .٣. ١. ٢ قضیه
می یابد. دست ماکزیمم ارزش همان به (t∗, y∗) نقطه در (۵ .٣) یعنی آن با

1standard concave-convex fractional programming
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٣١ خطی کسری برنامه ریزی
برای N(.) و مثبت و مقعر ∆ در D(.) باشد، مقعر (٣. ٣) رابطه در N(.) اینکه جای به اگر

داریم: باشد، منفی x ∈ ∆ هر
max

N(x)

D(x)
⇔ min

−N(x)

D(x)
⇔ max

D(x)

−N(x)
(x ∈ ∆)

برنامه ریزی فروض، این تحت و (٣. ١. ٢) قضیه از استفاده با است. مثبت و محدب −N(x) که
می شود: خطی زیر شکل به (٣. ٣) کسری

max tD(y/t)

s.t.

A(y/t)− b ≤ ٠
− tN(y/t) ≤ ١
t > ٠, y ≥ ٠

(۶ .٣)

عددی مثال ٣. ١. ٣
.٣. ١. ١ مثال

max z̃ =
x١ − x٢ + ١
x١ + x٢ + ٢

s.t.

x١ + x٢ ≤ ٢
x١ − x٢ ≤ ١
x١, x٢ ≥ ٠.

(٣. ٧)

داریم: t = ١
x١+x٢+٢ و y = xt متغییر تغییر از استفاده با

max z̃ = y١ − y٢ + t

s.t.

y١ + y٢ + ٢t ≤ ١
y١ + y٢ − ٢t ≤ ٠
y١ − y٢ − t ≤ ٠
y١, y٢, t ≥ ٠.

(٣. ٨)

می باشند. z = ٠٫۶۶٧ و x١ = ١, x٢ = ٠ مسئله برای بهینه جواب های لذا
مصرفی آب کاهش با کشاورزی محصولات برای ناخالص درآمد کردن بیشینه .٣. ١. ٢ مثال

:٣. ١ جدول به توجه با محصول هر برای



کسری برنامه ریزی ٣٢
فنی ضرایب :٣. ١ جدول

آفتاب گردان کلزا برنج ذرت جو گندم زراعی محصولات
x۶ x۵ x۴ x٣ x٢ x١ ها محدودیت و ها هدف
٢۵ ١٠٧٣ ۴۴٠٠ ٣۵٨۵ ١۵۶٠ ١١٢٧/۵ ناخالص درآمد ماکزیمم

۵٠٠٠ ٩٠٠٠ ٢۵٠٠٠ ١٧٠٠٠ ٧٠٠٠ ١٠٠٠٠ مصرفی آب مینیمم
١ ١ ١ ١ ١ ١ ١٣۵٠٠٠ زمین

۵٠٠ ۵٠٠ ۴٠٠ ٨٠٠ ۴٠٠ ۶٠٠ ٧٩۶٠٩۵٠٠ کود

max =
١١٢٧٫۵x١ + ١۵۶٠x٢ + ٣۵٨۵x٣ + ۴۴٠٠x۴ + ١٠٧٣x۵ + ٢۵x۶١٠٠٠٠x١ + ٧٠٠٠x٢ + ١٧٠٠٠x٣ + ٢۵٠٠٠x۴ + ٩٠٠٠x۵ + ۵٠٠٠x۶

s.t.

x١ + x٢ + x٣ + x۴ + x۵ + x۶ = ١٣۵٠٠٠
۶٠٠x١ + ۴٠٠x٢ + ٨٠٠x٣ + ۴٠٠x۴ + ۵٠٠x۵ + ۵٠٠x۶ ≤ ٧٩۶٠٩۵٠٠
x١, . . . , x۶ ≥ ٠

می آیند: بدست زیر ٣. ٢ جدول بصورت بهینه جواب های مسئله حل با

کسری برنامه ریزی از حاصل مقادیر :٣. ٢ جدول
درآمد بیشترین محصول

۶۴٠٠٠ گندم
١٢۶٠٠ جو
٢۵٠٠٠ ذرت

٠ برنج
٠ کلزا
٠ آفتاب گردان

۶١٩٣٧۴٠٠ هدف تابع



٣٣ فازی کسری برنامه ریزی

فازی کسری برنامه ریزی ٣. ٢
مقدمه ٣. ٢. ١

بهینه ی جواب به رسیدن برای ریاضی تکنیک یک خطی کسری برنامه ریزی که آنجایی از
این بر فرض خطی کسری برنامه ریزی مسائل در لذا است، معلوم فعالیت های برای مطلوب
شده مشاهده مقادیر که آنجایی از اما شوند. مشخص دقیق بطور مسئله پارامترهای تمام است
یک می باشند، مبهم و نادقیق دستیابی غیرقابل یا ناقص اطلاعات دلیل به واقعی جهان در
از خطی کسری برنامه ریزی مسائل از استفاده مبهم و نادقیق مقادیر نمایش برای کارا روش
خطی کسری برنامه ریزی مسئله ی یک ترتیب بدین و می باشد فازی مجموعه های توابع طریق

می آید. وجود به فازی
ایجاد صرف را خود تحقیقات از مهمی بخش زیادی پژوهشگران و محققین اساس این بر
مسائل کردند. فازی تماما خطی کسری برنامه ریزی مسائل حل برای کارا و جدید روش های
توسط متغیرها٢ و پارامترها همه درآن که ١(FFLFP) فازی تماما خطی کسری برنامه ریزی
اعداد با فازی تماما خطی کسری برنامه ریزی مسائل در می شوند. داده نشان فازی اعداد
و تصمیم گیری متغییرهای ضرایب تصمیم گیری، متغییرهای راست، سمت قیود ذوزنقه ای،
این در استفاده مورد روش که می شوند، داده نشان ذوزنقه ای فازی اعداد با همگی هدف تابع

بود. خواهد پایان نامه
چندهدفه خطی کسری برنامه ریزی مسائل کردن حل برای مدل یک [٩٧] یان۴ و ساکاوا٣
استفاده با پارتو بهینه جواب از عمومی مفهوم یک کردند. پیشنهاد فازی یک برای (MOLFP)

معرفی [١٠٠] هکاران و یان توسط فازی) مینیمم و مساوی (فازی فازی اهداف نوع دو از
تماما خطی کسری برنامه ریزی مسائل کردن حل برای مدل یک [٨٩] مینسن۶ و پاپ۵ شد.
را روش های [١٠٧ ،١٠۶] مینسن و استانوویچ٧ کردند. پیشنهاد مثلثی فازی اعداد با فازی
برنامه ریزی مسائل از استفاده با فازی تماما خطی کسری برنامه ریزی مسائل کردن حل برای
از استفاده با [٧٢] چن٩ و لی٨ کردند. بررسی را [٨٩] مثلثی اعداد با فازی تماما کسری
کردند. حل را فازی خطی کسری برنامه ریزی کلی فرم فازی، بهینه ریاضی تعریف و مفهوم
کسری برنامه ریزی مسئله حل برای کارآمد الگوریتم یک توسعه به [٢۴] همکاران و داس
کوپر و چارنز روش ترکیب از جدید روش یک منظور، این برای پرداختند. فازی کاملا خطی
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کسری برنامه ریزی ٣۴
استفاده [٢٠] موتوکومار٢ و چین دیار١ آوردند. بدست چندهدفه خطی برنامه ریزی مسئله و
فازی ضرایب با خطی کسری برنامه ریزی مسئله یک برای را قبول قابل بهینه (α, r) مقدار از
پیشنهاد آنها محاسبه برای روش یک توسعه همچنین و فازی، تصمیم گیری متغیرهای و
خطی کسری برنامه ریزی حل برای جدید الگوریتم یک [١١٨] سوماتی۴ و ورامانی٣ کردند.
کومار و مهلاوات۵ شد. انحرافی متغیرهای رساندن حداقل به باعث که کردند بیان فازی
کسری برنامه ریزی مسائل حل برای روش یک خطی، رتبه بندی تابع یک از استفاده با [٧٧]
قضیه با را فازی خطی کسری برنامه ریزی [٣۵] همکاران و تیواری۶ دادند. ارائه فازی خطی
مسئله حل برای فازی مجموعه ای رویکرد [١٠۵] همکاران و پاپ کردند. بررسی یک فازی
رویکرد دادند. قرار مطالعه برای خود انتخابی موضوع را چندهدفه خطی کسری برنامه ریزی
مورد [١١۵] توکساری٧ توسط چندهدفه فازی خطی کسری برنامه ریزی حل برای تیلور سری
کاملا خطی کسری برنامه ریزی مسائل حل برای را روشی [٩۵] صفایی گرفت. قرار بررسی
کرد پیشنهاد هستند، مثلثی فازی اعداد متغیرها و پارامترها تمام آن در که (FFLFP) فازی
متغیر محدودیت های با خطی کسری برنامه ریزی مسئله سه به مسئله پیشنهادی، روش در که
[۴٢] همکاران و ابراهیم نژاد آمد. بدست شده داده مسئله برای فازی بهینه راه حل شد، تجزیه
این در دادند ارائه فازی کاملا خطی کسری برنامه ریزی مسائل حل برای کارآمد روش یک
برنامه ریزی مسئله یک به مسئله محدودیت های، و هدف تابع آلفا، پارامتر توسط ابتدا روش،
همکاران و ابراهیم نژاد شد. حل چندهدفه برنامه ریزی کمک به سپس تبدیل دوهدفه خطی
تابع از استفاده با و کردند تعریف مبهم هدف هر برای غیرخطی عضویت تابع یک [١١٩]
برنامه ریزی مسئله یک به را چندهدفه خطی کسری برنامه ریزی مسئله غیرخطی، عضویت
را فازی کسری برنامه ریزی مسئله ابتدا [٢٨] دب٨ کردند. حل و تبدیل چندهدفه خطی
از سپس و تبدیل کوپر و چارنز روش از استفاده با (FLP) فازی خطی برنامه ریزی مسئله به
کرد، استفاده (LP) خطی برنامه ریزی مسئله به فازی خطی برنامه ریزی تبدیل برای رتبه بندی
داس شد. حل مسئله بهینه راه حل یافتن برای سیمپلکس روش از استفاده با پیشنهادی روش
کردند. پیشنهاد را مثلثی فازی عدد دو بین رتبه بندی ساده رویکرد مفاهیم [٢٢] همکارش و
فازی خطی کسری برنامه ریزی مسئله پایینی و میانی بالا، مرزهای محاسبه برای همچنین
مسائل [٢۶] همکاران و داس دادند. تشکیل را هدفه سه  خطی کسری برنامه ریزی مسئله یک
آن در که کردند مطالعه را ذوزنقه ای فازی اعداد با ٩(FLFP) فازی خطی کسری برنامه ریزی
دستیابی برای مطالعه، این در هستند. واقعی اعداد محدودیت ها و فازی اعداد هدف توابع

1Chinnadurai
2Muthukumar
3Veeramani
4Sumathi
5Mehlawat
6Tiwari
7Toksari
8Deb
9Fuzzy Linear Fractional Programming
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مسئله برای جدیدی کارآمد روش نامحدود، پارامترهای و متغیرها با فازی بهینه راه حل به
اعداد با فازی خطی کسری برنامه ریزی برای حلی روش [٩١] پرمای١ است. شده ارائه (FLFP)

آورد. بدست را بهینه جواب چندهدفه خطی برنامه ریزی به تبدیل با که کرد بیان ذوزنقه ای
کسری برنامه ریزی سطح دو برای را تعاملی فازی برنامه ریزی [٩٩ ،٩٨] نیشیزاکی٢ و ساکاوا
مسئله فازی، پارامترهای سطح مجموعه از استفاده با و دادند ارائه فازی پارامترهای با خطی
مطالعه به [٢٧] همکارش و دب کردند. حل را مربوطه فازی دو خطی کسری برنامه ریزی
تمام آن در که رتبه بندی، روش از استفاده با (FLFP) فازی خطی کسری برنامه ریزی مسئله
محاسباتی روش یک و پرداختند می شوند، مشخص مثلثی فازی اعداد با متغیرها و پارامترها
از جدید مفهوم دو [٧٨] همکارانش و مهرا٣ دادند. ارائه بهینه جواب آوردن بدست برای
کسری برنامه ریزی مسئله یک از قابل قبول بهینه مقدار (α, β) و قابل قبول بهینه راه حل (α, β)

خطی برنامه ریزی مسائل از کلاس یک [٩٢] رامیک۴ دادند. ارائه فازی، ضرایب با فازی خطی
کلاس و ناکارآمد و کارآمد راه حل های مفاهیم کرد، معرفی فازی روابط بر مبتنی (FLP) فازی
بررسی مورد را قوی و ضعیف دوگانگی قضیه های و (FLP) مسائل همچنین و (LP) مسائل
مسائل حل برای ٧(FGP) فازی هدف برنامه ریزی روش یک [۵] باکی۶ و ابوسینا۵ داد. قرار
برای جدیدی روش [٣٢] دایاب٨ دادند. ارائه (MOLFP) چندهدفه خطی کسری برنامه ریزی
و عمار٩ کرد. ارائه خطی رتبه بندی تابع از استفاده با خطی کسری برنامه ریزی مسائل حل
کردند، معرفی (FLFP) فازی خطی کسری برنامه ریزی مسئله حل برای الگوریتمی [۶] موامر١٠
دی١٢ و دب١١ هستند. فازی عدد محدودیت ها و هدف تابع ضرایب و متغیرها همه آن در که
روش از استفاده با (FFLFP) فازی تماما خطی کسری برنامه ریزی مسئله مطالعه به [٢٩]
شدند.  انتخاب ذوزنقه ای فازی اعداد متغیرها و پارامترها تمام که پرداختند میانگین نمایش
فازی تماما خطی کسری برنامه ریزی مسائل حل برای را روشی [٧۴] گانسان١۴ و لوگاناتان١٣

هستند. مثلثی فازی اعداد متغیرها و پارامترها تمام آن در که دادند، پیشنهاد
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کسری برنامه ریزی ٣۶

حل روش ٣. ٢. ٢
فازی تماما خطی کسری برنامه ریزی مسائل حل برای عدالت پناه روش ارائه به قسمت این در

است: زیر بصورت فازی تماما خطی کسری برنامه ریزی عمومی فرم می پردازیم. [٢۴]
max z̃ =

c̃tx̃+ p̃

d̃tx̃+ q̃

s.t.

Ãx̃ ≤ b̃

x̃ ≥ ٠

(٣. ٩)

می کنیم تبدیل فازی تماما LP مسئله یک به را مسئله کوپر چارنزـ تبدیل از استفاده با نخست
داریم: را زیر مسئله maxو c̃tỹ + p̃t̃

s.t.

Ãỹ − b̃t̃ ≤ ٠̃
d̃tỹ + q̃t̃ ≤ ١̃

ỹ, t̃ ≥ ٠.

(٣. ١٠)

،((y)n, (y)m, (y)r) مثلثی اعداد با z̃ و Ã ،b̃ ،q̃ ،d̃ ،p̃ ،c̃ ،ỹ پارامترها همه کنید فرض
،((q)n, (q)m, (q)r) ،((dt)n, (dt)m, (dt)r) ،((p)n, (p)m, (p)r) ،((ct)n, (ct)m, (ct)r)

تعریف های به توجه با حال شوند. داده نشان (z١, z٢, z٣) و ((a)n, (a)m, (a)r) ،((b)n, (b)m, (b)r)

بازنویسی مثلثی فازی اعداد از استفاده با را اولیه هدف تابع ماکزیمم مدل فازی حساب
شده: آورده زیر در که می نماییم

max(z١, z٢, z٣) = ((cty)n, (cty)m, (cty)r) + ((pt)n, (pt)m, (pt)r)

s.t.

((a)n, (a)m, (a)r)⊗ ((y)n, (y)m, (y)r)− ((bt)n, (bt)m, (bt)r) ≤ ٠̃
((dty)n, (dty)m, (dty)r) + ((qt)n, (qt)m, (qt)r) ≤ ١̃
((y)n, (y)m, (y)r) ≥ ٠ ((t)n, (t)m, (t)r) ≥ ٠

(٣. ١١)

می باشد: زیر خلاصه بصورت (FFLFP) حل برای پیشنهادی روش
می کنیم: بازنویسی زیر بصورت را (٣. ١١) مسئله فازی حساب تعاریف به توجه با :١ گام

max(z١, z٢, z٣) = ((cty + pt)n, (cty + pt)m, (cty + pt)r)

s.t.

((ay)n, (ay)m, (ay)r)− ((bt)n, (bt)m, (bt)r) ≤ ٠̃
((dty + qt)n, (dty + qt)m, (dty + qt)r) ≤ ١̃
((y)n, (y)m, (y)r) ≥ ٠ ((t)n, (t)m, (t)r) ≥ ٠

(٣. ١٢)



٣٧ فازی کسری برنامه ریزی
داریم: را زیر مسئله دیگر بیان به :٢ (٣. ١٣)گام

max(z١, z٢, z٣) = ((cty + pt)n, (cty + pt)m, (cty + pt)r)

s.t.

(ay)n ≤ (bt)n, (ay)m ≤ (bt)m, (ay)r ≤ (bt)r,

(dty + qt)n ≤ ١, (dty + qt)m ≤ ١, (dty + qt)r ≤ ١,
(y)n ≥ ٠, (y)m − (y)n ≥ ٠, (y)r − (y)m ≥ ٠, (t)n ≥ ٠, (t)m − (t)n ≥ ٠, (t)r − (t)m ≥ ٠.

می نویسیم: زیر بصورت هدف تابع برای را (MOLP) مسئله حال :٣ گام
max z١ = (cty + pt)n

max z٢ = (cty + pt)n − (cty + pt)m

max z٣ = (cty + pt)n + (cty + pt)r

s.t.

(ay)n − (bt)r ≤ ٠
(ay)n − (bt)r − ((ay)m − (bt)m) ≤ ٠
(ay)n − (bt)r + ((ay)r − (bt)n) ≤ ٠
(dty + qt)n ≤ ١
(dty + qt)n − (dty + qt)m ≤ ٠
(dty + qt)n + (dty + qt)r ≤ ٢
(y)n ≥ ٠, (y)m − (y)n ≥ ٠, (y)r − (y)m ≥ ٠
(t)n ≥ ٠, (t)m − (t)n ≥ ٠, (t)r − (t)m ≥ ٠.

(١۴ .٣)

می کنیم: حل شرایط تمامی با z١ برای را هدف تابع :۴ گام
max z١ = (cty + pt)n

s.t.

(ay)n − (bt)r ≤ ٠
(ay)n − (bt)r − ((ay)m − (bt)m) ≤ ٠
(ay)n − (bt)r + ((ay)r − (bt)n) ≤ ٠
(dty + qt)n ≤ ١
(dty + qt)n − (dty + qt)m ≤ ٠
(dty + qt)n + (dty + qt)r ≤ ٢
(y)n ≥ ٠, (y)m − (y)n ≥ ٠, (y)r − (y)m ≥ ٠
(t)n ≥ ٠, (t)m − (t)n ≥ ٠, (t)r − (t)m ≥ ٠.

(١۵ .٣)



کسری برنامه ریزی ٣٨
می رویم. بعدی گام به است آمده بدست بهینه جواب z∗١ که آنجا از

در آمده بدست بهینه جواب هدفه چند مسائل الفبایی روش به توجه با مرحله این در :۵ گام
می کنیم: اضافه مسئله شرایط به را قبل مرحله

max z٢ = (cty + pt)n − (cty + pt)m

s.t.

(cty + pt)n = z∗١
(ay)n − (bt)r ≤ ٠
(ay)n − (bt)r − ((ay)m − (bt)m) ≤ ٠
(ay)n − (bt)r + ((ay)r − (bt)n) ≤ ٠
(dty + qt)n ≤ ١
(dty + qt)n − (dty + qt)m ≤ ٠
(dty + qt)n + (dty + qt)r ≤ ٢
(y)n ≥ ٠, (y)m − (y)n ≥ ٠, (y)r − (y)m ≥ ٠
(t)n ≥ ٠, (t)m − (t)n ≥ ٠, (t)r − (t)m ≥ ٠.

(١۶ .٣)

می رویم. بعدی گام به است (١۶ .٣) مسئله بهینه جواب z∗٢ که آنجا از
می کنیم: حل آمده بدست ۵ گام از که بهینه جواب به توجه با را زیر مسئله :۶ گام

max z٣ = (cty + pt)n + (cty + pt)r

s.t.

(cty + pt)n − (cty + pt)m = z∗٢
(cty + pt)n = z∗١
(ay)n − (bt)r ≤ ٠
(ay)n − (bt)r − ((ay)m − (bt)m) ≤ ٠
(ay)n − (bt)r + ((ay)r − (bt)n) ≤ ٠
(dty + qt)n ≤ ١
(dty + qt)n − (dty + qt)m ≤ ٠
(dty + qt)n + (dty + qt)r ≤ ٢
(y)n ≥ ٠, (y)m − (y)n ≥ ٠, (y)r − (y)m ≥ ٠
(t)n ≥ ٠, (t)m − (t)n ≥ ٠, (t)r − (t)m ≥ ٠.

(٣. ١٧)

توقف آمده بدست مسئله برای یکتا بهینه جواب است (٣. ١٧) مسئله بهینه جواب z∗٣ که آنجا از
می کنیم.



٣٩ فازی کسری برنامه ریزی

عددی مثال ٣. ٢. ٣
.٣. ٢. ١ مثال

max z̃ =
(٣,۶٫۵, ١٣)x̃١ + (٢,۴,٧)x̃٢ + (١,٢٫۵,۴)
(٣,۶٫۵, ١٣)x̃١ + (١,٣,۶)x̃٢ + (٠, ١٫۵,٣)

s.t.

(٠, ١٫۵,٣)x̃١ + (١,٢٫۵,۴)x̃٢ ≤ (٣,۶٫۵, ١۴)
(١,٢٫۵,۴)x̃١ + (٠, ١,٢)x̃٢ ≤ (٣,۴٫۵,٨)
x̃١, x̃٢ ≥ ٠

می نویسیم: زیر بصورت را مسئله ابتدا

max(z١, z٢, z٣) = (٣y١١ + ٢y٢١ + t١,۶٫۵y١٢ + ۴y٢٢ + ٢٫۵t٢, ١٣y١٣ + ٧y٢٣ + ۴t٣)
s.t.

(٠y١١, ١٫۵y١٢,٣y١٣) + (١y٢١,٢٫۵y٢٢,۴y٢٣) ≤ (٣t١,۶٫۵t٢, ١۴t٣)
(١y١١,٢٫۵y١٢,۴y١٣) + (٠y٢١, ١y٢٢,٢y٢٣) ≤ (٣t١,۴٫۵t٢,٨t٣)
(٣y١١,۶٫۵y١٢, ١٣y١٣) + (١y٢١,٣y٢٢,۶y٢٣) + (٠t١, ١٫۵t٢,٣t٣) ≤ (١, ١, ١, ١)
y١١, y١٢, y١٣, y٢١, y٢٢, y٢٣, t١, t٢, t٣ ≥ ٠

داریم: مسئله روش به توجه با حال

max(z١, z٢, z٣) = (٣y١١ + ٢y٢١ + t١,۶٫۵y١٢ + ۴y٢٢ + ٢٫۵t٢, ١٣y١٣ + ٧y٢٣ + ۴t٣)
s.t.

(٠y١١ + ١y٢١ − ٣t١, ١٫۵y١٢ + ٢٫۵y٢٢ − ۶٫۵t٢,٣y١٣ + ۴y٢٣ − ١۴t٣) ≤ ٠̃
(١y١١ + ۶٫۵t٢ − ٣t١,٢٫۵y١٢ + ۶٫۵t٢ − ۵t٢,۴y١٣ + ٢y٢٣ − ٨t٣) ≤ ٠̃
(٣y١١ + ١y٢١ + ٠t١,۶٫۵y١٢ + ٣y٢٢ + ١٫۵t٢, ١٣y١٣ + ۶y٢٣ + ٣t٣) ≤ ١̃
y١١ ≥ ٠, y١٢ − y١١ ≥ ٠, y١٣ − y١٢ ≥ ٠, y٢١ ≥ ٠, y٢٢ − y٢١ ≥ ٠, y٢٣ − y٢٢ ≥ ٠
t١ ≥ ٠, t٢ − t١ ≥ ٠, t٣ − t٢ ≥ ٠

داریم: گام٣ بنابر



کسری برنامه ریزی ۴٠

max z١ = (٣y١١ + ٢y٢١ + t١)
max z٢ = (٣y١١ + ٢y٢١ + t١)− (۶٫۵y١٢ + ۴y٢٢ + ٢٫۵t٢)
max z٣ = (٣y١١ + ٢y٢١ + t١) + (١٣y١٣ + ٧y٢٣ + ۴t٣)
s.t.

(١y٢١ − ٣t١) ≤ ٠
(١y٢١ − ٣t١)− (١٫۵y١٢ + ٢٫۵y٢٢ − ۶٫۵t٢) ≤ ٠
(١y٢١ − ٣t١) + (٣y١٣ + ۴y٢٣ − ١۴t٣) ≤ ٠
(١y١١ + ۶٫۵t٢ − ٣t١) ≤ ٠
(١y١١ + ۶٫۵t٢ − ٣t١)− (٢٫۵y١٢ + ۶٫۵t٢ − ۵t٢) ≤ ٠
(١y١١ + ۶٫۵t٢ − ٣t١) + (۴y١٣ + ٢y٢٣ − ٨t٣) ≤ ٠
(٣y١١ + ١y٢١ + ٠t١) ≤ ١
(٣y١١ + ١y٢١ + ٠t١)− (۶٫۵y١٢ + ٣y٢٢ + ١٫۵t٢) ≤ ٠
(٣y١١ + ١y٢١ + ٠t١) + (١٣y١٣ + ۶y٢٣ + ٣t٣) ≤ ٢
y١١ ≥ ٠, y١٢ − y١١ ≥ ٠, y١٣ − y١٢ ≥ ٠, y٢١ ≥ ٠, y٢٢ − y٢١ ≥ ٠, y٢٣ − y٢٢ ≥ ٠
t١ ≥ ٠, t٢ − t١ ≥ ٠, t٣ − t٢ ≥ ٠

داریم: الفبایی روش با اکنون
max z١ = (٣y١١ + ٢y٢١ + t١)
s.t.

(١y٢١ − ٣t١) ≤ ٠
(١y٢١ − ٣t١)− (١٫۵y١٢ + ٢٫۵y٢٢ − ۶٫۵t٢) ≤ ٠
(١y٢١ − ٣t١) + (٣y١٣ + ۴y٢٣ − ١۴t٣) ≤ ٠
(١y١١ + ۶٫۵t٢ − ٣t١) ≤ ٠
(١y١١ + ۶٫۵t٢ − ٣t١)− (٢٫۵y١٢ + ۶٫۵t٢ − ۵t٢) ≤ ٠
(١y١١ + ۶٫۵t٢ − ٣t١) + (۴y١٣ + ٢y٢٣ − ٨t٣) ≤ ٠
(٣y١١ + ١y٢١ + ٠t١) ≤ ١
(٣y١١ + ١y٢١ + ٠t١)− (۶٫۵y١٢ + ٣y٢٢ + ١٫۵t٢) ≤ ٠
(٣y١١ + ١y٢١ + ٠t١) + (١٣y١٣ + ۶y٢٣ + ٣t٣) ≤ ٢
y١١ ≥ ٠, y١٢ − y١١ ≥ ٠, y١٣ − y١٢ ≥ ٠, y٢١ ≥ ٠, y٢٢ − y٢١ ≥ ٠, y٢٣ − y٢٢ ≥ ٠
t١ ≥ ٠, t٢ − t١ ≥ ٠, t٣ − t٢ ≥ ٠

می شود: حل زیر مسئله ی پس z∗١ = ٠٫۵ مسئله بهینه مقدار



۴١ فازی کسری برنامه ریزی

max z٢ = (٣y١١ + ٢y٢١ + t١)− (۶٫۵y١٢ + ۴y٢٢ + ٢٫۵t٢)
s.t.

(٣y١١ + ٢y٢١ + t١) = ٠٫۵
(١y٢١ − ٣t١) ≤ ٠
(١y٢١ − ٣t١)− (١٫۵y١٢ + ٢٫۵y٢٢ − ۶٫۵t٢) ≤ ٠
(١y٢١ − ٣t١) + (٣y١٣ + ۴y٢٣ − ١۴t٣) ≤ ٠
(١y١١ + ۶٫۵t٢ − ٣t١) ≤ ٠
(١y١١ + ۶٫۵t٢ − ٣t١)− (٢٫۵y١٢ + ۶٫۵t٢ − ۵t٢) ≤ ٠
(١y١١ + ۶٫۵t٢ − ٣t١) + (۴y١٣ + ٢y٢٣ − ٨t٣) ≤ ٠
(٣y١١ + ١y٢١ + ٠t١) ≤ ١
(٣y١١ + ١y٢١ + ٠t١)− (۶٫۵y١٢ + ٣y٢٢ + ١٫۵t٢) ≤ ٠
(٣y١١ + ١y٢١ + ٠t١) + (١٣y١٣ + ۶y٢٣ + ٣t٣) ≤ ٢
y١١ ≥ ٠, y١٢ − y١١ ≥ ٠, y١٣ − y١٢ ≥ ٠, y٢١ ≥ ٠, y٢٢ − y٢١ ≥ ٠, y٢٣ − y٢٢ ≥ ٠
t١ ≥ ٠, t٢ − t١ ≥ ٠, t٣ − t٢ ≥ ٠

می شود: حل زیر مسئله ی پس z∗٢ = ١ مسئله بهینه مقدار
max z٣ = (٣y١١ + ٢y٢١ + t١) + (١٣y١٣ + ٧y٢٣ + ۴t٣)
s.t.

(٣y١١ + ٢y٢١ + t١)− (۶٫۵y١٢ + ۴y٢٢ + ٢٫۵t٢) = ١
(٣y١١ + ٢y٢١ + t١) = ٠٫۵
(١y٢١ − ٣t١) ≤ ٠
(١y٢١ − ٣t١)− (١٫۵y١٢ + ٢٫۵y٢٢ − ۶٫۵t٢) ≤ ٠
(١y٢١ − ٣t١) + (٣y١٣ + ۴y٢٣ − ١۴t٣ ≤ ٠)
(١y١١ + ۶٫۵t٢ − ٣t١) ≤ ٠
(١y١١ + ۶٫۵t٢ − ٣t١)− (٢٫۵y١٢ + ۶٫۵t٢ − ۵t٢) ≤ ٠
(١y١١ + ۶٫۵t٢ − ٣t١) + (۴y١٣ + ٢y٢٣ − ٨t٣) ≤ ٠
(٣y١١ + ١y٢١ + ٠t١) ≤ ١
(٣y١١ + ١y٢١ + ٠t١)− (۶٫۵y١٢ + ٣y٢٢ + ١٫۵t٢) ≤ ٠
(٣y١١ + ١y٢١ + ٠t١) + (١٣y١٣ + ۶y٢٣ + ٣t٣) ≤ ٢
y١١ ≥ ٠, y١٢ − y١١ ≥ ٠, y١٣ − y١٢ ≥ ٠, y٢١ ≥ ٠, y٢٢ − y٢١ ≥ ٠, y٢٣ − y٢٢ ≥ ٠
t١ ≥ ٠, t٢ − t١ ≥ ٠, t٣ − t٢ ≥ ٠



کسری برنامه ریزی ۴٢
می آیند: بدست زیر بصورت بهینه جواب های شده بیان روش از استفاده با

x̃∗١ = (x̃∗١١, x̃∗١٢, x̃∗١٣) = (٠, ٠, ٠)
x̃∗٢ = (x̃∗٢١, x̃∗٢٢, x̃∗٢٣) = (٠٫٢, ٠٫٢, ٠٫٢)
z̃∗ = (٠٫۵, ١, ١٫٨)

(٣. ١٨)

و نوشابه انواع تولید در پیشرو دالی شرکت تایوان): در تولید (برنامه ریزی .٣. ٢. ٢ مثال
شرقی جنوب بازار دارد قصد دالی حاضر، حال در است. تایوان در پایین حرارت درجه با غذاهای
است توجه قابل دهد. گسترش چین بازار در را دالی محصولات سطح و دهد توسعه را آسیا
با استراتژیک اتحاد دنبال به دارد قصد دالی جهانی، تجارت سازمان به تایوان ورود از پس که،
غیرالکلی نوشیدنی های بازار در باشد. بین المللی نام معرفی و بین المللی برجسته شرکت های
تایپه و کائوسیونگ کیایی، تایچونگ، در توزیع مرکز چهار تقاضای تأمین برای دالی داخلی،
طبق می کند. تولید چای نوشیدنی های هسینچو و تولیو چانگوا، در کارخانه سه در تولید با
کارخانه سه از موجود احتمالی منابع از خلاصه ای ٣. ٣ جدول محیطی، زیست اولیه اطلاعات
داده نشان ۴ .٣ جدول در توزیع مرکز چهار از پیش بینی تقاضای می دهد. ارائه را شده داده
و مسیر هر از حاصل شرکت سود دستیابی غیرقابل یا ناقص اطلاعات بدلیل است. شده
به هستند. مثلثی اعداد توزیع با نادقیق اعداد کلی بطور مربوطه پارامترهای و محیطی ضریب
پیش بینی تقاضای است، بطری ده هزار (٧٫٢,٨,٨٫٨) چانگوا دسترس در منبع مثال، عنوان
تولیو به چانگوا برای بطری ده هر سود بطری، ده هزار (۶٫٢,٧,٧٫٨) تولیو توزیع مرکز از شده
دلار (٨, ١٠, ١٠٫٨) تولیو به چانگوا بطری دوازده هر برای حمل ونقل هزینه و دلار (٨, ١٠, ١٠٫٨)

برساند. حداکثر به را سود می خواهد دالی مدیریت است.

گیاهان تامین :٣. ٣ جدول
هسینچو تولیو چانگوا منبع

(١٠٫٢, ١٢, ١٣٫٨) (١٢, ١۴, ١۶) (٧٫٢,٨,٨٫٨) بطری هزارده عرضه

مقصد تقاضای :۴ .٣ جدول
تاپیه کائوسیونگ کیایی تایچونگ مقصد

(٧٫٨,٩, ١٠٫٢) (۶٫۵,٨,٩٫۵) (٨٫٩, ١٠, ١١٫١) (۶٫٢,٧,٧٫٨) بطری هزارده تقاضا



۴٣ فازی کسری برنامه ریزی
مقصد تقاضای :۵ .٣ جدول

تاپیه کائوسیونگ کیایی تایچونگ منبع
(١٨٫٨,٢٠,٢٢) (٨, ١٠, ١٠٫۶) (٢٠٫۴,٢٢,٢۴) (٨, ١٠, ١٠٫٨) چانگوا
(۶,٨,٨٫٨) (١٠, ١٢, ١٣) (١٨٫٢,٢٠,٢٢) (١۴, ١۵, ١۶) تولیو
(١۴, ١۵, ١۶) (٧٫٨, ١٠, ١٠٫٨) (٩٫۶, ١٢, ١٣) (١٨٫۴,٢٠,٢١) هسینچو

حمل ونقل هزینه :۶ .٣ جدول
تاپیه کائوسیونگ کیایی تایچونگ منبع

(٣,۴,۵) (١٫٣,٢,٢٫۵) (۴,۵,۶) (١٫۵,٢,٢٫۵) چانگوا
(١٫۵,٢,٢٫۵) (٢٫٣,٣,۴) (٢,٣,۴) (٢٫۵,٣,۴) تولیو
(٢,٣,۴) (١٫۵,٢,٢٫٧) (٢,٣,۴) (٣,۴,۵) هسینچو

max z̃ =



(٨, ١٠, ١٠٫٨)x̃١١ + (٢٠٫۴,٢٢,٢۴)x̃١٢ + (٨, ١٠, ١٠٫۶)x̃١٣+
(١٨٫٨,٢٠,٢٢)x̃١۴ + (١۴, ١۵, ١۶)x̃٢١ + (١٨٫٢,٢٠,٢٢)x̃٢٢+
(١٠, ١٢, ١٣)x̃٢٣ + (۶,٨,٨٫٨)x̃٢۴ + (١٨٫۴,٢٠,٢١)x̃٣١+
(٩٫۶, ١٢, ١٣)x̃٣٢ + (٧٫٨, ١٠, ١٠٫٨)x̃٣٣ + (١۴, ١۵, ١۶)x̃٣۴


(١٫۵,٢,٢٫۵)x̃١١ + (۴,۵,۶)x̃١٢ + (١٫٣,٢,٢٫۵)x̃١٣ + (٣,۴,۵)x̃١۴

+(٢٫۵,٣,۴)x̃٢١ + (٢,٣,۴)x̃٢٢ + (٢٫٣,٣,۴)x̃٢٣ + (١٫۵,٢,٢٫۵)x̃٢۴
+(٣,۴,۵)x̃٣١ + (٢,٣,۴)x̃٣٢ + (١٫۵,٢,٢٫٧)x̃٣٣ + (٢,٣,۴)x̃٣۴


s.t.

x̃١١ + x̃١٢ + x̃١٣ + x̃١۴ ≤ (٧٫٢,٨,٨٫٨)
x̃٢١ + x̃٢٢ + x̃٢٣ + x̃٢۴ ≤ (١٢, ١۴, ١۶)
x̃٣١ + x̃٣٢ + x̃٣٣ + x̃٣۴ ≤ (١٠٫٢, ١٢, ١٣٫٨)
x̃١١ + x̃٢١ + x̃٣١ ≥ (۶٫٢,٧,٧٫٨)
x̃١٢ + x̃٢٢ + x̃٣٢ ≥ (٨٫٩, ١٠, ١١٫١)
x̃١٣ + x̃٢٣ + x̃٣٣ ≥ (۶٫۵,٨,٩٫۵)
x̃١۴ + x̃٢۴ + x̃٣۴ ≥ (٧٫٨,٩, ١٠٫٢)
x̃ij ≥ ٠, x̃ij = (x١

ij , x
٢
ij , x

٣
ij), i = ١,٢,٣; j = ١,٢,٣,۴.



کسری برنامه ریزی ۴۴
می آیند: بدست زیر بصورت بهینه جواب های حل مراحل از استفاده و مساله حل از بعد

x̃١١ = (٠, ٠, ٠), x̃١٢ = (٠, ٠, ٠٫٢۵), x̃١٣ = (٠, ٠, ٠٫۶٢۵), x̃١۴ = (٧٫۶۴,٨,٨)
x̃٢١ = (٠, ٠, ٠), ˜x٢٢ = (٠, ٠, ٠), ˜x٢٣ = (٠, ٠, ١٫۴۵), ˜x٢۴ = (١٢, ١۴, ١۴)
x̃٣١ = (۵٫٨,٧,٧٫۵), ˜x٣٢ = (٨٫٨, ١٠, ١١٫٢۵), ˜x٣٣ = (۶٫۴,٨,٨), ˜x٣۴ = (۵٫٨, ١٠, ١٢٫۵).

z̃ = (z١, z٢, z٣) = (٢٫٢۶,۴٫۶۴,٩٫۴٨)



۴ فصل
برنامه ریزی حل برای جدید روش های

فازی کسری

و فازی خطی برنامه ریزی بررسی به بعد فصل در شد. بیان فازی تعاریف ابتدا پایان نامه این در
ارائه موضوع پایه که را فازی خطی کسری برنامه ریزی ادامه در و پرداختیم کسری برنامه ریزی
مسائل حل برای جدید الگوریتم دو داریم قصد فصل این در و دادیم، قرار بررسی مورد است شده
مثال چند ارائه با نهایت در و کنیم ارائه ذوزنقه ای اعداد با فازی تماما خطی کسری برنامه ریزی
مدل های می پردازیم. دیگر روش های با پیشنهادی روش از حاصل نتایج مقایسه به عددی
به برخوردارند، کمتری پیچیدگی از قبل گوناگون روش های به نسبت شده ارائه پیشنهادی
نیازمند ذوزنقه ای اعداد با فازی خطی کسری برنامه ریزی حل برای دیگر روش های که طوری
دو شده بیان مدل های در اما می باشند مختلف بررسی های و گسترده مراحل بردن کار به
به نسبت آن ها بهینه جواب که است فازی برنامه ریزی مسائل حل برای کارا و ساده روش
روش ترکیب با بار اولین برای اول روش است. برخوردار بهتری مطلوبیت از دیگر روش های
به [١] ابراهیم نژاد خطی فازی برنامه ریزی حل روش با مثلثی فازی کسری برنامه ریزی حل
تبدیل و تساوی قیود ایجاد و کمکی متغیر افزودن از استفاده با دوم روش و است آمده دست
چندهدفه خطی برنامه ریزی به ذوزنقه ای اعداد با فازی تماما خطی کسری برنامه ریزی مسئله

است. آمده دست به
۴۵



فازی کسری برنامه ریزی حل برای جدید روش های ۴۶

اول روش شرح ١ .۴
ذوزنقه ای پارامترهای و متغیرها با فازی تماما خطی کسری برنامه ریزی مسئله روش این در
و چندهدفه برنامه ریزی از استفاده با و می شود تبدیل فازی تماما خطی برنامه ریزی مسئله به
ارائه ترتیب به را پیشنهادی روش مراحل ادامه در که می رسیم بهینه جواب به الفبایی روش

می دهیم.
داریم: زیر بصورت را فازی تماما خطی کسری برنامه ریزی مسئله فرم ابتدا

max z̃ =
c̃tx̃+ p̃

d̃tx̃+ q̃

s.t.

Ãx̃ ≤ b̃

x̃ ≥ ٠

(١ .۴)

می کنیم تبدیل فازی تماما (LP) مسئله یک به را مسئله کوپر چارنزـ تبدیل از استفاده با نخست
می شود: زیر بصورت مسئله و

max c̃tỹ + p̃t̃

s.t.

Ãỹ − b̃t̃ ≤ ٠̃
d̃tỹ + q̃t̃ ≤ ١̃

ỹ, t̃ ≥ ٠

(٢ .۴)

بصورت ذوزنقه ای اعداد با z̃ و Ã ،b̃ ،q̃ ،d̃ ،p̃ ،c̃ ،ỹ پارامترها همه کنید فرض
،((p)n, (p)m, (p)r, (p)s) ،((ct)n, (ct)m, (ct)r, (ct)s) ،((y)n, (y)m, (y)r, (y)s)

،((b)n, (b)m, (b)r, (b)s) ،((q)n, (q)m, (q)r, (q)s) ،((dt)n, (dt)m, (dt)r, (dt)s)

شوند. داده نشان (z١, z٢, z٣, z۴) و ((a)n, (a)m, (a)r, (a)s)

فازی اعداد از استفاده با را (٢ .۴) مسئله فازی، حساب تعریف های به توجه با همچنین
است: زیر بصورت که می نماییم بازنویسی ذوزنقه ای

max(z١, z٢, z٣, z۴) = ((cty)n, (cty)m, (cty)r, (cty)s) + ((pt)n, (pt)m, (pt)r, (pt)s)

s.t.

((a)n, (a)m, (a)r, (a)s)⊗ ((y)n, (y)m, (y)r, (y)s)− ((bt)n, (bt)m, (bt)r, (bt)s) ≤ ٠̃
((dty)n, (dty)m, (dty)r, (dty)s) + ((qt)n, (qt)m, (qt)r, (qt)s) ≤ ١̃
((y)n, (y)m, (y)r, (y)s) ≥ ٠ ((t)n, (t)m, (t)r, (t)s) ≥ ٠

(٣ .۴)



۴٧ اول روش شرح
شرایط و است دقیق (٢ .۴) بهینه جواب گوییم ،ỹ∗ = ((y∗)n, (y∗)m, (y∗)r, (y∗)s) اگر تذکر١:

داریم: را زیر
∗Ãỹ؛ = b̃ .١

مینیمم سازی مسئله (برای c̃tỹ + p̃t̃ ≤ c̃tỹ∗ + p̃t̃ ،داریم، ỹ = ((y)n, (y)m, (y)r, (y)s) .٢
.(c̃tỹ + p̃t̃ ≥ c̃tỹ∗ + p̃t̃

است، (٣ .۴) مسئله بهینه جواب y′ صورتی در باشد (٢ .۴) مسئله بهینه جواب ỹ∗ اگر تذکر٢:
باشد. برقرار c̃tỹ′ + p̃t̃ = c̃tỹ∗ + p̃t̃ رابطه ی که

می باشد: زیر خلاصه بصورت FFLFPP حل برای پیشنهادی روش

می کنیم: بازنویسی زیر بصورت را (٣ .۴) مسئله فازی حساب تعاریف به توجه با :١ گام

max(z١, z٢, z٣, z۴) = ((cty + pt)n, (cty + pt)m, (cty + pt)r, (cty + pt)s)

s.t.

((ay)n, (ay)m, (ay)r, (ay)s)− ((bt)n, (bt)m, (bt)r, (bt)s) ≤ ٠̃
((dty + qt)n, (dty + qt)m, (dty + qt)r, (dty + qt)s) ≤ ١̃
((y)n, (y)m, (y)r, (y)s) ≥ ٠ ((t)n, (t)m, (t)r, (t)s) ≥ ٠

(۴ .۴)

داریم: را زیر مسئله دیگر بیان به :٢ گام

max(z١, z٢, z٣, z۴) = ((cty + pt)n, (cty + pt)m, (cty + pt)r, (cty + pt)s)

s.t.

((ay)n − (bt)n, (ay)m − (bt)m, (ay)r − (bt)r, (ay)s − (bt)s) ≤ ٠̃
((dty + qt)n, (dty + qt)m, (dty + qt)r, (dty + qt)s) ≤ ١̃
(y)n ≥ ٠, (y)m − (y)n ≥ ٠, (y)r − (y)m ≥ ٠, (y)s − (y)r ≥ ٠
(t)n ≥ ٠, (t)m − (t)n ≥ ٠, (t)r − (t)m ≥ ٠, (t)s − (t)r ≥ ٠

(۵ .۴)

می نویسیم: زیر بصورت هدف تابع برای را MOLP مسئله حال :٣ گام



فازی کسری برنامه ریزی حل برای جدید روش های ۴٨

min z١ = (cty + pt)m − (cty + pt)n

max z٢ = (cty + pt)m

max z٣ = (cty + pt)m + (cty + pt)r

max z۴ = (cty + pt)s − (cty + pt)r

s.t.

(ay)n ≤ (bt)n

(ay)m ≤ (bt)m

(ay)r ≤ (bt)r

(ay)s ≤ (bt)s

(dty + qt)n ≤ ١
(dty + qt)m ≤ ١
(dty + qt)r ≤ ١
(dty + qt)s ≤ ١
(y)n ≥ ٠, (y)m − (y)n ≥ ٠, (y)r − (y)m ≥ ٠, (y)s − (y)r ≥ ٠
(t)n ≥ ٠, (t)m − (t)n ≥ ٠, (t)r − (t)m ≥ ٠, (t)s − (t)r ≥ ٠

(۶ .۴)

می کنیم: حل شرایط تمامی با z١ برای را هدف تابع :۴ گام
min z١ = (cty + pt)m − (cty + pt)n

s.t.

(ay)n ≤ (bt)n

(ay)m ≤ (bt)m

(ay)r ≤ (bt)r

(ay)s ≤ (bt)s

(dty + qt)n ≤ ١
(dty + qt)m ≤ ١
(dty + qt)r ≤ ١
(dty + qt)s ≤ ١
(y)n ≥ ٠, (y)m − (y)n ≥ ٠, (y)r − (y)m ≥ ٠, (y)s − (y)r ≥ ٠
(t)n ≥ ٠, (t)m − (t)n ≥ ٠, (t)r − (t)m ≥ ٠, (t)s − (t)r ≥ ٠

(٧ .۴)

می رویم. بعدی گام به است مسئله بهینه جواب z∗١ که آنجا از
در آمده بدست بهینه جواب چندهدفه مسائل الفبایی روش به توجه با مرحله این در :۵ گام



۴٩ اول روش شرح
می کنیم: اضافه مسئله شرایط به را قبل مرحله

max z٢ = (cty + pt)m

s.t.

(cty + pt)m − (cty + pt)n = z∗١
(ay)n ≤ (bt)n

(ay)m ≤ (bt)m

(ay)r ≤ (bt)r

(ay)s ≤ (bt)s

(dty + qt)n ≤ ١
(dty + qt)m ≤ ١
(dty + qt)r ≤ ١
(dty + qt)s ≤ ١
(y)n ≥ ٠, (y)m − (y)n ≥ ٠, (y)r − (y)m ≥ ٠, (y)s − (y)r ≥ ٠
(t)n ≥ ٠, (t)m − (t)n ≥ ٠, (t)r − (t)m ≥ ٠, (t)s − (t)r ≥ ٠

(٨ .۴)

می رویم. بعدی گام به است (٨ .۴) مسئله بهینه جواب z∗٢ که آنجا از
می کنیم: حل آمده بدست ۵ گام از که بهینه جواب به توجه با را زیر مسئله :۶ گام

max z٣ = (cty + pt)m + (cty + pt)r

s.t.

(cty + pt)m = z∗٢
(cty + pt)m − (cty + pt)n = z∗١
(ay)n ≤ (bt)n

(ay)m ≤ (bt)m

(ay)r ≤ (bt)r

(ay)s ≤ (bt)s

(dty + qt)n ≤ ١
(dty + qt)m ≤ ١
(dty + qt)r ≤ ١
(dty + qt)s ≤ ١
(y)n ≥ ٠, (y)m − (y)n ≥ ٠, (y)r − (y)m ≥ ٠, (y)s − (y)r ≥ ٠
(t)n ≥ ٠, (t)m − (t)n ≥ ٠, (t)r − (t)m ≥ ٠, (t)s − (t)r ≥ ٠

(٩ .۴)



فازی کسری برنامه ریزی حل برای جدید روش های ۵٠
می رویم. بعدی گام به است (٢١ .۴) مسئله بهینه جواب z∗٣ که آنجا از

می کنیم: حل آمده بدست ۶ گام از که بهینه جواب به توجه با را زیر مسئله :٧ گام
max z۴ = (cty + pt)s − (cty + pt)r

s.t.

(cty + pt)m + (cty + pt)r = z∗٣
(cty + pt)m = z∗٢
(cty + pt)m − (cty + pt)n = z∗١
(ay)n ≤ (bt)n

(ay)m ≤ (bt)m

(ay)r ≤ (bt)r

(ay)s ≤ (bt)s

(dty + qt)n ≤ ١
(dty + qt)m ≤ ١
(dty + qt)r ≤ ١
(dty + qt)s ≤ ١
(y)n ≥ ٠, (y)m − (y)n ≥ ٠, (y)r − (y)m ≥ ٠, (y)s − (y)r ≥ ٠
(t)n ≥ ٠, (t)m − (t)n ≥ ٠, (t)r − (t)m ≥ ٠, (t)s − (t)r ≥ ٠

(١٠ .۴)

می باشد. (۴ .۴) مسئله بهینه جواب همان (١٠ .۴) برای آمده بدست یکتا بهینه جواب

عددی: مثال ٢ .۴
می کنیم: حل پایان نامه روش با را مثال یک قسمت این در

.٢. ١ .۴ مثال
max z̃ =

x̃١ − x̃٢ + ١̃
x̃١ + x̃٢ + ٢̃

s.t.

x̃١ + x̃٢ ≤ ٢̃
x̃١ − x̃٢ ≤ ١̃
x̃١, x̃٢ ≥ ٠



۵١ عددی: مثال
فازی اعداد از استفاده با بالا فازی تماما خطی کسری برنامه ریزی مسئله گرفتن نظر در با

می نویسیم: زیر بصورت را مسئله ذوزنقه ای

max z̃ =
(٠, ٠٫۵, ١٫۵,٢)x̃١ − (٠, ٠٫۵, ١٫۵,٢)x̃٢ + (٠, ٠٫۵, ١٫۵,٢)
(٠, ٠٫۵, ١٫۵,٢)x̃١ + (٠, ٠٫۵, ١٫۵,٢)x̃٢ + (١, ١٫۵,٢٫۵,٣)

s.t.

(٠, ٠٫۵, ١٫۵,٢)x̃١ + (٠, ٠٫۵, ١٫۵,٢)x̃٢ ≤ (١, ١٫۵,٢٫۵,٣)
(٠, ٠٫۵, ١٫۵,٢)x̃١ − (٠, ٠٫۵, ١٫۵,٢)x̃٢ ≤ (٠, ٠٫۵, ١٫۵,٢)
x̃١, x̃٢ ≥ ٠

می گیریم: نظر در زیر بصورت را مسئله

max z̃ =


(٠, ٠٫۵, ١٫۵,٢)⊗ ((x١)n, (x١)m, (x١)r, (x١)s)−
(٠, ٠٫۵, ١٫۵,٢)⊗ ((x٢)n, (x٢)m, (x٢)r, (x٢)s)+

(٠, ٠٫۵, ١٫۵,٢)




(٠, ٠٫۵, ١٫۵,٢)⊗ ((x١)n, (x١)m, (x١)r, (x١)s)+
(٠, ٠٫۵, ١٫۵,٢)⊗ ((x٢)n, (x٢)m, (x٢)r, (x٢)s)+

(١, ١٫۵,٢٫۵,٣)


s.t. (٠, ٠٫۵, ١٫۵,٢)⊗ ((x١)n, (x١)m, (x١)r, (x١)s)+

(٠, ٠٫۵, ١٫۵,٢)⊗ ((x٢)n, (x٢)m, (x٢)r, (x٢)s)

 ≤ (١, ١٫۵,٢٫۵,٣)
 (٠, ٠٫۵, ١٫۵,٢)⊗ ((x١)n, (x١)m, (x١)r, (x١)s)−

(٠, ٠٫۵, ١٫۵,٢)⊗ ((x٢)n, (x٢)m, (x٢)r, (x٢)s)

 ≤ (٠, ٠٫۵, ١٫۵,٢)

(x١)n, (x١)m, (x١)r, (x١)s, (x٢)n, (x٢)m, (x٢)r, (x٢)s ≥ ٠



فازی کسری برنامه ریزی حل برای جدید روش های ۵٢
داریم: ٢ گام طبق

(١١ .۴)
maxz̃=(−٢(y٢)s,٠٫۵(y١)m−١٫۵(y٢)r+٠٫۵t٢,١٫۵(y١)r−٠٫۵(y٢)m+١٫۵t٣,٢(y١)s+٢t۴)
s.t.

٠ ≤ t١
٠٫۵(y١)m + ٠٫۵(y٢)m ≤ ١٫۵t٢
١٫۵(y١)r + ١٫۵(y٢)r ≤ ٢٫۵t٣
٢(y١)s + ٢(y٢)s ≤ ٣t۴
− ٢(y٢)s ≤ ٠
٠٫۵(y١)m − ١٫۵(y٢)r ≤ ٠٫۵t٢
١٫۵(y١)r − ٠٫۵(y٢)m ≤ ١٫۵t٣
٢(y١)s ≤ ٢t۴
t١ ≤ ١
٠٫۵(y١)m + ٠٫۵(y٢)m + ١٫۵t٢ ≤ ١
١٫۵(y١)r + ١٫۵(y٢)r + ٢٫۵t٣ ≤ ١
٢(y١)s + ٢(y٢)s + ٣t۴ ≤ ١
(y١)n ≥ ٠, (y١)m − (y١)n ≥ ٠, (y١)r − (y١)m ≥ ٠, (y١)s − (y١)r ≥ ٠
(y٢)n ≥ ٠, (y٢)m − (y٢)n ≥ ٠, (y٢)r − (y٢)m ≥ ٠, (y٢)s − (y٢)r ≥ ٠
t١ ≥ ٠, t٢ − t١ ≥ ٠, t٣ − t٢ ≥ ٠, t۴ − t٣ ≥ ٠.

داریم: ٣ گام طبق
min z١ = ٠٫۵(y١)m − ١٫۵(y٢)r + ٠٫۵t٢ − (−٢(y٢)s)
max z٢ = ٠٫۵(y١)m − ١٫۵(y٢)r + ٠٫۵t٢
max z٣ = ٠٫۵(y١)m − ١٫۵(y٢)r + ٠٫۵t٢ + ١٫۵(y١)r − ٠٫۵(y٢)m + ١٫۵t٣
max z۴ = (y١)s + ٢t۴ − (١٫۵(y١)r − ٠٫۵(y٢)m + ١٫۵t٣)
s.t.

Constraints of problem (١١ .۴)
داریم: ۴ گام طبق

min z١ = ٠٫۵(y١)m − ١٫۵(y٢)r + ٠٫۵t٢ − (−٢(y٢)s)
s.t.

Constraints of problem (١١ .۴)



۵٣ عددی: مثال
می رویم. بعد گام به می باشد z∗١ = ٠ مسئله بهینه جواب

max z٢ = ٠٫۵(y١)m − ١٫۵(y٢)r + ٠٫۵t٢
s.t.

٠٫۵(y١)m − ١٫۵(y٢)r + ٠٫۵t٢ − (−٢(y٢)s) = ٠
Constraints of problem (١١ .۴)

می رویم. بعد گام به می باشد z∗٢ = ٠ مسئله بهینه جواب
max z٣ = ٠٫۵(y١)m − ١٫۵(y٢)r + ٠٫۵t٢ + ١٫۵(y١)r − ٠٫۵(y٢)m + ١٫۵t٣
s.t.

٠٫۵(y١)m − ١٫۵(y٢)r + ٠٫۵t٢ = ٠
٠٫۵(y١)m − ١٫۵(y٢)r + ٠٫۵t٢ − (−٢(y٢)s) = ٠
Constraints of problem (١١ .۴)

می رویم. بعد گام به می باشد z∗٣ = ٠٫۶ مسئله بهینه جواب
max z۴ = (y١)s + ٢t۴ − (١٫۵(y١)r − ٠٫۵(y٢)m + ١٫۵t٣)
s.t.

٠٫۵(y١)m − ١٫۵(y٢)r + ٠٫۵t٢ + ١٫۵(y١)r − ٠٫۵(y٢)m + ١٫۵t٣ = ٠٫۶
٠٫۵(y١)m − ١٫۵(y٢)r + ٠٫۵t٢ = ٠
٠٫۵(y١)m − ١٫۵(y٢)r + ٠٫۵t٢ − (−٢(y٢)s) = ٠
Constraints of problem (١١ .۴)

می باشد: زیر بصورت مسئله بهینه جواب های
ỹ∗١ = {(y∗١)n, (y∗١)m, (y∗١)r, (y∗١)s} = (٠, ٠, ٠٫٢, ٠٫٢)
ỹ∗٢ = {(y∗٢)n, (y∗٢)m, (y∗٢)r, (y∗٢)s} = (٠, ٠, ٠, ٠)

t∗ = {(t١, t٢, t٣, t۴)} = (٠, ٠, ٠٫٢, ٠٫٢)
با: است برابر بهینه جواب نتیجه در

x̃∗١ = {(x∗١)n, (x∗١)m, (x∗١)r, (x∗١)s} = (٠, ٠, ١, ١)
x̃∗٢ = {(x∗٢)n, (x∗٢)m, (x∗٢)r, (x∗٢)s} = (٠, ٠, ٠, ٠)

می باشد: زیر بصورت ذوزنقه ای فازی عدد برای هدف تابع بهینه جواب همچنین و
z̃∗ = {(z∗)n, (z∗)m, (z∗)r, (z∗)s} = (٠, ٠, ٠٫۶, ٠٫٨)



فازی کسری برنامه ریزی حل برای جدید روش های ۵۴
داخلی، لبنیات بازار در است. لبنیات انواع تولید در شرکتی :( تولید (برنامه ریزی .٢. ٢ .۴ مثال
محصول سه کردکوی و کلاله گرگان، گنبد، در توزیع مرکز چهار تقاضای تأمین برای شرکت
خلاصه ای ١ .۴ جدول محیطی، زیست اولیه اطلاعات طبق می کند. تولید پنیر و ماست شیر،
چهار از بینی پیش تقاضای می دهد. ارائه را شده داده فرآورده سه از موجود احتمالی منابع از
اطلاعات علت به شرکت سود است. شده داده نشان ٢ .۴ جدول در که همانطور توزیع مرکز
حال در شرکت مدیریت هستند. ذوزنقه ای امکان توزیع با نادقیق اعداد دستیابی غیرقابل

برساند. حداکثر به را سود تا است مطالعه یک شروع

لبنی فرآورده های :١ .۴ جدول
واحد ده هزار عرضه محصول
(٧٫٢,٨,٨٫٨,٩٫۶) شیر
(١٢, ١۴, ١۶, ١٨) ماست

(١٠٫٢, ١٢, ١٣٫٨, ١۵٫۶) پنیر

مقصد تقاضای :٢ .۴ جدول
واحد هزار ده تقاضا مقصد
(۶٫٢,٧,٧٫٨,٨٫۶) گنبد

(٨٫٩, ١٠, ١١٫١, ١٢٫٢) گرگان
(۶٫۵,٨,٩٫۵, ١١) کلاله

(٧٫٨,٩, ١٠٫٢, ١١٫۴) کردکوی

مقصد محصولات تقاضای :٣ .۴ جدول
پنیر ماست شیر محصول

(١٨٫۴,٢٠,٢١,٢٢٫۶) (١۴, ١۵, ١۶, ١٧) (٨, ١٠, ١٠٫٨, ١٢٫٨) گنبد
(٩٫۶, ١٢, ١٣, ١۵٫۴) (١٨٫٢,٢٠,٢٢,٢٣٫٨) (٢٠٫۴,٢٢,٢۴,٢۵٫۶) گرگان
(٧٫٨, ١٠, ١٠٫٨, ١٣٫۶) (١٠, ١٢, ١٣, ١۵) (٨, ١٠, ١٠٫۶, ١٢٫۶) کلاله

(١۴, ١۵, ١۶, ١٧) (۶,٨,٨٫٨, ١٠٫٨) (٨٫٨,٢٠,٢٢,٢٣٫٢) کردکوی



۵۵ عددی: مثال
حمل ونقل هزینه :۴ .۴ جدول

کردکوی کلاله گرگان گنبد محصول
(٣,۴,۵,۶) (١٫٣,٢,٢٫۵,٣٫٢) (۴,۵,۶,٧) (١٫۵,٢,٢٫۵,٣) شیر

(١٫۵,٢,٢٫۵,٣) (٢٫٣,٣,۴,۴٫٧) (٢,٣,۴,۵) (٢٫۵,٣,۴,۴٫۵) ماست
(٢,٣,۴,۵) (١٫۵,٢,٢٫٧,٣٫٢) (٢,٣,۴,۵) (٣,۴,۵,۶) پنیر

max z̃ =



(٨, ١٠, ١٠٫٨, ١٢٫٨)x̃١١ + (٢٠٫۴,٢٢,٢۴,٢۵٫۶)x̃١٢ + (٨, ١٠, ١٠٫۶, ١٢٫۶)x̃١٣+
(١٨٫٨,٢٠,٢٢,٢٣٫٢)x̃١۴ + (١۴, ١۵, ١۶, ١٧)x̃٢١ + (١٨٫٢,٢٠,٢٢,٢٣٫٨)x̃٢٢+
(١٠, ١٢, ١٣, ١۵)x̃٢٣ + (۶,٨,٨٫٨, ١٠٫٨)x̃٢۴ + (١٨٫۴,٢٠,٢١,٢٢٫۶)x̃٣١+
(٩٫۶, ١٢, ١٣, ١۵٫۴)x̃٣٢ + (٧٫٨, ١٠, ١٠٫٨, ١٣٫۶)x̃٣٣ + (١۴, ١۵, ١۶, ١٧)x̃٣۴



(١٫۵,٢,٢٫۵,٣)x̃١١ + (۴,۵,۶,٧)x̃١٢ + (١٫٣,٢,٢٫۵,٣٫٢)x̃١٣+
(٣,۴,۵,۶)x̃١۴ + (٢٫۵,٣,۴,۴٫۵)x̃٢١ + (٢,٣,۴,۵)x̃٢٢+

(٢٫٣,٣,۴,۴٫٧)x̃٢٣ + (١٫۵,٢,٢٫۵,٣)x̃٢۴ + (٣,۴,۵,۶)x̃٣١+
(٢,٣,۴,۵)x̃٣٢ + (١٫۵,٢,٢٫٧,٣٫٢)x̃٣٣ + (٢,٣,۴,۵)x̃٣۴


s.t.

x̃١١ + x̃١٢ + x̃١٣ + x̃١۴ ≤ (٧٫٢,٨,٨٫٨,٨٫۶)
x̃٢١ + x̃٢٢ + x̃٢٣ + x̃٢۴ ≤ (١٢, ١۴, ١۶, ١٨)
x̃٣١ + x̃٣٢ + x̃٣٣ + x̃٣۴ ≤ (١٠٫٢, ١٢, ١٣٫٨, ١۵٫۶)
x̃١١ + x̃٢١ + x̃٣١ ≥ (۶٫٢,٧,٧٫٨,٨٫۶)
x̃١٢ + x̃٢٢ + x̃٣٢ ≥ (٨٫٩, ١٠, ١١٫١, ١٢٫٢)
x̃١٣ + x̃٢٣ + x̃٣٣ ≥ (۶٫۵,٨,٩٫۵, ١١)
x̃١۴ + x̃٢۴ + x̃٣۴ ≥ (٧٫٨,٩, ١٠٫٢, ١١٫۴)
x̃ij ≥ ٠, x̃ij = (x١

ij , x
٢
ij , x

٣
ij), i = ١,٢,٣, j = ١,٢,٣,۴.

می آیند: بدست زیر بصورت بهینه جواب های حل مراحل از استفاده و مساله حل از بعد
x̃١١ = (٠, ٠, ٠, ٠), x̃١٢ = (٠, ٠, ٠, ٠), x̃١٣ = (٠, ٠, ٠, ٠), x̃١۴ = (٠, ٠, ٠٫٠۴, ٠٫٠۴)
x̃٢١ = (٠, ٠, ٠٫٠٢, ٠٫٠٢), ˜x٢٢ = (٠, ٠, ٠٫٠۵, ٠٫٠۵), ˜x٢٣ = (٠, ٠, ٠, ٠), ˜x٢۴ = (٠, ٠, ٠٫٠٠٣, ٠٫٠٠٣)
x̃٣١ = (٠, ٠, ٠٫٠١, ٠٫٠١), ˜x٣٢ = (٠, ٠, ٠, ٠), ˜x٣٣ = (٠, ٠, ٠٫٠۵, ٠٫٠۵), ˜x٣۴ = (٠, ٠, ٠٫٠۵, ٠٫٠٠۵).

z̃ = (z١, z٢, z٣, z۴) = (٠, ٠,٣٫٧٣١,۴٫١۶)



فازی کسری برنامه ریزی حل برای جدید روش های ۵۶
با که می باشد [١١٧] همکارانش و ورامانی١ توسط شده ارائه مثال مسئله، این .٢. ٣ .۴ مثال

بپردازیم. آمده بدست جواب های بررسی به تا می شود حل پیشنهادی روش

max z̃ =
۵x١ + ٣x٢۵x١ + ٢x٢ + ١

s.t.

٣x١ + ۵x٢ ≤ ١۵
۵x١ + ٢x٢ ≤ ١٠
x١, x٢ ≥ ٠.

max z̃ =
(٣,۴,۶,٧)x̃١ + (٢,٢٫۵,٣٫۵,۴)x̃٢

(۴,۴٫۵,۵٫۵,۶)x̃١ + (١, ١٫۵,٢٫۵,٣)x̃٢ + (٠, ٠٫۵, ١٫۵,٢)
s.t.

(٢,٢٫۵,٣٫۵,۴)x̃١ + (٣,۴,۶,٧)x̃٢ ≤ (١١, ١٢, ١٨, ١٩)
(۴,۴٫۵,۵٫۵,۶)x̃١ + (١, ١٫۵,٢٫۵,٣)x̃٢ ≤ (٨,٩, ١١, ١٢)
x̃١, x̃٢ ≥ ٠.

می آیند: بدست زیر بصورت بهینه جواب های فوق مسئله حل با

ỹ∗١ = {(y∗١)n, (y∗١)m, (y∗١)r, (y∗١)s} = (٠, ٠, ٠٫٠۶, ٠٫٠۶)
ỹ∗٢ = {(y∗٢)n, (y∗٢)m, (y∗٢)r, (y∗٢)s} = (٠, ٠, ٠٫١۵, ٠٫١۵)

t∗ = {(t١, t٢, t٣, t۴)} = (٠, ٠, ٠٫۶, ٠٫۶)
با: است برابر بهینه جواب نتیجه در

x̃∗١ = {(x∗١)n, (x∗١)m, (x∗١)r, (x∗١)s} = (٠, ٠, ٠٫١, ٠٫١)
x̃∗٢ = {(x∗٢)n, (x∗٢)m, (x∗٢)r, (x∗٢)s} = (٠, ٠, ٠٫٢, ٠٫٢)

می باشد: زیر بصورت ذوزنقه ای فازی عدد برای هدف تابع بهینه جواب همچنین و
z̃∗ = {(z∗)n, (z∗)m, (z∗)r, (z∗)s} = (٠, ٠, ٠٫٩٣, ١٫٠٨)

1Veeramani



۵٧ دوم روش شرح
بصورت که [١١٧] در که همکارش و ورامانی جواب با فوق جواب مقایسه به حال

می کنیم: تبدیل ذوزنقه ای به را مثلثی جواب ابتدا می پردازیم، شده ارائه z̃ = (٠, ٠٫٢٧, ٠٫٩٩)
داریم: Ã = (a, b, c, d) برای یاگر رتبه بندی روش به توجه با z̃ = (٠, ٠٫٢٧, ٠٫٢٧, ٠٫٩٩)

R(٠, ٠, ٠٫٩٣, ١٫٠٨) = ٠٫۵

R(٠, ٠٫٢٧, ٠٫٢٧, ٠٫٩٩) = ٠٫۴

proposedmethod = ٠٫۵ > veeramanimethod = ٠٫۴
مطلوبیت از ورامانی روش به نسبت پایان نامه این در پیشنهادی روش که می شود مشاهده لذا

است. برخوردار هدف تابع جواب در بهتری

دوم روش شرح ٣ .۴
ذوزنقه ای پارامترهای و متغیرها با فازی تماما خطی کسری برنامه ریزی مسئله روش این در
و می شود تبدیل تساوی قیود با مسئله به R̃ و S̃ کمکی متغیرهای افزودن با نامساوی قیود با
و روش کامل شرح می آید. بدست بهینه جواب چندهدفه خطی برنامه ریزی از استفاده با بعد

می شود: بیان زیر در ترتیب به مراحل
داریم: زیر بصورت را فازی تماما خطی کسری برنامه ریزی مسئله فرم

max z̃ =
c̃tx̃+ p̃

d̃tx̃+ q̃

s.t.

Ãx̃ ≤ b̃

x̃ ≥ ٠.

(١٢ .۴)

می کنیم تبدیل فازی تماما (LP) مسئله یک به را مسئله کوپر چارنزـ تبدیل از استفاده با حال
می شود: زیر بصورت مسئله و

max c̃tỹ + p̃t̃

s.t.

Ãỹ − b̃t̃ ≤ ٠̃
d̃tỹ + q̃t̃ ≤ ١̃

ỹ, t̃ ≥ ٠.

(١٣ .۴)



فازی کسری برنامه ریزی حل برای جدید روش های ۵٨
می کنیم: تبدیل مساوی قیود به را مسئله نامساوی قیود R̃ و S̃ کمکی متغیر افزودن با اکنون

max c̃tỹ + p̃t̃

s.t.

Ãỹ − b̃t̃+ S̃١ = ٠̃ + R̃١
d̃tỹ + q̃t̃+ S̃٢ = ١̃ + R̃٢
ỹ, t̃ ≥ ٠
S̃٢, S̃٢ ≥ ٠, R̃١, R̃٢ ≥ ٠.

(١۴ .۴)

(١۵ .۴)
max(z١, z٢, z٣, z۴) = ((cty)n, (cty)m, (cty)r, (cty)s) + ((pt)n, (pt)m, (pt)r, (pt)s)

s.t.

((a)n, (a)m, (a)r, (a)s)⊗((y)n, (y)m, (y)r, (y)s)−((bt)n, (bt)m, (bt)r, (bt)s)+(Sn١ , Sm١ , Sr١ , Ss١)=
٠̃ + (Rn١ , Rm١ , Rr١, Rs١)
((dty)n, (dty)m, (dty)r, (dty)s) + ((qt)n, (qt)m, (qt)r, (qt)s) + (Sn٢ , Sm٢ , Sr٢, Ss٢) =
١̃ + (Rn٢, Rm٢ , Rr٢, Rs٢)
((y)n, (y)m, (y)r, (y)s) ≥ ٠
((t)n, (t)m, (t)r, (t)s) ≥ ٠
(Sn١ , Sm١ , Sr١ , Ss١) ≥ ٠, (Sn٢ , Sm٢ , Sr٢, Ss٢) ≥ ٠
(Rn١ , Rm١ , Rr١, Rs١) ≥ ٠, (Rn٢, Rm٢ , Rr٢, Rs٢) ≥ ٠

می باشد: زیر خلاصه بصورت (FFLFP) حل برای پیشنهادی روش
می کنیم: بازنویسی زیر بصورت را (١۵ .۴) مسئله فازی حساب تعاریف به توجه با :١ گام

(١۶ .۴)
max(z١, z٢, z٣, z۴) = ((cty + pt)n, (cty + pt)m, (cty + pt)r, (cty + pt)s)

s.t.

((ay)n,(ay)m,(ay)r,(ay)s)−((bt)n,(bt)m,(bt)r, (bt)s)+(Sn١,Sm١ ,Sr١,Ss١)= ٠̃+(Rn١,Rm١ ,Rr١,Rs١)
((dty + qt)n,(dty + qt)m,(dty + qt)r,(dty + qt)s)+(Sn٢,Sm٢ ,Sr٢,Ss٢)= ١̃+(Rn١,Rm١ ,Rr١,Rs١)
((y)n, (y)m, (y)r, (y)s) ≥ ٠, ((t)n, (t)m, (t)r, (t)s) ≥ ٠
(Sn١ , Sm١ , Sr١ , Ss١) ≥ ٠, (Sn٢ , Sm٢ , Sr٢, Ss٢) ≥ ٠
(Rn١ , Rm١ , Rr١, Rs١) ≥ ٠, (Rn٢, Rm٢ , Rr٢, Rs٢) ≥ ٠



۵٩ دوم روش شرح
داریم: را زیر مسئله دیگر بیان به :٢ گام

max(z١, z٢, z٣, z۴) = ((cty + pt)n, (cty + pt)m, (cty + pt)r, (cty + pt)s)

s.t.

(ay)n − (bt)n + Sn١ = ٠ +Rn١
(ay)m − (bt)m + Sm١ = ٠ +Rm١
(ay)r − (bt)r + Sr١ = ٠ +Rr١
(ay)s − (bt)s + Ss١ = ٠ +Rs١
(dty + qt)n + Sn١ = ١ +Rn٢
(dty + qt)m + Sm١ = ١ +Rm٢
(dty + qt)r + Sr١ = ١ +Rr٢
(dty + qt)s + Ss١ = ١ +Rs٢
(y)n ≥ ٠
(y)m − (y)n ≥ ٠
(y)r − (y)m ≥ ٠
(y)s − (y)r ≥ ٠
(t)n ≥ ٠
(t)m − (t)n ≥ ٠
(t)r − (t)m ≥ ٠
(t)s − (t)r ≥ ٠
Sn١ ≥ ٠, Sm١ ≥ ٠
Sr١ ≥ ٠, Ss١ ≥ ٠
Sn٢ ≥ ٠, Sm٢ ≥ ٠
Sr٢ ≥ ٠, Ss٢ ≥ ٠
Rn١ ≥ ٠, Rm١ ≥ ٠
Rr١ ≥ ٠, Rs١ ≥ ٠
Rn٢ ≥ ٠, Rm٢ ≥ ٠
Rr٢ ≥ ٠, Rs٢ ≥ ٠

(١٧ .۴)



فازی کسری برنامه ریزی حل برای جدید روش های ۶٠
داریم: زیر بصورت هدف تابع برای را (MOLP) مسئله حال :٣ گام

max z١ = (cty + pt)n

max z٢ = (cty + pt)m

max z٣ = (cty + pt)r

max z۴ = (cty + pt)s

s.t.

(ay)n − (bt)n + Sn١ = ٠ +Rn١
(ay)m − (bt)m + Sm١ = ٠ +Rm١
(ay)r − (bt)r + Sr١ = ٠ +Rr١
(ay)s − (bt)s + Ss١ = ٠ +Rs١
(dty + qt)n + Sn١ = ١ +Rn٢
(dty + qt)m + Sm١ = ١ +Rm٢
(dty + qt)r + Sr١ = ١ +Rr٢
(dty + qt)s + Ss١ = ١ +Rs٢
(y)n ≥ ٠, (y)m − (y)n ≥ ٠, (y)r − (y)m ≥ ٠, (y)s − (y)r ≥ ٠
(t)n ≥ ٠, (t)m − (t)n ≥ ٠, (t)r − (t)m ≥ ٠, (t)s − (t)r ≥ ٠.
(Sn١ , Sm١ , Sr١ , Ss١) ≥ ٠, (Sn٢ , Sm٢ , Sr٢, Ss٢) ≥ ٠
(Rn١ , Rm١ , Rr١, Rs١) ≥ ٠, (Rn٢, Rm٢ , Rr٢, Rs٢) ≥ ٠

(١٨ .۴)

می شود: حل آن به مربوط شرایط با z۴ برای هدف تابع :۴ گام

max z۴ = (cty + pt)s

s.t.

(ay)s − (bt)s + Ss١ = ٠ +Rs١
(dty + qt)s + Ss٢ = ١ +Rs٢
(y)s ≥ ٠, (t)s ≥ ٠
Ss١ ≥ ٠, Ss٢ ≥ ٠
Rs١ ≥ ٠, Rs٢ ≥ ٠

(١٩ .۴)

می شود: حل آن به مربوط شرایط با z٣ برای هدف تابع :۵ گام



۶١ عددی: مثال

max z٣ = (cty + pt)r

s.t.

(ay)r − (bt)r + Sr١ = ٠ +Rr١
(dty + qt)r + Sr٢ = ١ +Rr٢
(y)s − (y)r ≥ ٠, (t)s − (t)r ≥ ٠
Sr١ ≥ ٠, Sr٢ ≥ ٠, Rr١ ≥ ٠, Rr٢ ≥ ٠

(٢٠ .۴)

می شود: حل آن به مربوط شرایط با z٢ برای هدف تابع :۶ گام

max z٢ = (cty + pt)m

s.t.

(ay)m − (bt)m + Sm١ = ٠ +Rm١
(dty + qt)m + Sm١ = ١ +Rm٢
(y)r − (y)m ≥ ٠, (t)r − (t)m ≥ ٠
Sm١ ≥ ٠, Sm٢ ≥ ٠, Rm١ ≥ ٠, Rm٢ ≥ ٠

(٢١ .۴)

می شود: حل آن به مربوط شرایط با z١ برای هدف تابع :٧ گام
max z١ = (cty + pt)n

s.t.

(ay)n − (bt)n + Sn١ = ٠ +Rn١
(dty + qt)n + Sn١ = ١ +Rn٢
(y)m − (y)n ≥ ٠, (t)m − (t)n ≥ ٠,
Sn١ ≥ ٠, Sn٢ ≥ ٠, Rn١ ≥ ٠, Rn٢ ≥ ٠

(٢٢ .۴)

می باشد. (١۶ .۴) مسئله بهینه جواب همان (٢٢ .۴) مسئله برای آمده بدست یکتا بهینه جواب

عددی: مثال ۴ .۴
می کنیم: حل پایان نامه روش با را مثال یک قسمت این در



فازی کسری برنامه ریزی حل برای جدید روش های ۶٢
.١ .۴ .۴ مثال

max z̃ =
x̃١ − x̃٢ + ١̃
x̃١ + x̃٢ + ٢̃

s.t.

x̃١ + x̃٢ ≤ ٢̃
x̃١ − x̃٢ ≤ ١̃
x̃١, x̃٢ ≥ ٠

فازی اعداد از استفاده با بالا فازی تماما خطی کسری برنامه ریزی مسئله گرفتن نظر در با
زیر بصورت را مسئله مساوی قیود به کمکی متغیر افزودن با نامساوی قیود تبدیل و ذوزنقه ای

می نویسیم:

max z̃ =
(٠, ٠٫۵, ١٫۵,٢)x̃١ − (٠, ٠٫۵, ١٫۵,٢)x̃٢ + (٠, ٠٫۵, ١٫۵,٢)
(٠, ٠٫۵, ١٫۵,٢)x̃١ + (٠, ٠٫۵, ١٫۵,٢)x̃٢ + (١, ١٫۵,٢٫۵,٣)

s.t.

(٠, ٠٫۵, ١٫۵,٢)x̃١ + (٠, ٠٫۵, ١٫۵,٢)x̃٢ + S̃١ = (١, ١٫۵,٢٫۵,٣) + R̃١
(٠, ٠٫۵, ١٫۵,٢)x̃١ − (٠, ٠٫۵, ١٫۵,٢)x̃٢ + S̃٢ = (٠, ٠٫۵, ١٫۵,٢) + R̃٢
x̃١, x̃٢ ≥ ٠, S̃١, S̃٢ ≥ ٠, R̃١, R̃٢ ≥ ٠

می گیریم: نظر در زیر بصورت را مسئله

max z̃ =

 (٠, ٠٫۵, ١٫۵,٢)⊗ ((x١)n, (x١)m, (x١)r, (x١)s)−
(٠, ٠٫۵, ١٫۵,٢)⊗ ((x٢)n, (x٢)m, (x٢)r, (x٢)s) + (٠, ٠٫۵, ١٫۵,٢)


 (٠, ٠٫۵, ١٫۵,٢)⊗ ((x١)n, (x١)m, (x١)r, (x١)s)+
(٠, ٠٫۵, ١٫۵,٢)⊗ ((x٢)n, (x٢)m, (x٢)r, (x٢)s) + (١, ١٫۵,٢٫۵,٣)


s.t.

(٠, ٠٫۵, ١٫۵,٢)⊗ ((x١)n, (x١)m, (x١)r, (x١)s) + (٠, ٠٫۵, ١٫۵,٢)⊗ ((x٢)n, (x٢)m, (x٢)r, (x٢)s)
+ (Sn١ , Sm١ , Sr١ , Ss١) = (١, ١٫۵,٢٫۵,٣) + (Rn١ , Rm١ , Rr١, Rs١)
(٠, ٠٫۵, ١٫۵,٢)⊗ ((x١)n, (x١)m, (x١)r, (x١)s)− (٠, ٠٫۵, ١٫۵,٢)⊗ ((x٢)n, (x٢)m, (x٢)r, (x٢)s)
+ (Sn٢ , Sm٢ , Sr٢, Ss٢) = (٠, ٠٫۵, ١٫۵,٢) + (Rn٢, Rm٢ , Rr٢, Rs٢)
(x١)n, (x١)m, (x١)r, (x١)s, (x٢)n, (x٢)m, (x٢)r, (x٢)s ≥ ٠
Sn١ , Sm١ , Sr١ , Ss١ , Sn٢ , Sm٢ , Sr٢, Ss٢ ≥ ٠, Rn١ , Rm١ , Rr١, Rs١, Rn٢, Rm٢ , Rr٢, Rs٢ ≥ ٠



۶٣ عددی: مثال
داریم: ٢ گام طبق

maxz̃=(−٢(y٢)s,٠٫۵(y١)m−١٫۵(y٢)r+٠٫۵t٢,١٫۵(y١)r−٠٫۵(y٢)m+١٫۵t٣,٢(y١)s+٢t۴)
s.t.

٠ − t١ + Sn١ = ٠ +Rn١
٠٫۵(y١)m + ٠٫۵(y٢)m − ١٫۵t٢ + Sm١ = ٠ +Rm١
١٫۵(y١)r + ١٫۵(y٢)r − ٢٫۵t٣ + Sr١ = ٠ +Rr١
٢(y١)s + ٢(y٢)s − ٣t۴ + Ss١ = ٠ +Rs١
− ٢(y٢)s + Sn٢ = ٠ +Rn٢
٠٫۵(y١)m − ١٫۵(y٢)r − ٠٫۵t٢ + Sm٢ = ٠ +Rm٢
١٫۵(y١)r − ٠٫۵(y٢)m − ١٫۵t٣ + Sr٢ = ٠ +Rr٢
٢(y١)s − ٢t۴ + Ss٢ = ٠ +Rs٢
t١ + Sn٣ = ١ +Rn٣
٠٫۵(y١)m + ٠٫۵(y٢)m + ١٫۵t٢ + Sm٣ = ١ +Rm٣
١٫۵(y١)r + ١٫۵(y٢)r + ٢٫۵t٣ + Sr٣ = ١ +Rr٣
٢(y١)s + ٢(y٢)s + ٣t۴ + Ss٣ = ١ +Rs٣
(y١)n ≥ ٠
(y١)m − (y١)n ≥ ٠
(y١)r − (y١)m ≥ ٠
(y١)s − (y١)r ≥ ٠
(y٢)n ≥ ٠
(y٢)m − (y٢)n ≥ ٠
(y٢)r − (y٢)m ≥ ٠
(y٢)s − (y٢)r ≥ ٠
t١ ≥ ٠, t٢ − t١ ≥ ٠, t٣ − t٢ ≥ ٠, t۴ − t٣ ≥ ٠.
(Sn١ , Sm١ , Sr١ , Ss١) ≥ ٠, (Sn٢ , Sm٢ , Sr٢, Ss٢) ≥ ٠, (Sn٣ , Sm٣ , Sr٣, Ss٣) ≥ ٠
(Rn١ , Rm١ , Rr١, Rs١) ≥ ٠, (Rn٢, Rm٢ , Rr٢, Rs٢) ≥ ٠, (Rn٣, Rm٣ , Rr٣, Rs٣) ≥ ٠

می نویسیم: زیر بصورت را مسئله ٣ گام طبق



فازی کسری برنامه ریزی حل برای جدید روش های ۶۴

max z١ = −٢(y٢)s

max z٢ = ٠٫۵(y١)m − ١٫۵(y٢)r + ٠٫۵t٢
max z٣ = ١٫۵(y١)r − ٠٫۵(y٢)m + ١٫۵t٣
max z۴ = ٢(y١)s + ٢t۴
s.t.

٠ − t١ + Sn١ = ٠ +Rn١
٠٫۵(y١)m + ٠٫۵(y٢)m − ١٫۵t٢ + Sm١ = ٠ +Rm١
١٫۵(y١)r + ١٫۵(y٢)r − ٢٫۵t٣ + Sr١ = ٠ +Rr١
٢(y١)s + ٢(y٢)s − ٣t۴ + Ss١ = ٠ +Rs١
− ٢(y٢)s + Sn٢ = ٠ +Rn٢
٠٫۵(y١)m − ١٫۵(y٢)r − ٠٫۵t٢ + Sm٢ = ٠ +Rm٢
١٫۵(y١)r − ٠٫۵(y٢)m − ١٫۵t٣ + Sr٢ = ٠ +Rr٢
٢(y١)s − ٢t۴ + Ss٢ = ٠ +Rs٢
t١ + Sn٣ = ١ +Rn٣
٠٫۵(y١)m + ٠٫۵(y٢)m + ١٫۵t٢ + Sm٣ = ١ +Rm٣
١٫۵(y١)r + ١٫۵(y٢)r + ٢٫۵t٣ + Sr٣ = ١ +Rr٣
٢(y١)s + ٢(y٢)s + ٣t۴ + Ss٣ = ١ +Rs٣
(y١)n ≥ ٠
(y١)m − (y١)n ≥ ٠
(y١)r − (y١)m ≥ ٠
(y١)s − (y١)r ≥ ٠
(y٢)n ≥ ٠
(y٢)m − (y٢)n ≥ ٠
(y٢)r − (y٢)m ≥ ٠
(y٢)s − (y٢)r ≥ ٠
t١ ≥ ٠, t٢ − t١ ≥ ٠, t٣ − t٢ ≥ ٠, t۴ − t٣ ≥ ٠
(Sn١ , Sm١ , Sr١ , Ss١) ≥ ٠, (Sn٢ , Sm٢ , Sr٢, Ss٢) ≥ ٠, (Sn٣ , Sm٣ , Sr٣, Ss٣) ≥ ٠
(Rn١ , Rm١ , Rr١, Rs١) ≥ ٠, (Rn٢, Rm٢ , Rr٢, Rs٢) ≥ ٠, (Rn٣, Rm٣ , Rr٣, Rs٣) ≥ ٠



۶۵ عددی: مثال
می کنیم: حل زیر بصورت z۴ برای را مسئله ۴ گام طبق

max z۴ = ٢(y١)s + ٢t۴
s.t.

٢(y١)s + ٢(y٢)s − ٣t۴ + Ss١ = ٠ +Rs١
٢(y١)s − ٢t۴ + Ss٢ = ٠ +Rs٢
٢(y١)s + ٢(y٢)s + ٣t۴ + Ss٣ = ١ +Rs٣
(y١)s ≥ ٠, (y٢)s ≥ ٠, t۴ ≥ ٠,
Ss١ , Ss٢, Ss٣ ≥ ٠, Rs١, Rs٢, Rs٣ ≥ ٠

می رویم: بعد مرحله به پس z∗۴ = ٠٫٨ شده حل مسئله ی بهینه ی مقدار

max z٣ = ١٫۵(y١)r − ٠٫۵(y٢)m + ١٫۵t٣
s.t.

١٫۵(y١)r + ١٫۵(y٢)r − ٢٫۵t٣ + Sr١ = ٠ +Rr١
١٫۵(y١)r − ٠٫۵(y٢)m − ١٫۵t٣ + Sr٢ = ٠ +Rr٢
١٫۵(y١)r + ١٫۵(y٢)r + ٢٫۵t٣ + Sr٣ = ١ +Rr٣
(y١)r ≥ ٠, (y٢)r ≥ ٠, t٣ ≥ ٠, (y٢)m ≥ ٠
Sr١ , Sr٢, Sr٣ ≥ ٠, Rr١, Rr٢, Rr٣ ≥ ٠

می رویم: بعد مرحله به پس می باشد z∗٣ = ٠٫۴ بالا مسئله حل از آمده بدست بهینه ی مقدار

max z٢ = ٠٫۵(y١)m − ١٫۵(y٢)r + ٠٫۵t٢
s.t.

٠٫۵(y١)m + ٠٫۵(y٢)m − ١٫۵t٢ + Sm١ = ٠ +Rm١
٠٫۵(y١)m − ١٫۵(y٢)r − ٠٫۵t٢ + Sm٢ = ٠ +Rm٢
٠٫۵(y١)m + ٠٫۵(y٢)m + ١٫۵t٢ + Sm٣ = ١ +Rm٣
(y١)m ≥ ٠, (y٢)m ≥ ٠, t٢ ≥ ٠, (y٢)r ≥ ٠
Sm١ , Sm٢ , Sm٣ ≥ ٠, Rm١ , Rm٢ , Rm٣ ≥ ٠

می رویم: آخر مرحله به لذا z∗٢ = ٠٫۴ شده حل مسئله ی بهینه ی مقدار
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max z١ = −٢(y٢)s

s.t.

٠ − t١ + Sn١ = ٠ +Rn١
− ٢(y٢)s + Sn٢ = ٠ +Rn٢
t١ + Sn٣ = ١ +Rn٣
(y١)n ≥ ٠, (y٢)n ≥ ٠, t١ ≥ ٠, (y٢)s ≥ ٠
Sn١ , Sn٢ , Sn٣ ≥ ٠, Rn١ , Rn٢, Rn٣ ≥ ٠

می باشد: زیر بصورت مسئله بهینه جواب های نتیجه در
ỹ∗١ = {(y∗١)n, (y∗١)m, (y∗١)r, (y∗١)s} = (٠, ٠٫٢, ٠٫٢, ٠٫٢)

ỹ∗٢ = {(y∗٢)n, (y∗٢)m, (y∗٢)r, (y∗٢)s} = (٠, ٠, ٠, ٠)
t∗ = {(t١, t٢, t٣, t۴)} = (٠, ٠٫٢, ٠٫٢, ٠٫٢)

S∗١ = {(Sn١ , Sm١ , Sr١ , Ss١)} = (٠, ٠٫٢, ٠٫٢, ٠٫٢)
S∗٢ = {(Sn٢ , Sm٢ , Sr٢, Ss٢)} = (٠, ٠, ٠, ٠)

S∗٣ = {(Sn٣ , Sm٣ , Sr٣, Ss٣)} = (١, ١٫۴, ١٫۴,٢)
R∗١ = {(Rn١ , Rm١ , Rr١, Rs١)} = (٠, ٠, ٠, ٠)
R∗٢ = {(Rn٢, Rm٢ , Rr٢, Rs٢)} = (٠, ٠, ٠, ٠)
R∗٣ = {(Rn٣, Rm٣ , Rr٣, Rs٣)} = (٠, ١, ١,٢)

با: است برابر بهینه جواب نتیجه در
x̃∗١ = {(x∗١)n, (x∗١)m, (x∗١)r, (x∗١)s} = (٠, ١, ١, ١)
x̃∗٢ = {(x∗٢)n, (x∗٢)m, (x∗٢)r, (x∗٢)s} = (٠, ٠, ٠, ٠)

می باشد: زیر بصورت ذوزنقه ای فازی عدد برای هدف تابع بهینه جواب همچنین و
z̃∗ = {(z∗)n, (z∗)m, (z∗)r, (z∗)s} = (٠, ٠٫۴, ٠٫۴, ٠٫٨)

مقایسه روش از استفاده با شده ارائه پایان نامه این در که دوم روش و اول روش مقایسه به حال
می پردازیم: یاگر

z̃∗ = {(z∗)n, (z∗)m, (z∗)r, (z∗)s} = (٠, ٠, ٠٫۶, ٠٫٨) اول روش بهینه جواب
z̃∗ = {(z∗)n, (z∗)m, (z∗)r, (z∗)s} = (٠, ٠٫۴, ٠٫۴, ٠٫٨) دوم روش بهینه جواب و

R(٠, ٠, ٠٫۶, ٠٫٨) = ٠٫۴



۶٧ عددی: مثال
R(٠, ٠٫۴, ٠٫۴, ٠٫٨) = ٠٫۵

method١ = ٠٫۴ < method٢ = ٠٫۵
است. برخوردار بهتری بهینه جواب مطلوبیت از دوم روش می دهد نشان

داریم: ذوزنقه ای فازی به [٢۴] داس توسط شده ارائه مثلثی فازی روش بهینه جواب تبدیل با
شده ارائه روش با z̃ = (٠, ٠٫۴, ٠٫۴, ٠٫٨) دوم روش جواب مقایسه به حال z̃ = (٠, ٠٫۴, ٠٫۴, ٠٫٨)

می پردازیم: یاگر رتبه بندی با داس توسط
method٢ = ٠٫۵ = Das.method = ٠٫۵

مثلثی فازی برای داس روش هم مرتبه جوابی دارای شده ارائه دوم روش می دهد نشان که
می باشد.

با که می باشد [١١٧] همکارانش و ورامانی١ توسط شده ارائه مثال مسئله، این .٢ .۴ .۴ مثال
بپردازیم. آمده بدست جواب های بررسی به تا می شود حل پیشنهادی روش

max z̃ =
۵x١ + ٣x٢۵x١ + ٢x٢ + ١

s.t.

٣x١ + ۵x٢ ≤ ١۵
۵x١ + ٢x٢ ≤ ١٠
x١, x٢ ≥ ٠.

max z̃ =
(٣,۴,۶,٧)x̃١ + (٢,٢٫۵,٣٫۵,۴)x̃٢

(۴,۴٫۵,۵٫۵,۶)x̃١ + (١, ١٫۵,٢٫۵,٣)x̃٢ + (٠, ٠٫۵, ١٫۵,٢)
s.t.

(٢,٢٫۵,٣٫۵,۴)x̃١ + (٣,۴,۶,٧)x̃٢ ≤ (١١, ١٢, ١٨, ١٩)
(۴,۴٫۵,۵٫۵,۶)x̃١ + (١, ١٫۵,٢٫۵,٣)x̃٢ ≤ (٨,٩, ١١, ١٢)
x̃١, x̃٢ ≥ ٠.

می آیند: بدست زیر بصورت بهینه جواب های فوق مدل حل با
ỹ∗١ = {(y∗١)n, (y∗١)m, (y∗١)r, (y∗١)s} = (٠٫٠۶, ٠٫٠۶, ٠٫٠۶, ٠٫٠۶)
ỹ∗٢ = {(y∗٢)n, (y∗٢)m, (y∗٢)r, (y∗٢)s} = (٠٫١۵, ٠٫١۵, ٠٫١۵, ٠٫١۵)

t∗ = {(t١, t٢, t٣, t۴)} = (٠٫٠٧, ٠٫٠٧, ٠٫٠٧, ٠٫٠٧)
S∗١ = {(Sn١ , Sm١ , Sr١ , Ss١)} = (٠٫١٨, ٠٫٢۴, ٠٫٢٩, ٠٫٣۶)

1Veeramani
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S∗٢ = {(Sn٢ , Sm٢ , Sr٢, Ss٢)} = (٠٫١٨, ٠٫١٨, ٠٫٢۶, ٠٫٣٠)

S∗٣ = {(Sn٣ , Sm٣ , Sr٣, Ss٣)} = (٠٫۵, ٠٫۶, ٠٫٩, ١)
R∗١ = {(Rn١ , Rm١ , Rr١, Rs١)} = (٠, ٠٫١٨, ٠٫١٨, ٠٫٣۶)
R∗٢ = {(Rn٢, Rm٢ , Rr٢, Rs٢)} = (٠, ٠٫٠٧, ٠٫٢٣, ٠٫٣٠)

R∗٣ = {(Rn٣, Rm٣ , Rr٣, Rs٣)} = (٠, ٠٫٢, ٠٫٨, ١)
با: است برابر بهینه جواب نتیجه در

x̃∗١ = {(x∗١)n, (x∗١)m, (x∗١)r, (x∗١)s} = (٠٫٨۶, ٠٫٨۶, ٠٫٨۶, ٠٫٨۶)
x̃∗٢ = {(x∗٢)n, (x∗٢)m, (x∗٢)r, (x∗٢)s} = (٢٫١,٢٫١,٢٫١,٢٫١)

می باشد: زیر بصورت ذوزنقه ای فازی عدد برای هدف تابع بهینه جواب همچنین و
z̃∗ = {(z∗)n, (z∗)m, (z∗)r, (z∗)s} = (٠٫۵١, ٠٫۶۵, ٠٫٩٣, ١٫٠٨)

اول: روش در آمده بدست جواب به توجه با حال
z̃∗ = {(z∗)n, (z∗)m, (z∗)r, (z∗)s} = (٠, ٠, ٠٫٩٣, ١٫٠٨)

داریم: یاگر رتبه بندی گرفتن نظر در با و
R(٠, ٠, ٠٫٩٣, ١٫٠٨) = ٠٫۵

R(٠٫۵١, ٠٫۶۵, ٠٫٩٣, ١٫٠٨) = ٠٫٨
method١ = ٠٫۵ < method٢ = ٠٫٨
است. داده ارائه بهتری جواب اول روش از دوم روش نتیجه در

z̃ = (٠, ٠٫٢٧, ٠٫٩٩) بصورت [١١٧] در که همکارش و ورامانی جواب با فوق جواب مقایسه به حال
می کنیم: تبدیل ذوزنقه ای فازی به را ورامانی روش جواب ابتدا می پردازیم، شده ارائه

داریم: یاگر رتبه بندی به توجه با حال z̃ = (٠, ٠٫٢٧, ٠٫٢٧, ٠٫٩٩)
R(٠٫۵١, ٠٫۶۵, ٠٫٩٣, ١٫٠٨) = ٠٫٨
R(٠, ٠٫٢٧, ٠٫٢٧, ٠٫٩٩) = ٠٫۴

method٢ = ٠٫٨ > veeramanimethod = ٠٫۴
می باشد. بهتر ورامانی روش جواب به نسبت دوم روش جواب نتیجه در

روش دو که دریافتیم شده مطرح مثال چندین برای شده انجام مقایسه های به توجه با
همچنین و دارند مطلوب تری بهینه جواب دیگر روش های به نسبت پایان نامه این در شده ارائه
همچنین و اول روش به نسبت بهینه جواب های ایجاد در بهتری توانایی شده ارائه دوم روش

دارد. دیگر شده ارائه روش های



۵ فصل
نتیجه گیری

دادند. ارائه فازی کسری برنامه ریزی حل برای مختلفی راه حل های و مدل ها محققین تاکنون،
پرداخته آن حل برای مثال و حل روش یک با فازی برنامه ریزی شرح به ابتدا پایان نامه این در
یک هر برای حل روش ارائه با فازی کسری برنامه ریزی و کسری برنامه ریزی ادامه در و شد
در با فازی تماما خطی کسری برنامه ریزی مسائل حل برای جدید روش دو سپس شد. بیان
خطی کسری برنامه ریزی اول، روش در که شد پیشنهاد ذوزنقه ای فازی اعداد گرفتن نظر
و تبدیل چندهدفه خطی برنامه ریزی به ابتدا نامساوی قیود و ذوزنقه ای اعداد با فازی تماما
اعداد با فازی تماما خطی کسری برنامه ریزی دوم، روش در شد. حل الفبایی روش با سپس
گرفت انجام مساوی قیود به نامساوی قیود تبدیل و کمکی متغیر گرفتن نظر در با ذوزنقه ای
و گردید مقایسه دیگر روش های با پیشنهادی روش های مختلف مثال های حل با نهایت در و
و برخوردارند کمتری پیچیدگی از دیگر روش های به نسبت پیشنهادی مدل های شد مشخص
روش که شد مشاهده همچنین و هستند بهینه جواب به رسیدن برا مطلوب و ساده روش یک

است. کاراتر اول روش به نسبت دوم
الگوریتم های از استفاده یا و LR فازی اعداد گرفتن نظر در می تواند بعدی کارهای برای پیشنهاد
برای جدیدی حل روش می شود آن به مربوط فازی حساب روابط از استفاده با که باشد ابتکاری

داد. ارائه فازی خطی کسری برنامه ریزی مسائل حل

۶٩
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Aabstract

There are many optimization problems, in which ratios of the objective functions give

better insight rather than their absolute values. Also, there are problems that ratios of the

objectives should be optimized, inherently. One of the efficient tools commonly used for

handling these types of problems is linear-fractional programming. However, in real-world

problems, due to imperfect and inaccurate information, precise models are unavailable.

One of the efficient methods for dealing with imprecise and ambiguous values is using

fuzzy numbers instead of crisp ones. Therefore, the concept of fuzzy linear-fractional pro-

gramming has arisen. In recent decades, many researchers have made a lot of efforts for

developing new efficient methods for solving such problems. In this thesis, first, we de-

scribe fuzzy programming. Then we investigate the fuzzy linear-fractional programming.

Furthermore, we express two new methods for solving fuzzy linear-fractional program-

ming problems, considering the trapezoidal fuzzy numbers. The first method, presented

for solving the fuzzy linear-fractional programming problems with inequality constraints,

solves the problem using the lexicographic method after converting it to a multi-objective

linear programming problem. In the second method, fuzzy linear-fractional programming

problems with inequality constraints are solved by assuming auxiliary variables for con-

verting inequality constraints to equality ones. Finally, we compare the efficiency and

performance of the proposed methods with others by solving some problems.

Keywords: Fuzzy programming, Fractional programming, Fully fuzzy fractional pro-

gramming, Multi-objective linear programming, Trapezoidal fuzzy numbers, Optimal so-

lution, Lexicographic.
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