




ریاضی علوم دانشکده

جزئی مشتقات با معادلات دکتری رساله

رویعنوان چند شبکه ای روش  اعمال و بابررسی زمان به وابسته متناهیمعادلات المان گسسته سازی
حبیبی نورا نگارنده:

راهنما استاد
فروش مس علی دکتر

٩٩ اسفند









تقدیم
روزگاران سردترین این در که وجودشان امید بخش گرمای و سرشار عاطفه پاس به
سرگردانی و است فریاد رس که بزرگشان قلب های پاس به و است پشتیبان بهترین
هرگز که بی دریغشان محبت های پاس به و می گراید شجاعت به پناهشان در ترس و

نمی کند. فروکش
زمینی ام آلام آرام بخش آسمانی شان مهر که آنان به را تلاش هایم و آموخته ها ماحصل
سبزترین به پدرم، مهر پر دستان تکیه گاهم، استوارترین به می نمایم. تقدیم است، بوده
ناباورانه که خواهرم معصوم چشمان و پاک روح به مادرم، سبز چشمان زندگیم، نگاه
و مهربان کلام که عزیزم همسر زندگی ام، همراه و همدم و یار به گشت، فروغ بی

داد... استوارماندن قدرت من به سخت روزگاران این در بی وقفه اش تلاش های

ز



سپاس گزاری 

مهربانم، خدای نعمت های قدردانی عهده از که است آن از ناتوان تر من قاصر زبان
حد در اما برآید. محترمم اساتید راهنمایی های و حمایت و ام خانواده محبت های

بضاعت...
که مس فروش دکتر آقای جناب محترم استاد بی دریغ تلاش و زحمات از بدینوسیله
قلبی سپاس مراتب و تشکر ، اند داشته همکاری جانب این با مجموعه این تهیه در

خواهانم. متعال خداوند از را ایشان سلامتی و موفقیت و نموده اعلام را خود

حبیبی نورا
٩٩ اسفند

ح



نامه تعهد
شاهرود، دانشگاه ریاضی علوم عددی آنالیز رشته دکتری دانشجوی حبیبی نورا اینجانب

عنوان با پایان نامه نویسنده
المان گسسته سازی با زمان به وابسته معادلات روی چند شبکه ای روش  اعمال و بررسی

می شوم: متعهد فروش مس علی راهنمایی تحت ، متناهی
برخوردار اصالت و صحت از و است شده انجام اینجانب توسط پایان نامه این در تحقیقات •

است.
شده استناد استفاده مورد مرجع به پژوهش گران، دیگر پژوهش های نتایج از استفاده در •

است.
مدرک نوع هیچ دریافت برای دیگری فرد یا خود، توسط کنون تا پایان نامه، این مطالب •

است. نشده ارایه هیچ جا در امتیازی یا
نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتی دانشگاه به اثر، این معنوی حقوق •
خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتی دانشگاه “

رسید.
بوده اند، تاثیرگذار پایان نامه اصلی نتایج آوردن به دست در که افرادی تمام معنوی حقوق •

می گردد. رعایت پایان نامه از مستخرج مقالات در
آنها) بافت های (یا زنده موجود از که مواردی در پایان نامه، این انجام مراحل تمام در •

است. شده رعایت اخلاقی اصول و ضوابط است، شده استفاده
افراد شخصی اطلاعات حوزه به که مواردی در پایان نامه، این انجام مراحل تمام در •
شده رعایت انسانی اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته دسترسی

است.
حبیبی نورا
٩٩ اسفند

نشر حق و نتایج مالکیت
برنامه های کتاب، مستخرج، ( مقالات آن محصولات و اثر این معنوی حقوق تمام •
شاهرود صنعتی دانشگاه به متعلق شده) ساخته تجهیزات و نرم افزارها رایانه ای،

شود. ذکر مربوطه علمی تولیدات در مقتضی، نحو به باید مطلب این می باشد.
نمی باشد. مجاز منبع ذکر بدون پایان نامه این در موجود نتایج و اطلاعات از استفاده •

ط
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تصاویر فهرست
ش . . . . . . . . . واقعی. مسائل حل برای عددی روش های بررسی لزوم ١

(مثال t ∈ [٠,۵] ازای به راست) y(ν)٢(شکل و چپ) y(ν)١(شکل تکرار  های ١. ١
٩ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ( ١. ٣. ١
١۶ . . N = ١٠ و k = ١,٣,۶ که ٠ ≤ j ≤ N ازای به A ماتریس ویژه بردار های ١. ٢
١٧ .ω = ١, ω = ٢/٣, ω = ١/٢, ω = ١/٣ ازای به Rω تکرار ماتریس ویژه مقادیر ١. ٣

اولیه شروع بردار و Au = ٠ دستگاه روی ω = ٢٣ با وزن دار ژاکوبی روش ۴ .١
١٩ . . . . . . . . . . . . . . . (w٢ + w١۶)/٢ :(c) و w١۶:(b) ،w٣ :(a)

شده تصویر (n = ۶) Ω٢h شبکه روی (n = ١٢) Ωh شبکه در k = ۴ با موج ۵ .١
٢٠ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . است.

اول سطر شکل .N = ۶۴ با −u′′ = ٠ معادله روی دو‐شبکه ای روش ۶ .١
سمت اول سطر شکل .(w١۶ + w۴٢/(٠ جواب، اولیه حدس چپ: سمت
خطا چپ: سمت وسط شکل ژاکوبی. روش تکرار یک از بعد خطا راست:
روش تکرار یک راست: سمت وسط شکل ژاکوبی. روش تکرار سه از بعد
شبکه در خطا این با جواب اصلاح و درشت شبکه در خطا روی ژاکوبی
در خطا روی ژاکوبی روش تکرار سه چپ: سمت آخر سطر شکل ظریف.
آخر سطر شکل ظریف. شبکه در خطا این با جواب اصلاح و درشت شبکه

٢۵ . . قبل. گام جواب روی ژاکوبی روش تکرار سه از استفاده راست: سمت
اینجا در راست). (شکل موجی روش و چپ) (شکل گام‐زمانی روش ١. ٧

٢۶ . . . . . . . . . . . . . . . . . . می باشد. روش تکرارهای νi از منظور
٣٩ .ν١ = ν٢ = ν٣ = ١ تکرارهای با ۴٩× ۴٩ شبکه روی ω پارامتر بهینه مقدار ٢. ١
۴٩ . . . . . . . . . . . . . . . . . . . . . . سفید) نقطه پایین( نوسان ٣. ١

مستطیلی. ظریف شبکه روی دو‐خطی درونیاب جهت شده استفاده نمادهای ٣. ٢
۵١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
۵٢ . . مثلثی. ظریف شبکه روی خطی درونیاب جهت شده استفاده نمادهای ٣. ٣

ف
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٨۵ . . . . . . . . . . . . . . . مثلث. قاعده با منشوری المان های مختلف



جداول فهرست
ث . . . . آن ظهور نخستین سالهای در چند‐شبکه ای روش پیشرفت روند ١
٣٩ . . . . . . . . . . . . . . .h مختلف مقادیر ازای به ω پارامتر بهینه مقادیر ٢. ١

متغیر ٠٫٠٠١ تا ٠٫٠۴ از τ و h = ٧−٢ مثال این در اول. مثال به مربوط نتایج ٢. ٢
۴١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . است.

متغیر ٠٫٠٠١ تا ٠٫٠۴ از τ و h = ٧−٢ مثال این در دوم. مثال به مربوط نتایج ٢. ٣
۴٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . است.

چرخه‐ مجانبی همگرایی عامل با SAMA دو‐شبکه ای همگرایی عامل مقایسه ١ .۴
دو‐بعدی×۶۴×۶۴ فضایی شبکه روی τ مختلف مقادیر ازای به پرانتز) W(درون

۶٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .٣٢
مجانبی همگرایی عامل با SAMA دو‐شبکه ای همگرایی عامل مقایسه ٢ .۴
سه‐ فضایی شبکه روی τ مختلف مقادیر ازای به پرانتز) (درون W‐چرخه

٧٨ . . . . . . . . . . . . . . . . . . . . . .۶۴× ۶۴× ۶۴× ٣٢ بعدی
٩١ . . . . . . . . . . . . . . ‐سایدل نیوتن‐گاوس موجی روش الگوریتم ١ .۵
٩٢ . . . . . . . . . . . گاوس‐سایدل‐نیوتن زمان‐خطی روش الگوریتم ٢ .۵
٩٣ . . . . . . . . . . . . زمان‐خطی گاوس‐سایدل‐نیوتن موجی روش ٣ .۵

مجانبی همگرایی عامل با SAMA دو‐شبکه ای همگرایی عامل مقایسه ۴ .۵
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پیشگفتار
با دیفرانسیل معادلات گسسته سازی در که تنک و بزرگ دستگاه های حل رساله این در
مراحل از مهمی بخش مبحث این گرفته است. قرار مطالعه مورد می شود، ایجاد جزئی مشتقات
می باشد، صنعت و بیولوژی فیزیک، از برخاسته مسائل از بسیاری برای عددی جواب یافتن

ببینید. را ١ شکل

واقعی. مسائل حل برای عددی روش های بررسی لزوم :١ شکل

معادلات به منجر غالباً می باشند، مهندسی و فیزیک علوم از برگرفته که موجود مدل های
همچون روش هایی از معمولا˟ معادلات این جواب تقریب برای می شوند. جزئی مشتقات با
در مسائل این می شود. استفاده متناهی حجم های و متناهی المان های متناهی، تفاضلات
که روش هایی به که می دارد برآن را ما واقعیت این شده اند، تعریف نامنظم نواحی روی واقعیت
بر ما تمرکز رساله این در لذا کنیم. پیدا گرایش دارد تطابق نامنظم المان سازی با آن ها ذات
حداکثری افزایش پی در که هنگامی این، بر علاوه بود. خواهد متناهی المان های روش روی
که می شود بزرگ بسیار معادلات این گسسته سازی از حاصل دستگاه باشیم محاسبات دقت
معمولا˟ منظور این به گردد. حل عملیات انجام زمان و روش دقت نظر از بهینه به طور باید
تکراری. روش های و مستقیم روش های می گیرند: قرار استفاده مورد روش ها از کلی دسته دو
این اگرچه کرد. اشاره گاوس حذفی روش به می توان مستقیم روش های معروف ترین جمله از
دستگاه های برای آن از استفاده ولی است کلی دستگاه های برای کارآمد روشی کلی به طور روش
نمی باشد بصرفه مقرون شد، معرفی پیش تر که گسسته سازی روش های توسط شده ایجاد تنک
روش این از استفاده پس می نماید. تحمیل رایانه به را محاسباتی اضافی فضای ذخیره که چرا

ش



پیشگفتار ت
جهت از تکراری روش های عوض در نمی رسد. نظر به منطقی چندان تنک دستگاه های برای
دارای که دستگاه هایی حل برای مجهولات، موازی پردازش امکان و سازی ذخیره فضای
هستند عمده ایراد یک دارای نیز روش ها این اما می باشد. کارآمد بسیار هستند تنک ماتریس
زمانی رخداد این می باشد. تکرار کمی تعداد کردن سپری از پس روش شدن کند هم آن که
می کنیم تعریف آن روی را دستگاه که شبکه ای دقت، بردن بالا جهت ما که است محسوس تر
پس که دارند خود ذات در همواری ویژگی یک روش ها این واقع در باشیم. کرده ریز بسیار
از استفاده در پس می شود. باقیمانده بردار کوتاه نوسان های حذف از مانع اولیه تکرار چند از
رسیدن سرعت و انتظار مورد دقت میزان بین تعادل ایجاد به مجبور تنهایی به روش ها این
قرار استفاده مورد تنهایی به تکراری روش های این که زمانی دیگر عبارت به هستیم جواب به
صرف جواب به رسیدن بالاتر سرعت نفع به جواب بالاتر دقت از که هستیم مجبور می گیرند،
استفاده مورد درشت شبکه اصلاح روش های از دسته یک کاستی این بر غلبه برای کنیم. نظر
روش های شده هموار باقیمانده بردار که است گونه ای به روش ها این عملکرد می گیرد. قرار
نقاط نصف اندازه به گره ای نقاط تعداد با شبکه هایی به پی در پی را آن و می گیرد را تکراری
باقیمانده بردار در شده ایجاد نوسان های بردار این انتقال بار هر با می کند. منتقل پیشین شبکه
روش فرایند این به می شود. جواب به همگرایی سرعت رفتن بالا باعث این و می یابد افزایش

می شود. گفته چند‐شبکه ای
١٩۶۴بر سال در [٣٠] ١فدرنکو توسط تئوری بصورت بار نخستین برای دو‐شبکه ای روش
بعد سال دو شد. ارائه نقطه ای پنج استاندارد متناهی تفاضلات روش از حاصل دستگاه روی
تئوری [٢۶] ٢باچوالوف ١٩۶۶ سال در شد. معرفی وی توسط چند‐شبکه ای روش الگوریتم
این همگرایی و داد گسترش هموار و متغیر ضرایب با بیضوی کلی معادلات برای را روش این
چند‐شبکه ای روش های ترکیب با آن از پس و داد ادامه را خود کار او کرد. ثابت را روش
جنبه از تنها روش این زمان آن تا کند. معرفی را چند‐شبکه ای ٣کاملا́ روش شد موفق
[۴ ،٣] ۴برنت توسط زمینه این در عملی مقالات اولین بود. گرفته قرار مطالعه مورد تئوری
آن از پس نمودند. جلب خود به را زیادی توجهات که شدند ارائه ١٩٧٧ و ١٩٧٣ سالهای در
و تحقیقات افزایش به منجر که شد دنبال بیشتری خوش بینی با روش این پیرامون تحقیقات
نخستین سالهای در روش این مطالعاتی سیر گردید. روش این روی بر مطالعات گرفتن سرعت

است. شده ارائه ١ جدول در آن پیدایش
روش در دخیل عملگرهای تعریف چند ‐شبکه ای، روش گسترش برای متداول راه یک
چند ‐شبکه ای روش ۵ آن به که است نوسان بردن بالا منظور به درشت تر شبکه های روی بر
می باشد گارکین تقریب پایه بر چند‐شبکه ای روش از دیگر رویکردی می شود. گفته هندسی

1Fedorenko
2Bachvalov
3full multigrid(FMG)
4Brant
5Geometric multigrid method
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آن ظهور نخستین سالهای در چند‐شبکه ای روش پیشرفت روند :١ جدول

چند‐شبکه ای ١روش به روش این ندارد. نیاز هندسی ظریف شبکه به مستقیم به طور که
سال در شد. ارائه ٣روگ و کورمیک ٢مک برنت، توسط ١٩٨۴ سال در است معروف جبری
گرفت. کار به بزرگ بسیار مقیاس در مسائل موازی پردازش برای را روش این ۴ستوبن ٢٠٠١
روی بر اخیراً که است تطابقی چند‐شبکه ای ۵روش چند‐شبکه ای، روش از دیگر نسخه ای

نمی باشد. ۶ M نوع از آن ها ماتریس که هستند معادلاتی دستگاه مولد که بیضوی مسائل
رساله این در شوند ترکیب گسسته سازی روش های اکثر با قادرند چند‐شبکه ای روش های
درشت ٧نیمه رویکرد با سهموی مسائل گسسته سازی منظور به متناهی المان های روش از ما
جمله از شد. معرفی بار نخستین برای ٨اولیویرا توسط رویکرد این می کنیم. استفاده  سازی
اچ ٩چند‐شبکه ای روش از استفاده به می توان چند‐شبکه ای روش در دیگر مهم کارهای
پارامتر با مسائل روی بالا ابعاد با گالرکین گسسته سازی کننده هموار الگوریتم عنوان به پی
چند‐شبکه ای روش یک لی لیانگ ١٣چن برد. نام ١٢ربرگن و وگت ١١واندر توسط غالب ١٠جریان
روش گرسر ١۵کارستن و جوت ١۴گویلام همچنین کرد. ارائه را کلی ناحیه افراز با موازی جدید
همه روی چند‐شبکه ای روش اعمال نمودند. پیاده سازی را تطابقی نیوتن چند‐شبکه ای
تاثیرگذار و دخیل پارامترهای کنترل با چند‐شبکه ای روش دقیق طراحی نیازمند مسائل این
سادهتر کنترل جهت همگرایی آنالیز روش های نیازمند منظور همین به دارد. را روش  در
همگرایی سرعت و همگرایی از اطمینان کسب و آن ها سازی پیاده از پیش پارامترها این
از پیش پارامتر ها مقادیر تغییر به نسبت همگرایی سرعت در شده ایجاد تغییرات مقایسه و
آنالیز روش های روی مطالعه لذا داریم. می باشد، دشوارتر بسیار که روش عملی پیاده سازی
تخمین بتواند و باشد منطبق چند‐شبکه ای روش های ذاتی ویژگی های با بخوبی که همگرایی

1Algebraic multigrid method
2McCormick
3Ruge
4Stuben
5Adaptive multigrid method

آن ویژه مقادیر تمام حقیقی بخش و نامثبت آن اصلی قطر از خارج عناصر تمام که است ماتریسی ۶
می باشد. نامنفی

7Semicoarsening
8Oliveira
9hp-multigrid

10advection dominated
11Vander Vegt
12Rhebergen
13Chen Liang Li
14Guillame Jouvet
15Carsten Graser



پیشگفتار خ
این در می باشد. اهمیت حائز دهد، قرار ما اختیار در واقیعت به نزدیک بسیار کننده پیش بینی
تعمیم دیگری و کانوولوشن‐ولترا انتگرال بر مبتنی یکی که همگرایی آنالیز رویکرد دو رساله
مطالعه مورد است، SAMA٢ روش نام به محلی فوریه ١آنالیز بر مبتنی شده شناخته روش
نیز همواری آنالیز روش های چند‐شبکه ای، روش  اعمال بر علاوه همچنین می گیرد. قرار
پایه های با بعد سه و دو در متفاوتی سهموی مسائل منظور این به شد. خواهند پیاده سازی

است. شده گرفته نظر در خطی غیر و خطی
می باشد: زیر شرح به رساله این در مطالب ارائه روند

برخی فصل این اول بخش در شده اند. ارائه بعد فصل های برای لازم پیش نیازهای اول فصل در
همگرایی اثبات در قضایا این صورت از که می شوند بیان اثبات بدون نیاز مورد تعاریف و قضایا
را روش ها این اعمال روند ادامه در شد. خواهد استفاده شده ارائه چند‐شبکه ای روش های
ایده آن از پس می کنیم. بررسی زمان‐خطی ٣روش دیدگاه از زمان به وابسته معادلات روی
ارائه معمولی دیفرانسیل معادله یک روی مطلب ارائه سادگی برای را موجی تخفیفی روش کلی
از که خطی معادلات دستگاه روی را زمان‐پیوسته موجی روش بعد بحث در سپس می نماییم.
برای لازم قضایای و نموده پیاده سازی آوردیم، به دست پیش تر متناهی المان های گسسته سازی
حاصل ماتریس های بخش همین در می کنیم. بیان را روش این همگرایی لازم شرط برقراری
تعریف نیز شوند ترکیب موجی روش با می توانند سادگی به که متداول تکراری روش چند از
ساده، بسیار جبری معادلات دستگاه یک روی چند‐شبکه ای روش اعمال و توضیح می کنیم.
چند‐شبکه ای روش اساس بهتر توضیح برای بخش همین در بود. خواهد بعد بخش موضوع
فرضی تکراری روش یک باقیمانده بردار نوسان های روی را روش این در دخیل پارامترهای اثر
درونیاب و محدود کننده عملگرهای معرفی از پس نهایت در می نماییم. بررسی دقیق تر بطور
روش هایی ترکیب با فصل این انتهای در می شود. ارائه آن کلی الگوریتم روش، این شبکه ای بین
نظر مورد روش که چند‐شبکه ای موجی روش به گرفت قرار بررسی مورد جداگانه به طور که
روش با ترکیب در موجی روش دیدگاه تفاوت می یابیم. دست است، رساله این ادامه در ما
با انتها در و می شود داده توضیح فصل از قسمت این در زمانی گام های دیگاه با چند‐شبکه ای
می دهیم. خاتمه فصل این بحث به گرما معادله روی چند‐شبکه ای موجی روش الگوریتم ارائه
روش این می شود. ارائه گرما معادله روی جدید دو‐شبکه ای روش یک دوم فصل در
فصل این در شد. ارائه بیضوی معادلات روی بار اولین برای [١٨] مرجع در بار اولین برای
دیدگاه از را آن همگرایی آنالیز و داده گسترش زمان به وابسته معادلات برای را روش این ما
اثبات بار اولین برای فصل این روابط و قضایا تمام که می کنیم بررسی ولترا کانوولوشن انتگرال
همانطور می کنیم. نیز پیاده سازی گرما معادله روی را روش این فصل این انتهای در می شوند.

می دهد. نشان خوبی بسیار عملکرد روش این دید خواهیم شده ارائه نتایج در که
1LFA
2Semi Algebraic Mode Analysis
3Method of lines



ذ
یک ارائه برای می باشد. سوم فصل موضوع فوریه آنالیز دیدگاه از همگرایی آنالیز بررسی
١آنالیز بررسی اول مرحله داریم؛ مرحله سه کردن دنبال به نیاز چند‐شبکه ای روش فوریه آنالیز
شده ترکیب تکراری روش همان یا باقیمانده بردار کننده هموار بخش با مرتبط که است همواری
این در می باشد. درشت شبکه اصلاحی ٢آنالیز دوم مرحله می باشد. چند‐شبکه ای روش با
درشت تر شبکه روی روش، در موثر عملگرهای تمام روی بر فوریه آنالیز پارامترهای اثر مرحله
برای کامل همگرایی آنالیز یک آوردن بدست و مرحله دو این ترکیب می گیرد. قرار بررسی مورد
قرار بررسی مورد است، معروف دو‐شبکه ای مرحله به که سوم مرحله در چند‐شبکه ای روش
از مستقل معادلات روی چند‐شبکه ای روش که زمانی همگرایی آنالیز روش این می گیرد.
زمان به وابسته معادله ای اصلی مسأله که هنگامی ولی است کارا بسیار می شوند اعمال زمان
توسط ٢٠١۵ سال در می باشد. بالا روش این توسط شده ارائه همگرایی عامل خطای باشد
روش همگرایی عامل سهموی معادلات برای که شد معرفی SAMA٣ نام به روشی فریدهوف
چهارم فصل موضوع روش این بررسی می کرد. پیش بینی بالاتر بسیار دقت با را چند‐شبکه ای
می کنیم. بررسی مختلف شبکه های روی همگرایی آنالیز اثر همچنین فصل این در می باشد.
مکعبی شبکه های و بعد دو در متعامد غیر و متعامد حالت در مثلثی مستطیلی، شبکه های
ذکر حالات همه برای می شوند. تحلیل متعامد غیر و متعامد مثلث های قاعده با منشوری و
عامل به نزدیک بسیار نتایجی دید خواهیم که همانطور که می کنیم ارائه نیز مثال هایی شده
آمد. خواهد بدست چند‐شبکه ای روش اعمال توسط شده محاسبه مجانبی عددی همگرایی
المان های گسسته سازی اثر فرعی نتیجه یک عنوان به همچنین فصل این نتایج خلال در

شد. خواهد مقایسه هم با همگرایی عامل روی متناهی تفاضلات و متناهی
روش و داده قرار بررسی مورد را غیرخطی بهینه کنترل معادلات دستگاه پنجم فصل در
معادله معادله دستگاه این در می کنیم. پیاده سازی آن روی را همگرایی آنالیز و چند‐شبکه ای
است شده گرفته نظر در زمان در پسرونده بصورت دوم معادله و زمان در پیشرونده بصورت اول
تفاضلات روش توسط معادله این هستند. ۴واکنش‐انتشار نوع از خطی غیر معادلات دو هر و
نیوتن‐گاوس‐ تکراری روش توسط حاصل غیرخطی دستگاه و شده گسسته سازی متناهی
دستگاه های برای روشی اساساً که FAS چند‐شبکه ای روش سپس شده هموار موجی سایدل
اینکه بر علاوه SAMA روش همگرایی آنالیز بحث در می شود. اعمال آن روی است غیرخطی
روی نیز را زمان در متفاوت رفتار های اثر می دهیم گسترش معادلات دستگاه روی اعمال برای
به عددی مثال ارائه با گذشته فصول همچون نیز فصل این انتهای در می کنیم. بررسی آن

می پردازیم. آمده بدست نتایج تایید

1Smoothing analysis
2Coarse-grid correction
3Semi-Algebraic Mode Analysis
4Reaction-Diffusion



١ فصل
مقدماتی مفاهیم و تعاریف

کاربردی قضایای برخی ١. ١
خواهند نیاز مورد فصل این دیگر بخش های در که قضایایی و تعاریف از برخی به بخش این در

می پردازیم. بود،
تحلیلی فرم در موجی تخفیفی روش تکراری، روش های که دید خواهیم بعد بخش های در
تکراری فرم به می توان را موجی تخفیفی روش بخش سرعت دو‐شبکه ای عملگر و گسسته و

نوشت: زیر
u(ν) = Hu(ν−١) +Φ, (١. ١)

خطی ولترا کانولوشن عملگر Hc عملگر است. Hu = Hu+Hcu شکل به عملگری H, آن در که
دیگر، عبارت به می باشد. hc مقدار ماتریسی هسته با

Hcu(t) = hc ⋆ u(t) =

∫ t

٠ hc(t− s)u(s) ds,

.[١٩] است d× d مختلط ماتریس H و
اختصار به یا Lp

(
(٠,∞),Cd

) با را باشند انتگرال پذیر مرتبه p که لبگ اندازه پذیر توابع فضای
فضای همچنین است. p‐نرم میانگین به شده مجهز فضا این می دهیم. نشان Lp (٠,∞) با

ماکزیمم نرم به شده مجهز پیوسته توابع
∥u∥T = max

t∈[٠,T ]
∥u(t)∥,



مقدماتی مفاهیم و تعاریف ٢
است. Cd در برداری نرمی ∥ · ∥ که می دهیم نشان C[٠, T ] با اختصار به یا C ([٠, T ],Cd

) با را
اگر تنها و اگر هستند، همگرا ،(٢. ١) معادله فرم به تکراری روش های که می کنیم یادآوری
فضای در کراندار خطی عملگر یک طیفی شعاع باشد. ١ از کوچکتر H ماتریس طیفی شعاع

از: است عبارت مختلط نرم دار خطی
ρ(H) = lim

n→∞
n
√
∥H∥.

گرفت نتیجه بتوان |λ| > ρ عبارت از که است ρ مقداری کوچکترین با برابر عبارت این واقع در
معادل بطور یا است، کراندار معکوسی دارای λ−H عبارت که

ρ(H) = sup
λ∈σ(H)

|λ|,

می باشد. ١H ویژه مقادیر تمام شامل مجموعه ای σ(H) که
عملگر یک H آنگاه باشد، C[٠, T ] در عملگری H و hc ∈ C[٠, T ] کنید فرض [١٩] .١. ١. ١ لم

.ρ(H) = ρ(H) و است کراندار
١ ≤ p ≤ بطوریکه باشد Lp(٠,∞) در عملگری H و hc ∈ L(∞,٠)١ کنید فرض [١٩] .١. ١. ٢ لم

طیفی شعاع با کراندار عملگری H آنگاه .∞
ρ(H) = sup

Re(z)≥٠
ρ(H(z)) = sup

ξ∈R
ρ(H(iξ)), (١. ٢)

می باشد. hc لاپلاس تبدیل Hc(z) و H(z) = H +Hc(z) که است
لم در که است برقرار L(∞,٠)٢ فضای در واقع نرم های برای (١. ١. ٢) لم مشابه نتیجه ای

می شود. بیان زیر
،∥ · ∥٢ از منظور باشد. L(∞,٠)٢ در عملگری H و hc ∈ L(∞,٠)١ کنید فرض .١. ١. ٣ لم

آنگاه می باشند. اقلیدسی برداری نرم ∥ · ∥ و L٢‐نرم

∥H∥٢ = sup
Re(z)≥٠

∥H(z)∥ = sup
ξ∈R
∥H(iξ)∥, (١. ٣)

می باشد. hc لاپلاس تبدیل Hc(z) و H(z) = H +Hc(z) که
آنگاه باشد، C[٠, T ] در عملگری H اگر [١٩] .١. ١. ١ ملاحظه
ρ(H) = ρ(H) = ρ(H(∞)). (۴ .١)

1Spectrum of H



٣ متناهی المان های روش

متناهی المان های روش ١. ٢
به است. جزئی دیفرانسیل معادلات برای گسسته سازی روش یک متناهی المان های روش
دو به می توان را جزئی مشتقات با دیفرانسیل معادلات حل برای عددی روش های کلی طور
و محدود اجزای متناهی، تفاضلات روش های کرد. دسته بندی ٢سراسری و  ١موضعی  دسته
روش های جزء کالوکیشن جمله از طیفی روش های و موضعی روش های جزء متناهی المان های

برشمرد: متناهی المان های روش برای می توان را زیر مهم ویژگی دو هستند. سراسری
می باشد. مناسب پیچیده هندسه با دامنه برای •

گسسته سازی شده مسأله می شود باعث متعامد پایه های انتخاب و تقریب موضعی ویژگی •
از دستگاه این حل برای می توان که تبدیل شود تنک جبری معادلات دستگاه یک به

کرد. استفاده شبکه ای چند روش های
به وزنی باقیمانده روش است. وزنی  باقیمانده جمله ٣روش های از متناهی المان های روش
مینیمم خاصی تکنیک های با خطا) (یا باقیمانده که می شود گفته تقریبی روش های از دسته ای
‐گالرکین، ۵پتروف ۴گالرکین، مختلف روش های رفته کار به تکنیک های به توجه با که می شود

می شوند. ساخته ۶تاو، روش و کالوکیشن
بگیرید: نظر در را زیر مسأله

Lu(x) = f(x), x ∈ Ω, (۵ .١)
تقریب وزنی باقیمانده روش های از استفاده در گام اولین است. بیضوی عملگر L بطوری که

می باشد، زیر متناهی مجموع با u تابع

u(x) ≈ uN (x) =
N∑
k=٠

akϕk(x), (۶ .١)

یافتن هدف که هستند مجهولاتی {ak} ضرایب و هستند. (آزمون) ٧پایه ای  توابع {ϕk} که
می کنیم، جایگذاری (۵ .١) معادله در را uN است. آن ها

RN (x) = LuN (x)− f(x) ̸= ٠, x ∈ Ω. (١. ٧)
بعد صفحه روش دو از یکی به فوق باقیمانده به صفر مقدار تحمیل وزنی باقیمانده روش ایده

می باشد:
1local
2global
3weighted residual methods
4Galerkin
5Petrov
6Tau
7trial



مقدماتی مفاهیم و تعاریف ۴
(RN , ψj)ω =

∫
ΩRN (x)ψj(x)ω(x) dx = ٠, ٠ ≤ j ≤ N, ‐١

است. مثبتی وزن تابع ω و آزمون توابع {ψi} که
‐٢

< RN , ψj >N,ω=
N∑
k=٠

RN (xk)ψj(xk)ωk = ٠, ٠ ≤ j ≤ N,

قبل حالت همانند و می باشند شده ای انتخاب پیش از کالوکیشن نقاط ها {xk}Nk=٠ که
هستند. عددی انتگرال گیری وزن های {ω}Nk=٠

می گردد: متفاوتی روش های به منجر فوق عبارات در آزمون توابع انتخاب نوع
.ϕk = ψk دیگر عبارت به هستند؛ پایه ای توابع همان آزمون توابع گالرکین: •

می باشند. متفاوت پایه ای و آزمون توابع : پتروف‐گالرکین •
به طوریکه هستند لاگرانژ پایه ای چندجمله ای های آزمون توابع روش این در کالوکیشن: •
می باشند. کالوکیشن شده انتخاب نقاط {xj} و کرونکر دلتای ،δjk که ،ψk(xj) = δjk

عبارت به می شود، تحمیل {xj} نقاط در باقیمانده به صفر مقدار روش این در بنابراین
.RN (xj) = ٠ دیگر

در بیشتر مطالعه برای می باشد. پتروف‐گالرکین روش های از خاصی دسته تاو روش توجه:
شود. رجوع [٨] و [١۴] به روش این مورد

سهموی معادلات روی متناهی المان های روش اعمال ١. ٢. ١
معادله روی خطی، تکه ای توابع از استفاده با را گالرکین متناهی المان های روش بخش این در
المان های روش  مورد در بیشتر مطالعه برای می دهیم. توضیح اختصار به بعدی دو سهموی

شود. رجوع [۴٣] ،[١٣] و [٣٢] ،[٢۵] ،[٢۴] به متناهی
نیمه‐گسسته رویکرد دو گرما معادله جمله از زمان به وابسته معادلات گسسته سازی برای

گرفت: نظر در می توان را کاملا‐گسسته و
می شود انجام مکان به نسبت فقط گسسته سازی اول، رویکرد در نیمه‐گسسته. روش •
گفته نیمه‐گسسته روش آن به که می گردد حفظ صورت همان به زمان مشتق و
برای که می باشد ١ODE دستگاهی گسسته سازی، نوع این از حاصل دستگاه می شود.
روش های شامل خود که موجی روش های یا رانگه‐کوتا روش های از می توان آن حل
است، ضمنی) ‐نیمه صریح نیمه روشی عنوان (به نیکلسون کرانک یا ضمنی صریح،
آزاد زمانی بخش تخمین برای لازم دقت انتخاب در موجی روش های در کرد. استفاده

1Ordinary Differential Equation



۵ متناهی المان های روش
تحلیل بحث در موجی های روش مناسب کارایی همچنین و دلیل بدین لذا هستیم

می پردازیم. موجی روش های توضیح به ادامه در پایداری، و خطا
عامل مکان، مشتق عوامل گسسته سازی با همزمان روش این در کاملا́‐گسسته روش •
پایداری جهت به اویلر پسرو روش معمولا شود. گسسته سازی باید نیز زمان مشتق
عامل با مواجهه در محدود دقت مرتبه می گیرد. قرار استفاده مورد سادگی و نامحدود
تاثیر تحت را روش کل دقت که گرفت روش این به می توان که است ایرادی زمان مشتق
می توان را حاصل ODE دستگاه نیمه‐گسسته روش در صورتیکه در می دهد قرار خود
[٢۴] [٣۴]و به بیشتر مطالعه برای کرد. حل مناسب دقت مرتبه از مسأله نیاز به بنا

شود. رجوع
جزئی مشتقات با دیفرانسیل معادله می دهیم. توضیح را نیمه‐گسسته روش ادامه در

بگیرید: نظر در را زیر سهموی
∂u

∂t
(x, t) + Lu(x, t) = f(x, t), x ∈ Ω, t > ٠, (١. ٨)

مرتبه عملگر L ،(١. ٨) معادله در باشد. شده اعمال آن روی مناسبی اولیه و مرزی شرایط که
است. باز و کراندار ناحیه ای Ω و زمان از مستقل بیضوی خطی دوم

است: زیر به صورت همگن و دیریکله مرزی شرایط با فوق، معادله ضعیف فرم
که کنید پیدا گونه ای به را u(·, t) ∈ H١٠(Ω) تابع

(∂u∂t , v) + a(u, v) = (f, v).

تابع گالرکین رویکرد در می باشد. L عملگر با متناظر دوخطی فرم a(·, ·) فوق رابطه در
فضا زیر این می شود. زده تقریب H١٠ سوبولوف فضای از Hd فضای زیر در ،t هر ازای به u(x, t)
متناظر پایه ها این از کدام هر که می شود پیموده خطی مستقل پایه ای توابع از مجموعه یک با
توجه با .Hd = span{Φ١, . . . ,Φd} دیگر عبارت به می باشند؛ نظر مورد شبکه گسسته نقاط با
حل از uiها که می شود. زده تقریب ū =

d∑
i=١

ui(t)Φi(x) به صورت u تابع شده گفته مطالب به
می آیند: بدست زیر معادلات مجموعه

(
∂ū

∂t
,Φj) + a(ū,Φj) = (f,Φj), j = ١, . . . , d,

نوشت: زیر به صورت معمولی دیفرانسیل معادله فرم به را آن می توان که
Bu̇+Au = f. (١. ٩)

و [١٩] A = {a(Φi,Φj)} و B = {(Φi,Φj)} به صورت ترتیب به ٢سختی و ١جرم ماتریس
f = [(f,Φ١), (f,Φ٢), . . . , (f,Φd)] و u = [u١(t), u٢(t), . . . , ud(t)] شکل به نیز f و u بردارهای

1mass
2stiffness



مقدماتی مفاهیم و تعاریف ۶
نتیجه در پذیرند معکوس لذا و بوده مثبت‐معین و متقارن دو هر B و A ماتریس های هستند.

نوشت، زیر شکل به می توان را ١. ٩ معادله
u̇+B−١Au = B−١f. (١. ١٠)

اولیه  شرط به ها، پایه تعامد به توجه با (١. ٨) جزئی مشتقات با دیفرانسیل معادله اولیه شرط
به (١. ١٠) دستگاه بنابراین می شود، منتقل (١. ١٠) معمولی دیفرانسیل معادلات دستگاه برای

دارد. یکتا جواب شده داده اولیه شرط و t > ٠ هر ازای
روش های به و یافته را دستگاه این برای عددی جواب های می کنیم سعی بعد بخش های در

می کنیم. مقایسه هم با را جواب ها این مختلف

دستگاه های حل برای شکل موجی تخفیفی روش های ١. ٣
معمولی دیفرانسیل معادلات

حل برای تکراری روشی می شود، نامیده نیز پویا تکراری روش که موجی، تخفیفی روش
الکتریکی شبکه های شبیه سازی به روش این پیشینه می باشد. معمولی دیفرانسیل معادلات
حل برای متداول شده شناخته روش های با موجی تخفیفی روش .[٧] و [١۵] می گردد باز

می باشد: متفاوت زیر جنبه های از معمولی دیفرانسیل معادلات
است. زمان‐پیوسته روشی •

از ناشی موجی (اصطلاح می باشد زمان به وابسته توابع حسب بر روش این تکرار های •
است). اصل همین

می باشد. مناسب موازی محاسبات برای •
مورد است، همانی ماتریس B که حالتی در (١. ٩) دستگاه برای ابتدا در روش این همگرایی
متناهی تفاضلات روش از که می گردد حاصل زمانی فرم این به دستگاهی گرفت. قرار مطالعه
روی [٢٧] و [٣٩] در نوانلینا٢ و میکالا١ شود. استفاده (١. ٨) معادله گسسته سازی برای
ولترا کانولوشن انتگرال حسب بر که آن طیفی شعاع اساس بر موجی تخفیفی عملگر همگرایی
٣لوبیچ توسط مشابهی کار در کرده اند. بندی فرمول را حاصل نتایج و نموده بحث شده، بیان
مورد موجی تخفیفی روش با ترکیب در شبکه ای چند بخش سرعت روش همگرایی ۴استرمان و
مراجع در موجی تخفیفی روش سازی موازی مورد در جامع بحث و مطالعه گرفت. قرار مطالعه
همگرایی [۴٠] در میکالا همچنین است. پذیرفته صورت [٣٨] و [٣۶] ،[٢١] ،[٢۶] ،[٣۵]

1Miekkala
2Nevanlinna
3Lubich
4Ostermann



٧ معمولی دیفرانسیل معادلات دستگاه های حل برای شکل موجی تخفیفی روش های
داد. قرار بررسی مورد است منفرد ماتریس ،B ماتریس که هنگامی را موجی تخفیفی روش
زمانی موجی، تخفیفی روش روی شبکه ای چند روش همگرایی [١٩] در ٢وندوال و ١جانسن
ماتریسی ،B ماتریس و می شود گسسته سازی متناهی المان های روش توسط (١. ٨) معادله که
قبلی کارهای توسیع وندوال و جانسن کار واقع در دادند. قرار مطالعه مورد است، نامنفرد

می باشد. است، نامنفرد ماتریسی ،B ماتریس که حالتی در شده انجام
مثال یک همراه به غیرخطی سیستم یک روی را موجی تخفیفی روش ابتدا بخش این در
روی را موجی تخفیفی روش [١٩] مقاله از استفاده با ادامه در می دهیم. توضیح کاربردی
است، شده گسسته سازی متناهی المان های روش به که خطی دیفرانسیل معادلات دستگاه

می کنیم. بیان

موجی تخفیفی روش اصلی ایده ١. ٣. ١
در زیر به صورت را اولیه شرط با همراه معمولی، دیفرانسیل معادله d شامل خطی غیر دستگاه

می گیریم: نظر
d

dt
y = f(t, y), y(٠) = y٠, t ∈ [٠, T ],

و اولیه بردار ،f : [٠, T ]× Rd → Rd, T > ٠ و y٠ = [y١,٠, . . . , yd,٠]t ∈ Rd آن در که
به صورت می توان را فوق دستگاه می باشد. دستگاه جواب بردار ،y(t) = [y١(t), . . . , yd(t)]t

نوشت: نیز زیر گسترده

d
dty١ = f١(t, y١, y٢, . . . , yd), y(٠)١ = y١,٠,
d
dty٢ = f٢(t, y١, y٢, . . . , yd), y(٠)٢ = y٢,٠,...
d
dtyd = fd(t, y١, y٢, . . . , yd), yd(٠) = yd,٠,

عبارت به است. تکراری زمان‐پیوسته روش یک موجی تخفیفی روش شد، گفته که همان طور
دیگر خلاف بر بود، خواهد زمان به وابسته تابعی تقریب، تابع تکرار، از مرحله هر در دیگر
و ساده روش های از یکی می آمد. بدست ثابتی مقدار تکرار هر در که متداول تکراری روش های
است: شده داده آن الگوریتم و گسسته فرم که است گاوس‐سایدل تخفیفی روش کارا، بسیار

d
dty

(ν)

١ = f١
(
t, y

(ν)

١ , y
(ν−١)
٢ , y

(ν−١)
٣ , . . . , y

(ν−١)
d

)
, y

(ν)

١ = y١,٠,
d
dty

(ν)

٢ = f٢
(
t, y

(ν)

١ , y
(ν)

٢ , y
(ν−١)
٣ , . . . , y

(ν−١)
d

)
, y

(ν)

١ = y٢,٠,
...

d
dty

(ν)
d = fd

(
t, y

(ν)

١ , y
(ν)

٢ , y
(ν)

٣ , . . . , y
(ν)
d

)
, y

(ν)

١ = yd,٠,

1Janssen
2Vandewalle



مقدماتی مفاهیم و تعاریف ٨

ν := 0; choose y
(0)
i (t) for t ∈ [0, T ], i = 1, . . . , d

Repeat

ν := ν + 1

for i = 1, . . . , d

solve d
dt
y
(ν)
i = fi(t, y

(ν)
1 , . . . , y

(ν)
i−1, y

(ν)
i , y

(ν−1)
i+1 , . . . , y

(ν−1)
d )

with y
(ν)
i (0) = yi,0

endfor

untill convergence

پیاده سازی زیر دستگاه روی را گاوس‐سایدل موجی تخفیفی روش مثال، این در .١. ٣. ١ مثال
می کنیم:

d
dty١ = y٢, y(٠)١ = ٠,
d
dty٢ = −y١, y(٠)٢ = ١.

با است. y٢(t) = cos(t) و y١(t) = sin(t) که می شویم متوجه فوق دستگاه در دقت اندکی با
موجی تخفیفی روش به توجه با .y(ν)٢ (٠) = ١ و y(ν)١ (٠) = ٠ شده داده اولیه شرط به توجه

می شوند: زده تقریب زیر به صورت y(ν)٢ (t) و y(ν)١ (t) گاوس‐سایدل،

اولیه شرط :


y
(٠)
١ (t) = ٠
y
(٠)
٢ (t) = ١

,

اول تکرار :


d
dty

(١)
١ = y

(٠)
٢

=⇒

d
dty

(١)
٢ = −y(١)١


y
(١)
١ = t

y
(١)
٢ = ١− t٢٢

,

دوم تکرار :


d
dty

(٢)
١ = y

(١)
٢

=⇒

d
dty

(٢)
٢ = −y(٢)١


y
(٢)
١ = t− t٣٣!
y
(٢)
٢ = ١− t٢٢ + t۴۴!

,

سوم تکرار :


d
dty

(٣)
١ = y

(٢)
٢

=⇒

d
dty

(٣)
٢ = −y(٣)١


y
(٣)
١ = t− t٣٣! + t۵۵!
y
(٣)
٢ = ١− t٢٢ + t۴۴! − t۶۶!

,



٩ معمولی دیفرانسیل معادلات دستگاه های حل برای شکل موجی تخفیفی روش های
...

νتکرار :


d
dty

(ν)

١ = y
(ν−١)
٢

=⇒

d
dty

(ν)

٢ = −y(ν)١


d
dty

(ν)

١ =
ν−١∑
i=(١−)٠i t٢i+١

(٢i+١)!
d
dty

(ν)

٢ =
ν∑

i=(١−)٠i t٢i
(٢i)!

.

تکرار هر در بطوریکه می شوند، همگرا cos(t) و sin(t) به تکرار ها می شود ملاحظه که همان طور
شکل در ν = ٠, ١, . . . ,۴ ازای به تکرار ها می آید. بدست cos(t) و sin(t) بسط از بیشتر جمله یک

شده اند. داده نشان ١. ١

( ١. ٣. ١ (مثال t ∈ [٠,۵] ازای به راست) y(ν)٢(شکل و چپ) y(ν)١(شکل تکرار  های :١. ١ شکل

شود، حل موجی تخفیفی روش به که مسأله ای هر برای زیر نکات ،١. ١ شکل به توجه با
بود: خواهد توجه قابل

نزدیکی در روش دقت دیگر، عبارت به نیست. ثابت زمانی بازه طول کل در روش خطای •
می کند. پیدا کاهش روش دقت شویم دورتر نقطه این از چه هر و بوده بالا t = ٠

باشد. واقعی جواب به نزدیک تقریبی جواب که است بازه ای تکرار، هر در قبول مورد بازه •
بزرگ t مقادیر اگر به ویژه کند، پیدا افزایش بعد تکرار به تکرار یک از خطا است ممکن •

باشند.

خطی دستگاه های روی بر زمان‐پیوسته موجی تخفیفی روش ١. ٣. ٢
می گیریم: نظر در است، ثابت ضرایب با معمولی دیفرانسیل معادله d شامل که را زیر دستگاه

Bu̇+Au = f, u(٠) = u٠, t > ٠, (١. ١١)



مقدماتی مفاهیم و تعاریف ١٠
هستند. زمان به وابسته Cd‐مقدار بردارهایی f و u و d × d مختلط ماتریس هایی B و A که
در eB

−١At انتگرال فاکتور ضرب با می گیریم. نظر در نامنفرد ماتریسی را B ماتریس اینجا در
به دستگاه این تحلیلی جواب معادله، این طرف دو از انتگرال گیری و (١. ١١) معادله طرفین

می آید: بدست زیر شکل
u(t) = e−B−١Atu٠ +

∫ t

٠ eB
−١A(s−t)B−١f(s) ds. (١. ١٢)

می توان را پیوسته زمان موجی تخفیفی روش ،A =MA−NA و B =MB−NB تجزیه معرفی با
کرد: معرفی زیر به صورت

MBu̇
(ν) +MAu

(ν) = NBu̇
(ν−١) +NAu

(ν−١) + f, u(ν)(٠) = u٠, t > ٠. (١. ١٣)
همواره را MB ماتریس می شود. آغاز t > ٠ ازای به u(٠)(t) = u٠ انتخاب با روش، تکرار های
با آمده بدست تکراری روش همگرایی سرعت باشد. نامنفرد که می کنیم انتخاب به گونه ای
B و A ماتریس های برای افراز هایی اکنون است. ارتباط در B و A ماتریس های افراز نحوه
ترتیب به U و L,D که می کنیم تعریف ،B = −LB +DB−UB و A = −LA+DA−UA به شکل
یا A ماتریس های با متناظر زیر وند) به توجه (با مثلثی بالا و قطری مثلثی، پایین ماتریس های

است. شده آورده زیر در B و A برای متداول افراز های از برخی هستند. B

MA =MB = ١
ω I, NA = ١

ω I −A, NB = ١
ω I −B, ریچاردسون: ‐

MA = DA, MB = DB, NA = LA + UA, NB = LB + UB, ژاکوبی: ‐

MA = −LA+DA, MB = −LB+DB NA = UA, NB = UB, گاوس‐سایدل: ‐

MA = ١
ωDA − LA, MB = ١

ωDB − LB, NA = ١−ω
ω DA + تخفیف: فوق ‐

UA, NB = ١−ω
ω DB + UB.

است. (٠, ١] بازه در ثابت مقداری ω
Ax = b خطی معادلات دستگاه حل برای متداول تکراری روش که می کنیم یادآوری

است: زیر به صورت
Px(ν) = Qx(ν−١) + b, x(ν) = Gx(ν−١) + P−١b, G = P−١Q,

تقریب مرحله هر در که تکراری روش این به می شود. گفته تکرار ماتریس ،G ماتریس به که
حل برای رفته کار به تکراری روش به و ایستا تکراری روش است، ثابت مقداری حاصل



١١ معمولی دیفرانسیل معادلات دستگاه های حل برای شکل موجی تخفیفی روش های
روش است، t از تابعی تقریب تکرار، مرحله هر در که معمولی دیفرانسیل معادلات دستگاه های

.[٣٩] می شود گفته پویا تکراری
داریم قصد اینجا در می گردیم. باز ١. ١٣ معادله روی موجی تخفیفی روش توضیح به حال
از استفاده و نویسی برنامه برای دقیق روش اگرچه دهیم. ارائه معادله این حل برای دقیق روشی
تحلیل و همگرایی بررسی در کرد، خواهیم ملاحظه که همان طور ولی . نیست مناسب نرم افزار
در همگرایی عامل عددی تخمین برای استفاده مورد عددی الگوریتم می باشد. کارا بسیار آن
عددی روش های همگرایی عامل پیش بینی برای رو پیش روش از شد. خواهد ارائه آینده فصل
معادله روی رسمی بطور روش آنکه از پیش خطی معادلات دستگاه حل برای استفاده مورد
گرفت نتیجه می توان پارامترها سری یک تغییر با واقع در می گردد. استفاده شود، سازی پیاده

بود. خواهد کاراتر عمل در عددی روش کدام که
به را ١. ١٣ معادله جواب تحلیلی حل رویکرد با داریم قصد شده، گفته مطالب به توجه با

آوریم. بدست u(ν) = Ku(ν−١) +Φ تکراری فرم
u̇(ν) +M−١

B MAu
(ν) −M−١

B NBu̇
(ν−١) =M−١

B NAu
(ν−١) +M−١

B f,

کم و اضافه را eM−١
B MAtM−١

B MAM
−١
B NBu

(ν−١) عبارت و کرده ضرب eM
−١
B MAt در را طرفین

می آیند: بدست زیر عبارات محاسبات اندکی با می کنیم.
ϕ(t) = e−M−١

B MAt(I −M−١
B NB)u٠ +

∫ t

٠ eM
−١
B MA(s−t)M−١

B f(s) ds,

Ku(t) =M−١
B NBu(t) +Kcu(t).

(١۴ .١)

است: kc هسته با خطی ولترا کانولوشن اپراتور Kc

Kcu(t) = kc ⋆ u(t) =

∫ t

٠ kc(t− s)u(s) ds,

kc(t) = e−M−١
B MAtM−١

B (NA −MAM
−١
B NB).

(١۵ .١)

،e(ν) = u(ν) − u دیگر عبارت به باشد، موجی تخفیفی روش تکرار νمین ،e(ν) کنید فرض
بود: خواهد زیر معادله جواب e(ν) واقع در می کند. صدق e(ν) = Ke(ν−١) رابطه در که

MB ė
(ν−١) +MAe

(ν) = NB ė
(ν−١) +NAe

(ν−١), e(ν)(٠), t > ٠. (١۶ .١)
خواهد زیر فرم به ١۶ .١ معادله جواب لاپلاس تبدیل آنگاه باشد، eν لاپلاس تبدیل ẽ(ν)(z) اگر

بود:
ẽ(ν)(z) = K(z)ẽ(ν−١)(z) = (M−١

B NB +Kc(z))ẽ
(ν−١),

لذا است. kc هسته لاپلاس تبدیل Kc(z) = (zMB +MA)
−١(NA −MAM

−١
B NB) که

K(z) = (zMB +MA)
−١(zNB +NA).

می شود. گفته K پویای تکرار ماتریس یا موجی تخفیفی ماتریس K(z) به
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زمان‐متناهی موجی تکراری روش همگرایی ١. ٣. ٣
همانی ماتریس B که هنگامی زمان‐متناهی، حالت در موجی تخفیفی عملگر طیفی شعاع
موجی، تخفیفی عملگر همگرایی مورد در قسمت این در .[۴١] می باشد صفر با برابر است،

می دهیم. توضیح است، نامنفرد و دلخواه ماتریس B که هنگامی 
داریم و بوده C[٠, T ] در کراندار عملگری ،K موجی تخفیفی عملگر .١. ٣. ١ قضیه

ρ(K) = ρ(M−١
B NB). (١. ١٧)

است. تمام اثبات ١. ١. ١ لم به توجه با است، kc ∈ C[٠, T ] که آنجا از برهان.

زمان‐نامتناهی موجی تکراری روش همگرایی ۴ .١. ٣
حقیقی قسمت اگر تنها و اگر است، کراندار ،(١. ١٢) رابطه با شده ارائه ،(١. ١١) معادله جواب
زیر قضیه .(f ∈ Lp که می کنیم (فرض [٩] باشد مثبت B−١A ماتریس ویژه مقادیر تمام

می کند. بیان را نامتناهی زمان موجی تخفیفی روش همگرایی
بوده مثبت حقیقی بخش دارای M−١

B A ماتریس ویژه مقادیر تمام کنید فرض .١. ٣. ٢ قضیه
آنگاه .١ ≤ p ≤ ∞ که باشد Lp(٠,∞) در عملگری K همچنین و باشد
ρ(K) = sup

Re(z)≥٠
ρ(K(z)) = sup

ξ∈R
ρ(K(iξ)). (١. ١٨)

.kc ∈ L(∞,٠)١ پس است مثبت M−١
B A ماتریس ویژه مقادیر حقیقی بخش که آنجا از برهان.

می شود. تمام اثبات ١. ١. ٢ لم و K ∈ Lp(٠,∞) فرض به توجه با
آورد. بدست Lنرم‐٢ برای مشابهی نتیجه می توان آنگاه H = K دهیم قرار ١. ١. ٣ لم در اگر
بوده مثبت حقیقی بخش دارای M−١

B MA ماتریس ویژه مقادیر تمام کنید فرض .١. ٣. ٣ قضیه
برداری نرم ، Lنرم‐٢ ترتیب به || · || و || · ||٢ از منظور باشد. L(∞,٠)٢ در عملگری K و

آنگاه است. استاندارد اقلیدسی
∥K∥٢ = sup

Re(z)≥٠
∥K(z)∥ = sup

ξ∈R
∥K(iξ)∥. (١. ١٩)

معادلات دستگاه های حل برای چند شبکه ای روش های ۴ .١
جبری

قطری چند شکل به غالباً می شوند، حاصل جزئي دیفرانسیل معادلات حل از که دستگاه هایی
واضح می کند. تولید مثلثاتی ویژه بردار های و ویژه مقادیر درایه ها، خاص آرایش این هستند.



١٣ جبری معادلات دستگاه های حل برای چند شبکه ای روش های
دیگر برخی و هموار، دیگر عبارت به یا کم نوسان دارای ویژه بردار های این از برخی که است
گاوس‐ ژاکوبی، روش های مانند متداول تکراری روش های می باشند. بالا نوسانات دارای
یا دو با معمولا˟ می شوند، اعمال ماتریس ها این روی که هنگامی تخفیفی، روش های و سایدل
می کنند. هموار را اولیه جواب بردار بالا) نوسان با ویژه (بردار های ناهموار بخش های تکرار، سه
خواهد گفته ادامه در که دلایلی به همگرایی سرعت ، روش ها این تکرار سه یا دو از بعد لذا
به بخشیدن سرعت برای چند شبکه ای روش یک از استفاده اینجا در می کند. پیدا کاهش شد،

بود. خواهد کارا تکراری، روش های
جواب u که باشد Au = f, دستگاه حل هدف کنیم فرض تکراری: روش های بر مروری
تعریف e = u− v, به صورت را خطا است. تکراری روش یک از حاصل تقریبی جواب v و واقعی
اینکه به توجه با باشیم داشته را واقعی جواب که می شود معلوم e دقیق مقدار زمانی می کنیم.
باقیمانده که می کنیم استفاده دیگری معیار از لذا نیست. امکان پذیر عمل در واقعی e یافتن
چقدر تقریبی جواب که زد تخمین می توان معیار این با می دهیم. نمایش r با را آن و دارد نام

به صورت که است. شده نزدیک واقعی جواب به
r = f −Av,

اگرچه .e = ٠ اگر تنها و اگر r = ٠ ،Au = f دستگاه جواب یکتایی به توجه با می شود. تعریف
است. کوچک نیز e که گرفت نتیجه نمی توان r بودن کوچک از

داریم: r و e تعریف به توجه با
r = f −Av = Au−Av = A(u− v), r = Ae,

را زیر گام های باید باقیمانده معادله حل برای می گوییم. باقی مانده دستگاه فوق دستگاه به
کرد: طی

می گیریم، نظر در جواب برای را v(٠) اولیه حدس ‐١
می آوریم. بدست r(٠) = f −Av(٠) رابطه از استفاده با را r(٠) مقدار ‐٢

می آوریم. بدست Ae(٠) = r(٠) معادله حل از را e(٠) ‐٣
v(١) = v(٠) + e(٠) می دهیم: قرار ‐۴

شود. برقرار توقف شرط یک شرایط که جایی تا می کنیم تکرار را ۴ و ٣ ،٢ گام های ‐۵
می گیریم: نظر در را زیر مسأله مدل: معرفی

−(k(x)u′)′ = f, on (٠, ١),
u(٠) = u(١) = ٠ . (١. ٢٠)
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معادله گسسته سازی برای متناهی المان های روش از استفاده با .k(x) = ١ می کنیم فرض

است: زیر به صورت قطری سه ماتریسی A که Au = f داریم: ١. ٢٠

A =
١
h٢



٢ −١
−١ ٢ −١

... ... ...
−١ ٢ −١

−١ ٢


N−١×N−١

. (١. ٢١)

،L ماتریس های که می کنیم تجزیه A = −L +D − U به صورت را A ماتریس ژاکوبی: روش
هستند. A ماتریس با متناظر مثلثی بالا و قطری مثلثی، پایین ماتریس های ترتیب به U و D

است، زیر به شکل ژاکوبی روش ماتریسی فرم که می کنیم یادآوری
(−L+D − U)u = f,

Du = (L+ U)u+ f,

u = D−١(L+ U)u+D−١f.

تکراری روش لذا می کنیم. تعریف RJ = D−١(L+ U) به صورت را ژاکوبی روش تکرار ماتریس
کرد: تعریف زیر شکل به می توان را ژاکوبی

v(i+١) = RJv
(i) +D−١f. (١. ٢٢)

می کنیم: عمل زیر به صورت وزن دار ژاکوبی روش ساخت برای
v(i+١) = (١− ω)v(i) + ωv

(i+١)
⋆ ,

بنابراین است. (١. ٢٢) رابطه در شده بیان ژاکوبی روش همان v
(i+١)
⋆ که

v(i+١) = (١− ω)v(i) + ωRJv
(i) + ωD−١f,

v(i+١) = [(١− ω)I + ωRJ ]v
(i) + ωD−١f.

از: است عبارت دار وزن ژاکوبی روش تکرار ماتریس لذا
Rω = I − ω(I −RJ) = I − ωD−١A.

تکراری روش های همه باشد. تکراری روش یک از آمده بدست تکرار ماتریس R کنید فرض
بنابراین می باشد. تکراری روش ثابت نقطه u واقعی جواب که هستند به گونه ای

u = Ru+ g.



١۵ جبری معادلات دستگاه های حل برای چند شبکه ای روش های
داریم نیز تکراری روش از

v(١) = Rv(٠) + g.

داریم: هم از فوق عبارت دو طرفین کردن کم با
e(١) = Re(٠).

معادله به می توان روند همین ادامه با
e(m) = Rme(٠), (١. ٢٣)

زیر شکل به ام m گام در روش خطای برای کرانی می توان طرفین از گرفتن نرم با که رسید
می آید: بدست

∥e(m)∥ ≤ ∥Rm∥ ∥e(٠)∥.

به خطا تکرار ها افزایش با آنگاه ∥R∥ ≤ ١ اگر که گرفت نتیجه می توان فوق عبارت به توجه با
می کند. میل صفر

:([١٧] نمونه عنوان (به است شده داده نشان زیر عبارت خطی جبر کتاب های از بسیاری در
lim

m→∞
Rm = ٠, اگر تنها و اگر ρ(R) < ١.

بطوریکه ρ(R) < ١ اگر تنها و اگر همگراست، R ماتریس با متناظر تکراری روش بنابراین
کاهش روش تکرار از مرحله هر در را خطا که است عاملی با برابر که ،ρ(R) = maxi |λi(R)|

شده، داده مدل از حاصل دستگاه روی را وزن دار ژاکوبی روش طیفی شعاع حال می دهد.
می کنیم. محاسبه

Rω = I − ωD−١A = I − ωh
٢

٢ A,

لذا
λ(Rω) = ١− ωh٢

٢ λ(A),

که است قطر‐ثابت و قطری سه ماتریسی A شود. محاسبه A ماتریس ویژه مقادیر است کافی
:[١٢] هستند زیر شکل به و مثلثاتی آن ویژه بردارهای و ویژه مقادیر
λk(A) =

۴
h٢ sin٢( kπ٢N ), ١ ≤ k ≤ N − ١, (٢۴ .١)

wk,j = sin( jkπN ), ١ ≤ k ≤ N − ١, ٠ ≤ j ≤ N, (٢۵ .١)
بردار های هستند. k‐ام ویژه بردار از j‐ام درایه و k‐ام ویژه مقدار ترتیب به ،wk,j و λk که
می شود ملاحظه که همان طور شده اند. ترسیم ١. ٢ شکل در k = ۶ و k = ٣ ،k = ١ ازای به ویژه
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N = ١٠ و k = ١,٣,۶ که ٠ ≤ j ≤ N ازای به A ماتریس ویژه بردار های :١. ٢ شکل

ویژه بردار های و ویژه مقادیر حال می یابد. افزایش A ماتریس ویژه بردار نوسانات k افزایش با
می شود. محاسبه (٢۶ .١) رابطه با راحتی به وزن دار ژاکوبی روش تکرار ماتریس

λ(Rω) = ١− ٢ω sin٢( kπ٢N ) (٢۶ .١)
هستند. یکسان A و Rω ماتریس های ویژه بردار های که است واضح

هر ازای به وزن دار ژاکوبی روش لذا .|λk(Rω)| < ١ آنگاه ،٠ < ω ≤ ١ اگر که شود توجه
بود. خواهد همگرا اولیه شروع بردار

ماتریس های چون باشد. وزن دار ژاکوبی روش اولیه حدس از حاصل خطای e(٠) کنیم فرض
ویژه بردار های پس می باشند، متقارن غالباً جزئی، مشتقات با دیفرانسیل معادلات حل از حاصل
،AN−١×N−١ ماتریس برای دیگر عبارت به بود. خواهند خطی مستقل نتیجه در و متعامد آنها
بردار می توان لذا می پیمایند. را RN−١ فضای که دارد وجود خطی مستقل ویژه بردار N − ١

نوشت: زیر به صورت A ویژه بردار های حسب بر را e(٠) خطای

e(٠) =
N−١∑
k=١

ckwk

رسید: زیر رابطه به می توان (١. ٢٣) معادله به توجه با

e(m) = Rm
ω e

(٠) =
N−١∑
k=١

ckR
m
ω wk =

N−١∑
k=١

ckλ
m
k (Rω)wk. (١. ٢٧)

خطا بردار مولفه kمین وزن دار، ژاکوبی روش تکرار m از بعد که می دهد نشان (١. ٢٧) رابطه
می یابد. کاهش λmk (Rω) اندازه به

تکرار های ویژه بردار های به و هموار ،١ ≤ k < N٢ تکرار های ویژه بردار های به پس این از
می گوییم. نوسانی N٢ ≤ k ≤ N − ١

به صورت وزن دار ژاکوبی روش تکرار ماتریس ویژه مقادیر شد، گفته پیش تر که همان طور
است: زیر

λk(Rω) = ١− ٢ω sin٢ kπ

٢N , ١ ≤ k ≤ N − ١.



١٧ جبری معادلات دستگاه های حل برای چند شبکه ای روش های
می توان را تکراری روش بهترین ω برای مقدار کدام انتخاب با که می آید پیش سوال این حال
.(|λk(Rω)| < ١) همگراست روش ،٠ < ω ≤ ١ که ω مقدار هر ازای به چون واقع در آورد؟ بدست
مقدار چهار ازای به ١. ٣ شکل در کند. کوچک را |λk(Rω)| ممکن حد تا که هستیم ω دنبال به
رسم پیوسته نمودار به صورت وزن دار ژاکوبی روش ویژه مقادیر ω = ١٣ و ω = ١, ω = ٢٣ , ω = ١٢
λ = ٠ خط حول ویژه مقادیر اکثر ω = ٢٣ ازای به می شود ملاحظه که همان طور است. شده

.ω = ١, ω = ٢/٣, ω = ١/٢, ω = ١/٣ ازای به Rω تکرار ماتریس ویژه مقادیر :١. ٣ شکل

هستند. واقع
داریم: ،٠ < ω ≤ ١ مقدار هر ازای به

λ١ = ١− ٢ω sin٢ ( π

٢N
)
= ١− ٢ω sin٢

(
πh

٢
)
≈ ١− ω

(
π٢h٢

٢
)
.

نزدیک همواره ویژه بردار هموارترین با متناظر ویژه مقدار یعنی λ١ که می دهد نشان عبارت این
موثر هموار بخش خطای کاهش روی که نمی شود یافت ω از مقداری هیچ لذا بود. خواهد یک
خواهد نزدیکتر یک مقدار به λ١ شبکه، کردن ریز تر یا گام طول کاهش با این بر علاوه باشد.
بردن بالا برای تلاشی هر واقع در داد. کاهش را h نمی توان دلخواه میزان هر به پس شد.
تکراری روش های از بسیاری داد. خواهد کاهش را روش همگرایی سرعت تکراری، روش دقت

هستند. سختی محدودیت چنین دارای
دلخواه میزان به هموار بخش ضرایب کاهش باعث ω از مقداری هیچ که بپذیریم اگر
نوسانی بخش ضرایب کاهش بهترین ω مقدار کدام که می آید بوجود سوال این نمی شود، ما

دارد؟ همراه به را (N٢ ≤ k ≤ N − ١ که k اندیس با ویژه (بردارهای
همچنین و متمایزند A ویژه مقادیر ،(٢۴ .١) رابطه به توجه با

٠ < |λ١| < |λ٢| < . . . < |λN−١|.

که میدانیم طرفی از
λ(Rω) = ١− ωh٢

٢ λ(A).
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داریم: لذا

٠ <
∣∣∣∣∣١− ωh٢

٢ λN−١
∣∣∣∣∣ <

∣∣∣∣∣١− ωh٢
٢ λN−٢

∣∣∣∣∣ < . . . <

∣∣∣∣∣١− ωh٢
٢ λ١

∣∣∣∣∣ .
مینیمم زمانی ∣∣∣١− ωh٢

٢ λk

عبارت∣∣∣ طرفی از است، نوسانی ویژه بردار های روی ω اثر بررسی هدف
که است

∣∣∣λN٢ (Rω)
∣∣∣ = ∣∣λN−١(Rω)

∣∣ یا
∣∣∣∣∣١− ωh٢

٢ λN٢

∣∣∣∣∣ =
∣∣∣∣∣١− ωh٢

٢ λN−١
∣∣∣∣∣

بدست را تکرار ماتریس ویژه مقدار مینیمم عبارت این و بوده برقرار بالا تساوی ω = ٢٣ ازای به
ضرایب که معناست این به عبارت این .|λ| < ١٣ داریم: ω = ٢٣ ازای به واقع در .[۴۶] می دهد
ساز هموار عامل ٣ عامل به می یابند. کاهش برابر ١٣ اندازه به حداقل تکرار هر در نوسانی بخش
کوچک تنها نه عدد این می باشد، آن به وابسته شبکه ای چند روش قدرت که می گویند روش
آمده بدست نتیجه شد مشاهده که همان طور می باشد. نیز h گام طول از مستقل بلکه است
تکراری روش های شد، داده توضیح اینجا به تا که همان طور می باشد. ١. ٣ شکل کننده تایید
کاهش سرعت به را خطا میزان و می کنند عمل خوب بالا نوسان با بخش های روی متداول
به حقیقت این زیر مثال در نیستند. کارا چندان پایین نوسان با بخش های برای ولی می دهند

است. شده داده نشان وضوح

دارای دستگاه این می دانیم که همان طور می گیریم. نظر در را Au = ٠ مسأله .١ .۴ .١ مثال
است. شده رسم ۴ .١ شکل در دستگاه این تقریبی جواب نمودار است. u = ٠ بدیهی جواب
N = ۶۴ تقسیمات تعدا با شبکه ای و ω = ٢٣ با وزن دار ژاکوبی روش از مسأله این حل برای
چپ سمت شکل است. (k = ٣) sin(٣jπ۶۴

) اولیه شروع بردار (a) شکل در است. شده استفاده
نشان وزن دار ژاکوبی روش تکرار ١٠ از بعد را خطا راست سمت شکل و تکرار یک از بعد را خطا
همگرایی هموار، اولیه شروع بردار از استفاده علت به داشتیم انتظار که همان طور می دهد.
شکل در است. شده نزدیک صفر جواب به کمی میزان به جواب مقدار و می باشد کند بسیار
و تکرار یک از بعد را جواب چپ سمت شکل .(k = ١۶) sin

(
jπ۴
) اولیه شروع بردار از (b)

از استفاده با اینجا در وضوح به می دهد. نشان تکرار ١٠ از بعد را جواب راست سمت شکل
بعد حالت در هستیم. قبل حالت به نسبت سریعتر همگرایی شاهد ناهموار اولیه شروع بردار
sin( jπ٣٢ )+sin( jπ۴ )٢ است: شده استفاده اولیه شروع بردار برای نوسانی و هموار تابع دو ترکیب از
را جواب راست سمت شکل و تکرار یک از بعد را جواب چپ سمت شکل .(k = ٢, k = ١۶)
بعد جواب نوسانی بخش می شود ملاحظه که همان طور می دهد. نشان روش تکرار ١٠ از بعد
است. نداشته چندانی تغییر اولیه جواب هموار بخش ولی است شده حذف تقریباً تکرار ١٠ از



١٩ جبری معادلات دستگاه های حل برای چند شبکه ای روش های

w١۶:(b) ،w٣ :(a) اولیه شروع بردار و Au = ٠ دستگاه روی ω = ٢٣ با وزن دار ژاکوبی روش :۴ .١ شکل
(w٢ + w١۶)/٢ :(c) و

ناشی جبری معادلات دستگاه حل برای چند شبکه ای روش  ١ .۴ .١
بیضوی دیفرانسیل معادلات گسسته سازی از

همواری ویژگی دارای خطی معادلات دستگاه های حل برای تکراری روش های از بسیاری
تکرار کمی تعداد از بعد بالا نوسان با جواب بخش های که می شود موجب ویژگی این هستند.
سرعت و نداشته چندانی کارایی هموار بخش های برای که حالی در شوند. هموار تکرار) ٣ یا ٢)
جهت تکراری روش های این روی بر اصلاحی روشی شبکه ای چند روش دارند. پایینی همگرایی

است. نقص این کردن برطرف
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که چرا هستند هزینه تر کم درشت شبکه روی تکراری روش های می دانیم که همان طور
می یابد. کاهش خطی معادلات دستگاه ابعاد و بوده کمتر مجهولات تعداد درشت شبکه روی

رابطه به توجه با دیگر طرف از

λ١ ≈ ١− ωπ٢h٢
٢ ,

شبکه چه هر یعنی است، تکراری روش کل همگرایی رفتار کننده بیان ١ − O(h٢) عبارت که
همگرایی سرعت نتیجه در و می شود دورتر یک از تکراری روش طیفی شعاع شود درشت تر

می یابد. بهبود
روش وقتی که است این سوال حال درشت تر، شبکه از استفاده ایده گرفتن نظر در با
چه جواب همواری کنیم منتقل درشت تر شبکه به را جواب این اگر می شود هموار تکراری
قسمت زیر شکل در داد. پاسخ سوال این به می توان ۵ .١ شکل به توجه با می کند؟ تغییری
نشان را n = ١٢ با Ωh ظریف شبکه روی k = ۴ ازای به هموار موج تابع شکل این (a)،
شده تصویر n = ۶ با Ω٢h شبکه روی مستقیماً موج این (b) شکل در .( sin

(
jπ٣
)) می دهد

ناهمواری دارای Ω٢h درشت تر شبکه روی بالا موج تصویر می شود ملاحظه که همان طور است.
است. بیشتری

است. شده تصویر (n = ۶) Ω٢h شبکه روی (n = ١٢) Ωh شبکه در k = ۴ با موج :۵ .١ شکل

هموار که جوابی معمول، تکراری روش یک تکرار چند از بعد بالا، توضیحات به توجه با
در سپس کرد، منتقل همگرایی سرعت افزایش برای درشت تر شبکه به می توان را است شده
ظریف شبکه به را حاصل خطای می کنیم. حل و داده تشکیل را باقیمانده معادله درشت شبکه
دست جواب از بهتری تقریب به تا می کنیم اضافه شده محاسبه اولیه مقدار به و کرده منتقل
زیر الگوریتم در شده گفته مراحل می شود. گفته شبکه ای دو روش روش، این به کنیم. پیدا

شده اند: ذکر گام به گام



٢١ جبری معادلات دستگاه های حل برای چند شبکه ای روش های

Algorithm 1 The standard two grid method uh ← TG(uh, fh, ν1, ν2)

1)Relax ν1 times on Ahvh = fh on Ωh with arbitrary initial guess uh

2)Compute dh = fh −Ahuh.

3)Compute d2h = rdh.

4)Solve A2he2h = d2h on Ω2h.

5)Correct fine-grid solution uh ← uh + pe2h.

6)Relax ν2 times on Ahvh = fh on Ωh with initial guess uh.

هستند. درونیاب٢ یا توسیعی و محدودکننده١ عملگر های ترتیب به p و r بالا الگوریتم در
:[٢٣] می کنیم تعریف زیر به صورت نیز را A٢h ماتریس

A٢h = rAhp.

دیگر عبارت به می کند. تصویر RN−١ فضای در بردار به را RN٢ −١ فضای در بردار ،p عملگر
که ،pv٢h = vh

vh٢j = v٢h
j ,

vh٢j+١ =
١
٢(v٢h

j + v٢h
j+١), ٠ ≤ j ≤ N

٢ − ١.

ظریف شبکه فرد نقاط و است درشت شبکه نقاط دقیقاً ظریف شبکه زوج نقاط دیگر، عبارت به
باشد n = ٨ اگر می باشند. درشت شبکه در مجاور راس دو میانگین ،vh بردار فرد درایه های یا

داد: نمایش زیر برداری شکل به را عملگر این می توان

pv٢h =
١
٢



١
٢
١ ١

٢
١ ١

٢
١




v١
v٢
v٣


٢h

=



v١
v٢
v٣
v۴
v۵
v۶
v٧


h

= vh. (١. ٢٨)

آنگاه pv٢h = vh اگر کرد. تعریف را درونیاب عملگر می توان مشابه روش به دوبعدی حالت در
1restriction
2prolongation or interpolation



مقدماتی مفاهیم و تعاریف ٢٢
می آیند: بدست زیر به صورت vh عناصر

vh٢i,٢j = v٢h
i,j ,

vh٢i+١,٢j =
١
٢
(
v٢h
i,j + v٢h

i+١,j
)
,

vh٢i,٢j+١ =
١
٢
(
v٢h
i,j + v٢h

i,j+١
)
,

vh٢i+١,٢j+١ =
١
۴
(
v٢h
i,j + v٢h

i+١,j + v٢h
i,j+١ + v٢h

i+١,j+١
)
, ٠ ≤ i, j ≤ N

٢ − ١.
وجود عملگر این تعریف برای مختلفی راه های است. تحدید عملگر بعدی، انتقالی عملگر
را وزن دار کاملا روش ما اینجا در .[۴۶] وزن دار ٢کاملا́ و ١اینجکشن روش های جمله از دارد

،rvh = v٢h که می دهیم نشان r با را عملگر این دهیم. می  توضیح
v٢h
j =

١
۴
(
vh٢j−١ + ٢vh٢j + vh٢j+١

)
, ١ ≤ j ≤ n

٢ − ١.
زیر شکل به را آن می توان که است RN٢ −١ به RN−١ فضای از عملگری بالا، تحدید عملگر

داد: نمایش

rvh =
١
۴


١ ٢ ١

١ ٢ ١
١ ٢ ١





v١
v٢
v٣
v۴
v۵
v۶
v٧


h

=


v١
v٢
v٣


٢h

= v٢h, (١. ٢٩)

عملگر بعدی دو حالت در می باشد. برقرار تحدید و درونیاب عملگر بین r = ١٢p رابطه واقع در
که می کنیم تعریف rvh = v٢h رابطه با را تحدید

v٢h
ij =

١
١۶
[
vh٢i−١,٢j−١ + vh٢i−١,٢j+١ + vh٢i+١,٢j−١ + vh٢i+١,٢j+١

+ ٢(vh٢i,٢j−١ + vh٢i,٢j+١ + vh٢i−١,٢j + vh٢i+١,٢j)

+۴vh٢i,٢j
]
, ١ ≤ i, j ≤ N

٢ − ١.
−u′′ = ٠ جزئی مشتقات با معادله روی را ١ الگوریتم در شده ارائه شبکه ای دو روش حال
دستگاه به کنیم گسسته متناهی المان های روش به را معادله این اگر می کنیم. پیاده سازی
(١. ٢١) رابطه با شده تعریف ماتریس همان A که می رسیم. Au = ٠ همگن خطی معادلات

است.
1injection
2full weighting



٢٣ جبری معادلات دستگاه های حل برای چند شبکه ای روش های
دو‐ روش به ω = ٢٣ با وزن دار ژاکوبی روش از استفاده با را Au = ٠ دستگاه .٢ .۴ .١ مثال

اولیه شروع بردار و است شده افراز بخش ۶۴ به [٠, ١] ناحیه است. شده حل شبکه ای
vhj =

١
٢ [sin

(١۶jπ
N

)
+ sin

(۴٠jπ
N

)
],

است. شده داده نشان ۶ .١ شکل در نتایج می باشد.
A٢he٢h = d٢h حاصل مسأله می شود ملاحظه که همان طور چهارم گام در الگوریتم١، در
بدین کرد. اعمال نیز مسأله این روی را دوشبکه ای روش ایده می توان است. اولیه مسأله شبیه
رفتن مراحل می توان ترتیب همین به می شود. منتقل Ω۴h درشت تر شبکه به مسأله این ترتیب
درشت ترین از ترتیب به بعد برسیم. مطلوب جواب به که جایی تا داد ادامه را درشت  تر شبکه به
در را جواب اصلاح و کرده منتقل ظریف تر شبکه به گام به گام را خطا و مینیمم شروع شبکه
١V‐چرخه روش روش، این به برسیم. اولیه ظریف شبکه به که جایی تا می دهیم انجام گام هر

است. شده آورده الگوریتم٢ در روش این بسته فرم می شود. گفته
Algorithm 2 The standard V-cycle method vh ← V h(vh, fh)

1)Relax ν1 times on Ahuh = fh on Ωh with arbitrary initial guess vh.

2)If Ωh is coarsest grid, then go to step 4.

Else

d2h =← r(fh −Ahvh),

v2h ← 0,

v2h ← V 2h(v2h, f2h).

3)Correct vh ← vh + pv2h.

4)Relax ν times on Ahuh = fh with initial guess vh.

V‐چرخه و ٢µ‐چرخه مانند دیگری روش های می توان شد گفته آنچه مشابه روندی با
شبکه ای چند روش های از کلی خانواده یک µ‐چرخه روش کرد. تعریف را شبکه ای٣ چند کاملا
این به تا که روش هایی در می شود. شامل نیز را شده گفته به حال تا که روش هایی که است
سوال حال می شد. شروع ظریف شبکه از بردار یک اولیه حدس با چرخه شد، داده توضیح جا
این گردد. حاصل سریع تر همگرایی تا شود انتخاب چگونه اولیه حدس بردار این که است این
شبکه از ابتدا روش ها از دسته این در است. تو۴ در تو تکراری روش های ایده محرک سوال
می شود. استفاده ظریف شبکه در اصلی مسأله برای مناسب اولیه شروع بردار یافتن برای درشت
حال می کنیم. حل Ω٢h روی را اصلی مسأله ابتدا مناسب اولیه شروع بردار یافتن برای پس
بزنیم؟ حدس چگونه را شبکه این در مناسب اولیه شروع بردار که می شود مطرح سوال این

1V-cycle method
2µ−cycle
3Full multigrid V-cycle
4nested iteration



مقدماتی مفاهیم و تعاریف ٢۴

وارد می شود ملاحظه که همان طور می کنیم. منتقل Ω۴h درشت تر شبکه به را مسأله لذا
که الگوریتمی می کند. هدایت شبکه درشت ترین به را ما که شده ایم دیگری بازگشتی چرخه
نامیده V‐شبکه ای چند کاملا́ روش می کند، ترکیب V‐چرخه روش با را تودرتو روش  ایده
را [۴۶] و [١٠] ،[٢٣] مراجع می توان روش ها این مورد در بیشتر توضیحات برای می شود.

کرد. ملاحظه



٢۵ جبری معادلات دستگاه های حل برای چند شبکه ای روش های

حدس چپ: سمت اول سطر شکل .N = ۶۴ با −u′′ = ٠ معادله روی دو‐شبکه ای روش :۶ .١ شکل
شکل ژاکوبی. روش تکرار یک از بعد خطا راست: سمت اول سطر شکل .(w١۶ +w۴٢/(٠ جواب، اولیه
ژاکوبی روش تکرار یک راست: سمت وسط شکل ژاکوبی. روش تکرار سه از بعد خطا چپ: سمت وسط
چپ: سمت آخر سطر شکل ظریف. شبکه در خطا این با جواب اصلاح و درشت شبکه در خطا روی
شکل ظریف. شبکه در خطا این با جواب اصلاح و درشت شبکه در خطا روی ژاکوبی روش تکرار سه

قبل. گام جواب روی ژاکوبی روش تکرار سه از استفاده راست: سمت آخر سطر



مقدماتی مفاهیم و تعاریف ٢۶

مشتق جبری معادلات دستگاه حل برای چند شبکه ای روش  ٢ .۴ .١
سهموی دیفرانسیل معادلات گسسته سازی از شده

روش زیرا است. بیضوی دیفرانسیل معادلات حل برای کارا بسیار روشی شبکه ای چند روش
پیاده سازی بیضوی معادلات از حاصل جبری دستگاه روی راحتی به می توان را چند‐شبکه ای
جمله از زمان، به وابسته معادلات حل برای می توان را شبکه ای چند روش اصول نمود.
انجام موجی تخفیفی روش از استفاده با کار این داد. گسترش سهموی دیفرانسیل معادلات
کار روند می کنیم. سازی پیاده (١. ١١) مسأله روی را دو‐شبکه ای روش ادامه در است. پذیر
از مستقل دیفرانسیل معادلات سازی گسسته از حاصل جبری معادلات دستگاه با کار شبیه
دیفرانسیل معادلات دستگاه باید دو‐شبکه ای، روش گام هر در که تفاوت این با می باشد. زمان
گام‐ روش دو تفاوت ساده نمایی در ١. ٧ شکل در شود. حل موجی روش کمک به معمولی
هر در چپ) سمت (شکل گام‐زمانی روش در است. شده داده نمایش موجی روش و زمانی
سپس می شوند محاسبه کافی تکرارهای در فضایی شبکه نقاط همه در تابع مقادیر زمان گام
راست) سمت (شکل موجی روش در ولی می گردد تکرار کار این مجدداً و رفته بعد زمانی گام به
می کیم تکرار را معادلات حل جایی تا و می کنیم حل زمان به وابسته معادله یک ما تکرار هر در
معادلات برای روش این مزیت برسیم. خود نظر مورد خطای حد به یا مطلوب جواب به که
گام هر در محدود تکرارهای از حاصل که زمانی گام خطای که است این اساساً زمان به وابسته
شبکه کل روی یکنواخت خطای یک با ما واقع در نمی شود. منتقل بعد زمانی گام به می باشد

هستیم. روبرو فضا‐زمان

تکرارهای νi از منظور اینجا در راست). (شکل موجی روش و چپ) (شکل گام‐زمانی روش :١. ٧ شکل
می باشد. روش



٢٧ جبری معادلات دستگاه های حل برای چند شبکه ای روش های
شکل به را (١. ١١) معادله شد، داده توضیح ١. ٣. ٢ بخش در که همان طور

MBh
ẋ(ν) +MAh

x(ν) = NBh
ẋ(ν−١) +N

(ν−١)
Ah

+ fh, x(ν)(٠) = u٠, t > ٠, (١. ٣٠)
موجی روش از تکرار ν١ ،x(٠) = u(ν−١) اولیه شروع بردار گرفتن نظر در با حال می کنیم. تجزیه

می دهیم: تشکیل را باقیمانده معادله بعد گام در سپس می کنیم. اعمال معادله این روی را
dh = fh −Bhẋ

(ν١) +A
(ν١)
h = NBh

(ẋ(ν١−١) − ẋ(ν١)) +NAh
(x(ν١−١) − x(ν١)),

می کنیم: منتقل درشت شبکه به را حاصل باقیمانده معادله حال
BH v̇H +AHvH = rdh, vH(٠) = ٠, t > ٠.

شبکه در را معادله این است. اولیه معادله شبیه معادله این می شود ملاحظه که همان طور
یافتن از پس می کنیم. حل vH(٠) = ٠ اولیه شروع بردار با موجی تخفیفی روش به ،Ω٢h درشت
خطا این با را اولیه جواب و می نماییم منتقل ظریف شبکه به را حاصل گام، این در خطا مقدار

می بخشیم: بهبود
x̄ = x(ν١) + pvH . (١. ٣١)

اولیه شروع بردار با (١. ٣٠) معادله روی را موجی تخفیفی روش تکرار ν٢ آخر، گام در آن از پس
است. شده بیان ٣ الگوریتم در گام به گام به صورت کار مراحل می کنیم. اعمال ،(١. ٣١)

شروع با لذا می باشد، (١. ١١) معادله همانند (١. ٣٠) معادله تحلیلی جواب اینکه به توجه با
می توان جایگذاری، روند همین ادامه و vH ازای به تحلیلی جواب جایگذاری و (١. ٣١) رابطه از

داد: نمایش زیر به صورت را الگوریتم٣ ۵ تا ٢ گام های اعمال از حاصل ماتریس
Cu(t) =

(
I − pB−١

H rBh

)
u(t) + Ccu(t),

cc(t) = pe−B−١
H AH tB−١

H

(
AHB

−١
H rBh − rAh

) هسته با ولترا کانولوشن نوع از عملگری Cc که
فرم به را دو‐شبکه ای روش می توان الگوریتم٣، در ٧ و ۶ ،١ گام های اعمال به توجه با است.

از: است عبارت آن تکرار ماتریس که نوشت u(ν) =Mu(ν−١) +Φ تکراری
Mu(t) = Kν٢CKν١ , (١. ٣٢)

خواهد زیر به صورت فوق معادله دوباره آرایش است. ١۴ .١ استاندارد موجی تخفیفی عملگر K
بود:

Mu(t) = (M−١
Bh
NBh

)ν٢(I − pB−١
H rBh)(M

−١
Bh
NBh

)ν١u(t) +Mcu(t), (١. ٣٣)
تبدیل و mc با را آن هسته که می باشد Cc و Kc ولترا کانولوشن عملگر های خطی Mcترکیب که
استفاده عدم Mcو عبارت ظاهری پیچیدگی دلیل به می دهیم. نمایش Mc(z) با را آن لاپلاس
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Algorithm 3 The classical two-grid waveform relaxation based on the

Gauss-Seidel smoother TGW (u
(ν)
h (t), Fh(t), ν1, ν2) = u

(ν+1)
h (t)

If we are on the coarsest grid, then solve the following equation by a direct

or fast solver

Bh0u̇
ν+1
h0

(t) +Ah0u
ν+1
h0

(t) = Fh0(t).

Else

(Presmoothing) Perform ν1 steps of Gauss-Seidel waveform relaxation,

vνh(t) = Sν1 (uν
h(t)).

(Coarse grid correction)

Compute the defect

d̄νh(t) = Fh(t)−Bhv̇
ν
h(t)−Ahv

ν
h(t)

Restrict the defect

d̄ν2h(t) = rd̄νh(t)

Solve the following defect equation,

B2hė
ν
2h(t) +A2he

ν
2h(t) = d̄ν2h(t), e

ν
2h(0) = 0

Interpolate the correction

eνh(t) = peν2h(t)

Correct the current approximation with the interpolation of the correction,

vν+1
h (t) = vνh(t) + eνh(t).

(Postsmoothing) Perform ν2 steps of Gauss-Seidel waveform relaxation,

uν+1
h (t) = Sν2

(
vν+1
h (t)

)
.

End If

از نیز عملگر این که است واضح البته می نماییم. خودداری آن ارائه از ادامه، در آن مستقیم
می باشد. ولترا کانولوشن نوع

باشد. (e(ν) = u(ν) − u) موجی دو‐شبکه ای روش گام νمین خطای e(ν) کنیم فرض
است: زیر به صورت عبارت این لاپلاس تبدیل .e(ν) =Me(ν−١) بنابراین

ẽ(ν)(z) =
(
(M−١

Bh
NBh

)ν٢(I − pB−١
H rBh)(M

−١
Bh
NBh

)ν١ +Mc(z)
)
ẽ(ν−١)(z)

= M(z)ẽ(ν−١)(z),

که
M(z) = Kν٢(z)(I − p(zBH +AH)−١r(zBh +Ah))K

ν٢(z),

K(z) = (zMBh
+MAh

)−١(zNBh
+NAh

).



٢٩ جبری معادلات دستگاه های حل برای چند شبکه ای روش های
است. شده بررسی دو‐شبکه ای موجی تخفیفی روش همگرایی زیر قضیه در

است C[٠, T ] در کراندار عملگری ،Mدو‐شبکه ای موجی تخفیفی روش عملگر .١ .۴ .١ قضیه
و

ρ(M) = ρ((M−١
Bh
NBh

)ν٢(I − pB−١
H rBh)(M

−١
Bh
NBh

)ν١). (٣۴ .١)
با لذا .mc ∈ C[٠, T ] داریم هستند، پیوسته [٠, T ] روی دو هر Cc و Kc اینکه به توجه با برهان.

می شود. نتیجه اثبات ١. ١. ١ لم از استفاده





٢ فصل
جدید موجی دو‐شبکه ای روش

افزایش جهت در جزئی مشتقات با دیفرانسیل معادلات حل برای کارآمد حل روش یک طراحی
استفاده ظریف بسیار شبکه از که زمانی بالا، محاسباتی هزینه تحمیل بدون همگرایی سرعت
در ١فدرنکو جهت، همین به است. بوده اخیر دهه های چالش های از یکی همواره می   کنیم،
روی نیز دیگر محققان از بسیاری او از پس کرد. ارائه را دو‐شبکه ای روش ایده اولین [٣٠ ،٢٩]
شبکه ای، چند کاملا ٢روش ارائه روش، این همگرایی آنالیز روی بحث کردند. کار موضوع این
دستاوردهایی همگی جبری، شبکه ای چند روش و غیرخطی معادلات برای شبکه ای چند روش
راستای در .[۴۴ ،٢ ،۴۵ ،۵ ،۴ ،٣ ،٣٧ ،٢٠] بوده اند، شبکه ای چند روش های بهبود جهت در
که است شده ارائه بیضوی معادلات روی دو‐شبکه ای جدید روش [١٨] در هدف، همین
آنالیز همچنین می دهیم. گسترش زمان به وابسته معادلات روی بر را روش این فصل این در
روش و استاندارد موجی دو‐شبکه ای روش با مقایسه جهت عددی نتایج و روش این همگرایی

است. شده گنجانده فصل این انتهای در شبکه ای، غیر موجی
می گیریم: نظر در زیر به صورت را گرما معروف معادله

Dtu(x, t)−∆u(x, t)) = f(x, t), x ∈ Ω, t > ٠,
u(x, t) = ٠, on ∂Ω, t > ٠,
u(x, ٠) = g(x), x ∈ Ω,

(٢. ١)

1Federenko
2full multigrid (FMG)

٣١



جدید موجی دو‐شبکه ای روش ٣٢
فرض متناهی المان های روش پیاده سازی برای است. ∂Ω مرز با کراندار ناحیه یک Ω ⊂ R٢ که
و رأس یک تهی، آن از دلخواه المان دو هر که به طوری باشد Ω از بندی مثلث یک Ωh کنید
و پیوسته تکه ای توابع از متشکل متناهی المان های فضای را Vh همچنین باشد. ضلع یک یا
می کنند. اختیار را صفر مقدار ∂Ω مرز روی که به طوری می گیریم نظر در Ωh روی شده تعریف

می کند: صدق زیر معادله در uh ∈ Vh گسسته تقریب
(Dtuh, vh) + a (uh, vh) = (f, vh), vh ∈ Vh,

آن در که
(Dtuh, vh) =

∫
Ω
(Dtuh)vh dx, (f, vh) =

∫
Ω
fvh dx, (٢. ٢)

a (uh, vh) =

∫
Ω
∇uh · ∇vh dx. (٢. ٣)

می گیریم. در نظر ،Vh برای پایه ای را {ϕ١, . . . , ϕN} شده، داده توضیح اول فصل در که همانطور
جایگذاری با است. Ωh شبکه از درونی نقطه یک xj که ϕi(xj) = δij داریم دیگر، عبارت به

داریم: (٢. ٢) معادله در uh =
N∑
i=١

ui(t)ϕi(x) تابع تقریب

(Dtuh, ϕj) + a (uh, ϕj) = (f, ϕj), j = ١,٢, . . . , N.
می رسیم: زیر معمولی دیفرانسیل معادله به محاسبات اندکی با نتیجه در
Bhu̇h(t) +Ahuh(t) = Fh(t), uh(٠) = gh, t > ٠, (۴ .٢)

شده اند: تعریف زیر به صورت ترتیب به راست سمت بردار و ضرایب ماتریس ،u بردار که
uh(t) = [u١(t), u٢(t), . . . , uN (t)]t ∈ RN , (۵ .٢)

Ah, Bh ∈ RN×N , (۶ .٢)
Fh(t) = [(f, ϕ١), (f, ϕ٢), . . . , (f, ϕN )]T ∈ RN . (٢. ٧)

در دارد. وجود زیادی روش های (۴ .٢) معمولی دیفرانسیل معادلات دستگاه حل برای
دو روش همچنین و استاندارد دو‐شبکه ای روش موجی، ‐سایدل گاوس روش از فصل این
فصل در اول روش دو می کنیم. مقایسه هم با را آن ها و کرده استفاده جدیدموجی  شبکه ای
خواهیم بررسی را آن همگرایی آنالیز و جدید دو‐شبکه ای روش ادامه در شد، داده توضیح قبل
بدین می شود. اعمال مسأله فضایی بعد روی تنها سازی ١درشت روش این اعمال برای کرد.
مستقیما درشت، شبکه روی ضرایب ماتریس می گیریم. نظر در را Ω٢h ⊂ Ωh شبکه دو منظور
انتقال برای .٢ DCA روش آمد، خواهد بدست شبکه آن روی گسسته سازی از استفاده با

1coarsening
2Discretization Coarse-grid Approximation



٣٣ جدید دو‐شبکه ای روش
استفاده نقطه  ای نه خطی دو درونیاب ماتریس فشرده ١فرم از درشت به ریز شبکه از بردارها
نظر در درونیاب ماتریس فشرده فرم الحاقی ماتریس نیز تحدید ماتریس فشرده فرم می کنیم.

است. شده گرفته

جدید دو‐شبکه ای روش ٢. ١
باشد: زیر به صورت اولیه حدس کنیم فرض ،(NTGW)موجی جدید دو‐شبکه ای روش در

x̃(t) = x(ν١)(t) + wx̄(t),

وزن پارامتر است. استاندارد دو‐شبکه ای روش اولیه حدس x٠(t) و x(ν١)(t) = Kν١x٠(t) که
گاوس‐سایدل مانند تکراری روش یک تکرار ماتریس Kν١ می گیریم. نظر در صفر غیر را w
روش به زیر معادله حل از نیز x̄(t) بردار می شود. داده نشان ν١ با آن تکرارهای تعداد که است

می گردد: محاسبه استاندارد دو‐شبکه ای
Bhu̇(t) +Ahu(t) =

١
w٢ (fh(t)−Bhẋ

(ν١)(t)−Ahx
(ν١)(t)).

کار به استاندارد دو‐شبکه ای روش به (۴ .٢) معادله حل برای را x̃ اولیه حدس می توان حال
کرد. مشاهده زیر الگوریتم در می توان را جدید دو‐شبکه ای روش الگوریتم گرفت.

Algorithm 2 The new two-grid waveform relaxation

NTGW (u
(ν−1)
h , fh, w, ν1, ν2, ν3)→ u

(ν)
h

1)Set x0 = u
(ν−1)
h , and x(ν1) = K(ν1)x0.

2)Put f ′h = 1
w2 (fh −Bhẋ

(ν1) −Ahx
(ν1)).

= 1
w2 [NBh

(ẋ(ν1) − ẋ(ν1−1)) +NAh
(x(ν1) − x(ν1−1))].

3)Compute x̄ by TGW (x(ν1), f ′h, 0, ν2)→ x̄.

4)x̃ = x(ν1) + wx̄.

5)Compute u
(ν)
h by TGW (x̃, fh, 0, ν3)→ u(ν).

جدید دو‐شبکه ای روش همگرایی بررسی ٢. ٢
دو‐شبکه ای روش همگرایی آنالیز می کنیم. بررسی را دو‐شبکه ای روش همگرایی ادامه در
لاپلاس تبدیل همچنین و ولترا انتگرال معادلات نظریه پایه بر بخش این در شده ارائه جدید
که همان طور می باشد. زمان، از مستقل شکل به مسأله کاهش جهت زمان متغیر به نسبت

1Stencil



جدید موجی دو‐شبکه ای روش ٣۴
دو‐شبکه ای روش تکراری شکل به نیاز همگرایی آنالیز این ارائه برای شد بیان پیش فصل در

است. شده بیان زیر لم در آن در دخیل پارامترهای که داریم جدید
شکل به تکراری تقریب روش یک عنوان به می توان را NTGW روش .٢. ٢. ١ لم

می شود: بیان زیر عبارت با N اپراتور که گرفت نظر در u(ν) = Nu(ν−١) + ψ

Nu(t) = Kν٣CRKν١u(t), (٢. ٨)
١عملگر CR و است) نظر مورد گاوس‐سایدل روش اینجا (در موجی تکراری روش K همچنین

است: زیر شکل به شده تعریف موجی جدید دو‐شبکه ای اصلاحگر
CRu(t) =

(
I − pB−١

H rBh

)(
I +wKν٢

(
I −

(
١ +

١
w٢
)
pB−١

H rBh

))
u(t) + CRcu(t),

می باشد. ولترا کانوولوشن جنس از اپراتوری CRc بالا عبارت در که
مسأله روی استاندارد دو‐شبکه ای روش اعمال شد، بیان این از پیش که همچنان برهان.
می شود. جدید دو‐شبکه ای روش به منجر ،x̃ = x(ν١) + wx̄ اولیه حدس با ،۴ .٢ اولیه مقدار
و می گیریم الهام استاندارد دو‐شبکه ای روش آنالیز از جدید روش همگرایی بررسی برای لذا

می کنیم: دنبال را زیر مراحل
می آوریم، بدست را x̄ محاسبه جهت صریح تکراری روش ابتدا ‐١

می یابیم، را u(ν)h محاسبه برای صریح تکراری روش مشابه، طریق به سپس ‐٢
حدس عنوان به x̃ عبارت در x̄ برای آمده بدست معادل عبارت دادن قرار با انتها، در ‐٣
دو‐ روش برای کلی صریح تکراری تقریب می توان استاندارد، دو‐شبکه ای روش اولیه

آورد. بدست را جدید شبکه ای
شود: اعمال باید زیر مراحل ،x̄ محاسبه جهت درشت شبکه اصلاح مرحله در

i- dh(t) = Bhẋ
(ν1)(t) +Ahx

(ν1)(t)− f ′h(t),

ii- dH(t) = rdh(t),

iii- BH v̇(t)H +AHvH(t) = dH(t), vH(0) = 0,

iv- x̄ = x(ν1) − pvH .

تحلیلی به صورت و کرده جایگذاری iii گام معادله راست سمت در را dH(t) باقیمانده معادله
می گردد: محاسبه زیر به صورت vH(t) نتیجه در می کنیم، حل

vH(t) = e−B−١AtvH(٠) +
∫ t

٠ eB
−١A(s−t)B−١dH(s) ds,

1new two-grid correction waveform operator



٣۵ جدید دو‐شبکه ای روش همگرایی بررسی
می آوریم: بدست و داده قرار iv گام معادله در را عبارت این سپس

x̄ = xν١ − p(
∫ t

٠ eB
−١
H AH(s−t)B−١

H r[(١ +
١
w٢ )Bh ˙xν١ + (١ +

١
w٢ )Ahx

ν١ − ١
w٢ fh] ds)

= x(ν١)(t) + ١
w٢ p

∫ t

٠ eB
−١
H AH(s−t)B−١

H rfh ds

− (١ +
١
w٢ )p

∫ t

٠ eB
−١
H AH(s−t)B−١

H rAhx
(ν١)(s) ds

− (١ +
١
w٢ )p

∫ t

٠ eB
−١
H AH(s−t)B−١

H rBhẋ
(ν١)(s) ds, (٢. ٩)

می توان ،(٢. ٩) عبارت در هستند. کننده تحدید و درونیاب اپراتورهای ترتیب به r و p که
نمود: جایگزین زیر عبارت با را مشتق عبارت

− (١ +
١
w٢ )p

∫ t

٠ eB
−١
H AH(s−t)B−١

H rBhẋ
(ν١)(s) ds

=

∫ t

٠ eB
−١
H AH(s−t)B−١

H rBhẋ
(ν١)(s) ds± eB

−١
H AH(s−t)B−١

H AHB
−١
H rBhx

(ν١)

=

∫ t

٠
d

ds

(
eB

−١
H AH(s−t)B−١

H rBhx
(ν١)(s)

)
ds−

∫ t

٠ eB
−١
H AH(s−t)B−١

H AHB
−١
H rBhx

(ν١)(s) ds

= B−١
H rBhx

(ν١)(t)− e−B−١
H AH tB−١

H rBhx
(ν١)(٠)−

∫ t

٠ eB
−١
H AH(s−t)B−١

H AHB
−١
H rBhx

(ν١)(s) ds.

(٢. ١٠)
محاسبه برای صریح تکراری تقریب ،(٢. ٩) عبارت جای به (٢. ١٠) عبارت جانشینی با نتیجه در

می آید: بدست زیر به صورت x̄
x̄ =M١x(ν١)(t) +Kν٢ϕ١(t),

که
M١x(ν١)(t) = Kν٢C١x(ν١)(t),

C١x(ν١)(t) = (I − (١ +
١
w٢ )pB−١

H rBh)x
(ν١)(t) + C١cx(ν١)(t),

C١cx(ν١)(t) = C١c ⋆ x(ν١)(t) =
∫ t

٠ C١c(t− s)x(ν١)(s) ds,

C١c(t) = (١ +
١
w٢ )pe−B−١

H AH tB−١
H (AHB

−١
H rBh − rAh),

و
ϕ١(t) = (١ +

١
w٢ )pe−B−١

H AH tB−١
H rBhx

(ν١)(٠) + ١
w٢ p

∫ t

٠ eB
−١
H AH(s−t)B−١

H rfh ds.

آورد: بدست زیر به صورت را u(ν) محاسبه برای صریح تکراری تقریب می توان مشابه، طریق به
u(ν) =M٢x̃(t) +Kν٣ϕ٢(t), (٢. ١١)



جدید موجی دو‐شبکه ای روش ٣۶
که

M٢x̃(t) = Kν٣C٢x̃(t),
C٢x̃(t) = (I − pB−١

H rBh)x̃(t) + C٢cx̃(t),

C٢cx̃(t) = C٢c ⋆ x̃(t) =
∫ t

٠ C٢c(t− s)x̃(s) ds,

C٢c = pe−B−١
H AH tB−١

H (AHB
−١
H rBh − rAh),

و

ϕ٢(t) = pe−B−١
H AH tB−١

H rBhx̃(٠) + p

∫ t

٠ eB
−١
H AH(s−t)B−١

H rf(s) ds.

بدست و داده قرار (٢. ١١) معادله در را x(ν١) = K١u(ν−١) و x̃ = xν١ + wx̄ عبارت حال
می آوریم:

u(ν) = Nu(ν−١) + ψ,

Nu(t) = Kν٣CRKν١u(t),

CRu(t) = (I − pB−١
H rBh)(I +wKν٢(I − (١ +

١
w٢ )pB−١

H rBh))u(t) + CRcu(t),

CRcu(t) = C٢c ⋆ (I +wKν٢(I − (١ +
١
w٢ )pB−١

H rBh))u(t) + w(I − pB−١
H rBh)Kν٢(C١c ⋆ u(t))

+ wC٢c ⋆ (Kν٢C١c ⋆ u(t)).

بنابراین، ψ = wKν٣C٢Kν٢ϕ١ +Kν٣ϕ٢ که

Nu(t) = (M−١
Bh
NBh

)ν٣(I − pB−١
H rBh)×

(I +w(M−١
Bh
NBh

)ν٢(I − (١ +
١
w٢ )pB−١

H rBh))(M
−١
Bh
NBh

)ν١u(t) +Ncu(t).

خود لذا و بوده CRc و Kc ولترا کانوولوشن های عبارت از خطی ترکیب از متشکل Nc عبارت
بود. خواهد ولترا کانوولوشن نوع از نیز

به باشد، جدید موجی دو‐شبکه ای روش تکرار νمین از حاصل خطای e(ν) کنیم فرض
.e(ν) = N e(ν−١) که می گیریم نتیجه ٢. ٢. ١ لم از استفاده با .e(ν) = u(ν) − u دیگر عبارت



٣٧ جدید دو‐شبکه ای روش همگرایی بررسی
بود: خواهد زیر به صورت معادله این لاپلاس تبدیل بنابراین

ẽ(ν) = Nẽ(ν−١),
N = Kν٣RKν١ ,

K = (zMBh
+MAh

)−١(zNBh
+NAh

),

R = (I − pB−١
H rBh)(I +wKν٢(I − (١ +

١
w٢ )B−١

H rBh))ẽ
(ν−١)

+ L(I +wKν٢(I − (١ +
١
w٢ )B−١

H rBh))ẽ
(ν−١)

+w(I − pB−١
H rBh)K

ν٢ [(١ +
١
w٢ )L]ẽ(ν−١) +wL[(١ +

١
w٢ )L]ẽ(ν−١)

+ Lẽ(ν−١),
L = p(AH + zBH)−١(AHB

−١
H rBh − rAh).

و متناهی زمان حالت دو در را جدید موجی دو‐شبکه ای روش همگرایی می توان حال
آورد. بدست زیر لم دو از استفاده با نامتناهی زمان

و بوده C[٠, T ] در کراندار اپراتور یک ،N جدید، موجی دو‐شبکه ای روش اپراتور .٢. ٢. ٢ لم
داریم:

ρ(N ) = ρ((M−١
Bh
NBh

)ν٣(I − pB−١
H rBh)×

(I +w(M−١
Bh
NBh

)ν٢(I − (١ +
١
w٢ )pB−١

H rBh))(M
−١
Bh
NBh

)ν١).
(٢. ١٢)

هسته که گرفت نتیجه می توان لذا است، پیوسته [٠, T ] روی CRc و Kc عملگر دو هر برهان.
اپراتور طیفی شعاع برای شده ارائه عبارت ١. ١. ١ لم بنابراین است. پیوسته [٠, T ] روی نیز Nc

می کند. اثبات را N
باشند مثبت حقیقی قسمت ١−Mدارای

Bh
MAh

١−Bو
H AH ویژه مقادیر همه کنیم فرض .٢. ٢. ٣ لم

طیفی شعاع با کراندار عملگر یک N آنگاه ،١ ≤ p < ∞ که باشد Lp(٠,∞) در عملگری N و
می باشد: زیر به صورت شده تعریف

ρ(N ) = sup
Re(z)≥٠

ρ(N(z)) = sup
ξ∈R

ρ(N(iξ)). (٢. ١٣)

.i٢ = −١ که
موجی عملگر کرانداری از می توان را M−١

Bh
MAh

و B−١
H AH حقیقی بخش بودن مثبت برهان.

عبارت از دیگر، طرف از گرفت. نتیجه ΩH روی (١. ٩) معادله تحلیلی جواب کرانداری از و K
M−١

Bh
MAh

و B−١
H AH ویژه مقادیر حقیقی بخش بودن مثبت و Nc(z) = N − limz→∞N(z)



جدید موجی دو‐شبکه ای روش ٣٨
میل صفر به بی نهایت در که z از کسری توابع Nc(z) عبارت متغیرهای که می گیریم نتیجه
استفاده با و مطلب این به توجه با هستند. منفی حقیقی بخش دارای آنها قطب های و می کنند
١. ١. ٢ لم به توجه با لذا است. شده واقع L(∞,٠)١ در Nc که می گیریم نتیجه لاپلاس تبدیل از

می شود. کامل اثبات

عددی نتایج ٢. ٣
استاندارد موجی دو‐شبکه ای روش موجی، گاوس‐سایدل روش سه عددی جواب بخش این در
به می کنیم. مقایسه هم با مثال دو با همگرایی نظر از را جدید موجی دو‐شبکه ای روش و

می گیریم: نظر در را زیر بعدی دو گرمای معادله منظور این
∂u

∂t
−∆u = f, (x, y) ∈ [٠, ١]× [٠, ١], t ∈ [٠, ١].

روش گسسته سازی جدید، دو‐شبکه ای روش و متداول دو‐شبکه ای روش روش، دو هر در
می کنیم. استفاده را فضایی شده مثلث بندی شبکه روی خطی پایه های با متناهی المان های
دیفرانسیل معادلات دستگاه به منجر گسسته سازی این شد اشاره نیز پیش تر که همانطور

می گردد: زیر معمولی
Bhu̇h(t) +Ahuh(t) = Fh(t).

می توان سختی و جرم ماتریس ارائه برای می کنیم کار منظم گسسته شبکه که هنگامی
فشرده فرم فرم برد. بهره ماتریس ها جامع ١گردآوری جای به ماتریس فشرده فرم رویکرد از

است: زیر به صورت Ah و Bh ماتریس های

Bh =
١

١٢


١ ١

١ ۶ ١
١ ١

 , Ah =
١
h٢


−١

−١ ۴ −١
−١

 .
داد: نمایش زیر ماتریسی فشرده فرم شکل به را I٢h

h کننده تحدید عملگر می توان همچنین

I٢h
h =

١
٨


١ ١

١ ٢ ١
١ ١

 .
.[۴٢] است محاسبه قابل I٢h

h = ١۴Ih٢h رابطه از آن با متناظر Ih٢h درونیاب اپراتور که
است: شده استفاده زیر رابطه از همگرایی عامل محاسبه برای ٢. ٣ و ۴ .۵ جدول در

ρ(ν) =
||e(ν)h ||

||e(ν−١)
h ||

.

1Assembly procedure



٣٩ عددی نتایج
این داریم. بهینه ω مقدار داشتن به نیاز جدید، موجی دو‐شبکه ای روش عددی حل برای

است. محاسبه قابل زیر الگوریتم از استفاده با [١٨] به توجه با پارامتر
Agorithm 3 The optimum value of the parameter ω.

1) q = (aa : hh : bb); (where aa = a−1
a2

, bb = 1−a
a2

and 0 < hh < 1)

2)for k = 1 : length(q)

ω = q(k);

u = Applying Algorithm 2;

error = uexact − u;

max(k) = Compute infinity norm of the error;

end

3) plot (q,max).

و پیش یک از استفاده با و ۴٩×۴٩ فضایی شبکه روی پارامتر این محاسبه از حاصل نتایج
نمایش ٢. ١ شکل در جدید موجی دو‐شبکه ای روش در موجی سایدل گاوس روش تکرار پس

است. شده داده

.ν١ = ν٢ = ν٣ = ١ تکرارهای با ۴٩× ۴٩ شبکه روی ω پارامتر بهینه مقدار :٢. ١ شکل

١١٢٨ ١۶۴ ١٣٢ ١١۶ ١٨ h
٠٫٠٨۴٧ ٠٫١١٠٧ ٠٫١٨٨٧ ٠٫۶١٧٩ ٠٫٨٠٩١ ω پارامتر بهینه مقدار

.h مختلف مقادیر ازای به ω پارامتر بهینه مقادیر :٢. ١ جدول



جدید موجی دو‐شبکه ای روش ۴٠
شده داده نشان ٢. ١ جدول در متفاوت شبکه چند برای پارامتر این بهینه مقادیر همچنین

است.
به گونه ای را (١. ٨) گرما انتقال معادله دیریکله و مرزی شرایط عددی، مثال اولین عنوان به

کند: صدق زیر معادله در که می گیریم نظر در
u(x, y, t) = t٢ sin

(πx
٢
)
sin
(πy

٢
)
,

با ثابت فضایی شبکه روی خطی پایه های با متناهی المان های روش با را مسأله این حال
کرانک‐ روش زمانی بخش گسسته سازی برای می کنیم. گسسته سازی ،h = ٧−٢ گام اندازه
روش شد، ذکر نیز پیش تر که همان طور ٠٫٠٠١ تا ٠٫٠۴ از متغیر گام اندازه با را نیکلسون
مورد وزن دار کاملا́ شبکه ای بین تبدیل عملگر های با همراه شبکه سازی درشت استاندارد
مستقیم به طور درشت تر شبکه روی سختی و جرم ماتریس های همچنین می گیرد. قرار استفاده
همگرایی عامل نتایج ۴ .۵ جدول در می گرددند. محاسبه دوباره گسسته سازی از استفاده با
دو‐شبکه ای روش و متداول دو‐شبکه ای روش گاوس‐سایدل روش سه مقایسه جهت عددی
معادله خطای کاهش برای لازم تکرارهای تعداد جدول این در است. شده داده نشان جدید
خطای نرم همچنین و روش هر اجرای برای لازم زمان همراه به ،١٠−١٠ مقدار به باقیمانده
همگرایی مشاهده از پس می شود ملاحظه که همان طور است. شده ارائه روش ها این محاسباتی
مورد گسسته سازی که چرا بود خواهد یکسان روش سه هر برای خطا نرم روش ها، از یک هر در
شده گزارش همگرایی عامل نتایج از که همچنان می باشد. یکسان روش سه هر برای استفاده

می  باشد. دیگر روش دو از کاراتر شده پیشنهاد شبکه ای دو روش است، مشاهده قابل



۴١ عددی نتایج
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جدید موجی دو‐شبکه ای روش ۴٢
گونه ای به (١. ٨) گرما انتقال معادله اولیه شرط و دیریکله مرزی شرایط دوم، مثال برای

تحلیلی جواب در و بوده صفر غیر که شده اند انتخاب
u(x, t) = ١ + sin(πx/٢) sin(πy/٢) exp(−π٢t/٢),

گام طول با خطی پایه های با متناهی المان های گسسته سازی نیز مثال این در می کنند. صدق
گام های طول با زمان، پارامتر نیکلسون کرانک گسسته سازی و h = ٧−٢ ثابت فضایی شبکه
عددی همگرایی عامل نتایج ٢. ٣ جدول در است. شده گرفته نظر در ٠٫٠٠١ تا ٠٫٠۴ از متغیر
جدید دو‐شبکه ای روش و متداول دو‐شبکه ای روش گاوس‐سایدل روس سه مقایسه جهت
خطای نرم که دادیم ادامه جایی تا را مذکور روش های تکرارهای تعداد است. شده داده نشان
مقدار به عددی همگرایی عامل وضعیتی چنین در شود. کوچکتر ١٠−١٠ از باقیمانده معادله
محاسباتی خطای نرم همچنین و روش هر اجرای برای لازم زمان می شود. همگرا خود ثابت
هر برای خطا نرم می شود ملاحظه که همان طور است. شده ارائه جدول در نیز روش ها این
یکسان روش سه هر برای استفاده مورد گسسته سازی که چرا بود خواهد یکسان روش سه
دو روش است، مشاهده قابل شده گزارش همگرایی عامل نتایج از که همچنان می باشد.

می  باشد. دیگر روش دو از کاراتر شده پیشنهاد شبکه ای



۴٣ عددی نتایج
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٣ فصل
LFA فوریه همگرایی تحلیل

روش های همگرایی عامل پیش بینی روش یک [٣١ ،۴٢ ،٢٨] محلی فوریه ١تحلیل روش
روش یک در درگیر عملگرهای رفتاری بررسی روش، این اصلی ایده می باشد. شبکه ای چند
LFA روش است. نمایی توابع جنس از پایه هایی با شده ساخته فضایی روی چند شبکه ای
شبکه ای چند روش یک طراحی برای عددی همگرایی تحلیل روش های قدرتمند ترین از یکی
معرفی [۴] برنت توسط ابتدا در روش این می باشد. جزئی مشتقات مسائل همه روی بر کارآمد
پیش تمام بخش این در .[٢٨ ،٢٢] شد ارائه آن برای بهبودهایی و یافت گسترش آن از پس و
نظر مورد مسائل روی را روش این به سادگی بتوان که می شوند بیان به گونه ای لازم نیازهای

کرد. سازی پیاده
است: زیر شکل به شبکه ای توابع پایه بر همگرایی تحلیل روش این اساس

ϕ(θ,x) = eiθx/h = eiθ١x١/h١eiθ٢x٢/h٢ ,

که θ = (θ١, θ٢) ،x = (x١, x٢) داریم Gh نامتناهی شبکه روی به طوری که
Gh = {x = kh = (k١h١, k٢h٢), k ∈ Z}.

است: برقرار شبکه ای توابع برای زیر رابطه x ∈ Gh هر برای
ϕ(θ,x) = ϕ(θ′,x)⇐⇒ θ١ = θ′١(mod٢π), θ٢ = θ′٢(mod٢π),

1Local Fourier Analysis

۴۵



LFA فوریه همگرایی تحلیل ۴۶
بگیریم. نظر در θ ∈ [−π, π) و x ∈ Gh ازای به را شبکه ای توابع است کافی بنابراین

داریم. نیاز بررسی مورد معادله ماتریسی فشرده فرم به فوریه همگرایی تحلیل اعمال برای
گرفت: نظر در زیر شکل به Lh گسسته عملگر یک می توان جزئی، مشتقات مسأله هر با متناظر

Lh = [sk]h, k = (k١, k٢) ∈ Z٢,

آن، در که
Lhwh(x) =

∑
k∈V

skwh(x+ kh).

متناظر که می باشد متناهی اندیس مجموعه یک V و هستند ثابت ضرایب skها بالا رابطه در
شدن واضح برای هستند. صفر غیر مقادیر دارای که است Lh گسسته عملگر از مکان هایی با
آن برای را ماتریسی بسته فرم و Lh گسسته عملگر و می گیریم نظر در را زیر مثال بالا عبارات

می کنیم. محاسبه
تفاضلات گسسته سازی می گیریم. نظر در مرزی شرایط بدون را ١پواسون معادله .٣. ٠. ١ مثال

می آید: بدست زیر شکل به معادله این متناهی
Lhuh)(x, y) = −∆huh(x, y)

= − ١
h٢ [۴uh(x, y)− uh(x− h, y)− uh(x+ h, y)− uh(x, y − h)− uh(x, y + h)],

داد: نمایش زیر به صورت می توان را بالا رابطه بسته ماتریسی فرم

−∆huh(x, y) =
١
h٢


−١

−١ ۴ −١
−١

uh(x, y). (٣. ١)

گسسته عملگر هر ویژه توابع ،ϕ(θ,x) شبکه ای توابع همه ،−π ≤ θ ≤ π ازای به .٣. ٠. ١ لم
دیگر عبارت به .[٢٢] می باشند

Lhϕ(θ,x) = L̃h(θ)ϕ(θ,x), x ∈ Gh,

آن، در که
L̃h(θ) =

∑
k∈V

ske
iθ.k. (٣. ٢)

می نامیم. Lh ویژه مقدار را L̃h(θ)

برهان.
Lhϕ(θ, x) =

∑
k

skϕ(θ, x+ kh) =
∑
k

ske
iθ·(x+kh)/h =

∑
k

ske
iθ·keiθ·x/h = (

∑
k

ske
iθ·k)ϕ(θ, x)

1Poisson



۴٧
ترکیب حسب بر می توان را Gh روی شده تعریف ،uh(x) شبکه ای، تابع هر دیگر، بیان به

داد: نمایش زیر شکل به ،ϕh(θ, x) = eθx فوریه، ١مدهای خطی

uh(x) =
∑

θ∈(−π,π]

cθϕh(θ, x), x ∈ Gh. (٣. ٣)

فوریه فضای مولد فوریه مدهای که شود توجه هستند. ثابت ضرایبی cθ رابطه این در

F(Gh) = {ϕh(θ, .), θ ∈ (−π, π]},

می باشند. شد، تعریف پیش تر که گسسته عملگر ویژه تابع همچنین و

زیر به صورت Lh = −∆h لاپلاس گسسته عملگر ویژه مقادیر ٣. ٠. ١ لم به توجه با .٣. ٠. ٢ مثال
آید: می بدست

L̃h(θ) =
١
h٢ (۴− (eiθ١ + eiθ٢ + e−iθ١ + e−iθ٢)) = ٢

h٢ (٢− (cos θ١ + cos θ٢)).

را روش می توان شد، بیان فوریه همگرایی تحلیل روش برای لازم نیازهای پیش که حال
داد. توضیح پواسون، معادله روی خاص طور به اینجا در زمان، از مستقل معادله یک روی

روش در دخیل عملگرهای اثر کردن مشخص فوریه همگرایی تحلیل هدف خلاصه به طور
روش اثر می توان همواری بخش ٢تحلیل در است. ϕ(θ, x) فوریه های مد روی شبکه ای چند
فضای روی دو‐شبکه ای روش عملکرد کرد. بررسی را خطا نوسانی بخش حذف در تکراری
تکراری روش روی بر را همواری تحلیل ابتدا در است. معروف دو‐شبکه ای تحلیل به فوریه
و درشت شبکه اصلاحی عملگرهای اثر تحلیل سپس می کنیم بررسی گاوس‐سایدل متداول
می دهیم. قرار مطالعه مورد کامل دو‐شبکه ای تحلیل یک ارائه جهت را تحلیل دو این ترکیب
توجه با بندی دسته این شویم. قائل تمایز بالا و پایین نوسانی اجزا بین است لازم منظور به این
به گونه ای شبکه سازی درشت اگر مثال عنوان به می شود. انجام شبکه سازی درشت رویکرد به
بلافاصله ظریف تر شبکه گام های طول برابر دو درشت شبکه گام طول ابعاد همه در که باشد

می شوند: تعریف زیر روابط با ترتیب به بالا و پایین نوسان با فضای آنگاه باشد، خود از قبل

Θ٢h = ( − π

٢ ,
π

٢ ]٢ پایین: نوسان با فضا
Θh ∖Θ٢h بالا: نوسان با فضا

1Fourier modes
2Smoothing Analysis



LFA فوریه همگرایی تحلیل ۴٨

S همواری تحلیل ٣. ١
است. Ah گسسته عملگر افراز پایه بر معادلات دستگاه حل تکراری روش یک روی فوریه تحلیل
می شوند: تعریف زیر شکل Nhبه Mhو گاوس‐سایدل روش در که ،Ah =Mh−Nh کنیم فرض

Mh =
١
h٢


٠

−١ ۴ ٠
−١

 , Nh =
١
h٢


١

٠ ٠ ١
٠

 .
بود: خواهد زیر شکل به خطا معادله روی روش تکرار یک

Mhe
k
h(x) = Nhe

k−١
h (x) for k ≥ ١, x ∈ Gh. (۴ .٣)

ϕ(θ, x) خطی ترکیب به صورت می توان نیز را j‐ام مرحله خطای ،(٣. ٣) معادله به توجه با
داد: نمایش

ejh(x) =
∑

θ∈(−π,π]

cjθϕ(θ, x). (۵ .٣)

Nh و Mh عملگرهای ویژه توابع ها ϕh(θ, x) که کرد ثابت می توان به سادگی قبل بخش مانند
دیگر: عبارت به هستند،

Mhϕh(θ, x) = M̂h(θ)ϕh(θ, x),

Nhϕh(θ, x) = N̂h(θ)ϕh(θ, x).
(۶ .٣)

داریم: (۶ .٣) و (۵ .٣) از لذا
M̂h(θ)c

k
θ = N̂h(θ)c

k−١
θ , for k ≥ ١, θ ∈ Θh

می دهد: نتیجه که
ckθ = M̂−١

h (θ)N̂h(θ)c
k−١
θ .

زیر به صورت گاوس‐سایدل تکراری روش همواری عامل ،Ŝh(θ) = M̂−١
h (θ)N̂h(θ) به توجه با

می شود: تعریف
µ = sup

Θh∖Θ٢h
(ρ(Ŝh(θ))).

C٢h
h درشت شبکه اصلاحی تحلیل ٣. ٢

که می شود تبدیل ek+١
h = C٢h

h ekh شکل به ekh خطای روش این در
C٢h
h = Ih − Ih٢hL−١٢hI٢h

h Lh. (٣. ٧)



۴٩ C٢h
h درشت شبکه اصلاحی تحلیل

و Lh همانی، عملگر Ih اینجا در است. معروف درشت شبکه اصلاحی عملگر به (٣. ٧) رابطه
شبکه از تبدیل عملگرهای همچنین هستند. درشت و ظریف شبکه عملگرهای ترتیب به L٢h

می شوند. تعریف I٢h
h و Ih٢h با ترتیب به بالعکس و ظریف به درشت

،φh(θ, x) ظریف شبکه به متعلق فوریه مد هر شبکه، استاندارد درشت سازی به توجه با
بسامد هر با متناظر .٣. ١ شکل می شود منطبق ،φ٢h(٢θ, x) درشت، شبکه فوریه مد روی

سفید) نقطه پایین( نوسان :٣. ١ شکل

می گیریم: نظر در را زیر بسامد چهار ،θ = (θ١, θ٢) ∈ Θ٢h = (−π٢ , π٢ ]٢ پایین
θ٠٠ = (θ١, θ٢), θ١١ = (θ̄١, θ̄٢),
θ١٠ = (θ̄١, θ٢), θ٠١ = (θ١, θ̄٢),

که
θ̄i =

θi + π, if θi < ٠
θi − π, if θi ≥ ٠ (٣. ٨)

می شود: تعریف زیر به صورت فوق فوریه مدهای توسط شده ساخته فوریه فضای فرضیات، این با
F(θ) = span{φh(θ

٠٠, ·), φh(θ
١١, ·), φh(θ

١٠, ·), φh(θ
٠١, ·)}, θ = θ٠٠ ∈ Θ٢h.

بردار θ٠٠ ∈ Θ٢h هر ازای به
φh(θ

٠٠, ·) = (φh(θ
٠٠, ·), φh(θ

١١, ·), φh(θ
١٠, ·), φh(θ

٠١, ·))



LFA فوریه همگرایی تحلیل ۵٠
ekh(x) = شکل به می توان را ‐ام k تکرار خطای بالا، توضیحات به توجه با می کنیم. تعریف را
اصلاحی روش اعمال از پس .ckθ = (ckθ٠٠ , ckθ١١ , ckθ١٠ , ckθ٠١) که کرد بازنویسی ∑

θ∈Θ٢h
ckθφh(θ, x)

T

می شود: تبدیل زیر شکل به ‐ام (k + ١) تکرار در خطا درشت، شبکه

ek+١
h (x) =

∑
θ∈Θ٢h

Ĉ٢h
h (θ)ckθφh(θ, ·)T .

است: زیر عبارت با شده تعریف ۴× ۴ ماتریسی Ĉ٢h
h (θ) فوق رابطه در

Ĉ٢h
h (θ) = I۴ − Îh٢h(θ)L̂−١٢h (θ)Î٢h

h (θ)L̂h(θ). (٣. ٩)

چهارتایی ازای به ویژه مقادیر ماتریس های L̂٢h(θ), L̂h(θ), Î
٢h
h (θ), Îh٢h(θ) ،(٣. ٩) رابطه در

شده اند: معرفی دقیق به طور زیر در که می باشند (٣. ٨) معادله در شده تعریف بسامد

L̂h(θ) =


L̂h(θ

٠٠)
L̂h(θ

١١)
L̂h(θ

١٠)
L̂h(θ

٠١)


محاسبه شد، بیان ٣. ٠. ٢ مثال در آنچه همانند می توان را فوق قطری ماتریس از عنصر هر

داریم: ماتریس ها دیگر برای همچنین کرد.

Î٢h
h (θ) =

(
Î٢h
h (θ٠٠), Î٢h

h (θ١١, Î٢h
h (θ١٠), Î٢h

h (θ٠١)
)
, (٣. ١٠)

Îh٢h(θ) =
(
Îh٢h(θ٠٠), Îh٢h(θ١١), Îh٢h(θ١٠), Îh٢h(θ٠١)

)T
. (٣. ١١)

تبدیلات این می باشند. کننده تحدید و درونیاب عملگرهای با متناظر ترتیب به بالا رابطه دو
می گیرند. قرار بررسی مورد مفصل بطور آینده بخش زیر در شبکه ای بین

I٢h
h , Ih٢h انتقال عملگرهای ٣. ٢. ١

کاملا بالعکس، و درشت به ظریف از شبکه تبدیل برای Ih٢h و I٢h
h انتقال عملگر های انتخاب

چون می باشد. نظر مورد استاندارد حالت اینجا در که است. شبکه درشت سازی نحوه به وابسته
هر انتقالی عملگرهای لذا است، شده استفاده مثلثی هم و مستطیلی شبکه از هم رساله این در
می کنیم. بررسی را عملگرها این دو‐بعدی حالت قسمت این در می دهیم. توضیح را شبکه دو
بحث شده، مطرح بعدی سه مسأله که جایی اولین در آینده فصل های در بعد سه به تعمیم

شد. خواهد



۵١ C٢h
h درشت شبکه اصلاحی تحلیل

مستطیلی شبکه درونیاب عملگر
برای روشها متداول ترین از یکی می کند. تصویر h شبکه به را ٢h شبکه ،Ih٢h درونیاب عملگر

است: دوخطی درونیاب روش مستطیلی، شبکه بندی برای Ih٢h تعریف

Ih٢hv̂٢h(x, y) =



v̂٢h(x, y) for •
١٢ [v̂٢h(x, y + h) + v̂٢h(x, y − h)] for □
١٢ [v̂٢h(x+ h, y) + v̂٢h(x− h, y)] for ♢
١۴ [v̂٢h(x+ h, y + h) + v̂٢h(x− h, y − h)
+v̂٢h(x+ h, y − h) + v̂٢h(x− h, y + h)] for ◦

(٣. ١٢)

شده اند. داده نشان ظریف شبکه یک روی (٣. ١٢) رابطه در شده استفاده نمادهای ٣. ٢ شکل در

مستطیلی. ظریف شبکه روی دو‐خطی درونیاب جهت شده استفاده نمادهای :٣. ٢ شکل

را مستطیلی شبکه روی دو‐خطی درونیاب ماتریس فشرده فرم (٣. ١٢) رابطه به توجه با
کرد: بیان زیر شکل به می توان

Ih٢h =
١
۴


١ ٢ ١
٢ ۴ ٢
١ ٢ ١


h

٢h

. (٣. ١٣)

را (٣. ١١) رابطه در شده ارائه درونیاب عملگر ویژه بردار ماتریس درایه های می توان حال
کنیم. محاسبه



LFA فوریه همگرایی تحلیل ۵٢
داریم: ٣. ٠. ١ لم به بنا آنگاه باشد α ∈ {٠٠, ١١, ١٠, ٠١} اگر

Îh٢h(θα) =
١
۴
(
e−iθα١ eiθ

α٢ + eiθ
α١ e−iθα٢ + eiθ

α١ eiθ
α٢ + e−iθα١ e−iθα٢

+٢(e−iθα١ + eiθ
α١ ) + ٢(e−iθα٢ + eiθ

α٢ ) + ۴)
= cos(θα١ ) + cos(θα٢) +

١
٢(cos(θα١ + θα٢) + cos(θα١ − θα٢)) + ١

= (١ + cos(θα١ ))(١ + cos(θα٢)).

مثلثی شبکه درونیاب عملگر
می باشد: زیر شکل به خطی درونیاب مثلثی، شبکه روی درونیاب عملگر تعریف روش ساده ترین

Ih٢hv̂٢h(x, y) =



v̂٢h(x, y) for •
١٢ [v̂٢h(x, y + h) + v̂٢h(x, y − h)] for □
١٢ [v̂٢h(x+ h, y) + v̂٢h(x− h, y)] for ♢
١٢ [v̂٢h(x+ h, y + h) + v̂٢h(x− h, y − h) for ◦

(١۴ .٣)

داده نشان ظریف شبکه یک روی (١۴ .٣) رابطه در شده استفاده نمادهای ٣. ٣ شکل در

مثلثی. ظریف شبکه روی خطی درونیاب جهت شده استفاده نمادهای :٣. ٣ شکل

شده اند.
را مستطیلی شبکه روی دو‐خطی درونیاب ماتریس فشرده فرم (١۴ .٣) رابطه به توجه با



۵٣ C٢h
h درشت شبکه اصلاحی تحلیل

کرد: بیان زیر شکل به می توان

Ih٢h =
١
٢


١ ١

١ ٢ ١
١ ١


h

٢h

. (١۵ .٣)

رابطه در شده ارائه درونیاب عملگر ویژه بردار ماتریس درایه های قبل مانند می توان حال
کرد. محاسبه مثلثی شبکه روی را (٣. ١١)

بدست را زیر رابطه می توان به سادگی ٣. ٠. ١ لم به بنا آنگاه باشد α ∈ {٠٠, ١١, ١٠, ٠١} اگر
آورد:

Îh٢h(θα) = (١ + cos(θα١ ))(١ + cos(θα٢))− sin(θα١ ) sin(θα٢).

مستطیلی شبکه تحدید عملگر
شبکه از تبدیل روش ساده ترین می کند. تصویر ٢h شبکه به را h شبکه ،I٢h

h عملگرتحدید
مقدار روی را ظریف شبکه روی تابع مقدار که است ١اینجکشن روش درشت، شبکه به ظریف
نادیده ندارند وجود درشت شبکه در که را میانی مقادیر و می کند تصویر درشت شبکه تابع
جنبه از ولی می رسد ذهن به که است روش ها بدیهی ترین از یکی روش این اگرچه می گیرد.
این در است. وزن دار ٢کاملا روش مناسب تر، روش یک ندارد. پی در خوبی نتایج محاسباتی
تابع مقدار محاسبه برای آنگاه ،(x, y) ∈ Ω٢h باشد، درشت شبکه روی نقطه ای (x, y) اگر روش
نقاط وزن دار میانگین از ظریف، شبکه نقاط تمام در تابع مقادیر داشتن فرض با نقطه این در
داده نشان رابطه در روش این عملکرد می کنیم. استفاده ظریف شبکه روی نقطه این اطراف

است: شده
d٢h(x, y) = I٢h

h dh(x, y)

=
١

١۶ [۴dh(x, y) + ٢dh(x+ h, y) + ٢dh(x− h, y) + ٢dh(x, y + h)

+ ٢dh(x, y − h) + dh(x+ h, y + h) + dh(x− h, y − h)

+ dh(x+ h, y − h) + dh(x− h, y + h)].

(١۶ .٣)

فشرده فرم (١۶ .٣) رابطه به توجه با می گویند. نیز ٩‐نقطه ای وزن دار میانگین رابطه این به
می آید: بدست زیر صورت به تحدید روش این ماتریس 

I٢h
h =

١
١۶


١ ٢ ١
٢ ۴ ٢
١ ٢ ١


٢h

h

. (٣. ١٧)

1Injection
2Full weighting



LFA فوریه همگرایی تحلیل ۵۴
مستطیلی شبکه ٩‐نقطه ای تحدید عملگر ویژه بردار ماتریس درایه های قبل مانند می توان حال

کرد. محاسبه مثلثی شبکه روی را (٣. ١٠) رابطه در شده ارائه
بدست را زیر رابطه می توان به سادگی ٣. ٠. ١ لم به بنا آنگاه باشد α ∈ {٠٠, ١١, ١٠, ٠١} اگر

آورد:
Î٢h
h (θα) =

١
۴(١ + cos(θα١ ))(١ + cos(θα٢)).

مثلثی شبکه تحدید عملگر
فشرده فرم کنیم استفاده وزن دار کاملا روش از مثلثی شبکه روی تحدید عملگر برای اگر

:[١١] آورد خواهیم بدست را زیر ماتریس

I٢h
h =

١
٩


١ ١

١ ٣ ١
١ ١


٢h

h

. (٣. ١٨)

تحدیدی روش از خطی درونیاب عملگر با سازگاری همچنین و بهتر محاسباتی نتایج برای ولی
می شود: منجر زیر ماتریس فشرده فرم به که می کنند استفاده

I٢h
h =

١
٨


١ ١

١ ٢ ١
١ ١


٢h

h

. (٣. ١٩)

روش این عملکرد آنگاه ،(x, y) ∈ Ω٢h باشد، درشت شبکه روی نقطه ای (x, y) اگر روش این در
کرد: بیان نیز زیر رابطه با می توان را

d٢h(x, y) = I٢h
h dh(x, y)

=
١
٨ [٢dh(x, y) + dh(x+ h, y) + dh(x− h, y) + dh(x, y + h)

+ dh(x, y − h) + dh(x+ h, y + h) + dh(x− h, y − h)].

(٣. ٢٠)

شده ارائه تحدید عملگر ویژه بردار ماتریس درایه های قبل حالات مانند می توان نیز اینجا در
به بنا آنگاه باشد α ∈ {٠٠, ١١, ١٠, ٠١} اگر کرد. محاسبه مثلثی شبکه روی را (٣. ١٠) رابطه در

آورد: بدست را زیر رابطه می توان به سادگی ٣. ٠. ١ لم
Îh٢h(θα) =

١
۴(١ + cos(θα١ ))(١ + cos(θα٢))− sin(θα١ ) sin(θα٢).

شده معرفی تحدید و دورنیاب ماتریس های فشرده فرم بین زیر رابطه که است توجه قابل
است: برقرار

I٢h
h =

١
۴Ih٢h.

.I٢h
h = ١٢n I

h٢h گفت می توان ‐بعدی n شبکه برای کلی به طور



۵۵ T ٢h
h دو‐شبکه ای تحلیل

T ٢h
h دو‐شبکه ای تحلیل ٣. ٣

می توان شده، ارائه فوریه شبکه‐درشت اصلاحی تحلیل و فوریه همواری تحلیل ترکیب با اکنون
تعریف زیر به صورت را دو‐شبکه ای عملگر کرد. محاسبه را دو‐شبکه ای روش کامل تحلیل

می کنیم:
T ٢h
h = Sν٢

h C
٢h
h S

ν١
h .

از پس و پیش برای همواری عملگر تکرارهای تعداد ν١, ν٢ همواری، عملگر S فوق رابطه در
است. C٢h

h اصلاحی مرحله
در خطا ،ckθφ(θ, ·)T = ckθ٠٠φ(θ٠٠, ·)+ ck

θ١١φ(θ١١, ·)+ ck
θ١٠φ(θ١٠, ·)+ ck

θ٠١φ(θ٠١, ·) کنیم فرض
که .T̂ ٢h

h (θ)ckθφ(θ, ·)T داشت: خواهیم دو‐شبکه ای روش اعمال از پس باشد. ‐ام k مرحله
که است θα, α ∈ {٠٠, ١١, ١٠, ٠١} چهارتایی ازای به T ٢h

h عملگر ویژه مقادیر ماتریس T̂ ٢h
h (θ)

است: زیر به صورت

T̂ ٢h
h (θ) =


T̂ ٢h
h (θ٠٠)

T̂ ٢h
h (θ٠٠)

T̂ ٢h
h (θ٠٠)

T̂ ٢h
h (θ٠٠)

 (٣. ٢١)

کرد: محاسبه زیر رابطه از می توان را دو‐شبکه ای روش همگرایی عامل سرانجام
ρ = sup

Θ٢h

(
ρ(T̂ ٢h

h (θ))
)
.





۴ فصل
برای جبری نیمه حالت تحلیل
موجی شبکه ای چند روش های

تحلیل پیش بینی روش یک محلی فوریه تحلیل روش شد گفته پیش فصل در که همان طور
عملگرهای رفتاری بررسی روش، این اصلی ایده می باشد. شبکه ای چند روش های همگرایی
نمایی توابع جنس از پایه هایی با شده ساخته فضایی روی چند شبکه ای روش یک در درگیر
در ولی است پژوهشگران از بسیاری توجه مورد همچنان روش این اینکه وجود با است.
کاستی هایی دچار سهموی مسائل یا غالب همرفتی١ بخش با مسائلی همگرایی تحلیل پیش بینی

می باشد.
جبری نیمه حالت تحلیل نام به همگرایی تحلیل روش یک کاستی ها این با مقابله برای
روش برای گسترشی اصل در تحلیل این .[٣٣] شد ارائه ٢٠١۵ سال در ٣ فریدهوف توسط ٢
آن روی شبکه ای چند روش که معادله از بخشی روش این در واقع در می باشد. متداول LFA
زمان پارامتر غالباً که را دیگر بخش و می شود بررسی متداول LFA همان با است شده اعمال
واضح می گردد. بررسی جبری محاسبات با تنها نمی شود، شبکه ای چند روش درگیر و است
مورد گرما معادله جمله از زمان به وابسته روش های همه برای تحلیل رویکرد این که است

می باشد. مناسب بسیار ما بررسی
1Convection
2Semi-Algebraic Mode Analysis
3 Friedhoff

۵٧



موجی شبکه ای چند روش های برای جبری نیمه حالت تحلیل ۵٨
برای می دهیم. قرار بررسی مورد تفصیل به گرما معادله روی را SAMA روش فصل این در
روش این می کنیم. استفاده متناهی المان های سازی گسسته روش از پیاده سازی کلیت حفظ
متناهی تفاضلات روش به منتج جرم ماتریس جای به همانی ماتریس فرض با خاص حالت در
از آمده بدست همگرایی تحلیل همچنین و SAMA تحلیل روش توسط نتیجه این می شود.
تحلیل این بر علاوه است. شده مقایسه و داده نشان موجی شبکه ای چند روش به عددی حل
توضیح مثلثی و مستطیلی متفاوت شبکه دو روی ( SAMA ) تحلیلی و عددی همگرایی
و منظم مثلث بندی که حالتی در مثلثی شبکه همگرایی تحلیل مورد در بویژه می شوند. داده
ماتریس های های درایه مثلثی شبکه این روی . می گیرد قرار بحث مورد باشد قائمه زاویه فاقد
جهت در مجدداً می شوند. محاسبه هستند، زوایا به وابسته کلی حالت در که سختی و جرم
حالت در می دهیم. قرار مطالعه مورد را بعدی سه و بعدی دو حالت دو هر بحث، کلیت حفظ
این می کنیم. اعمال متوازی الاضلاع ناحیه یک روی را گرما معادله مثلثی، شبکه دوبعدی
محاسبه حالت این در می دهیم. تعمیم بعد سه به ١ منشوری المان های از استفاده با ناحیه
در می شوند. ارائه بار اولین برای دلخواه مثلث بندی برای سختی و جرم ماتریس های درایه های
خواهد انجام مکعبی المان های از استفاده با و راست تر سر بعد سه به تعمیم مستطیلی شبکه
مباحث می شوند. تعریف دقیق به طور لازم ماتریسی فشرده فرم های تمام حالات همه در شد.

شده اند: ارائه زیر عنوان های تحت مقاله دو در فصل این از حاصل نتایج و
1- Semi-Algebraic Mode Analysis For Finite Element Discretisations Of The Heat Equa-

tion,

2- Semi-Algebraic Mode Analysis For Multigrid Method On Regular Rectangular And

Triangular Grids.

شده بیان خلاصه به طور زیر در داریم نیاز همگرایی تحلیل این اعمال برای که مراحلی
است:

فوریه، فضای روی مستطیلی و مثلثی شبکه دو تعریف ١

زمانی گسسته سازی با گاوس‐سایدل روش برای SAMA همواری تحلیل توضیح ٢
نیکلسون، کرانک

درشت، شبکه با متناظر عملگر روی تحلیل اعمال ٣

برای کامل تحلیل یک به دستیابی جهت پیشین گام های تحلیل  های ترکیب سرانجام، ۴
درشت. شبکه

1Prism Elements



۵٩ دو‐بعدی شبکه روی همگرایی عامل بررسی

دو‐بعدی شبکه روی همگرایی عامل بررسی ١ .۴
مستطیلی شبکه ١. ١ .۴

در یکسان فضایی بعد در گام ها طول قبل فصل های در شده تعریف مستطیلی شبکه به توجه با
Gh = {x = kh = (k١h١, k٢h٢),k ∈ Z٢} نامتناهی فضای اگر فرض، این با می شوند. گرفته نظر

لذا می کنیم. اعمال را h١ = h٢ = h فرض نیز اینجا در باشیم، داشته فوریه تحلیل برای را
Qh = {x = kh = (k١h, k٢h),k ∈ Z٢}.

دیگر عبارت به می کنیم، تعریف مسأله فضایی بعد روی تنها را فوریه مدهای SAMA روش در
گسسته شبکه ای توابع حال .φh(θ,x) = eiθx = eiθ١x١eiθ٢x٢ آنگاه θ ∈ Θh = (−π/h, π/h]٢ اگر

می کنیم: تعریف فوریه مدهای از ترکیب خطی به صورت ثابت، t یک برای را
uh(x, t) =

∑
θ∈Θh

cθ(t)φ(θ,x), x ∈ Qh, (١ .۴)
مولد شده، تعریف فوریه مد های می باشند. زمان متغیر به وابسته ضرایبی ،cθ(t) ضرایب که
مدهای این قبل، فصل مانند همچنین هستند. F(Qh) = {φh(θ,x), θ ∈ Θh} فوریه فضای
و پایین بسامد با فضای می باشند. دو‐شبکه ای روش در دخیل عملگر های ویژه توابع فوریه
درشت سازی همچنین می شوند. تعریف Θh ∖Θ٢h و Θ٢h = (−π/٢h, π/٢h]٢ با ترتیب به بالا
نظر، مورد ظریف شبکه یک از پس بلافاصله شبکه گام های طول که به گونه ای شبکه، استاندار

.Q٢h می باشد، ظریف شبکه این گام های طول برابر دو

مثلثی شبکه ١. ٢ .۴
سال در همکارانش و گسپر توسط متعامد غیر شبکه های روی ،LFA فوریه، تحلیل روش
می دهیم توسیع به گونه ای را آن ها توسط شده ارائه فوریه شبکه اینجا در .[١۶] شد ارائه ٢٠٠٩
تعریف در کلیدی نکته باشد. متعامد غیر شبکه روی SAMA روش پیاده سازی مناسب که
شبکه گره ای نقاط مولفه های که است به گونه ای دو‐بعدی فوریه تبدیل از استفاده شبکه، این
که باشد R٢ در یکه پایه ای {e′١, e′٢} کنیم فرض شوند. تعریف متعامد غیر پایه های حسب بر
با متناظر پایه های {e′′١ , e′′٢} کنیم فرض همچنین است. بردار دو این بین زاویه ٠ < γ < π

ببینید. را ١ .۴ شکل است، کرونکر دلتای δij و i, j = ١,٢ ،e′i ·e′′j = δij به گونه ای باشند {e′١, e′٢}
،y = (y١, y٢) با ترتیب به را {e′′١ , e′′٢} و {e′١, e′٢} ،{e١, e٢} پایه های در نقطه یک مختصات
که آنجا از هستند. استاندارد پایه های {e١, e٢} که می دهیم نشان y′′ = (y′′١ , y′′٢) و y′ = (y′١, y′٢)
از استفاده و θ = G(θ′′) و x = F(x′) متغیر تغییر با هستند، متعامد شده معرفی جدید پایه دو

می گیریم: نتیجه را زیر عبارت فوریه، تبدیل
G(θ′′) · F(x′) = θ · x = θ′′١x′١ + θ′′٢x′٢ = θ′′ · x′.



موجی شبکه ای چند روش های برای جبری نیمه حالت تحلیل ۶٠

.R٢ در متعامد پایه های :١ .۴ شکل

می شود: تعریف زیر به صورت e′٢ و e′١ بردارهای جهت در مثلثی نامتناهی شبکه بنابراین
Gh = {x′ = (x′١, x′٢)|x′i = kihi, ki ∈ Z, i = ١,٢},

از ضلع دو جهت کننده مشخص که هستند یکانی بردار دو e′٢ و e′١ اینجا در .h = (h١, h٢) که
حال می آوریم. بدست را Th ،T گسسته سازی از می باشند. ،Th شبکه، این مثلث درشت ترین
فوریه فضای و فوریه مد های می رسیم. Gh شده تعریف شبکه به بگیریم نادیده را Th مرز های اگر
F(Gh) = {φh(θ

′′, ·), θ′′ ∈ Θ′′
h} و φh(θ

′′,x′) = eiθ
′′١ x′١eiθ

′′٢x′٢ با ترتیب به آن ها توسط شده تولید
.θ′′ = (θ′′١ , θ′′٢) ∈ Θ′′

h = (−π/h١, π/h١]× (−π/h٢, π/h٢] که می شوند تعریف
Gh روی t یک ازای به گرفت، انجام مستطیلی شبکه برای آنچه همانند شبکه ای، تابع هر

می کنیم: تعریف
uh(x, t) =

∑
θ′′∈Θ′′

h

dθ′′(t)φ(θ′′,x′), x′ ∈ Gh, (٢ .۴)

می باشند. زمان متغیر به وابسته dθ(t) ضرایب که
بود: خواهد زیر شکل به نامتناهی درشت شبکه شبکه، استاندارد درشت سازی فرض با

G٢h = {x′ = (x′١, x′٢)|x′i = ٢kihi, ki ∈ Z, i = ١,٢}.
به علاوه

Θ′′٢h = (−π/٢h١, π/٢h١]× (−π/٢h٢, π/٢h٢]

هستند. درشت شبکه روی بالا و پایین بسامد با فضا ترتیب به Θ′′
h ∖Θ′′٢h و

متعامد شبکه روی SAMA روش ارائه که گرفت نتیجه می توان بالا، مطالب به توجه با
و شبکه تعریف متعامد، غیر شبکه در زیرا بود. خواهد یکسان ظاهری لحاظ از متعامد غیر و
می توان و می گردد مبدل متعامد فضایی به مناسب تبدیلات از استفاده با بسامد فضای تعریف
SAMA عددی همگرایی تحلیل ادامه در لذا کرد. تعریف x′ و θ′′ حسب بر را فوریه مد های
هر تعاریف در است بدیهی می دهیم. ادامه شبکه دو هر برای واحد تعریفی گرفتن نظر در با را
تحلیل به cθ و Θh ،Qh جای به dθ′′ و Θ′′

h ،Gh جایگذاری با می توان می شود ارائه ادامه در آنچه
یافت. دست مثلثی شبکه روی روش این



۶١ دو‐بعدی شبکه روی همگرایی عامل بررسی

Sh,τ همواری تحلیل ١. ٣ .۴
می دهیم. شرح را گاوس‐سایدل موجی روش روی SAMA همواری تحلیل بخش این در
و Bh = MBh

−NBh
از: عبارتند ترتیب به ،Ah و Bh موجی روش فضایی گسسته عملگرهای

k ≥ ١, x ∈ Qh ازای به را خطا شبکه ای تابع روی موجی روش تکرار یک .Ah = MAh
−NAh

می گیریم: نظر در زیر شکل به
MBh

ėkh(x, t) +MAh
ekh(x, t) = NBh

ėk−١
h (x, t) +NAh

ek−١
h (x, t), (٣ .۴)

همچنین و هستند k و k − ١ تکرار در خطا شبکه ای تابع ترتیب به ekh(·, t) و ek−١
h (·, t) که

زیر شکل به i‐ام تکرار در را eih(x, t) عبارت می توان ،(١ .۴) رابطه به توجه با .ekh(x, ٠) = ٠
نوشت:

eih(x, t) =
∑
θ∈Θh

ciθ(t)φ(θ,x), x ∈ Qh, t > ٠. (۴ .۴)

ویژه مقادیر ماتریس های عنوان به ترتیب به N̂Bh
(θ) و N̂Ah

(θ) ،M̂Bh
(θ) ،M̂Ah

(θ) فرض با
داریم: k ≥ ١, t > ٠ ازای به و θ ∈ Θh بسامد هر برای ،NBh

و NAh
،MBh

،MAh

M̂Bh
(θ)ċkθ(t) + M̂Ah

(θ)ckθ(t) = N̂Bh
(θ)ċk−١

θ (t) + N̂Ah
(θ)ck−١

θ (t), (۵ .۴)
می کنیم: اعمال (۵ .۴) معادله روی را کرانک‐نیلسون زمانی گسسته سازی حال

M̂Bh
(θ)

ckθ,i − ckθ,i−١
τ

− N̂Bh
(θ)

ck−١
θ,i − c

k−١
θ,i−١

τ

=
١
٢
(
−M̂Ah

(θ)ckθ,i + N̂Ah
(θ)ck−١

θ,i

)
+

١
٢
(
−M̂Ah

(θ)ckθ,i−١ + N̂Ah
(θ)ck−١

θ,i−١
)
.

(۶ .۴)

را بالا عبارت .i = ١,٢, . . . ,M به طوری که است زمان متغیر به مربوط i اندیس بالا رابطه در
داد: نشان زیر ماتریسی معادله شکل به می توان

ck
θ,١
ck
θ,٢...
ckθ,M

 = M̃−١
h,τ (θ)Ñh,τ (θ)


ck−١
θ,١
ck−١
θ,٢...
ck−١
θ,M

 ,

آن در که
M̃h,τ (θ) =

١
τ
M̂Bh

(θ)+ ١٢M̂Ah
(θ) ٠ ··· ٠

− ١
τ
M̂Bh

(θ)+ ١٢M̂Ah
(θ) ١

τ
M̂Bh

(θ)+ ١٢M̂Ah
(θ) ··· ٠... ... ... ...

··· − ١
τ
M̂Bh

(θ)+ ١٢M̂Ah
(θ) ١

τ
M̂Bh

(θ)+ ١٢M̂Ah
(θ)

 .



موجی شبکه ای چند روش های برای جبری نیمه حالت تحلیل ۶٢
کرد. محاسبه M̃h,τ (θ) همانند Ñh,τ (θ) ماتریس می توان سادگی به ،M̂ جای به N̂ جایگذاری با
تعریف گاوس‐سایدل عملگر ویژه مقدار عنوان به را M̃−١

h,τ (θ)Ñh,τ (θ) عبارت بالا، رابطه در
گاوس‐ روش اگر خاص، حالت در .S̃h,τ (θ) = M̃−١

h,τ (θ)Ñh,τ (θ) دیگر عبارت به می کنیم.
زیر شکل به S̃h,τ (θ) ماتریس بگیریم، نظر در هموار ساز روش عنوان به را متداول سایدل

می آید: بدست

S̃h,τ (θ) =


S̃h,τ (θ٠٠) ٠ ٠ ٠

٠ S̃h,τ (θ١١) ٠ ٠
٠ ٠ S̃h,τ (θ١٠) ٠
٠ ٠ ٠ S̃h,τ (θ٠١)

 ,

می شود: تعریف زیر شکل به روش این همواری عامل لذا
µ = sup

Θh∖Θ٢h

(
ρ
(
S̃h,τ (θ)

))
. (٧ .۴)

C٢h
h,τ درشت شبکه اصلاحی تحلیل ۴ .١ .۴

C٢h
h عملگر اثر هم اینجا در قبل، همانند می شود. ارائه درشت شبکه اصلاحی تحلیل ادامه در

شکل به را درشت شبکه اصلاحی عملگر منظور به این می کنیم. بررسی را فوریه مد های روی
می کنیم: تعریف زیر

C٢h
h = Ih − Ih٢h(B٢hDt +ΣtA٢h)−١I٢h

h (BhDt +ΣtAh), (٨ .۴)
همانی عملگر  ترتیب به I٢h

h و Ih٢h ،Ih و کرانک‐نیکلسون روش با متناظر عملگر های Σt Dtو که
و (B٢hDt + ΣA٢h) همچنین هستند. بالعکس، و ظریف به درشت شبکه از انتقال عملگر و

می باشند. ظریف و درشت شبکه شده گسسته سازی عملگرهای ترتیب به (BhDt +ΣAh)

هر با متناظر به طوری که است بسامد چهار‐تایی تعریف پایه بر اصلاحی شبکه تحلیل
θα = θ٠٠−(α١sign(θ١), α٢sign(θ٢))πh فرکانس های θ٠٠ = (θ١, θ٢) ∈ Θ٢h پایین فرکانس با بسامد
همچنین .α = {(α١, α٢)|αj ∈ {٠, ١}, j = ١,٢} که می کنیم تعریف دو‐بعدی فضای در را
هستند، فوریه فضای مولد که φh(θ

α, ·) فوریه مد های چهار‐تایی چهار‐تایی، این با متناظر
می کنیم: تعریف نیز را

F٢h(θ) = span{φ(θ٠٠, ·), φ(θ١١, ·), φ(θ١٠, ·), φ(θ٠١, ·)}.

مدهای روی C٢h
h ماتریس اثر لذا است، پایا درشت شبکه اصلاحی عملگر روی بالا فضای

است. واقع F٢h فضای در مجددا که بود خواهد Ĉ٢h
h (θ) ،۴ × ۴ ماتریس F٢h فضای در فوریه

ckθ(t) = و φ(θ٠١, ·)) φ(θ, ·) = (φ(θ٠٠, ·), φ(θ١١, ·), φ(θ١٠, ·), بردارهای اگر دقیق تر عبارت به
رابطه شکل به خطا رابطه تکرار kمین آنگاه بگیریم نظر در را ck

θ٠١(t)) ckθ١٠(t), (ckθ٠٠(t), ck
θ١١(t),



۶٣ دو‐بعدی شبکه روی همگرایی عامل بررسی
روی درشت شبکه اصلاحی عملگر اعمال از پس می آید. بدست ekh(x, t) = ∑

θ∈Θ٢h
ckθ(t)φ(θ,x)

T

ماتریسی Ĉ٢h
h (bt) که می آوریم بدست را ∑

θ∈Θ٢h
Ĉ٢h
h (θ)ckθ(t) · φ(θ, ·) عبارت خطا، عبارت این

است: زیر شکل به ۴× ۴
Ĉ٢h
h (θ) = I۴ − Îh٢h(θ)(B̂٢h(θ)Dt +ΣÂ٢h(θ))−١Î٢h

h (B̂h(θ)Dt +ΣÂh(θ)).

شده گسسته عملگرهای با متناظر ویژه مقادیر ١×١ ماتریس های B̂٢h(θ) و Â٢h(θ) بالا رابطه در
می شوند: تعریف زیر عبارات با بالا، رابطه در دخیل عملگرهای باقی می باشند. درشت شبکه

Âh(θ) = diag
(
Âh(θ

٠٠), Âh(θ
١١), Âh(θ

١٠), Âh(θ
٠١)
)
,

B̂h(θ) = diag
(
B̂h(θ

٠٠), B̂h(θ
١١), B̂h(θ

١٠), B̂h(θ
٠١)
)
,

Îh٢h(θ) =
(
Îh٢h(θ٠٠), Îh٢h(θ١١), Îh٢h(θ١٠), Îh٢h(θ٠١)

)T
,

Î٢h
h (θ) =

(
Î٢h
h (θ٠٠), Î٢h

h (θ١١), Î٢h
h (θ١٠), Î٢h

h (θ٠١)
)
.

شکل به (Σt)M×M و (Dt)M×M ماتریس های کرانک‐نیکلسون، زمانی گسسته سازی به توجه با
می شوند: محاسبه زیر

Dt =
١
τ


١ ٠ · · · ٠
−١ ١ · · · ٠
... ... ... ...
٠ · · · −١ ١

 , Σt =
١
٢


١ ٠ · · · ٠
١ ١ · · · ٠
... ... ... ...
٠ · · · ١ ١

 .

کاملا عبارت به شد، تعریف پیش تر که خطایی رابطه در بالا ماتریس های اعمال از پس حال
تعریف ۴M × ۴M ماتریسی که می رسیم ،C̃٢h

h,τ (θ) درشت، شبکه اصلاحی عملگر برای گسسته
می باشد: زیر عبارت با شده

C̃٢h
h,τ (θ) = I۴M − Ĩh٢h(θ)

(
K̃٢h,τ (θ)

)−١
Ĩ٢h
h (θ)K̃h,τ (θ),

است: زیر به صورت شده تعریف ۴M × ۴M ابعاد با ماتریسی K̃h,τ (θ) بالا رابطه در

K̃h,τ (θ) =


K̃h,τ (θ

٠٠) ٠ ٠ ٠
٠ K̃h,τ (θ

١١) ٠ ٠
٠ ٠ K̃h,τ (θ

١٠) ٠
٠ ٠ ٠ K̃h,τ (θ

٠١)

 ,

از: عبارتند ماتریس این قطری عناصر که
K̃h,τ (θ

α) =

١
٢τ


٢B̂h(θ
α)+τÂh(θ

α) ··· ٠
−٢B̂h(θ

α)+τÂh(θ
α) ٢B̂h(θ

α)+τÂh(θ
α) ··· ٠... ... ... ...٠ ··· −٢B̂h(θ

α)+τÂh(θ
α) ٢B̂h(θ

α)+τÂh(θ
α)

 ,



موجی شبکه ای چند روش های برای جبری نیمه حالت تحلیل ۶۴
و درونیاب عملگرهای نهایی فوریه فرم .α = {(α١, α٢)|αj ∈ {٠, ١}, j = ١,٢} به طوری که

درمی آید: زیر به صورت نیز کننده تحدید
Ĩh٢h(θ) =

(
Îh٢h(θ٠٠)IM , Îh٢h(θ١١)IM , Îh٢h(θ١٠)IM , Îh٢h(θ٠١)IM

)T
,

Ĩ٢h
h (θ) =

(
Î٢h
h (θ٠٠)IM , Î٢h

h (θ١١)IM , Î٢h
h (θ١٠)IM , Î٢h

h (θ٠١)IM
)
.

T ٢h
h,τ دو‐شبکه ای تحلیل ۵ .١ .۴

ترکیب با می توان درشت، شبکه اصلاحی تحلیل و همواری تحلیل داشتن دسترس در با حال
نیز پیش تر که همان طور کرد. ارائه کامل به طور را SAMA دو‐شبکه ای تحلیل آن ها،
همواری عملگر Sh,τ که می شود تعریف T ٢h

h,τ = Sν٢
h,τC

٢h
h,τS

ν١
h,τ با دو‐شبکه ای عملگر شد، بیان

با درشت شبکه اصلاحی مرحله از پس و پیش مراحل در آن تکرارهای تعداد که است به گونه ای
فرض حال است. درشت شبکه اصلاحی عملگر C٢h

h,τ همچنین می شوند. داده نمایش ν٢ و ν١
دو‐ روش اعمال از پس حال شود. بیان ckθ(t) · φ(θ, ·)T عبارت با kام مرحله خطا که کنیم
می رسیم. T̃ ٢h

h,τ (θ)c
k
θ(t) ·φ(θ, ·)T رابطه به خطا عبارت این روی زمانی گسسته سازی و شبکه ای

می باشد: زیر به صورت شده تعریف ۴M × ۴M ماتریس یک T̃ ٢h
h,τ (θ) عبارت این در

T̃ ٢h
h,τ (θ) = S̃

ν٢
h,τ (θ)

(
I۴M − Ĩh٢h(θ)

(
K̃٢h,τ (θ)

)−١
Ĩ٢h
h (θ)K̃h,τ (θ)

)
S̃ν١
h,τ (θ).

می شود: تعریف زیر به صورت SAMA دو‐شبکه ای روش همگرایی عامل نهایت در
ρ = sup

θ∈Θ٢h

(
ρ
(
T̃ ٢h
h,τ (θ)

))
. (٩ .۴)

همگرایی عامل با مقایسه و SAMA دو‐بعدی تحلیل نتایج ۶ .١ .۴
عددی مجانبی

چند‐ روش مجانبی همگرایی عامل و SAMA همگرایی تحلیل مقایسه برای بخش این در
می گیریم نظر در را مستطیلی شبکه اول مثال در می کنیم. ارائه مثال دو W-چرخه، شبکه ای
شبکه می کنیم. محاسبه را چند‐شبکه ای روش در درگیر ماتریس های فشرده فرم  تمام و
می شود. بررسی مثلث دو از متشکل متوازی الاضلاع یک گرفتن نظر در با دوم مثال در مثلثی

می شود. بیان تفصیل به نیاز مورد ماتریس های فشرده فرم  محاسبه نیز حالت این در
نظر در دیریکله مرز با Ω = [٠,٢]٢ ناحیه روی را زیر گرمای معادله مثال این در .١. ١ .۴ مثال

می گیریم:
Dtu(x, t)−∆u(x, t)) = f(x, t), x ∈ Ω, t > ٠,
u(x, t) = ٠, on∂Ω, t > ٠,
u(x, ٠) = g(x), x ∈ Ω,

(١٠ .۴)
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کنند: صدق زیر معادله در که می شوند انتخاب به گونه ای f(x, t) بردار و اولیه شرط

u(x١, x٢, t) = t٢ sin(πx١٢ ) sin(
πx٢٢ ).

،a+bx+cy+dxy دو‐خطی پایه های از استفاده با متناهی المان های گسسته سازی از استفاده با
می آوریم: بدست را بالا معادله گسسته فرم منظم، مستطیلی فضایی شبکه روی

Bhu̇h(t) +Ahuh(t) = Fh(t), uh(٠) = gh, t > ٠.
نظر در را ٢ .۴ شکل مانند ساده شبکه ای Ah سختی ماتریس و Bh جرم ماتریس محاسبه برای
درونی نقطه یک برای Bh و Ah ماتریس های فشرده فرم ١ فصل توضیحات به توجه با می گیریم.

بود: خواهند زیر به صورت شبکه

متناهی المان های روش ماتریس های فشرده فرم  محاسبه برای مناسب مستطیلی شبکه :٢ .۴ شکل

Bh =


∫
q٢ φ−h,hφ٠,٠ dx

∫
q٢∪q١ φ٠,hφ٠,٠ dx

∫
q١ φh,hφ٠,٠ dx∫

q٢∪q٣ φ−h,٠φ٠,٠ dx
∫
∪
∪۴
i=١

qi
φ٠,٠φ٠,٠ dx

∫
q١∪q۴ φh,٠φ٠,٠ dx∫

q٣ φ−h,−hφ٠,٠ dx
∫
q٣∪q۴ φ٠,−hφ٠,٠ dx

∫
q۴ φh,−hφ٠,٠ dx

 ,

Ah =


∫
q٢ ∇φ−h,h∇φ٠,٠ dx

∫
q٢∪q١ ∇φ٠,h∇φ٠,٠ dx

∫
q١ ∇φh,h∇φ٠,٠ dx∫

q٢∪q٣ ∇φ−h,٠∇φ٠,٠ dx
∫
∪۴
i=١qi
∇φ٠,٠∇φ٠,٠ dx

∫
q١∪q۴ ∇φh,٠∇φ٠,٠ dx∫

q٣ ∇φ−h,−h∇φ٠,٠ dx
∫
q٣∪q۴ ∇φ٠,−h∇φ٠,٠ dx

∫
q۴ ∇φh,−h∇φ٠,٠ dx


به φi,j هر محاسبه برای می پردازیم. ،i, j ∈ {−h, ٠, h} که φi,j پایه های محاسبه به حال
داریم. نیاز شده، گرفته نظر در دو‐خطی جمله ای چند  مجهول چهار با متناظر چهارنقطه،
عبارتند درگیر نقاط q١ روی φh,h محاسبه برای مثال عنوان به .φs(xt) = δst که می کنیم توجه
دستگاه حل از لذا .φh,h = ٠ نقاط بقیه در و φh,h(h, h) = ١ که (h, ٠) و (h, h), (٠, h), (٠, ٠) از



موجی شبکه ای چند روش های برای جبری نیمه حالت تحلیل ۶۶
می شود: محاسبه φh,h زیر

a

b

c

d

 =


١ h h h٢
١ h ٠ ٠
١ ٠ h ٠
١ ٠ ٠ ٠



−١ 
١
٠
٠
٠

⇒ φh,h|q١ =
١
h٢xy (١١ .۴)

دیگر: عبارت به

φh,h =
١
h٢

 xy q١
٠ q٢ ∪ q٣ ∪ q۴

.

می شوند: محاسبه نیز پایه ها بقیه ترتیب همین به

φh,٠ = ١
h٢

 x(h− y) q١
x(h+ y) q۴

, φ−h,٠ = ١
h٢

 x(y − h) q٢
−x(h+ y) q٣

, φ٠,h = ١
h٢

 y(h− x) q١
y(h+ x) q٢

φ٠,−h = ١
h٢

 −y(h+ x) q٣
y(x− h) q۴

φ−h,−h = ١
h٢

 xy q٣
٠ q′٣

, φh,−h = ١
h٢

 −xy q۴
٠ q′۴

,

φ−h,h = ١
h٢

 −xy q٢
٠ q′٢

, φ٠,٠ = ١
h٢



−hx− hy + xy + h٢ q١
hx− hy − xy + h٢ q٢
hx+ hy + xy + h٢ q٣
−hx+ hy − xy + h٢ q۴

.

فشرده فرم شکل دو‐بعدی، انتگرال های محاسبه با حال .{q′i} = {∪۴
i=١qi}∖{qi} به طوری که

می آیند: بدست زیر به صورت Ah و Bh, ماتریس

Bh =
h٢
٣۶


١ ۴ ١
۴ ١۶ ۴
١ ۴ ١

 , Ah =
١
٣


−١ −١ −١
−١ ٨ −١
−١ −١ −١

 .
استفاده ٣ فصل در شده معرفی عملگر های از برعکس، و درشت به ظریف از شبکه تبدیل برای

از: است عبارت I٢h
h کننده تحدید عملگر ماتریس فشرده فرم می کنیم.

I٢h
h =

١
١۶


١ ٢ ١
٢ ۴ ٢
١ ٢ ١

 .
در بود. خواهد دسترس در سادگی به Ih٢h درونیاب عملگر I٢h

h = ١۴Ih٢h رابطه از استفاده با
عامل محاسبه عددی روش و SAMA روش توسط همگرایی عامل پیش بینی نتایج ،٣ .۴ شکل
همگرایی نرخ همگرایی، عامل عددی تحلیل در شده اند. مقایسه هم با مجانبی، همگرایی
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بعد. دو در مستطیلی شبکه روی تحلیلی و عددی همگرایی عامل مقایسه :٣ .۴ شکل

که جایی تا بالا کافی اندازه به تکرارهای در W‐چرخه موجی چند‐شبکه ای روش مجانبی
برای این، بر اضافه است. شده گرفته نظر در ،||r|| < ١٠−١٠ شود، کوچک بسیار باقیمانده نرم
گرفته نظر در صفر بردار با برابر راست سمت بردار و تصادفی برداری از عددی روش اولیه شرط
٣ .۴ شکل در ٢١٢ تا ١٢−٢ از λ = τ/h٢ پارامتر تغییرات حسب بر روش دو هر نتایج است. شده
گرفته ایم. نظر در M = ٣٢ مقدار با برابر و ثابت را زمانی گام اینجا در است. شده داده نمایش
پیش بینی روش و عددی روش از حاصل نتایج ٣ .۴ شکل در می شود، مشاهده که همان طور
SAMA روش ی بالا قابلیت نشان دهنده که می باشند نزدیک هم به بسیار SAMA کننده

می باشد. زمان به وابسته معادلات همگرایی عامل پیش بینی برای

B

τ
0.04 0.02 0.01 0.005 0.0025 0.001

bi
lin

ea
r

ba
sis Mass

0.0710 0.0702 0.0681 0.0646 0.0576 0.0425

(0.0704) (0.0730) (0.0761) (0.0776) (0.0729) (0.0583)

Identity
0.0724 0.0728 0.0743 0.0776 0.0779 0.0624

(0.0711) (0.0732) (0.0765) (0.0782) (0.0721) 0.0549

lin
ea

r
ba

sis Mass
0.2697 0.2670 0.2616 0.2510 0.2283 0.1752

(0.2439) (0.2506) (0.2548) (0.2596) (0.2445) (0.1853)

Identity
0.2704 0.2682 0.2637 0.2549 0.2348 0.1818

(0.2368) (0.2412) (0.2483) (0.2503) (0.2391) (0.1863)

W‐چرخه مجانبی همگرایی عامل با SAMA دو‐شبکه ای همگرایی عامل مقایسه :١ .۴ جدول
.۶۴× ۶۴× ٣٢ دو‐بعدی فضایی شبکه روی τ مختلف مقادیر ازای به پرانتز) (درون

موجی روش با عددی حل SAMA روش دو به همگرایی عامل عددی نتایج ،١ .۴ جدول در
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شده ارائه ۶۴ × ۶۴ × ٣٢ ثابت شبکه و τ مختلف مقادیر ازای به ،W‐چرخه چند‐شبکه ای
ردیف در می باشد. اول مثال دو‐خطی پایه های با متناظر جدول دوم و اول ردیف نتایج است.
این دوم ردیف در و متناهی المان های روش در شده ارائه جرم ماتریس با برابر B ماتریس اول
متناهی تفاضلات روش نتایج به منجر که است شده داده قرار همانی ماتریس با برابر ماتریس
روش این ،SAMA روش در تغییر همین اعمال با که است این توجه جالب نکته می شود.
که همان طور می دهد. بدست را متناهی تفاضلات روش همگرایی عامل بر منطبق نتایجی نیز
چندان متناهی المان های یا متناهی تفاضلات گسسته سازی روش انتخاب می شود مشاهده

ندارد. همگرایی عامل در تاثیری
شکل در شده داده نشان متوازی الاضلاع ناحیه روی را گرما معادله مثال این در .١. ٢ .۴ مثال
که می کنیم انتخاب به گونه ای را β و α ناحیه کردن مشخص دقیق تر برای می کنیم. حل ۴ .۴

کنند: صدق زیر رابطه در
β = π − γ, α < γ,

کنند: صدق معادله دقیق جواب در که می کنیم انتخاب به گونه ای را اولیه و مرزی شرایط
u(x١, x٢, t) = t٢x٢(x٢ − x١ tanα)(x٢ − x١ tanα+ tanα)

(
x٢ −

١
cotα+ cotβ

)
.

متوازی الاضلاع. ناحیه برای شده گرفته نظر در شبکه درشت ترین :۴ .۴ شکل

فرم به تا می کنیم استفاده خطی پایه های با متناهی المان های گسسته سازی از اینجا در
برسیم: گرما معادله گسسته

Bhu̇h(t) +Ahuh(t) = Fh(t), uh(٠) = gh, t > ٠. (١٢ .۴)
مراکز مثلث، هر در که می شود انجام گونه ای به متوازی الاضلاع به محدود ناحیه کردن ظریف
۵ .۴ راست سمت شکل در xn,m کنیم فرض شوند. متصل یکدیگر به هم سر پشت مثلث اضلاع
ماتریس های فشرده فرم  نیز اینجا در قبل، مثال مانند باشد متوازی الاظلاع درونی نقطه یک
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آفین نگاشت و راست) سمت (شکل شبکه درونی نقطه یک حول شده ایجاد شش ضلعی  :۵ .۴ شکل
چپ). سمت (شکل آن با متناظر

پایه های با متناظر کلی به طور می کنیم. محاسبه نمونه عنوان به نقطه این حول را نیاز مورد
می شوند: حاصل زیر شکل به Ah و Bh برای نقطه ای هفت ماتریس های فشرده فرم  خطی

B =

 ٠ ∫
T٢∪T٣ ϕn,m+١·ϕn,m dx

∫
T١∪T٢ ϕn+١,m+١·ϕn,m dx∫

T٣∪T۴ ϕn−١,m·ϕn,m dx
∫
∪۶
i=١

ϕn,m·ϕn,m dx
∫
T١∪T۶ ϕn+١,m·ϕn,m dx∫

T۴∪T۵ ϕn−١,m−١·ϕn,m dx
∫
T۵∪T۶ ϕn,m−١·ϕn,m dx ٠

 ,
A =

 ٠ ∫
T٢∪T٣ ∇ϕn,m+١·∇ϕn,m dx

∫
T١∪T٢ ∇ϕn+١,m+١·∇ϕn,m dx∫

T٣∪T۴ ∇ϕn−١,m·∇ϕn,m dx
∫
∪۶
i=١

∇ϕn,m·∇ϕn,m dx
∫
T١∪T۶ ∇ϕn+١,m·∇ϕn,m dx∫

T۴∪T۵ ∇ϕn−١,m−١·∇ϕn,m dx
∫
T۵∪T۶ ∇ϕn,m−١·∇ϕn,m dx ٠

 .
می آوریم: بدست را زیر خطی پایه های قبل، مثال مشابه روندی کردن دنبال با

φh,٠ = ١
h

 x− y T١
x T۶

, φ−h,٠ = ١
h

 −x T٣
−x+ y T۴

, φ٠,h = ١
h

 −x+ y T٢
y T٣

,

φ٠,−h = ١
h

 x− y T۵
−y T۶

, φh,h = ١
h

 y T١
x T٢

, φ−h,−h = ١
h

 −y T۴
−x T۵

,

φ٠,٠ = ١
h



−x+ h T١
−y + h T٢
x− y + h T٣
x+ h T۴
y + h T۵
−x+ y + h T۶

.

۵ .۴ شکل در که همان طور یکسان مثلث شش از متشکل شش‐ضلعی یک ،H کنیم فرض
xn,m مرکزی نقطه با متناظر ϕn,m پایه محمل شش‐ضلعی این باشد. است، شده داده نشان
xn+١,m,xn−١,m,xn,m+١,xn,m−١,xn+١,m+١,xn−١,m−١ با را شش‐ضلعی این رئوس می باشد.
شش‐ضلعی تصویر که را Ĥ شش‐ضلعی همچنین .(۵ .۴ چپ سمت (شکل می کنیم مشخص
می کنیم مشخص x̂١,٠, x̂−١,٠, x̂٠,١, x̂١−,٠, x̂١,١, x̂−١−,١ رئوس با HHاست، آفین نگاشت تحت H
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است x = HH(x̂) = DH x̂+ dH به صورت نگاشت این کلی شکل می باشد. آن مرکز نیز x٠,٠ که
شش‐ضلعی روی نقطه ای به نگاشت این تحت Ĥ شش‐ضلعی به متعلق نقطه هر به طوری که

داریم: و HH(x̂k,l) = xn+k,m+l دیگر عبارت به می شود. تصویر H

DH =

xn+١,m − xn,m xn+١,m+١ − xn+١,m
yn+١,m − yn,m yn+١,m+١ − yn+١,m

 dH =

xn,m
yn,m

 ,
نگاشت توسط Ĥ ناحیه به متعلق ϕ̂ پایه همچنین می باشد. xk,l نقطه مختصات (xk,l, yk,l) که
دیگر عبارت به می شود. تصویر آزادی درجه همان با و H به متعلق ϕ پایه  به شده تعریف آفین
شکل ،H آفین نگاشت با متناظر متغیر تغییر اعمال و فرضیات این با .ϕ̂k,l = ϕn+k,m+l ◦ H

بود: خواهد زیر به صورت Ah ماتریس فشرده فرم

Ah = |detDH |


٠ a٠,١ a١,١

a−١,٠ a٠,٠ a١,٠
a−١−,١ a١−,٠ ٠

 ,
که

a٠,١ =

∫
T̂٢
(D−١

H )t∇ϕ̂٠,١ · (D−١
H )t∇ϕ̂٠,٠dx̂+

∫
T̂٣
(D−١

H )t∇ϕ̂٠,١ · (D−١
H )t∇ϕ̂٠,٠dx̂,

a١,١ =

∫
T̂١
(D−١

H )t∇ϕ̂١,١ · (D−١
H )t∇ϕ̂٠,٠dx̂+

∫
T̂٢
(D−١

H )t∇ϕ̂١,١ · (D−١
H )t∇ϕ̂٠,٠dx̂,

a−١,٠ =

∫
T̂٣
(D−١

H )t∇ϕ̂−١,٠ · (D−١
H )t∇ϕ̂٠,٠dx̂+

∫
T̂۴
(D−١

H )t∇ϕ̂−١,٠ · (D−١
H )t∇ϕ̂٠,٠dx̂,

a١,١ =
۶∑

i=١

∫
T̂i

(D−١
H )t∇ϕ̂٠,٠ · (D−١

H )t∇ϕ̂٠,٠dx̂,

a١,٠ =

∫
T̂١
(D−١

H )t∇ϕ̂١,٠ · (D−١
H )t∇ϕ̂٠,٠dx̂+

∫
T̂۶
(D−١

H )t∇ϕ̂١,٠ · (D−١
H )t∇ϕ̂٠,٠dx̂,

a−١−,١ =

∫
T̂۴
(D−١

H )t∇ϕ̂−١−,١ · (D−١
H )t∇ϕ̂٠,٠dx̂+

∫
T̂۵
(D−١

H )t∇ϕ̂−١−,١ · (D−١
H )t∇ϕ̂٠,٠dx̂,

a١−,٠ =

∫
T̂۵
(D−١

H )t∇ϕ̂١−,٠ · (D−١
H )t∇ϕ̂٠,٠dx̂+

∫
T̂۶
(D−١

H )t∇ϕ̂١−,٠ · (D−١
H )t∇ϕ̂٠,٠dx̂.

فرض با
CH = D−١

H (D−١
H )t =

cH١١ cH١٢
cH٢١ cH٢٢

 ,
می شود: تبدیل زیر شکل به Ah ماتریس فشرده فرم

Ah = |detDH |
(
cH١١Âxx + (cH١٢ + cH٢١)Âxy + cH٢٢Âyy

)
,
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که

Âxx =


٠ ٠ ٠
−١ ٢ −١
٠ ٠ ٠

 , Âxy =


٠ ١ −١
−١ ٢ −١
−١ ١ ٠

 , Âxx =


٠ −١ ٠
٠ ٢ ٠
٠ −١ ٠

 .
−∂yy و −∂xy −∂xx, با متناظر ماتریس های فشرده فرم  ترتیب به Âxx و Âxx, Âxy بالا رابطه در
همان Ah ماتریس فشرده فرم ،α = π/٢ مقابل جهت در یا β = π/٢ خاص حالت در می باشند.
مستطیلی شبکه در متناهی تفاضلات نقطه ای پنج گسسته سازی از حاصل ماتریس فشرده فرم

بود، خواهد

Ah =
١
h٢


−١

−١ ۴ −١
−١

 .
کرد: محاسبه زیر روابط از می توان نیز را H ناحیه روی Bh ماتریس فشرده فرم ضرایب

s٠,١ =| detDH |
(∫

T̂١ ϕ̂٠,١ϕ̂٠,٠ ds +
∫
T̂٢ ϕ̂٠,١ϕ̂٠,٠ ds

)
,

s−١,٠ =| detDH |
(∫

T̂٣ ϕ̂−١,٠ϕ̂٠,٠ ds +
∫
T̂۴ ϕ̂−١,٠ϕ̂٠,٠ ds

)
,

s١,١ =| detDH |
(∫

T̂٢ ϕ̂١,١ϕ̂٠,٠ ds +
∫
T̂٣ ϕ̂١,١ϕ̂٠,٠ ds

)
,

s١,٠ =| detDH |
(∫

T̂١ ϕ̂١,٠ϕ̂٠,٠ ds +
∫
T̂۶ ϕ̂١,٠ϕ̂٠,٠ ds

)
,

s٠,٠ =| detDH |
(∑۶

i=١
∫
T̂i
ϕ̂٠,٠ϕ̂٠,٠ ds

)
,

s١−,٠ =| detDH |
(∫

T̂۵ ϕ̂١−,٠ϕ̂٠,٠ ds +
∫
T̂۶ ϕ̂١−,٠ϕ̂٠,٠ ds

)
,

s−١−,١ =| detDH |
(∫

T̂۴ ϕ̂−١−,١ϕ̂٠,٠ ds +
∫
T̂۵ ϕ̂−١−,١ϕ̂٠,٠ ds

)
,

ماتریس فشرده فرم ،| detDH عبارت| با ماتریس فشرده فرم این مولفه های سازی نرمال با
می آید: بدست شبکه مثلث بندی نوع هر برای زیر ثابت

Bh =
١

١٢


١ ١

١ ۶ ١
١ ١

 .
بود: خواند زیر به صورت نیز شبکه تبدیل ماتریس های فشرده فرم  حالت این در

I٢h
h =

١
٨


١ ١

١ ٢ ١
١ ١

 , I٢h
h =

١
۴Ih٢h.

۶ .۴ شکل در W‐چرخه موجی چند‐شبکه ای روش و SAMA روش دو مقایسه ای نتایج
نرخ همگرایی، عامل عددی تحلیل در است. شده ارائه ٢١٢ تا ١٢−٢ از λ = τ/h٢ ازای به
تا بالا کافی اندازه به تکرارهای در W‐چرخه موجی چند‐شبکه ای روش مجانبی همگرایی



موجی شبکه ای چند روش های برای جبری نیمه حالت تحلیل ٧٢

بعد. دو در مثلثی شبکه روی تحلیلی و عددی همگرایی عامل مقایسه :۶ .۴ شکل

بر اضافه است. شده گرفته نظر در ،||r|| < ١٠−١٠ شود، کوچک بسیار باقیمانده نرم که جایی
در صفر بردار با برابر راست سمت بردار و تصادفی برداری از عددی روش اولیه شرط برای این،
گرفته ایم. نظر در M = ٣٢ مقدار با برابر و ثابت را زمانی گام اینجا در است. شده گرفته نظر
پیش بینی روش و عددی روش از حاصل نتایج ۶ .۴ شکل در می شود، مشاهده که همان طور
SAMA روش ی بالا قابلیت نشان دهنده که می باشند نزدیک هم به بسیار SAMA کننده

می باشد. زمان به وابسته معادلات همگرایی عامل پیش بینی برای
روش و SAMA تحلیلی روش با شده محاسبه همگرایی عامل مقایسه از حاصل نتایج
سطر در خطی های پایه با متناهی المان روش با همراه W‐چرخه شبکه ای چند عددی
ثابت شبکه در τ مختلف مقادیر ازای به نتایج است. شده ارائه ،١ .۴ جدول چهارم و سوم
مجانبی همگرایی عامل محاسبه برای که است ذکر به لازم شده اند. گزارش ۶۴ × ۶۴ × ٣٢
تا روش زیاد بسیار تکرارهای از و گرفتیم نظر در تصادفی بردار یک به صورت را اولیه شروع بردار
چنین در کرده ایم. استفاده دهد، نشان را ١٠−١٠ از کوچکتر عددی باقیمانده بردار نرم که جایی
روش با متناظر جدول این سوم سطر می کند. میل ثابت مقدار یک به همگرایی عامل شرایطی
در شده محاسبه B ماتریس جای به جرم ماتریس جایگذاری از که می باشد متناهی المان های
جای به همانی ماتریس دادن قرار با جدول این چهارم سطر در می آید. بدست (١٢ .۴) رابطه
سطر نتایج مقایسه از داشت. خواهیم را متناهی تفاضلات روش با متناظر نتایج ،B ماتریس
همگرایی عامل در تاثیری سازی گسسته روش که دریافت می توان جدول چهارم و سوم های
جدول آخر سطر دو با جدول اول سطر دو مقایسه از همچنین ندارد. شبکه ای چند روش
سرعت روی بر گسسته ساز روش در استفاده مورد پایه های درجه که می رسیم نتیجه این به
داده های کلیه مقایسه از نتیجه، دو این بر علاوه است. تاثیر گذار شبکه ای چند روش همگرایی
بسیار برآوردگر یک SAMA همگرایی عامل کننده پیش بینی روش که می شویم متوجه جدول

می باشد. شبکه ای چند روش واقعی همگرایی عامل از خوب
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سه‐بعدی شبکه روی همگرایی عامل بررسی ٢ .۴
متناهی المان های گسسته سازی از استفاده با SAMA روش به همگرایی تحلیل بخش این در
توسیع اول شبکه می کنیم. تحلیل را شبکه دو قبل بخش مانند نیز اینجا در می کنیم. بیان را
مثلثی شبکه دوم حالت در می نامیم. مکعبی شبکه را آن ما که است بعد سه در مستطیلی شبکه
پیش نیاز های ابتدا در می دهیم. توسیع بعد سه به مثلث قاعده با منشور هایی از استفاده با را
تحلیل بقیه می دهیم. توضیح شبکه دو هر برای کلی به طور را همگرایی تحلیل ارائه برای لازم

هستند. تعمیم قابل راحتی به و بوده دو‐بعدی حالت همانند  ها

مکعبی شبکه ٢. ١ .۴
می کنیم: تعریف را Qh نامتناهی شبکه ابتدا دو‐بعدی حالت همانند
Qh = {x = kh = (k١h١, k٢h٢, k٣h٣), k ∈ Z٣}.

که می گیریم نظر در φ(θ,x) = eiθ·x = eiθ١x١eiθ٢x٢eiθ٣x٣ به صورت را فوریه مدهای اینجا در
خطی ترکیب حسب بر می توان را شبکه ای تابع هر نیز حالت این در .θ ∈ Θh = (−π/h, π/h]٣
بود. خواهد ما همگرایی تحلیل اساس عبارت این که نوشت ثابت t یک ازای به فوریه مد های
شده تعریف پایین بسامد با فوریه مد یک با شده ساخته هشت‐بعدی فوریه فضای همچنین

می آید: بدست زیر شکل به ،θ = θ٠٠٠ ∈ Θ٢h = (−π/٢h, π/٢h]٣ عبارت با
F٢h(θ) =span{φ(θ٠٠٠, ·), φ(θ١١١, ·), φ(θ١٠٠, ·), φ(θ٠١١, ·), φ(θ٠١٠, ·), φ(θ١٠١, ·),

φ(θ٠٠١, ·), φ(θ١١٠, ·)},
(١٣ .۴)

از: عبارتند θ = θ٠٠٠ با متناظر ی بالا بسامد با مد های
θα = θ٠٠٠ − (α١sign(θ١), α٢sign(θ٢), α٣sign(θ٣) )

π

h
,

.α = {(α١, α٢, α٣) |αj ∈ {٠, ١}, j = ١,٢,٣} و θ٠٠٠ = (θ١, θ٢, θ٣) که

مثلث قاعده با منشوری شبکه ٢. ٢ .۴
صفحه در مثلثی ناحیه حاصل ضرب که می گیریم نظر در به گونه ای را منشوری ناحیه اینجا در
٠ < γ < π و باشد R٣ در یکه پایه ای {e′١, e′٢, e′٣} کنیم فرض باشد. z بردار روی بازه ای و x− y
بر متعامد پایه ای می باشد. عمود آنها صفحه بر e′٣ به طوری که باشد e′٢ و e′١ بردار دو بین زاویه
دلتای δij که ،i, j = ١,٢,٣ ،e′i · e′′j = δij دیگر عبارت به ،{e′′١ , e′′٢, e′′٣} می گیریم نظر در پایه این
ضرب می توان فوریه تبدیل و θ = G(θ′′) ،x = F(x′) متغیر تغییر از استفاده با است. کرونکر

آورد: بدست را زیر داخلی
G(θ′′) · F(x′) = θ · x = θ′′١x′١ + θ′′٢x′٢ + θ′′٣x′٣ = θ′′ · x′.
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می کنیم: تعریف زیر به صورت را e′٣ و e′١, e′٢ بردار های جهت در شده تولید نامتناهی شبکه

Gh = {x′ = (x′١, x′٢, x′٣)|x′i = kihi, ki ∈ Z, i = ١,٢,٣}, h = (h١, h٢, h٣)

فوریه تبدیل از استفاده با می شود. تعریف x′١e′١+x′٢e′٢+x′٣e′٣ شکل به شبکه این روی نقطه هر
می شوند. حاصل φh(θ

′′,x′) = eiθ
′′١ x′١eiθ

′′٢x′٢eiθ
′′٣x′٣ فوریه مد های شبکه ای، توابع روی گسسته

ثابت t یک ازای به فوریه مد های خطی ترکیب حسب بر می توان را شبکه ای تابع هر نیز اینجا در
هشت‐ فوریه فضای همچنین بود. خواهد ما همگرایی تحلیل اساس عبارت این که نوشت
θ′′ = θ′′٠٠٠ ∈ Θ′′٢h = عبارت با شده تعریف پایین بسامد با فوریه مد یک با شده ساخته بعدی

می آید: بدست زیر شکل به h = h١ = h٢ = h٣, که (−π/٢h, π/٢h]٣,
F٢h(θ′′) =span{φ(θ′′٠٠٠, ·), φ(θ′′١١١, ·), φ(θ′′١٠٠, ·), φ(θ′′٠١١, ·), φ(θ′′٠١٠, ·), φ(θ′′١٠١, ·),

φ(θ′′٠٠١, ·), φ(θ′′١١٠, ·)},
(١۴ .۴)

می آیند: بدست زیر رابطه از نیز θ′′٠٠٠ با متناظر بالای بسامد با مدهای
θ′′α = θ′′٠٠٠ − (α١sign(θ′′١ ), α٢sign(θ′′٢), α٣sign(θ′′٣)

) π
h
,

.α = {(α١, α٢, α٣) |αj ∈ {٠, ١}, j = ١,٢,٣} و θ′′٠٠٠ = (θ′′١ , θ′′٢, θ′′٣) که
متعامد شبکه روی SAMA، روش ارائه که گرفت نتیجه می توان بالا، مطالب به توجه با
و شبکه تعریف متعامد، غیر شبکه در زیرا بود. خواهد یکسان ظاهری لحاظ از متعامد غیر و
می توان و می گردد مبدل متعامد فضایی به مناسب تبدیلات از استفاده با بسامد فضای تعریف
SAMA عددی همگرایی تحلیل ادامه در لذا کرد. تعریف x′ و θ′′ حسب بر را فوریه مد های
هر تعاریف در است بدیهی می دهیم. ادامه شبکه دو هر برای واحد تعریفی گرفتن نظر در با را
تحلیل به cθ و Θh ،Qh جای به dθ′′ و Θ′′

h ،Gh جایگذاری با می توان می شود ارائه ادامه در آنچه
یافت. دست مثلثی شبکه روی روش این

عامل با متناظر ماتریس های توسیع شبکه، نوع دو هر برای شده ارائه مطالب به توجه با
همگی ،T̃ ٢h

h,τ (θ) دو‐شبکه ای عملگر و C̃٢h
h,τ (θ) درشت شبکه اصلاحی عملگر ،S̃h,τ (θ) همواری،

دو‐ در شده انجام مراحل کردن دنبال با سادگی به که بود خواهند ٨M × ٨M ماتریس هایی
را نیاز مورد ماتریس های فشرده فرم  مثال، دو ارائه با ادامه در هستند. محاسبه قابل بعد،

می کنیم. محاسبه سه‐بعدی متعامد غیر و متعامد شبکه دو هر برای

همگرایی عامل با مقایسه و SAMA سه‐بعدی تحلیل نتایج ٢. ٣ .۴
عددی مجانبی

چند‐ روش مجانبی همگرایی عامل و SAMA همگرایی تحلیل مقایسه برای بخش این در
می گیریم نظر در را مکعبی شبکه اول مثال در می کنیم. ارائه مثال دو W-چرخه شبکه ای
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شبکه می کنیم. محاسبه را چند‐شبکه ای روش در درگیر ماتریس های فشرده فرم  تمام و
دو از متشکل متوازی الاضلاع قاعده با منشور یک گرفتن نظر در با دوم مثال در منشوری
تفصیل به نیاز مورد ماتریس های فشرده فرم  محاسبه نیز حالت این در می شود. بررسی مثلث

می شود. بیان

می گیریم. نظر در Ω = [٠,٢]٣ سه‐بعدی ناحیه روی را (٢. ١) گرما معادله .٢. ١ .۴ مثال
زیر به صورت که معادله دقیق جواب در که می کنیم انتخاب به گونه ای را اولیه و مرزی شرایط

کند، صدق است،

u(x١, x٢, t) = t٢ sin
(πx١٢

)
sin
(πx٢٢

)
sin
(πx٣٢

)
.

منظم مکعبی شبکه روی سه‐خطی پایه های با متناهی المان های گسسته سازی از استفاده با
زیر گسسته معادله به ،φ(x, y, z) = ax + by + cz + dxy + eyz + fxz + gxyz + h شکل به

می رسیم:

Bhu̇h(t) +Auh(t) = Fh(t), uh(٠) = gh, t > ٠.

یک برای Bh و Ah ماتریس های می گیریم. نظر در را ٧ .۴ مکعبی شبکه Bh و Ah محاسبه برای

مکعبی. شبکه :٧ .۴ شکل
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بود: خواهند زیر به صورت شبکه درونی نقطه

Bh =
[
Bh|z=−h

, Bh|z=٠ , Bh|z=h

]
,

Bh|z=−h
=

∫
C۶ φ−h,h,−hφ٠,٠,−h dx

∫
∪i∈{۵,۶}Ci

φ٠,h,−hφ٠,٠,−h dx
∫
C۵ φh,h,−hφ٠,٠,−h dx∫

∪i∈{۶,٧}Ci
φ−h,٠,−hφ٠,٠,−h dx

∫
∪i∈{۵···٨}Ci

φ٠,٠,−hφ٠,٠,−h dx
∫
∪i∈{۵,٨}Ci

φh,٠,−hφ٠,٠,−h dx∫
C٧ φ−h,−h,−hφ٠,٠,−h dx

∫
∪i∈{٧,٨}Ci

φ٠,−h,−hφ٠,٠,−h dx
∫
C٨ φh,−h,−hφ٠,٠,−h dx

 ,
Bh|z=٠ =

∫
∪i∈{٢,۶}Ci

φ−h,h,٠φ٠,٠,٠ dx ∫
∪i∈{١,٢,۵,۶}Ci

φ٠,h,٠φ٠,٠,٠ dx ∫
∪i∈{١,۵}Ci

φh,h,٠φ٠,٠,٠ dx∫
∪i∈{٢,٣,۶,٧}Ci

φ−h,٠,٠φ٠,٠,٠ dx ∫
∪i∈{٨···١}Ci

φ٠,٠,٠φ٠,٠,٠ dx ∫
∪i∈{١,۴,۵,٨}Ci

φh,٠,٠φ٠,٠,٠ dx∫
∪i∈{٣,٧}Ci

φ−h,−h,٠φ٠,٠,٠ dx ∫
∪i∈{٣,۴,٧,٨}Ci

φ٠,−h,٠φ٠,٠,٠ dx ∫
∪i∈{۴,٨}Ci

φh,−h,٠φ٠,٠,٠ dx

 ,
Bh|z=h

=
∫
C٢ φ−h,h,hφ٠,٠,h dx

∫
∪i∈{١,٢}Ci

φ٠,h,hφ٠,٠,h dx
∫
C١ φh,h,hφ٠,٠,h dx∫

∪i∈{٢,٣}Ci
φ−h,٠,hφ٠,٠,h dx

∫
∪i∈{١···۴}Ci

φ٠,٠,hφ٠,٠,h dx
∫
∪i∈{١,۴}Ci

φh,٠,hφ٠,٠,h dx∫
C٣ φ−h,−h,hφ٠,٠,h dx

∫
∪i∈{٣,۴}Ci

φ٠,−h,hφ٠,٠,h dx
∫
C۴ φh,−h,hφ٠,٠,h dx


و

Ah =
[
Ah|z=−h

, Ah|z=٠ , Ah|z=h

]
,

Ah|z=−h
=

∫
C۶ ∇φ−h,h,−h∇φ٠,٠,−h dx

∫
∪i∈{۵,۶}Ci

∇φ٠,h,−h∇φ٠,٠,−h dx
∫
C۵ ∇φh,h,−h∇φ٠,٠,−h dx∫

∪i∈{۶,٧}Ci
∇φ−h,٠,−h∇φ٠,٠,−h dx

∫
∪i∈{۵···٨}Ci

∇φ٠,٠,−h∇φ٠,٠,−h dx
∫
∪i∈{۵,٨}Ci

∇φh,٠,−h∇φ٠,٠,−h dx∫
C٧ ∇φ−h,−h,−h∇φ٠,٠,−h dx

∫
∪i∈{٧,٨}Ci

∇φ٠,−h,−h∇φ٠,٠,−h dx
∫
C٨ ∇φh,−h,−h∇φ٠,٠,−h dx

 ,
Ah|z=٠ =

∫
∪i∈{٢,۶}Ci

∇φ−h,h,٠∇φ٠,٠,٠ dx ∫
∪i∈{١,٢,۵,۶}Ci

∇φ٠,h,٠∇φ٠,٠,٠ dx ∫
∪i∈{١,۵}Ci

∇φh,h,٠∇φ٠,٠,٠ dx∫
∪i∈{٢,٣,۶,٧}Ci

∇φ−h,٠,٠∇φ٠,٠,٠ dx ∫
∪i∈{٨···١}Ci

∇φ٠,٠,٠∇φ٠,٠,٠ dx ∫
∪i∈{١,۴,۵,٨}Ci

∇φh,٠,٠∇φ٠,٠,٠ dx∫
∪i∈{٣,٧}Ci

∇φ−h,−h,٠∇φ٠,٠,٠ dx ∫
∪i∈{٣,۴,٧,٨}Ci

∇φ٠,−h,٠∇φ٠,٠,٠ dx ∫
∪i∈{۴,٨}Ci

∇φh,−h,٠∇φ٠,٠,٠ dx

 ,
Ah|z=h

=
∫
C٢ ∇φ−h,h,h∇φ٠,٠,h dx

∫
∪i∈{١,٢}Ci

∇φ٠,h,h∇φ٠,٠,h dx
∫
C١ ∇φh,h,h∇φ٠,٠,h dx∫

∪i∈{٢,٣}Ci
∇φ−h,٠,h∇φ٠,٠,h dx

∫
∪i∈{١···۴}Ci

∇φ٠,٠,h∇φ٠,٠,h dx
∫
∪i∈{١,۴}Ci

∇φh,٠,h∇φ٠,٠,h dx∫
C٣ ∇φ−h,−h,h∇φ٠,٠,h dx

∫
∪i∈{٣,۴}Ci

∇φ٠,−h,h∇φ٠,٠,h dx
∫
C۴ ∇φh,−h,h∇φ٠,٠,h dx

 .
دستگاه یک حل از به سادگی بالا ماتریس های فشرده فرم  در شده استفاده پایه هر ضرایب
فرم  بالا روابط در آن ها دادن قرار و پایه ها این محاسبه با می شود. محاسبه خطی معادلات

می آیند: بدست زیر به صورت Bh و Ah ماتریس های فشرده

Bh =
١

٢١۶




١ ۴ ١
۴ ١۶ ۴
١ ۴ ١




۴ ١۶ ۴
١۶ ۶۴ ١۶
۴ ١۶ ۴




١ ۴ ١
۴ ١۶ ۴
١ ۴ ١


 ,

و

Ah =
١

١٢h٢



−١ −٢ −١
−٢ ٠ −٢
−١ −٢ −١



−٢ ٠ −٢
٠ ٣٢ ٠
−٢ ٠ −٢



−١ −٢ −١
−٢ ٠ −٢
−١ −٢ −١


 .



٧٧ سه‐بعدی شبکه روی همگرایی عامل بررسی
از: است عبارت نیز مکعبی شبکه درونیاب و تحدید عملگر

I٢h
h =

١
۶۴




١ ٢ ١
٢ ۴ ٢
١ ٢ ١




٢ ۴ ٢
۴ ٨ ۴
٢ ۴ ٢




١ ٢ ١
٢ ۴ ٢
١ ٢ ١


 , I٢h

h =
١
٨Ih٢h,

عددی روش و SAMA روش توسط همگرایی عامل پیش بینی نتایج ،٨ .۴ شکل در
همگرایی، عامل عددی تحلیل در شده اند. مقایسه هم با مجانبی، همگرایی عامل محاسبه
بالا کافی اندازه به تکرارهای در W‐چرخه موجی چند‐شبکه ای روش مجانبی همگرایی نرخ
در زیرا است. شده گرفته نظر در ،||r|| < ١٠−١٠ شود، کوچک بسیار باقیمانده نرم که جایی تا
نسبت که جایی تا داد ادامه دلخواه تعداد هر به را عددی روش تکرارهای می توان صورت این
بر علاوه کند. میل است مجانبی همگرایی عامل همان که ثابتی مقدار به باقیمانده بردارهای
در صفر بردار با برابر راست سمت بردار و تصادفی برداری از عددی روش اولیه شرط برای این،
در ٢١٢ تا ١٢−٢ از λ = τ/h٢ پارامتر تغییرات حسب بر روش دو هر نتایج است. شده گرفته نظر
نظر در M = ٣٢ مقدار با برابر و ثابت را زمانی گام اینجا در است. شده داده نمایش ٣ .۴ شکل
روش و عددی روش از حاصل نتایج ٣ .۴ شکل در می شود، مشاهده که همان طور گرفته ایم.
روش ی بالا قابلیت نشان دهنده که می باشند نزدیک هم به بسیار SAMA کننده پیش بینی
،٢ .۴ جدول در می باشد. زمان به وابسته معادلات همگرایی عامل پیش بینی برای SAMA

ابعاد با شبکه روی بعد سه در مکعبی شبکه روی تحلیلی و عددی همگرایی عامل مقایسه :٨ .۴ شکل
.۶۴× ۶۴× ۶۴× ٣٢

چند‐شبکه ای موجی روش با عددی حل SAMA روش دو به همگرایی عامل عددی نتایج
است. شده ارائه ۶۴ × ۶۴ × ۶۴ × ٣٢ ثابت شبکه و τ مختلف مقادیر ازای به ،W‐چرخه
ردیف در می باشد. سوم مثال سه‐خطی پایه های با متناظر جدول دوم و اول ردیف نتایج
این دوم ردیف در و متناهی المان های روش در شده ارائه جرم ماتریس با برابر B ماتریس اول



موجی شبکه ای چند روش های برای جبری نیمه حالت تحلیل ٧٨
متناهی تفاضلات روش نتایج به منجر که است شده داده قرار همانی ماتریس با برابر ماتریس
روش این SAMA، روش در تغییر همین اعمال با که است این توجه جالب نکته می شود.
که همان طور می دهد. بدست را متناهی تفاضلات روش همگرایی عامل بر منطبق نتایجی نیز

ندارد. همگرایی عامل در تاثیری چندان گسسته سازی روش می شود مشاهده

B

τ
0.04 0.02 0.01 0.005 0.0025 0.001

C
ub

ic
El

em
en

ts
(C

E)

Mass
0.1084 0.1129 0.1330 0.1539 0.1923 0.2790

(0.1072) (0.1119) (0.1291) (0.1541) (0.1946) (0.2759)

Identity
0.0946 0.0821 0.0691 0.0545 0.0333 0.0107

(0.0995) (0.0888) (0.0574) (0.0527) (0.0312) (0.0109)

Pr
ism

El
em

en
ts

(P
E)

Mass
0.1628 0.1593 0.1526 0.1407 0.1221 0.0955

(0.1668) (0.1439) (0.1442) (0.1413) (0.1221) (0.1091)

Identity
0.1664 0.1505 0.1268 0.1004 0.0676 0.0303

(0.1671) (0.1635) (0.1378) (0.1049) (0.0710) (0.0308)

W‐چرخه مجانبی همگرایی عامل با SAMA دو‐شبکه ای همگرایی عامل مقایسه :٢ .۴ جدول
.۶۴× ۶۴× ۶۴× ٣٢ سه‐بعدی فضایی شبکه روی τ مختلف مقادیر ازای به پرانتز) (درون

متوازی الاضلاع قاعده با منشوری ناحیه روی را گرما سه‐بعدی معادله مثال، این در .٢. ٢ .۴ مثال
به گونه ای را اولیه شرط و دیریکله مرزی شرایط می کنیم. حل ۴ .۴ شکل در شده داده نشان

کنند: صدق است زیر شکل به که معادله دقیق جواب در که می کنیم انتخاب

u(x١,x٢, x٣, t) =

t٢x٢x٣(x٣ − ١)(x٢ − x١ tanα)(x٢ − x١ tanα+ tanα)

(
x٢ −

١
cotα+ cotβ

)
.

گرما معادله گسسته سازی برای منشوری المان های با متناهی المان های روش از اینجا در
برسیم: زیر گسسته فرم به تا می کنیم استفاده

Bhu̇h(t) +Ahuh(t) = Fh(t), uh(٠) = gh, t > ٠.



٧٩ سه‐بعدی شبکه روی همگرایی عامل بررسی
می باشند زیر به صورت منشوری المان های این روی شده تعریف های جمله ای چند کلی شکل

φ(x, y, z) = (ax+ by + c)(dz + e)

= aex+ bey + dcz + adxz + bdyz + ce

= c١x+ c٢y + c٣z + c۴xz + c۵yz + c۶.

با پایه هر محاسبه برای است. شده داده نمایش ناحیه این مجاوراز المان دو ٩ .۴ شکل در
مجهولی شش معادله شش دستگاه آن با تا داریم نقطه شش به نیاز مجهول، شش به توجه

داریم: P١ اول، منشوری المان روی φh,٠,٠ مقدار محاسبه برای نمونه، عنوان به بسازیم.

φh,٠,٠|P١ =



h ٠ ٠ ٠ ٠ ١
h h ٠ ٠ h٢ ١
٠ ٠ ٠ ٠ ٠ ١
h ٠ h h٢ ٠ ١
h h h h٢ h٢ ١



−١


١
٠
٠
٠
٠
٠


[
x y z xz yz ١] ,

محاسبات پس گردد. محسبه باید نیز ٨ ٧و ٢ و المان های روی پایه این مقادیر این بر علاوه

بعد. سه در مکعبی شبکه روی تحلیلی و عددی همگرایی عامل مقایسه :٩ .۴ شکل

می آید: بدست زیر به صورت φh,٠,٠ پایه مقدار

φh,٠,٠ =
١
h٢



yh+ yz P١
xh+ xz P٢
hy − yz P٧
hx− xz P٨

کرد. محاسبه نیز را پایه ها بقیه می توان طریق همین به
Ah ماتریس های فشرده فرم  محاسبه برای دادیم، انجام دو‐بعدی بخش در آنچه مانند
فرم به مثلثی شبکه تبدیل به نیاز دلخواه زاویه با مثلث بندی هر برای کلی حالت در Bh و



موجی شبکه ای چند روش های برای جبری نیمه حالت تحلیل ٨٠
به صورت شده مثلث بندی ناحیه مرکز xn,m,k کنیم فرض منظور این برای داریم. استاندارد
ناحیه این می باشد. نیز ϕn,m,k پایه محمل ناحیه این که (۵ .۴ راست سمت (شکل باشد دلخواه
که xn+١,m+١,s,xn−١,m−١,s xn+١,m,s,xn−١,m,s,xn,m+١,s,xn,m−١,s,نقاط با سه‐بعدی فضای در
مرکز با ،P̂ مرجع شش‐ضلعی منشور از استفاده با می شود. مشخص .s = k − ١, k, k + ١
نگاشت یک s = −١, ٠, ١ که x̂٠,١,s, x̂١−,٠,s, x̂١,١,s, x̂−١−,١,s x̂−١,٠,s, x̂١,٠,s, رئوس و x̂ = (٠, ٠, ٠)

باشد: برقرار زیر عبارت که می کنیم تعریف به گونه ای HP آفین
x = HP (x̂) = DP x̂+ dP , HP (x̂k,l) = xn+k,m+l

می شود: تعریف زیر روابط با دقیق به طور سه‐بعدی فضای در نگاشت این

DP =


xn+١,m,p − xn,m,p xn+١,m+١,p − xn+١,m,p xn+١,m+١,p+١ − xn+١,m+١,p
yn+١,m,p − yn,m,p yn+١,m+١,p − yn+١,m,p yn+١,m+١,p+١ − yn+١,m+١,p
zn+١,m,p − zn,m,p zn+١,m+١,p − yn+١,m,p zn+١,m+١,p+١ − zn+١,m+١,p

 ,
dP =

[
xn,m,p yn,m,p zn,m,p

]
,

(١۵ .۴)
شش‐ضلعی منشور روی پایه هر می باشد. xu,v,s نقطه مختصات (xu,v,s, yu,v,s, zu,v,s) که
می شود نگاشته P دلخواه زوایای با شش‐ضلعی منشور از پایه ای روی زیر رابطه با P̂ مرجع

می گردد: حفظ آن آزادی درجه به طوری که
ϕ̂n,m,k = ϕn,m,k ◦ HP ∇ϕ̂n,m,k = Dt

P∇ϕn,m,k ◦ HP .

کنیم: فرض زیر به صورت را Ah ماتریس فشرده فرم شکل اگر
Ah = |detDP |

[[
a١−,٠,١ a١−,١,١

a−١−,١,٠ a١−,٠,٠ a١−,١,٠
a−١−,١−,١ a١−,١−,٠

] [
a٠,١,٠ a١,١,٠

a−١,٠,٠ a٠,٠,٠ a١,٠,٠
a−١,٠−,١ a١,٠−,٠

] [
a٠,١,١ a١,١,١

a−١,٠,١ a٠,٠,١ a١,٠,١
a−١,١−,١ a١,١−,٠

]]
,

روابط از ماتریس این های درایه ،HP آفین نگاشت با متناظر متغیر تغییر از استفاده با آنگاه
می شوند: حاصل زیر

a١−,٠,١ =

∫
P̂٨
(D−١

P )t∇ϕ̂١−,٠,١ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂٩
(D−١

P )t∇ϕ̂١−,٠,١ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂,

a١−,١,١ =

∫
P̂٧
(D−١

P )t∇ϕ̂١−,١,١ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂٨
(D−١

P )t∇ϕ̂١−,١,١ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂,

a−١−,١,٠ =

∫
P̂٩
(D−١

P )t∇ϕ̂−١−,١,٠ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂١٠

(D−١
P )t∇ϕ̂−١−,١,٠ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂,

a١−,٠,٠ =
١٢∑
i=۵

∫
T̂i

(D−١
P )t∇ϕ̂١−,٠,٠ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂,

a١−,١,٠ =

∫
P̂۵
(D−١

P )t∇ϕ̂١−,١,٠ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂١٢

(D−١
P )t∇ϕ̂١−,١,٠ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂,

a−١−,١−,١ =

∫
P̂١٠

(D−١
P )t∇ϕ̂−١−,١−,١ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂١١

(D−١
P )t∇ϕ̂−١−,١−,١ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂,

a١−,١−,٠ =

∫
P̂١١

(D−١
P )t∇ϕ̂١−,١−,٠ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂١٢

(D−١
P )t∇ϕ̂١−,١−,٠ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂.



٨١ سه‐بعدی شبکه روی همگرایی عامل بررسی

a٠,١,٠ =

∫
P̂٨
(D−١

P )t∇ϕ̂٠,,٠,١ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂٩
(D−١

P )t∇ϕ̂٠,١,٠ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂,

a١,١,٠ =

∫
P̂٧
(D−١

P )t∇ϕ̂١,١,٠ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂٨
(D−١

P )t∇ϕ̂١,١,٠ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂,

a−١,٠,٠ =

∫
P̂٩
(D−١

P )t∇ϕ̂−١,٠,٠ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂١٠

(D−١
P )t∇ϕ̂−١,٠,٠ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂,

a٠,٠,٠ =

١٢∑
i=١

∫
T̂i

(D−١
P )t∇ϕ̂٠,٠,٠ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂,

a١,٠,٠ =

∫
P̂۵
(D−١

P )t∇ϕ̂١,٠,٠ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂١٢

(D−١
P )t∇ϕ̂١,٠,٠ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂,

a−١,٠−,١ =

∫
P̂١٠

(D−١
P )t∇ϕ̂−١,٠−,١ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂١١

(D−١
P )t∇ϕ̂−١,٠−,١ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂,

a١,٠−,٠ =

∫
P̂١١

(D−١
P )t∇ϕ̂١,٠−,٠ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂١٢

(D−١
P )t∇ϕ̂١,٠−,٠ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂.

a٠,١,١ =

∫
P̂٨
(D−١

P )t∇ϕ̂٠,١,١ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂٩
(D−١

P )t∇ϕ̂٠,١,١ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂,

a١,١,١ =

∫
P̂٧
(D−١

P )t∇ϕ̂١,١,١ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂٨
(D−١

P )t∇ϕ̂١,١,١ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂,

a−١,٠,١ =

∫
P̂٩
(D−١

P )t∇ϕ̂−١,٠,١ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂١٠

(D−١
P )t∇ϕ̂−١,٠,١ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂,

a٠,٠,١ =
١٢∑
i=۵

∫
T̂i

(D−١
P )t∇ϕ̂٠,٠,١ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂,

a١,٠,١ =

∫
P̂۵
(D−١

P )t∇ϕ̂١,٠,١ · (D−١
P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂١٢

(D−١
P )t∇ϕ̂١,٠,١ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂,

a−١,١−,١ =

∫
P̂١٠

(D−١
P )t∇ϕ̂−١,١−,١ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂١١

(D−١
P )t∇ϕ̂−١,١−,١ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂,

a١,١−,٠ =

∫
P̂١١

(D−١
P )t∇ϕ̂١,١−,٠ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂+

∫
P̂١٢

(D−١
P )t∇ϕ̂١,١−,٠ · (D−١

P )t∇ϕ̂٠,٠,٠dx̂.

شکل به CH ماتریس تعریف با حال

CH = D−١
P (D−١

P )T =


c١١ c١٢ c١٣
c٢١ c٢٢ c٢٣
c٣١ c٣٢ c٣٣

 ,
کرد: بازنویسی زیر شکل به را زیر Ah ماتریس فشرده فرم می توان

Ah = |detDP | = (c١١Axx + ٢c١٢Axy + c٢٢Ayy + c٣٣Azz) (١۶ .۴)
می آید: بدست زیر شکل به CH ماتریس ۴ .۴ شکل و (١۵ .۴) رابطه به توجه با

CH =
١
h٢


١ + cot٢ β cotβ cotα+ cot٢ β ٠

cotβ cotα+ cot٢ β (cotα+ cotβ)٢ ٠
٠ ٠ ١

 .



موجی شبکه ای چند روش های برای جبری نیمه حالت تحلیل ٨٢
می کنیم. محاسبه را Axx نمونه عنوان به بالا رابطه در

Axx =
[
Axx|z=−h

, Axx|z=٠ , Axx|z=h

]
Axx|z=−h

=
∫
∪i∈{٨,٩}Pi

∂xφ٠,h,−h∂xφ٠,٠,−h dx
∫
∪i∈{٧,٨}Pi

∂xφh,h,−h∂xφ٠,٠,−h dx∫
∪i∈{٩,١٠}Pi

∂xφ−h,٠,−h∂xφ٠,٠,−h dx
∫
∪i∈{١٢···٧}Pi

∂xφ٠,٠,−h∂xφ٠,٠,−h dx
∫
∪i∈٧,١٢Pi

∂xφh,٠,−h∂xφ٠,٠,−h dx∫
∪i∈١٠,١١Pi

∂xφ−h,−h,−h∂xφ٠,٠,−h dx
∫
∪i∈{١١,١٢}Pi

∂xφ٠,−h,−h∂xφ٠,٠,−h dx


Axx|z=٠ =

∫
∪i∈{٢,٣,٨,٩}Pi

∂xφ٠,h,٠∂xφ٠,٠,٠ dx ∫
∪i∈{١,٢,٧,٨}Pi

∂xφh,h,٠∂xφ٠,٠,٠ dx∫
∪i∈{٣,۴,٩,١٠}Pi

∂xφ−h,٠,٠∂xφ٠,٠,٠ dx ∫
∪i∈{١٢···١}Pi

∂xφ٠,٠,٠∂xφ٠,٠,٠ dx ∫
∪i∈١,۶,٧,١٢Pi

∂xφh,٠,٠∂xφ٠,٠,٠ dx∫
∪i∈{۴,۵,١٠,١١}Pi

∂xφ−h,−h,٠∂xφ٠,٠,٠ dx ∫∪i∈{۵,۶,١١,١٢}Pi
∂xφ٠,−h,٠∂xφ٠,٠,٠ dx


Axx|z=h

=
∫
∪i∈{٢,٣}Pi

∂xφ٠,h,h∂xφ٠,٠,h dx
∫
∪i∈{١,٢}Pi

∂xφh,h,h∂xφ٠,٠,h dx∫
∪i∈{٣,۴}Pi

∂xφ−h,٠,h∂xφ٠,٠,h dx
∫
∪i∈{١···۶}Pi

∂xφ٠,٠,h∂xφ٠,٠,h dx
∫
∪i∈{١,۶}Pi

∂xφh,٠,h∂xφ٠,٠,h dx∫
∪i∈{۴,۵}Pi

∂xφ−h,−h,h∂xφ٠,٠,h dx
∫
∪i∈{۵,۶}Pi

∂xφ٠,−h,h∂xφ٠,٠,h dx

 ,
داشت: خواهیم بالا عبارات محاسبه از پس

Axx =




٠ ٠ ٠
−٢١٢ ۴١٢ −٢١٢
٠ ٠ ٠




٠ ٠ ٠
−۴۶ ٨۶ −۴۶
٠ ٠ ٠




٠ ٠ ٠
−٢١٢ ۴١٢ −٢١٢
٠ ٠ ٠


 ,

داریم: خلاصه به طور می شوند. محاسبه نیز دیگر ماتریس های ترتیب، همین به

Ayy =




٠ −٢١٢ ٠
٠ ۴١٢ ٠
٠ −٢١٢ ٠




٠ −۴۶ ٠
٠ ٨۶ ٠
٠ −۴۶ ٠




٠ −٢١٢ ٠
٠ ۴١٢ ٠
٠ −٢١٢ ٠


 ,

Axz =




٠ ١١٢ −١١٢
−٢١٢ ٠ −٢١٢
−١١٢ ١١٢ ٠




٠ ٠ ٠
٠ ٠ ٠
٠ ٠ ٠




٠ ١١٢ −١١٢
−٢١٢ ٠ −٢١٢
−١١٢ ١١٢ ٠


 ,

Ayz =




٠ −٢١٢ −١١٢
١١٢ ٠ ١١٢
−١١٢ −٢١٢ ٠




٠ ٠ ٠
٠ ٠ ٠
٠ ٠ ٠




٠ −٢١٢ −١١٢
١١٢ ٠ ١١٢
−١١٢ −٢١٢ ٠


 ,

Axy =




٠ ١١٢ −١١٢
١١٢ −٢١٢ ١١٢
−١١٢ ١١٢ ٠




٠ ٢۶ −٢۶
٢۶ −۴۶ ٢۶
−٢۶ ٢۶ ٠




٠ ١١٢ −١١٢
١١٢ −٢١٢ ١١٢
−١١٢ ١١٢ ٠


 ,

Azz =




٠ −١١٢ −١١٢
−١١٢ −۶١٢ −١١٢
−١١٢ −١١٢ ٠




٠ ٢١٢ ٢١٢
٢١٢ ١ ٢١٢
٢١٢ ٢١٢ ٠




٠ −١١٢ −١١٢
−١١٢ −۶١٢ −١١٢
−١١٢ −١١٢ ٠


 ,



٨٣ سه‐بعدی شبکه روی همگرایی عامل بررسی
فرم درایه های می توان ،٢. ٢ .۴ رابطه در CH ماتریس عناصر و بالا عبارات جایگذاری با حال

کرد: محاسبه سه‐بعد در ،α, β ̸= π/٢ که دلخواه زاویه هر ازای به را Ah ماتریس فشرده
a١−,٠,١ = a١−,١−,٠ = a٠,١,١ = a١,١−,٠ =

١
١٢h٢

(
−٢ cot٢ α− ٢ cotα cotβ − ١) ,

a١−,١,٠ = a−١−,١,٠ = a١,٠,١ = a−١,٠,١ =
١

١٢h٢
(٢ cotα cotβ − ٣) ,

a١−,١,١ = a−١−,١−,١ = a١,١,١ = a−١,١−,١ =
١

١٢h٢
(
−٢ cot٢ β − ٢ cotα cotβ − ١) ,

a١−,٠,٠ = a٠,٠,١ =
١

١٢h٢
(۴(cotα+ cotβ)٢ − ۴ cotα cotβ − ٢) ,

a٠,١,٠ = a١,٠−,٠ =
١

۶h٢
(١− ۴ cot٢ α− ۴ cotα cotβ

)
,

a١,٠,٠ = a−١,٠,٠ =
١

۶h٢
(۴ cotα cotβ − ٣) ,

a١,١,٠ = a−١,٠−,١ =
١

۶h٢
(١− ۴ cot٢ β − ۴ cotα cotβ

)
,

a٠,٠,٠ =
١

۶h٢
(٨(cotα+ cotβ)٢ − ٨ cotα cotβ + ١۴) ,

(١٧ .۴)

متعامد شبکه همانند ماتریس فشرده فرم این محاسبه باشد، β = π/٢ اگر خاص حالت در
داریم: و است قبل مثال

A =
١

٢۴h٢




−۶ −٢
−۶ ۴ −۶
−٢ −۶




−١٢ ۴
−١٢ ٨٨ −١٢

۴ −١٢




−۶ −٢
−۶ ۴ −۶
−٢ −۶


 .

متوجه دلخواه زوایای برای محاسبات انجام با Bh ماتریس فشرده فرم محاسبه برای
دلخواه زاویه هر ازای به واقع در نمی باشد. زوایا با وابسته ماتریس فشرده فرم این که می شویم

داریم:

Bh =
١

٧٢




١ ١
١ ۶ ١
١ ١




۴ ۴
۴ ٢۴ ۴
۴ ۴




١ ١
١ ۶ ١
١ ١


 .

داریم: نیز شبکه تبدیل ماتریس فشرده فرم ارائه به نیاز بحث، تکمیل برای

I٢h
h =

١
٣٢




١ ١
١ ٢ ١
١ ١




٢ ٢
٢ ۴ ٢
٢ ٢




١ ١
١ ٢ ١
١ ١


 , I٢h

h =
١
٨Ih٢h

روش با عددی حل SAMA روش دو به همگرایی عامل عددی نتایج ،٢ .۴ جدول در
ارائه ۶۴× ۶۴× ٣٢ ثابت شبکه و τ مختلف مقادیر ازای به ،W‐چرخه چند‐شبکه ای موجی
چند‐شبکه ای روش مجانبی همگرایی نرخ همگرایی، عامل عددی تحلیل در است. شده



موجی شبکه ای چند روش های برای جبری نیمه حالت تحلیل ٨۴
کوچک بسیار باقیمانده نرم که جایی تا بالا کافی اندازه به تکرارهای در W‐چرخه موجی
از عددی روش اولیه شرط برای این، بر اضافه است. شده گرفته نظر در ،||r|| < ١٠−١٠ شود،
گام اینجا در است. شده گرفته نظر در صفر بردار با برابر راست سمت بردار و تصادفی برداری
جدول چهارم و سوم ردیف نتایج گرفته ایم. نظر در M = ٣٢ مقدار با برابر و ثابت را زمانی
در شده ارائه جرم ماتریس با برابر B ماتریس سوم ردیف در می باشد. مثال این با متناظر
شده داده قرار همانی ماتریس با برابر ماتریس این چهارم ردیف در و متناهی المان های روش
با که است این توجه جالب نکته می شود. متناهی تفاضلات روش نتایج به منجر که است
روش همگرایی عامل بر منطبق نتایجی نیز روش این SAMA، روش در تغییر همین اعمال
چندان گسسته سازی روش می شود مشاهده که همان طور می دهد. بدست را متناهی تفاضلات
با معادله حل از حاصل نتایج می توان همچنین جدول این در ندارد. همگرایی عامل در تاثیری
مشاهده که همان طور کرد. مقایسه نیز مثلث قاعده با منشوری و مکعبی المان های از استفاده
منجر متناهی المان های فضای مولد چند جمله ای های برای پایین تر درجه از استفاده می شود،

شود. همگرایی عامل افزایش عبارتی به و چند‐شبکه ای روش کندی به
،”α = ۴۵◦β = ٩٠◦” مختلف زوایای ازای به روش دو این مقایسه ای نتایج این، بر علاوه
شکل در ”α = ٨٠◦β = ۴٠◦” و ”α = ۶٠◦β = ۶٠◦” ،”α = ۵٠◦β = ٧٠◦” ،”α = ۴٠◦β = ۵٠◦”
نتایج مختلف زوایای ازای به می شود، ملاحظه که همان طور است. شده داده نشان ١٠ .۴
SAMA روش گفت می توان لذا می باشد. منطبق هم بر تقریبا روش دو این همگرایی عامل
می باشد. مختلف حالات در چند‐شبکه ای روش برای قوی پیش بینی روش یک کلی به طور
زوایای به وابسته همگرایی عامل که است این دریافت می توان ١٠ .۴ شکل از که دیگری مطلب
بالاترین متساوی الاضلاع مثلث ازای به به طوری که می باشد شبکه در شده ایجاد مثلث های

داشت. خواهیم را همگرایی عامل کوچکترین یا روش اجرای سرعت



٨۵ سه‐بعدی شبکه روی همگرایی عامل بررسی

α = ۴۵, β = ٩٠ (آ)

α = ۵٠, β = ٧٠ (ج) α = ۴٠, β = ۵٠ (ب)

α = ٨٠, β = ۴٠ (ه) α = ۶٠, β = ۶٠ (د)
المان های مختلف زوایای ازای به همگرایی عامل بررسی تحلیلی و عددی روش دو مقایسه :١٠ .۴ شکل

مثلث. قاعده با منشوری





۵ فصل
بهینه کنترل معادلات دستگاه یک حل

غیرخطی

غیر معادلات دستگاه یک پیشین، فصول در شده ارائه مباحث گسترش برای بخش این در
٢واکنش‐انتشار باشد. معادلات جنس از که می گیریم نظر در را بهینه کنترل ١کوپل خطی
هم با آنها درونی اجزای که سیستم هایی از طبیعی به طور واکنش‐انتشار کنترل سیستم های
ساخت الگوی توصیف برای گسترده ای به طور و می آیند پدید هستند، واکنش و تعامل در
قرار استفاده مورد فیزیکی و شیمیایی بیولوژیکی، سیستم های از مختلفی انواع در پدیده یک
٣عبارات به نسبت می تواند واکنش‐انتشار فرایند مدل، کاربرد به توجه با که [۶ ،١] می گیرند
شود، انجام منبع عبارات به نسبت کنترل که حالتی در شود. کنترل مرز ۴عبارات یا منبع

می گردد: حاصل زیر بهینه کنترل مسأله


minu∈L٢(G)J(y, u),

−∂ty + F (y) + σ∆y = u, in G

y = y٠, in Ω, t = ٠
y = ٠, on ∂Ω

, (١ .۵)

1Coupled
2Reaction-Diffusion
3Source terms
4Boundary elements

٨٧



غیرخطی بهینه کنترل معادلات دستگاه یک حل ٨٨
در می باشد. نهایی زمان T که G = Ω× (٠, T ) و است ∂Ω مرز با کراندار ناحیه یک Ω ⊂ R٢ که
σ > ٠ همچنین است. y حالت تابع به وابسته و غیر خطی واکنش عبارت F (y) ،(١ .۵) معادله

می باشد. انتشار عامل ضریب
می گیریم: نظر در زیر به صورت را هزینه تابع

J(y, u) =
α

٢ ∥y − yd∥٢L٢(G)
+
β

٢ ∥y(·, T )− yT ∥٢L٢(Ω)
+
ν

٢ ∥u∥L٢(X) . (٢ .۵)
مسأله که هستند حالاتی با متناظر ترتیب به مقیاس فاکتورهای β ≥ ٠ ،α ≥ ٠ بالا رابطه در
حالت یک به کنترل مسأله که حالتی و می کند دنبال را yd(x, t) ∈ L٢(G) شده داده مسیر یک
مسأله جواب می باشد. کنترل هزینه وزن ν > ٠ همچنین می رسد. yT (x) ∈ L٢(Ω) انتهایی

است: زیر دستگاه شکل به بالا بهینه سازی
−∂ty + F (y) + σ∆y = u, in G,

∂tp+ F ′(y)p+ σ∆p+ α(y − yd) = ٠, in G,

νu− p = ٠, in G,

y = ٠, p = ٠, on ∂Ω,

(٣ .۵)

دارند. پس رونده و پیش رونده رفتاری زمان در ترتیب به p الحاقی متغیر و y حالت متغیر که
داریم: نیاز زیر به صورت p برای انتهایی شرط یک و y برای اولیه شرط یک لذا

y(x, ٠) = y٠, p(x, T ) = β(y(x, T )− yT (x)). (۴ .۵)
مکان به نسبت متناهی تفاضلات گسسته سازی روش از استفاده با را (٣ .۵) معادله فصل این در
پارامتر می داریم. نگه موجی روش از استفاده جهت را زمان مشتق و می کنیم گسسته سازی
قرار بررسی مورد SAMA و شبکه ای چند روش دو از استفاده با مختلف حالات در را زمان
همزمان به صورت حل و پس رونده و پیش رونده زمان تحمیل اثر دیگر عبارت به می دهیم.
یک به نسبت معادله آن در که دیگر حالتی همچنین می کنیم. بررسی پس رونده و پیش رونده
این، بر علاوه می گیریم. نظر در نیز را شود، حل قبلی زمان در دیگر متغیر کردن فریز با متغیر

شد. خواهد بیان معادلات دستگاه تحلیل برای SAMA روش گسترش فصل این در

متناهی تفاضلات روش به مکانی گسسته سازی ١ .۵
به طوری که می گیریم نظر در را Ω = [٠, ٢[١ بعدی دو ناحیه بالا معادله گسسته سازی برای

کند: تولید زیر شکل به منظم شبکه یک Gh,τ = Ωh ×Gτ

Ωh = {(xi, yj) = (ih, jh), i, j = ٠, ١, . . . , N},
Gτ = {tm = mτ, m = ٠, ١, . . . ,M},



٨٩ موجی ‐سایدل نیوتن‐گاوس روش
.h = ١/N و τ = T/M که بقسمی می باشد زمانی گام اندازه τ و مکانی گام اندازه h بالا تعریف در
روش از استفاده با می باشد. m زمانی گام در گره ای نقاط تقریب ph,m و yh,m شبکه این در
متناهی تفاضل عبارات با ١فضایی مشتقات جایگذاری و مکان به نسبت نیمه‐گسسته سازی

می آوریم: بدست را زیر رابطه مرکزی

D+
t yijm + F (yijm) + σ

yi−١jm + yi+١jm − ۴yijm + yij−١m + yij+١m
h٢

− pijm
ν

= ٠, ١ ≤ i, j ≤ N − ١, ١ ≤ m ≤M,

D−
t pijm + F ′(yijm)pijm + σ

pi−١jm + pi+١jm − ۴pijm + pij−١m + pij+١m
h٢

+ α(yijm − ydijm) = ٠, ١ ≤ i, j ≤ N − ١, ١ ≤ m ≤M,

(۵ .۵)

همچنین است. شده حذف کنترل متغیر νu − p = ٠ رابطه از استفاده با (۵ .۵) معادله در
است. شده مشخص ”−” و ”+” نماد های با ترتیب به زمان در پس رونده و پیش رونده حرک

موجی ‐سایدل نیوتن‐گاوس روش ٢ .۵
تکراری و مستقیم روش های دارد، وجود بسیاری روش های حاصل گسسته معادله حل برای
کارآمد و سازگارتر بسیاری معادلات با تکراری روش های ولی هستند. روش ها این جمله از
روش های مثل دیگری کمکی روش های با می توان را آنها همگرایی سرعت زیرا هستند تر
و گام‐زمانی روش های دسته دو به خود تکراری روش های بخشید. سرعت چند‐شبکه ای
که را ‐سایدل نیوتن‐گاوس موجی روش اینجا در می شوند. تقسیم زمان‐موازی روش های
معادله بسته فرم روش، ارائه سادگی جهت می دهیم. توضیح هستند دوم دسته روش های جزء

می گیریم: نظر در را (۵ .۵)

D+
t yh(t) + F (yh(t)) + σAhyh(t)−

١
ν
ph(t) = ٠,

D−
t ph(t) + F ′(yh(t))ph(t) + σAhph(t) + α(yh(t)− αydh(t)) = ٠,

yh(٠) = y٠, ph(T ) = β(yh(T )−yTh), (۶ .۵)

نیز را yTh = ydh(T ) شرط بالا رابطه در همچنین است. فضایی گسسته ماتریس Ah آن در که
رابطه به نیوتن روش فرایند به توجه با و Ah = Mh − Nh افراز از استفاده با کرده ایم. اعمال

1Spatial



غیرخطی بهینه کنترل معادلات دستگاه یک حل ٩٠
می رسیم: زیر

−D+
t ٠

٠ D−
t

+

σMh − ١
ν

α σMh

+

 F ′(yh(t)) ٠
F ′′(yh(t))ph(t) F ′(yh(t))

k−١
yh(t)
ph(t)

k

=


σNh ٠

٠ σNh

+

 F ′(yh(t)) ٠
F ′′(yh(t))ph(t) F ′(yh(t))

k−١
yh(t)
ph(t)

k−١
−

 F (yh(t))

F ′(yh(t))ph(t)

k−١
+

 ٠
αydh(t)

 (٧ .۵)

داریم: k ≥ ١ برای آن در که
yh(٠)
ph(T )

k

=

 y٠
β(yh(T )− yTh)

 . (٨ .۵)

p٠
h(t) و y٠

h(t) همچنین است. k‐ام تکرار در ph(t) و y(t) تقریب pkh(t) ،ykh(t) از منظور اینجا در
انتهایی مقدار و اولیه مقدار با برابر ترتیب به و زمان طول در صفرم تکرار در تابع مقدار معرف
افراز .y٠

h(t) = y٠h, p٠
h(t) = β(yh(T ) − yTh), t > ٠ دیگر: عبارت به می باشند. شده تعریف

پایین ماتریس های معرف ترتیب به Uh و Dh ،Lh که می گیریم، نظر در را Ah = −Lh+Dh−Uh

نیوتن‐گاوس روش با متناظر افراز نتیجه در هستند. Ah با متناظر مثلثی بالا و قطری مثلثی،
می آید. بدست Nh = Uh و Mh = −Lh +Dh به صورت ‐سایدل

یا چند‐گامی روش های از یکی از استفاده با زمان مشتق گسسته سازی با (٧ .۵) معادله در
گسسته سازی از استفاده با یافت. دست معادله این گسسته کاملا رابطه به کرانک‐نیکلسون

بود: خواهد زیر شکل به نقطه ای ‐سایدل نیوتن‐گاوس موجی روش تکرار یک اویلر
y
p

k

ijm

=

y
p

k−١

ijm

+

−(١ + ۴στ
h٢ − τF ′) − τ

ν

τ(α+ F ′′p) −(١ + ۴στ
h٢ − τF ′)

−١

ijm

 τ
ν p− Ly − τF

τ(α(yd − y)− F ′p)− Lp


ijm

.

هستند محاسبه قابل k − ١ تکرار از راست سمت معکوس ماتریس درایه های بالا رابطه در
مراحل این ١ .۵ الگوریتم در .Lp = (D−

t + σAh)p و Ly = (−D+
t + σAh)y داریم: همچنین

شده اند. ارائه گام به گام به صورت
کاهش بسیار فضایی مشتق اثر عملا شود، انتخاب کوچک (٧ .۵) رابطه در σ پارامتر اگر
عمل درستی به جهتی در خطا بردار کنندگی هموار اثر با تکراری روش های واقع در می یابد.
فضایی وابستگی کوچک σ فرض با لذا .[۴٢] باشد زیاد هم به پارامترها وابستگی که می کنند



٩١ FAS چند‐شبکه ای روش

Algorithm 1 Pointwise Gauss-Seidel-Newton waveform relaxation

Set k = 0 and y0h(t) = y0h, p0h(t) = β(yh(T )− yTh), t > 0

Repeat

k = k + 1,

for m = 1, . . . , N ,

for i, j in, e.g., lexicographic order do

w1 = (1 + 4στ
h2 − τF ′(yijm))

2 + τ 2(α + F ′′(yijm)pijm)/ν,

Lyijm = (−D+
t + σAh)y

= −(yijm − yijm−1) +
στ
h2 (yi∓1jm + yij∓1m − 4yijm),

yijm = yijm + 1
w1
[−(1 + 4στ

h2 − τF ′)( τ
ν
p− Ly − τF )

+ τ
ν
p(τ(α(yd − y)− F ′p)− Lp)]ijm,

set m′ = N −m+ 1,

w2 = (1 + 4στ
h2 − τF ′(yijm′))2 + τ 2(α + F ′′(yijm′)pijm′)/ν,

Lpijm′ = (D−
t + σAh)p

= (pijm′+1 − pijm′) + στ
h2 (pi±1jm′ + pij±1m′ − 4pijm′),

pijm′ = pijm′ + 1
w2
[−τ(α + F ′′p)( τ

ν
p− Ly − τF )

−(1 + 4στ
h2 − τF ′)(τ(α(yd − y)− F ′p)− Lp)]ijm′

end

‐سایدل نیوتن‐گاوس موجی روش الگوریتم :١ .۵ جدول

نیوتن‐ خطی روش از استفاده کاستی این بر غلبه راه می شود. ضعیف دستگاه پارامتر های
تمام فضایی مؤلفه هر برای دیگر عبارت به است. زمان پارامتر جهت در ‐سایدل گاوس
الگوریتم در حالت این با متناطر الگوریتم می شوند. به روز رسانی همزمان به طور زمانی مختصات

است. شده داده ٢ .۵

FAS چند‐شبکه ای روش ٣ .۵
چند‐ روش یک از ‐سایدل نیوتن‐گاوس موجی تکراری روش به بخشیدن سرعت برای
چند‐ روش اینجا در می کنیم. استفاده FAS روش نام به غیرخطی معادلات برای شبکه ای
شبکه درشت سازی فرایند که معنی بدین می کنیم. استفاده مکان بعد برای FAS شبکه ای
این یرای می شود. اعمال فضایی بعد روی تنها درشت تر، شبکه روی بر خطا بردار انتقال و
.Ω٢lh ⊂ . . . ⊂ Ω٢h ⊂ Ωh که می گیریم نظر در به گونه ای شبکه ها از ١+lتایی دنباله یک منظور،



غیرخطی بهینه کنترل معادلات دستگاه یک حل ٩٢

Algorithm 2 Time-line Gauss-Seidel-Newton waveform relaxation

Set k = 0,

Repeat

k = k + 1,

for i, j in, e.g., lexicographic order do

for m = 1, . . . , N ,

M1 =

1 0

0 0

 , M3 =

0 0

0 1

 ,

if m < N do

M2 =

−(1 + 4στ
h2 − F ′) − τ

ν

τ(α + F ′′p) −(1 + 4στ
h2 − τF ′)


Else

M2 =

−(1 + 4στ
h2 − F ′) − τ

ν

β −1


End if

M = blktridiag(M1,M2,M3)y

p


2N×1

=

y

p


2N×1

+M−1

 −Ly − τF + τ
ν
p

−Lp − τF ′p− ατy + ταyd


2N×1

,

end

گاوس‐سایدل‐نیوتن زمان‐خطی روش الگوریتم :٢ .۵ جدول

برای درشت شبکه اصلاح و پسین ، پیشین کننده هموار متداول مرحله سه پیش، فصول مانند
چند‐ روش ٣ .۵ الگوریتم در گرفت. خواهد انجام W k

h (t) = (ykh(t), p
k
h(t))

T جدید جواب یافتن
برای شبکه استاندارد درشت سازی الگوریتم این در است. شده ارائه گام به گام FAS شبکه ای
خطی دو درونیاب و ٩‐نقطه ای تحدید کننده عملگر همان که می کنیم استفاده شبکه ها انتقال
درشت تر شبکه های روی گسسته سیستم محاسبه برای DCA روش همچنین می باشند.
مورد معادله فشرده فرم روی FAS چند‐شبکه ای روش الگوریتم می گیرد. قرار استفاده مورد
یک Dt رابطه این در است. شده اعمال (Dt + Ā٢ih)W٢ih(t) + F̄٢ih = b٢ih(t) یعنی بحث
و پیش عملگر های ترتیب به که می باشد D−

t و −D+
t درایه های با بعدی دو قطری ماتریس

تعریف زیر به صورت رابطه این در شده برده بکار عملگر های بقیه هستند. زمان در رونده پس
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Algorithm 3 The FAS multigrid waveform relaxation based on Gauss-Seidel-
Newton smoother W k

h (t)→W k+1
h (t)

(Presmoothing) Perform k1 steps of the Gauss-Seidel-Newton waveform relaxation,

V k
h (t) = Sk1

(
W k

h (t)
)
.

(Coarse grid correction)

Compute the defect d̄kh(t) = bkh(t)− (Dt + Āh)V
k
h (t)− F̄ k

h ,

Restrict the defect d̄k2h(t) = I2hh d̄kh(t),

Restrict the V k
h (t) V k

2h(t) = I2hh V k
h (t),

Compute the right-hand side bk2h = d̄k2h + (Dt + Ā2h)V
k
2h(t) + F̄ k

2h,

Compute an approximate solution Zk
2h(t) on Ω2h

(Dt + Ā2h)Z
k
2h(t) + F̄ k

2h = bk2h(t)

• If k = 1 perform a fast solver to this propose,

• Else, solve this equation by applying γ > 1 cycles of WRFMG on Ω2h

using V k
2h(t) as initial approximation,

Compute the correction Uk
2h = Zk

2h − V k
2h

Interpolate the correction Uk
h (t) = Ih2hU

k
2h(t)

Correct the current approximation on Ωh, V k+1
h (t) = V k

h (t) + Uk
h (t),

(Postsmoothing) Perform k2 steps of Gauss-Seidel-Newton waveform relaxation,

W k+1
h (t) = Sk2

(
V k+1
h (t)

)
.

زمان‐خطی گاوس‐سایدل‐نیوتن موجی روش :٣ .۵ جدول

می شوند:

Ā٢ih = σ

A٢ih
−١
ν

α A٢ih

 , (٩ .۵)

F̄٢ih =

 F (y٢ih(t))

F ′(y٢ih(t))p٢ih(t)

 , b٢ih(t) =

 ٠
αyd٢ih(t)

 . (١٠ .۵)

نیوتن‐گاوس‐سایدل، موجی روش از استفاده و زمان مشتق گسسته سازی با فوق عبارت در
نمود. حل زمان در خطی یا نقطه ای رویکرد با می توان را حاصل دستگاه

SAMA همگرایی تحلیل ۴ .۵
ارائه را شده معرفی کوپل خطی غیر معادلات دستگاه برای SAMA تحلیل روش ادامه در
قدرتمند تحلیل روش یک SAMA روش شد، داده نشان پیش فصول در که همانطور می کنیم.
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خاص به طور که می باشد چند‐شبکه ای روش های همگرایی عامل پیش بینی آن هدف که است
جامع به طور روش این قبل فصل در باشند. شده پیاده سازی زمان به وابسته معادلات روی
اعمال برای آن گسترش بخش این در شد. داده توضیح زمان به وابسته اسکالر معادله روی
به صورت نامتناهی شبکه یک منظور این به می گیرد. قرار بررسی مورد معادلات دستگاه روی
شبکه ای تابع هر نیز اینجا در می گیریم. نظر در را Qh = {x = kh = (k١h١, k٢h٢), k ∈ Z٢}
دو‐ فوریه مد های از خطی ترکیب به صورت می توان را Wh(·, t) = (yh(·, t), ph(·, t))T بعدی دو

کرد: بیان زیر رابطه با φh(θ,x) = eiθ·x = eiθ١x١eθ٢x٢ بعدی
Wh(x, t) =

∑
θ∈Θh

cθ(t)φh(θ,x), (١١ .۵)

با cθ(t) زمان به وابسته ضرایب (١١ .۵) رابطه در .x ∈ Qh و θ ∈ Θh = (−π/h, π/h]٢ که
فوریه فضای مولد فوریه مد های این بر علاوه می شوند. تعریف cθ(t) = (cyθ(t), c

p
θ(t))

T عبارت
می باشند. نیز F(Qh) = {φh(θ,x), θ ∈ Θh}

می باشد: زیر شرح به کلی مرحله سه از متشکل SAMA روش قبل، بخش همانند
شده. تعریف شبکه روی ‐سایدل نیوتن‐گاوس روش همواری تحلیل بررسی ‐١

درشت. شبکه اصلاحی عملگر روی تحلیل اعمال ‐٢
دو‐شبکه ای. تحلیل تکمیل جهت پیشین مرحله دو ترکیب ‐٣

سازی درشت نوع به توجه با را پایین و بالا فرکانس با بسامد است لازم اول گام توضیح از پیش
موجی روش تحلیل در متداول رویکرد یک که سازی درشت نیمه فرایند در کرد. تعریف شبکه
که می شود اعمال بگونه ای مسأله فضایی بعد روی تنها سازی درشت می باشد، چند‐شبکه ای
با بسامد بنابراین باشد. خود از پیش بلافاصله ظریف شبکه برابر دو درشت شبکه گام طول
می شود. تعریف Θh ∖Θ٢h و Θ٢h = (−π/٢h, π/٢h] عبارات با ترتیب به بالا و پایین فرکانس

از: است عبارت خطا، شبکه ای توابع حسب بر موجی تکراری روش از تکرار +−Dیک
t ٠

٠ D−
t

+

σMh − ١
ν

α σMh

ey,kh (·, t)

ep,kh (·, t)

 =

σNh ٠
٠ σNh

ey,k−١
h (·, t)

ep,k−١
h (·, t)


(١٢ .۵)

به توجه با و ekh(x, t) = (ey,kh (x, t), ep,kh (x, t))T فرض با .(ey,kh (x, ٠), ep,kh (x, T ))T = (٠, ٠)T که
کرد: بازنویسی فوریه مد های حسب بر می توان نیز را خطا شبکه ای تابع عبارت (١١ .۵) رابطه

ekh(x, t) =
∑
θ∈Θh

ckθ(t)φ(θ,x).

داد: نمایش زیر عبارت با می توان را (١٢ .۵) معادله فشرده فرم همچنین
Dte

k
h(x, t) +Mhe

k
h(x, t) = Nhe

k−١
h (x, t), k ≥ ١, x ∈ Qh, t > ٠, (١٣ .۵)
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: به طوری که می باشد (٩ .۵) معادله در شده معرفی Āh عملگر تجزیه Āh = Mh −Nh که

Mh =

σMh − ١
ν

α σMh

 ,Nh =

σNh ٠
٠ σNh

 ,

ازای به را (١٣ .۵) رابطه لذا می باشد، Nh و Mh عملگر های ویژه تابع φh(θ,x) اینکه به توجه با
کرد: بازنویسی زیر شکل به θ ∈ Θh

Dtc
k
θ(t) + M̂h(θ)c

k
θ(t) = N̂h(θ)c

k−١
θ (t), k ≥ ١, t > ٠, (١۴ .۵)

می باشند. Nh و Mh با متناظر ترتیب به ویژه بردار ماتریس های N̂h(θ) و M̂h(θ) که
دارد. دستگاه حل ترتیب و گسسته سازی نوع به وابسته کاملا همواری تحلیل نتایج
می توان را زمان در خطی و نقطه ای رویکرد دو کلی به طور شد، گفته نیز پیش تر که همانطور
معادله دو همزمان ١‐حل کرد. نگاه شیوه سه به نیز را نقطه ای رویکرد خود گرفت. نظر در
بدین معادلات تناوبی ٢‐حل رونده. پس p به نسبت و رونده پیش صورت به y به نسبت
دوم معادله در را حاصل جواب سپس می کنیم حل y به نسبت را اول معادله ابتدا که صورت
رونده) (پس رونده پیش روش ٣‐تحمیل می نماییم. حل p به نسبت را دوم معادله و داده قرار
زمان در خطی رویکرد دو تنها رویکردها این بین از معادله. دو همزمان حل و دستگاه کل بر

می گیریم. نظر در را ١ حالت نقطه ای رویکرد و
(١۴ .۵) معادله لذا Gτباشد، روی ckθ(t) تقریب (cy,k,١θ , cp,k,١θ , . . . , cp,k,Mθ , cy,k,Mθ )T کنیم فرض

می شود: تبدیل زیر شکل به

cy,k,١θ

cp,k,١θ

cy,k,٢θ

cp,k,٢θ...
cy,k,Mθ

cp,k,Mθ


= M̃−١

h,τ (θ)Ñh,τ (θ)



cy,k−١,١
θ

cp,k−١,١
θ

cy,k−١,٢
θ

cp,k−١,٢
θ ...
cy,k−١,M
θ

cp,k−١,M
θ


,

قطری درایه های با قطری ٢M×٢M ماتریس Ñh,τ (θ) ماتریس زمان، به نسبت خطی رویکرد در
شکل به ٢M × ٢M قطری سه بلوکی ماتریس یک نیز M̃h,τ ماتریس .M̃h,τ می باشد؛ N̂h(θ)

می شوند: تعریف زیر به صورت آن بلوک های که است ١M̃h,τ = Blktridiagonal(B١, B٢, B٣)

B١ =

 ١
τ ٠
٠ ٠

 , B٢ =

M̂h(θ) − ١
ν

α M̂h(θ)

 , B٣ =

٠ ٠
٠ ١

τ

 .

1Block three diagonal(block1,block2,block3)
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٢M × ٢M ماتریس یک Ñh,τ (θ) ماتریس ،١ حالت نقطه ای ‐سایدل نیوتن‐گاوس روش در
درون آرایش با ١,٢, . . . ,M/٢ اندیس با بلوک های بلوکی درون آرایش که است قطری بلوکی

است: زیر به صورت و متفاوت M/٢ + ١, . . . ,M اندیس با بلوک های N̂h(θ)بلوکی
١
ν

٠ N̂h(θ)


١,...,M٢

,

N̂h(θ) ٠
−α N̂h(θ)


M٢ +١,...,M

,

به صورت نیز M̃h,τ ،٢M×٢M و قطری سه بلوکی ماتریس با متناظر بلوک های ترتیب همین به
می شوند: تعریف زیر

B١ =

 ١
τ ٠
٠ ٠

 , B٣ =

٠ ٠
٠ ١

τ

 ,

B٢ = {

M̂h(θ) ٠
α M̂h(θ)


١,...,M٢

,

M̂h(θ) − ١
ν

٠ M̂h(θ)


M٢ +١,...,M

.

‐سایدل نیوتن‐گاوس تکراری روش همواری عامل S̃h,τ (θ) = M̃−١
h,τ (θ)Ñh,τ (θ) فرض با

می شود: بیان زیر رابطه با موجی
µ = sup

Θh∖Θ٢h

(
ρ
(
S̃h,τ (θ)

))
.

شبکه اصلاحی عملگر اثر نیز اینجا در می شود. ارائه درشت شبکه اصلاحی تحلیل ادامه در
می کنیم: تعریف زیر رابطه با را C٢h

h (θ) می شود. بررسی فوریه مدهای روی درشت

C٢h
h (θ) = Ih − Ī٢hh(Dt + Ā٢h)−١Ī٢h

h (Dt + Āh)

که

Dt =

D+
t ٠

٠ D−
t

 , Āh =

Ah − ١
ν

α Ah

 ,

Ī٢h
h =

I٢h
h ٠
٠ I٢h

h

 , Īh٢h =

Ih٢h ٠
٠ Ih٢h


خطا، عبارت تکرار kمین روی بالا اصلاحی عملگر اعمال از پس می باشد. همانی عملگر Ih و
Ĉ٢h
h (bt) که θ∈Θ٢h∑می رسیم Ĉ

٢h
h (θ)ckθ(t)·φ(θ, ·) رابطه به ،ekh(x, t) =∑θ∈Θ٢h c

k
θ(t)φ(θ,x)

T

است: زیر شکل به ٨× ٨ ماتریسی
Ĉ٢h
h (θ) = I٨ − Îh٢h(θ)(Dt + Â٢h(θ))−١Î٢h

h (Dt + Âh(θ)).
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دیگر عملگرهای می باشد. ١×١ ماتریس Â٢h و ٨×٨ همانی ماتریس I٨ از منظور بالا رابطه در

می شوند: تعریف زیر به صورت بالا رابطه در

Âh(θ) = blockdiag(A∗
h(θ

α)), A∗
h(θ

α) =

Âh(θ
α) ٠

٠ Âh(θ
α)


داریم: همچنین .α = {(α١, α٢)|αj ∈ {٠, ١}, j = ١,٢} به طوری که

Îh٢h(θ) =
((

Îh٢h(θ٠٠) ٠
٠ Îh٢h(θ٠٠)

)
,

(
Îh٢h(θ١١) ٠

٠ Îh٢h(θ١١)

)
,

(
Îh٢h(θ١٠) ٠

٠ Îh٢h(θ١٠)

)
,

(
Îh٢h(θ٠١) ٠

٠ Îh٢h(θ٠١)

))T

Î٢h
h (θ) =

(
Îh٢h(θ)

)T
ماتریس به درشت شبکه اصلاحی عملگر زمان پارامتر برای مناسب گسسته سازی یک فرض با

می شود: تبدیل زیر ٨M × ٨M
C̃٢h
h,τ (θ) = I٨M − Ĩh٢h(θ)Ã−١٢h,τ (θ)Ĩ٢h

h (θ)Ãh,τ (θ),

بعد با کننده تحدید عملگر با متناظر ماتریس Î٢h
h (θ) و ،٨M مرتبه از همانی ماتریس I٨M که

می باشد: ٢M × ٨M
Î٢h
h (θ) =

(
Î٢h
h (θ٠٠)IM Î٢h

h (θ١١)IM Î٢h
h (θ١٠)IM Î٢h

h (θ٠١)IM
)
,

به طوری که
Î٢h
h (θα) =

 (١+cos(θα١ ))(١+cos(θα٢ ))

۴ ٠
٠ (١+cos(θα١ ))(١+cos(θα٢ ))

۴

 .

.Îh٢h(θ) = Î٢h
h (θ)T می شود؛ تعریف نیز درونیاب عملگر با متناظر ماتریس ترتیب همین به

قطر، روی درایه هر که ۴×۴ قطری بلوکی ماتریس یک به صورت را Ãh,τ (θ) می توان نهایت در
دیگر، عبارت به کرد. تعریف است ٢M × ٢M سه‐قطری بلوکی ماتریس یک خود

Ãh,τ (θ) =


Ãh,τ (θ

٠٠) ٠ ٠ ٠
٠ Ãh,τ (θ

١١) ٠ ٠
٠ ٠ Ãh,τ (θ

١٠) ٠
٠ ٠ ٠ Ãh,τ (θ

٠١)

 , θ = θ٠٠ ∈ Θ٢h,

بود: خواهد زیر به صورت Ãh,τ (θ
α) درایه هر کلی فرم و

Ãh,τ (θ
α) =



Âh(θ
α) − ١

ν

α Âh(θ
α)

٠ ٠٠ ١
τ

١
τ

٠٠ ٠
Âh(θ

α) − ١
ν

α Âh(θ
α)

٠ ٠٠ ١
τ... ... ...

١
τ

٠٠ ٠
Âh(θ

α) − ١
ν

α Âh(θ
α)

٠ ٠٠ ١
τ

١
τ

٠٠ ٠
Âh(θ

α) − ١
ν

α Âh(θ
α)


.
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نمود: محاسبه را Âh(θ

α) عبارت می توان راحتی به پیشین فصل توضیحات کردن دنبال با
Âh(θ

α) =
١
τ
− ۴σ
h٢
(
sin٢(θ

α١٢ ) + sin٢(θ
α٢٢ )

)
.

این در دخیل عملگر های همه که T̃ ٢h
h,τ = S̃ν٢

h,τ C̃
٢h
h,τ S̃

ν١
h,τ دو‐شبکه ای عملگر به توجه با حال

کنترل دستگاه برای SAMA دو‐شبکه ای روش همگرایی عامل شده اند، تعریف پیش تر رابطه
می گردد: محاسبه زیر عبارت با بحث، مورد بهینه

ρ = sup
Θ٢h

(
ρ
(
T̃ ٢h
h,τ

))
. (١۵ .۵)

عددی نتایج ۵ .۵
چند‐ موجی روش و SAMA ای دو‐شبکه روش دو توسط همگرایی عامل ۴ .۵ جدول در
عددی روش میانی مراحل در اند. شده مقایسه مجانبی حالت در پرانتز) (درون شبکه ای
منبع عبارت و تصادفی اولیه شروع بردار با نقطه ای ‐سایدل نیوتن‐گاوس کننده هموار از
.ν = ١−١٠ و σ = ١ ،M = ٣٢ از عبارتند ثابت پارامترهای است. شده استفاده صفر با برابر
فضایی شبکه های روی λ = τ

h٢ مختلف مقادیر ازای به نتایج می شود ملاحظه که همانطور
است. شده ارائه ۵١٢× ۵١٢ تا ۶۴× ۶۴ از متغیر

hx

log2 λ −6 −4 −2 0 2 4 6

64× 64 0.0111 0.0651 0.1541 0.1773 0.1923 0.1922 0.1920

(0.0098) (0.0569) (0.1382) (0.1643) (0.1747) (0.1742) (0.1741)

128×128 0.0090 0.0565 0.1452 0.1798 0.1915 0.1920 0.1919

(0.0082) (0.0534) (0.1461) (0.1676) (0.1881) (0.1843) (0.1835)

256×256 0.0075 0.0498 0.1374 0.1825 0.1907 0.1918 0.1919

(0.0070) (0.0477) (0.1402) (0.1916) (0.1884) (0.1853) (0.1850)

512×512 0.0064 0.0445 0.1305 0.1854 0.1900 0.1916 0.1918

(0.0062) (0.0431) (0.1349) (0.1921) (0.1889) (0.1854) (0.1891)

W چرخه‐ مجانبی همگرایی عامل با SAMA دو‐شبکه ای همگرایی عامل مقایسه :۴ .۵ جدول
فرض با ۵١٢×۵١٢ تا ۶۴×۶۴ از متغیر فضایی شبکه های روی λ مختلف مقادیر ازای به پرانتز) (درون

.ν = ١−١٠ و σ = ١ ،M = ٣٢

پیش بینی مقادیر و شده محاسبه عددی مقادیر می شود، مشاهده جدول نتایج از که همانطور
پیش بینی برای SAMA روش که گرفت نتیجه می توان لذا می باشند. نزدیک هم به بسیار شده
کارآمد بسیار روشی نیز معادلات دستگاه روی چند‐شبکه ای موجی روش همگرایی عامل

می باشد.
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Aabstract

The finite element method is a very well-known and efficient scheme to the discretization

of PDE equations. Among some discretization tools, we pick this one to discretize the

heat equation in two and three dimensions. It is more involved and more general than

that group of finite difference methods since the mass matrix must be considered. The

resulted sparse matrix should be solved efficiently by special schemes such as the general

group of multigrid methods. We refer to the well-known v-cycle, w-cycle which usually

have been applied and analysed on the elliptic equations by many researchers. So, in

this thesis, we work on the parabolic equations to keep the generality of the study. As

some results of our work, we can refer to presenting a new two grid, investigation of the

v- and w-cycles on rectangular and general triangular grids in two and three dimensions.

moreover, a nonlinear system of control equations is solved by FAS multigrid methods.

comprehensively study of different convergence analysis and extending well them is one of

the big advantages of this thesis.

Keywods: Partial differential equations; Finite element method; Waveform relaxation

method; Multigrid method.
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