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عزیزم مادر و پدر به تقدیم

ز



سپاس گزاری...

در مرا که گرانقدرم راهنمای استاد و عزیزم مادر و پدر زحمات از فراوان سپاس با
نمودند. یاری راه این پیمودن

ح



نامه تعهد
دانشگاه کاربردی ریاضی رشته ارشد کارشناسی دانشجوی یارمحمدی عرب دانیال اینجانب
پیوسته زمان کسری متغیر مرتبه مسائل از برخی بررسی عنوان با پایان نامه نویسنده شاهرود،

می شوم: متعهد طهرانی احسنی حجت دکتر راهنمایی تحت گسسته، زمان و
برخوردار اصالت و صحت از و است شده انجام اینجانب توسط پایان نامه این در تحقیقات •

است.
شده استناد استفاده مورد مرجع به پژوهش گران، دیگر پژوهش های نتایج از استفاده در •

است.
مدرک نوع هیچ دریافت برای دیگری فرد یا خود، توسط کنون تا پایان نامه، این مطالب •

است. نشده ارایه هیچ جا در امتیازی یا
نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتی دانشگاه به اثر، این معنوی حقوق •
خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتی دانشگاه “

رسید.
بوده اند، تاثیرگذار پایان نامه اصلی نتایج آوردن به دست در که افرادی تمام معنوی حقوق •

می گردد. رعایت پایان نامه از مستخرج مقالات در
آنها) بافت های (یا زنده موجود از که مواردی در پایان نامه، این انجام مراحل تمام در •

است. شده رعایت اخلاقی اصول و ضوابط است، شده استفاده
افراد شخصی اطلاعات حوزه به که مواردی در پایان نامه، این انجام مراحل تمام در •
شده رعایت انسانی اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته دسترسی

است.
نشر حق و نتایج مالکیت

برنامه های کتاب، مستخرج، ( مقالات آن محصولات و اثر این معنوی حقوق تمام •
شاهرود صنعتی دانشگاه به متعلق شده) ساخته تجهیزات و نرم افزارها رایانه ای،

شود. ذکر مربوطه علمی تولیدات در مقتضی، نحو به باید مطلب این می باشد.
نمی باشد. مجاز منبع ذکر بدون پایان نامه این در موجود نتایج و اطلاعات از استفاده •

ط



چکیده
پایه ی بر کسری متغیر مرتبه گسسته حالت فضا های سیستم بررسی قصد نامه پایان این در
کافی و ضروری شرایط این بر علاوه داریم. را کسری متغیر مرتبه تفاضلات از مختلفی تعاریف
برای کافی شرایط همچنین اند. شده اثبات و ارائه پذیری مشاهده و پذیری دسترس برای
عمیق مطالعه ی به مقدماتی های فصل در این از پیش است. شده پیشنهاد نیز پذیری کنترل
پایان این اولِ فصل ایم. پرداخته متغیر مرتبه ی عملگرهای بر تاکید با کسری حسابِ درباره ی
معرفی و کسری حساب از مختصری مرور به آن در که است نیاز پیش و پایه مفاهیم شامل نامه
از برخی و بیان را مختلف کسری عملگرهای از تعاریفی سپس ایم. پرداخته خاص توابع برخی
مختلف های عملگر برای جزء  به جزء انتگرال های فرمول پایان در و معرفی را آنها های ویژگی
مختصری معرفی به و ایم کرده ارائه را کسری تغییرات حساب دوم فصل در می کنیم. مرور را
مسائل یا ایزوپریمتریک مسائل مانند مختلف متغیر مسائل مرور و کلاسیک تغییرات حسابِ از
و کسری تغییرات حساب قضیه ی فصل، این پایان در سپس می پردازیم متغیر پایانی̞ نقاط با
را جدید نتایج برخی ادامه در می نمائیم. ارائه را متغیر مرتبه ی با کسری متغیر مسائل تعدادی
گرفتن̞ درنظر با سوم فصل در می کنیم. مند قاعده متغیر، مرتبه کسری تغییرات حساب روی
کرده ارائه آنها برای تقریبی هایی فرمول متغیر، مرتبه کاپوتو کسری مشتقات از نوع سه
مشتق ترکیب چهارم، فصل در می آوریم. بدست تقریبات این خطای برای بالا هایی کران و
سپس می دهیم تعمیم آن بالاترِ مرتبه های عملگر به و معرفی را متغیر مرتبه ی از کاپوتو کسری
و با همراه تغییرات، حساب کسریِ مسائل مختلفِ انواع̧ برای را کسری اویلر‐لاگرانژ معادلاتِ
گسسته ی حالت فضا های سیستم بررسی̞ به آخر فصل در می کنیم. اثبات ها قید وجود بدون
و ایم پرداخته کسری متغیر مرتبه تفاضلات از مختلفی تعاریف پایه ی بر کسری متغیر مرتبه

ایم. کرده اثبات و ارائه پذیری مشاهده و پذیری دسترس برای ضروری و کافی شرایط
پذیری، کنترل کسری، متغیر مرتبه بهینگی، لازم شرایط تغییرات، حساب کلیدی: کلمات

ایزوپریمتریک مسائل پذیری، مشاهده پذیری، دسترس

ک



مطالب فهرست
ف تصاویر فهرست
ق جداول فهرست
١ ها نیاز پیش ١
١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشگفتار ١. ١
٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . خاص توابع ١. ٢
۵ . . . . . . . . . . . . . . . . . . . . کسری های انتگرال و مشتقات ١. ٣
۵ . . . . . . . . . . . . . . . . . . . . . کلاسیک عملگرهای ١. ٣. ١
٨ . . . . . . . . . . . . . . . . . . کاپوتو مشتق خواص برخی ١. ٣. ٢
١٠ . . . . . . . . . . . . . . . . . . . . . کاپوتو مشتق ترکیب ١. ٣. ٣
١٢ . . . . . . . . . . . . . . . . . . . . متغیر مرتبه های عملگر ۴ .١. ٣
١۴ . . . . . . . . . . . . . . . . . یافته تعمیم کسری عملگرهای ۵ .١. ٣
١۵ . . . . . . . . . کسری انتگرال جزءبرای به جز      ء انتگرال قاعده ۶ .١. ٣
١٧ تغییرات حساب ٢
١٧ . . . . . . . . . . . . . . . . . . . . . . . کلاسیک تغییرات حساب ٢. ١
١٩ . . . . . . . . . . . . . . . . . . . . اویلر‐لاگرانژ معادلات ٢. ١. ١
٢٠ . . . . . . . . . . . . . . . . . . متغیر پایانی نقاط با مسائل ٢. ١. ٢
٢٢ . . . . . . . . . . . . . . شده محدود تغییرات حساب مسائل ٢. ١. ٣
٢٣ . . . . . . . . . . . . . . . . . . . . . . . . کسری تغییرات حساب ٢. ٢
٢٣ . . . . . . . . . . . . . . . . . کسری اویلر‐لاگرانژ معادلات ٢. ٢. ١
٢۵ . . . . . . . . . . . . . متغیر مرتبه از کسری تغییرات مسائل ٢. ٢. ٢
٢٧ کسری مشتقات برای فرمول ها بسط ٣
٢٨ . . . . . . . . . . . . . . متغیر مرتبه از کاپوتو نوع کسری های عملگر ٣. ١
٢٨ . . . . . . . . . . . . . متغیره تک توابع برای کاپوتو مشتقات ٣. ١. ١
٣۴ . . . . . . . . . . . . . متغیره چند توابع برای کاپوتو مشتقات ٣. ١. ٢
٣٧ . . . . . . . . . . . . . . . . . . . . . . . . . . عددی های تقریب ٣. ٢
۴۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ها مثال ٣. ٣

م



مطالب فهرست ن
۴۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کاربردها ۴ .٣
۴٧ . . . . . . . . . . . . . . . . زمان‐کسری انتشار معادله یک ١ .۴ .٣
۴٩ . . . . . سیالات مکانیک در کسری جزئی دیفرانسیل معادله یک ٢ .۴ .٣
۵١ کسری تغییرات حساب ۴
۵٢ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . معرفی ١ .۴
۵٢ . . . . . . . . . . . . . . . . متغیر مرتبه های عملگر ترکیب ١. ١ .۴
۵۶ . . . . . . . . . . . . . . . کسری جزء به جزء انتگرال تعمیم ١. ٢ .۴
۵٧ . . . . . . . . . . . . . . . . . . . . اساسی تغییرات حساب مسئله ی ٢ .۴
۵٨ . . . . . . . . . . . . . . . . . . . . . . بهینگی لازم شرایط ٢. ١ .۴
۶٢ . . . . . . . . . . . . . . . . . . . . . . . خاص های حالت ٢. ٢ .۴
۶٢ . . . . . . . . . . . . . . . . . . . . . . . . . . . ها مثال ٢. ٣ .۴
۶٣ . . . . . . . . . . . . . . . . . . . . . بالاتر مرتبه ی از متغیر مسائل ٣ .۴
۶۴ . . . . . . . . . . . . . . . . . . . . . . بهینگی لازم شرایط ٣. ١ .۴
٧٠ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مثال ٣. ٢ .۴
٧١ . . . . . . . . . . . . . . . . . . . . . . زمانی تأخیر با متغیر مسائل ۴ .۴
٧١ . . . . . . . . . . . . . . . . . . . . . . بهینگی لازم شرایط ١ .۴ .۴
٧۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مثال ٢ .۴ .۴
٧۵ . . . . . . . . . . . . . . . . . . . . . . . . . ایزوپریمتریک مسائل ۵ .۴
٧۵ . . . . . . . . . . . . . . . . . . . . . . بهینگی لازم شرایط ١ .۵ .۴
٨٠ . . . . . . . . . . . . . . . . . . . . . . بهینگی لازم شرایط ٢ .۵ .۴
٨٢ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مثال ٣ .۵ .۴
٨٣ . . . . . . . . . . . . . هولونومیک های قید با تغییرات حساب مسائل ۶ .۴
٨۴ . . . . . . . . . . . . . . . . . . . . . . بهینگی لازم شرایط ١ .۶ .۴
٨٨ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مثال ٢ .۶ .۴
٨٨ . . . . . . . . . . . . . . . . . . . . هرگلوتز کسری متغیر مسئله ی ٧ .۴
٨٨ . . . . . . . . . . . . . . . . . . . . . هرگلوتز اساسی مسئله ٧. ١ .۴
٩١ . . . . . . . . . . . . . . . . . . چندتایی مستقل متغیرهای ٧. ٢ .۴
٩۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . ها مثال ٧. ٣ .۴
٩٩ کسری متغیر مرتبه ی از زمان‐گسسته  های سیستم ۵
٩٩ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . معرفی ١ .۵
١٠٠ . . . . . . . . . . . . . . . . . . . . . کسری متغیر مرتبه تفاضلات ٢ .۵
١٠٢ . . . . . . . . . . گسسته کسریِ متغیر مرتبه فضا‐حالتِ های سیستم ٣ .۵
١٠٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . پذیری دسترس ۴ .۵
١٠٨ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پذیری کنترل ۵ .۵
١٠٩ . . . . . . . . . . . . . . . . . . . . . . . . . . . . پذیری مشاهده ۶ .۵
١١١ . . . . . . . . . . . . . . . . . . . . . . . . . . . عددی های مثال ٧ .۵



س مطالب فهرست
١١٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشنهادات ٨ .۵
١١۵ مراجع
١١٩ MATLAB های کد آ
١٢٠ . . . . . . . . . . . بالاتر مرتبه از ریمن‐لیوویل کسریِ های انتگرال آ. ١
١٢١ . . . . . . . . . . . . . . . . . بالاتر مرتبه از کاپوتو کسریِ مشتقاتِ آ. ٢
١٢۵ . . . . . . . . . . . . . . . بالا مرتبه از مرکب کسریِ کاپوتوی مشتق آ. ٣



تصاویر فهرست
٣۵ . . . . . . . . . متغیر مرتبه و ثابت مرتبه کسریِ مشتقات میان مقایسه ٣. ١

تحلیلی ‐ ٣. ٣ بخش̞ مثالِ برای α(t) مرتبه از کاپوتو چپ مشتق̞ III نوع ٣. ٢
۴۶ . . . . . . . . .۵ .٣ قضیه ی از آمده بدست عددیِ های تقریب مقابل در

در تحلیلی ‐ ٣. ٣ بخش̞ مثالِ برای α(t) مرتبه از کاپوتو چپ مشتق̞ I نوع ٣. ٣
۴۶ . . . . . . . . . .۶ .٣ قضیه ی از آمده بدست عددیِ های تقریب مقابل

در تحلیلی ‐ ٣. ٣ بخش̞ مثالِ برای α(t) مرتبه از کاپوتو چپ مشتق̞ II نوع ۴ .٣
۴٧ . . . . . . . . . .٣. ٧ قضیه ی از آمده بدست عددیِ های تقریب مقابل

تحلیلی ‐ ٣. ٣ بخش̞ مثالِ برای β(t) مرتبه از کاپوتو چپ مشتق̞ III نوع ۵ .٣
۴٧ . . . . . . . . .۵ .٣ قضیه ی از آمده بدست عددیِ های تقریب مقابل در

در تحلیلی ‐ ٣. ٣ بخش̞ مثالِ برای β(t) مرتبه از کاپوتو چپ مشتق̞ I نوع ۶ .٣
۴٨ . . . . . . . . . .۶ .٣ قضیه ی از آمده بدست عددیِ های تقریب مقابل

در تحلیلی ‐ ٣. ٣ بخش̞ مثالِ برای β(t) مرتبه از کاپوتو چپ مشتق̞ II نوع ٣. ٧
۴٨ . . . . . . . . . .٣. ٧ قضیه ی از آمده بدست عددیِ های تقریب مقابل
٩٧ . . . . . . . . . . . . . . . . . . . . . . . .z(x, t) تابع̧ های نمودار ١ .۴

پیوسته، نمودار با x(t) = t٢ آ. ١: مثالِ از ریمن‐لیوویل کسریِ های انتگرال آ. ١
حالتِ با tI

α(·,·)
b x(t) راست انتگرالِ و ” ⊸ ” حالت با aI

α(·,·)
t x(t) چپِ انتگرالِ

١٢٢ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ” ×− ”
مشتق پیوسته، نمودار با x(t) = t۴ آ. ٢: مثالِ از کاپوتو کسری مشتقات آ. ٢
” حالتِ با tD

α(·,·)
b x(t) راست مشتق و ” ⊸ ” حالت با C

aD
α(·,·)
t x(t) چپِ

١٢٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ” ×−

مشتق پیوسته، نمودار با x(t) = et آ. ٣: مثالِ از کاپوتو کسری مشتقات آ. ٣
” حالتِ با tD

α(·,·)
b x(t) راست مشتق و ” ⊸ ” حالت با C

aD
α(·,·)
t x(t) چپِ

١٢۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ” ×−

های تقریب و آ. ۴ مثال توابع̧ برای ١ .۴ لم از آمده بدست دقیق مقادیر آ. ۴
١٢۵ . . . . . . . . . . . . . . . Chebfun کدِ از آمده بدست محاسباتی

ف



تصاویر فهرست ص
از x(t) و β(·, ·) ،α(·, ·) برای CD

α(·,·),β(·,·)
γ x(t) کاپوتو مرکبِ کسری مشتق آ. ۵

برای ” ⊸ ” حالت ،γ = (γ١, γ٢) = (٠٫٢, ٠٫٨) برای پیوسته خط آ. ۵: مثالِ
١٢۶ γ = (γ١, γ٢) = (٠٫٨, ٠٫٢) برای ” ×− ” حالتِ و γ = (γ١, γ٢) = (٠٫۵, ٠٫۵)



جداول فهرست
از x(t) و β(·, ·) ،α(·, ·) برای CD

α(·,·),β(·,·)
γ x(t) کاپوتو مرکبِ کسری مشتق آ. ١

γ = (γ١, γ٢) = : ٢ حالتِ γ؛ = (γ١, γ٢) = (٠٫٢, ٠٫٨) : ١ حالتِ آ. ۵. مثالِ
١٢٧ . . . . . . . . . . . .γ = (γ١, γ٢) = (٠٫٨, ٠٫٢) : ٣ حالتِ و ,٠٫۵)؛ ٠٫۵)

ق



١ فصل
ها نیاز پیش

پیشگفتار ١. ١
انتگرالها کاربرد همچنین و بررسی به که است ریاضی آنالیز از ای حوزه ١(FC) کسری حساب
که است صحیحی مرتبه حساب ادامه (FC) بنابراین پردازد. می دلخواه مرتبه مشتقات و

کند. می بررسی را مختلط یا حقیقی مرتبه هر مشتقات و انتگرالها

١/٢ مرتبه مشتق ٣ نیتز لایب به ٢ هوپیتال ال که ای نامه طی ١۶٩۵ سال در FC ایده ی
مشتق به راجع ای نظریه خود نشریات در نیتز لایب آنکه از پس آمد. وجود به کرد پیشنهاد را
درباره او از و نوشت نیتز لایب به ای نامه هوپیتال ال کرد، معرفی dny

dxn بصورت y تابع ام n
سپتامبر ٣٠ مورخه در شود؟” می چه باشد n = ١/٢ اگر ” پرسید: کسری مرتبه مشتق معنای
همراه به مفیدی نتایج روزی و است آشکار تناقض یک این ” داد پاسخ او به نیتز لایب ١۶٩۵
درباره کارش به نیتز لایب آن از پس است. حقیقت یک این میدانیم امروزه که ” آورد خواهد
با مشتقات از حاصل نتایج بررسی به اویلر ١٧٣٠ سال در تا داد ادامه عمومی مرتبه مشتقات

پرداخت. کسری مرتبه
توانی تابع ام n مشتق پایه بر کسری مشتق تعریف اولین لاکروس۴ کمک به ١٨١٩ سال در اما
شکل به را ام n مشتق لاکروس بگیرید نظر در را مثبت و صحیح m با y = xm عبارت شد. ارائه

1Fractional Calculus
2L Hopital
3Leibniz
4Lacroix



ها نیاز پیش ٢
داد گسترش زیر

dny

dxn
=

m!

(m− n)!
xm−n, m ≥ n

کرد استفاده فاکتوریل تعمیم برای گاما تابع تعریف از و
dny

dxn
=

Γ (m+ ١)
Γ (m− n+ ١)xm−n

کرد: بررسی را m = ١ و n = ١٢ ازای به زیر مثال همچنین او
d١/٢x
dx١/٢ =

Γ (٢)
Γ (٣/٢)x

١٢ =
٢√x√
π
. (١. ١)

گسترش برای و... لیوویل٣ ، ریمان٢ ، ،آبل فوریه١ مانند، بسیاری دانان ریاضی پس آن از
نیلز توسط ١٨٢٣ سال در کسری حساب های کاربرد اولین از یکی کردند. تلاش موضوع این

: آمد بدست زیر فرم به انتگرال معادله حل هنگام ، ۴ آبل
∫ t

٠ (t− τ)−αx(τ)dτ = k,

بود. رفته بکار ۵ تاتوکرون مسئله فرمول در که
،گرانوالد‐ ریمن‐لیوویل کسری مشتقات مانند ، کسری عملگرهای از مختلفی های صورت
تقریب اولین اند. شده معرفی زمان طول در هادمارد یا و مارکاد ، ،کاپوتو ،ویل لتینکوف
و کلاسیک انتگرال عملگر باره ی n تکرار پایه بر که است ریمن‐لیوویل تعریف به مربوط
کسری انتگرال نهایت در و شده جایگزین گاما تابع توسط n! که کوشی فرمول بررسی سپس
ذکر کسری مشتقات از برخی عملگر، این از استفاده با لذا می باشد. است، غیرصحیح مرتبه از

می شوند. تعریف بالا در شده
می شناخته ریاضیات در نظری موضوعی عنوان به تنها قرن، سه طول در کسری حسابان
مختلف های حوزه در تنها نه را کاربردی و مهم نقش کسری حسابان تازگی، به اما شد.
علمی های زمینه سایر و اقتصاد بیولوژی، مهندسی، مکانیک، شیمی، فیزیک، در که ریاضی
مشتقات توسط واقعی، جهان های پدیده از بسیاری کاربردها، این میان در است. داشته
شود. می تشریح بهتری شکل ،به متداول صحیح مرتبه حساب با مقایسه در غیرصحیح مرتبه
شکل به دینامیکی حرکات دهی مدل در منحصربفردی نقش کسری، مرتبه مشتقات درواقع
به محدود ما پس کرد، بررسی می توان را مشتقات برای حقیقی مرتبه هر َˡاولا دارند. موثر
غیرموضعی عملگرهای متداول، مشتقات برخلاف آنها ثانیاََ نیستیم؛ صحیح مرتبه مشتقات
فرآیندها گذشته به می توان حافظه، ویژگی کمک به اند. حافظه دارای که معنا این به اند،
دهه چند در مقالات از بسیاری موضوع کنترل و مدلینگ سیگنال، پردازش یافت. دسترسی
ثابت فرآیند طول در مشتق مرتبه کسری، حساب های کاربرد از بسیاری در است. بوده اخیر
کسری دیفرانسیل معادله جواب برای α > ٠ مرتبه تعیین هنگام یعنی، می شود، گرفته نظر در

1Fourier
2Riemann
3Liouville
4Niels Abel
5Tautochrone problem



٣ خاص توابع
را α > ٠ مرتبه ی ، تجربی داده ی به جواب بودن تر نزدیک جهت ، Dαy(t) = f(t, y(t))

گزینه این هستند، دینامیکی فرایند یک مسیر ها که زمانی شاید البته می گیریم. در نظر ثابت
در α > ٠ مرتبه ی که می دهد رخ هنگامی تر جالب اتفاق کند. تغییر مرتبه و نباشد خوبی
وابسته بودن، تابع برای α(t) یعنی نباشد ثابت فرایند طول در کسری مشتقات و انتگرال ها
کسری دیفرانسیل معادله تا هستیم α(t) تابع بهترین جستجوی در ما لذا باشد. زمان به
به تقریب این کند. تشریح بهتر را مطالعه تحت فرایند ،Dα(t)y(t) = f(t, y(t)) متغیر مرتبه
سامکو توسط ١٩٩٣ سال در متغیر مرتبه کسری حساب از ای نمونه است. شده انجام تازگی
مرتبه کسری حساب درباره مهمی نتایج متعددی دانان ریاضی آن از پس شد. معرفی ،١ رز و
اسیلاتورهای خطی غیر و خطی سازی مدل مکانیک، زمینه ی در مختلفی های کاربرد و متغیر
رایج آوردند. بدست می کند، تغییر زمان برحسب مشتق مرتبه آن در که ٢ الاستیکی ویسکو
که دارند دسترسی فرایند گذشته  ی به اند توجه مورد مقالات در که کسری عملگرهای ترین
آینده ی دنبال به است ممکن ها، حالت برخی در اما دارند. نام چپ کسری عملگر معمولا
راست کسری مشتق بررسی به حالت، دراین لذا باشیم. آن تاثیر تحت α(t) محاسبه ی و فرایند
کسری عملگر دو هر که است ای نظریه گسترش اصلی هدف اقداماتی، در جدیدا می پردازیم.
ترکیب مانند: اند، شده معرفی کسری عملگر ترکیب تعدادی منظور، همین به شوند. محاسبه
ترکیب و ریسز‐کاپوتو کسری مشتق ریسز، کسری انتگرال و مشتق متقارن، کسری مشتقات

می باشد. راست و چپ کسری عملگرهای خطی ترکیب شامل که کاپوتو کسری مشتق
عنوان به عددی های تقریب ومهندسی، علم در کسری حسابان کاربردهای افزایش منظور به
گسترده مطالعه امروزه که اند یافته گسترش و رشد مسائل چنین این حل برای هایی ابزار
معادلات عددیِ مدلسازی برای مثلا است. انجام حال در عددی تقریب های فرمول روی ای

می دهیم. ارجاع [١۵] به را خواننده زمان، کسری انتشار

خاص توابع ١. ٢
حساب در مهم توابع از چهارنوع کسری، عملگرهای به مربوط پایه ی اصول معرفی از پیش

میتاگ‐لفلر. تابع و بتا پسی، گاما، تابع : می کنیم مرور را آنها های ویژگی برخی و کسری
صورت به است، حقیقی اعداد برای فاکتوریل تابع بسط نتیجه ی که ٣ گاما اویلر تابع .١. ١ تعریف

می شود: تعریف زیر
Γ (t) =

∫ ∞

٠ τ t−١e(−τ)dτ, t > ٠.

داریم، مثبت و صحیح n برای می باشد. Γ (٣/٢) = √
π٢ و Γ (١) = ١, Γ (٢) = ٢ مثال، برای

امکان و دارد وجود گاما تابع برای دیگری تعاریف که باشید داشته توجه . Γ (n) = (n − ١)!
می باشد. نیز نامثبت صحیح اعداد جز به مختلط اعداد برای آن تعریف

تقریبا زیرا می شود، شناخته کسری حسابان در اویلری تابع مهمترین عنوان به گاما، تابع
1Samko and Ross
2viscoelasticity oscillators
3Euler Gamma function



ها نیاز پیش ۴
آن از بعدا که ، Γ اساسی خاصیت یک دارد. وجود کسری انتگرال و مشتق تعاریف تمام در

: است آمده بدست جزء به جزء  انتگرال از کرد، خواهیم استفاده
Γ (t+ ١) = tΓ (t).

می شود داده نمایش زیر شکل به است گاما تابع لگاریتم مشتق که ١ پسی تابع .١. ٢ تعریف
Ψ(t) =

d

dt
ln(Γ (t)) =

Γ ′(t)

Γ (t)
.

در تابع این است. شده استفاده گاما توابع ترکیب جایگزینی در راحتی برای مذکور تابع
کسری انتگرال و مشتق مشابه که کند می  ایجاد را ساختاری زیرا دارد اهمیت کسری حسابان

می باشد. توانی تابع ویژه به زیادی توابع
می شود: تعریف زیر بصورت B بتا تابع .١. ٣ تعریف

B(t, u) =

∫ ١
٠ st−١)١ − s)u−١ds, t, u > ٠.

است: زیر مهم ویژگی دارای تابع این
B(t, u) =

Γ (t)Γ (u)

Γ (t+ u)
.

: یعنی ، است متقارن بتا تابع ویژگی، این با که است واضح
B(t, u) = B(u, t)

میتاگ‐لفلر دان ریاضی توسط که آمده بدست نمایی سری تعمیم از مستقیما بعدی، تابع .
پارامتری دو و پارامتری تک تابع نوع دو به تابع این [٣٣] است، شده تعریف ١٩٠٣ سال در ٢

می شود. تقسیم
: می شود تعریف زیر بصورت Eα تابع باشد. α > ٠ کنید فرض .۴ .١ تعریف

Eα(t) =
∞∑
k=٠

tk

Γ (αk + ١) , t ∈ R

دارد. نام میتاگ‐لفلر پارامتری تک تابع که
: یعنی است، معادل et نمایی سری با تابع این ، α = ١ ازای به

E١(t) =
∞∑
k=٠

tk

Γ (k + ١) =
∞∑
k=٠

tk

k!
= et.

ظاهر نمایی تابع بصورت ثابت، ضرایب با خطی معمولی دیفرانسیل معادلات جواب که هنگامی
می رود. بکار کسری مرتبه دیفرانسیل معادلات حل در طبیعی بطور میتاگ‐لفلر تابع می شود،
کاربرد و کسری حسابان قضیه در مهمی تابع عنوان به میتاگ‐لفلر تابع اخیرا، علت، همین به
تعمیم این که داد، نمایش نیز آرگومان دو با می توان را تابع این ضمنا . است شده آن های

. [٢٣] شد انجام ١٩٠۵ سال در ٣ ویمن توسط میتاگ‐لفلر تابع
1Psi
2Mittag-Leffler
3Wiman



۵ کسری های انتگرال و مشتقات
تعریف زیر بصورت α, β > ٠ پارامتر دو با میتاگ‐لفلر نوع از پارامتری دو تابع .۵ .١ تعریف

می شود:
Eα,β(t) =

∞∑
k=٠

tk

Γ (αk + β)
, t ∈ R.

یعنی است، معادل کلاسیک، میتاگ‐لفلر تابع با تابع این باشد، β = ١ اگر
.Eα,١(t) = Eα(t)

کسری های انتگرال و مشتقات ١. ٣
پایان این در که کسری انتگرال و کسری مشتق عملگرهای از تعاریفی همه  ی بخش این در
جز ء به جز ء انتگرال های فرمول از تعدادی پایان در دهیم. می ارائه را است شده استفاده نامه

می کنیم. معرفی اویلر‐لاگرانژ، مشتق معادلات در آنها اساسی نقش دلیل به را

کلاسیک عملگرهای ١. ٣. ١
حالت به صحیح مرتبه عملگرهای تعمیم برای راه یک از بیش گفتیم، قبلا که همانطور
حذف با ، کسری عملگر تعدادی های ویژگی و تعاریف بیان به اکنون دارد. وجود غیرصحیح

می پردازیم. می کنند، تایید را کسری عملگرهای چنین وجود که قیدها به راجع جزئیاتی
اگرچه می شوند. تعریف کسری های انتگرال از استفاده با کسری مشتقات کلی، حالت در
کسری انتگرال عملگر دو بیان به ما دارد، وجود کسری های انتگرال از متعددی های صورت

می کنیم. بسنده
از شروع با باشد. حقیقی عدد یک α > ٠ و پذیر انتگرال تابع یک x : [a, b] → R کنید فرض

داریم: ، n ∈ N که گیری انتگرال بار n و کوشی فرمول

aI
n
t x(t) =

∫ t

a
dτ١
∫ τ١

a
dτ٢ · · ·

∫ τn−١

a
x(τn)dτn

=
١

(n− ١)!
∫ t

a
(t− τ)n−١x(τ)dτ,

(١. ٢)

و n غیرصحیح مقادیر به (١. ٢) معادله ی تعمیم ی  نتیجه را کسری انتگرال لیوویل و ریمن
کسری های انتگرال مهم مفهوم دو این، کمک به دانستند. می Γ گاما تابع تعریف از استفاده

می کنیم. معرفی را ریمن‐لیوویل راست و چپ
: از عبارتند ترتیب به α مرتبه از ریمن‐لیوویل راست و چپ کسری های انتگرال .۶ .١ تعریف

aI
α
t x(t) =

١
Γ (α)

∫ t

a
(t− τ)α−١x(τ)dτ, t > a

و
tI

α
b x(t) =

١
Γ (α)

∫ b

t
(τ − t)α−١x(τ)dτ, t < b.



ها نیاز پیش ۶
می کنند. مشخص را انتگرال دامنه بالای و پایین های کران ترتیب به b و a های ثابت
همانی عملگر I که aI

α
t = tI

α
b = I, α→ ٠ بطوریکه باشد، پیوسته تابع یک x اگر این، بر علاوه

. a I
α
t x(t) = tI

α
b x(t) = x(t) ، یعنی است،

می کنیم ارائه را شد معرفی ١٨٩٢ سال در ١ هادامارد توسط که دوم کسری انتگرال عملگر
.[١٨]

: از عبارتند ترتیب به ،α مرتبه از هادامارد راست و چپ کسری های انتگرال .١. ٧ تعریف

aJ
α
t x(t) =

١
Γ (α)

∫ t

a

(
ln
t

τ

)α−١x(τ)
τ

dτ, t > a

و
tJ

α
b x(t) =

١
Γ (α)

∫ b

t

(
ln
τ

t

)α−١x(τ)
τ

dτ, t < b.

کسری مشتقات : از عبارتند می شوند، استفاده مکررا که کسری مشتق تعاریف از مورد سه
دانان ریاضی سایر از دیگری تعاریف . [٣٢] ٣ کاپوتو و ریمن‐لیوویل ، ٢ گرانوالد‐لتینکوف

آبل. و کوشی فوریر، ویل، : مانند است موجود نیز
مثبت حقیقی عدد α و [a, b] بازه در ۴ مطلق پیوسته تابع یک x ∈ AC([a, b];R) کنید فرض
چپ کسری های مشتق ریمن‐لیوویل، کسری های انتگرال ۶ .١ تعریف از استفاده با باشد.

می شود. تعریف زیر بصورت کاپوتو و ریمن‐لیوویل راست و
عبارتند ترتیب به ، α > ٠ مرتبه از ریمن‐لیوویل راست و چپ کسری های مشتق .١. ٨ تعریف

: از

aD
α
t x(t) =

(
d

dt

)n

a I
n−α
t x(t)

=
١

Γ (n− α)

(
d

dt

)n ∫ t

a
(t− τ)n−α−١x(τ)dτ, t > a

و

tD
α
b x(t) =

(
− d

dt

)n

t I
n−α
b x(t)

=
(−١)n

Γ (n− α)

(
d

dt

)n ∫ b

t
(τ − t)n−α−١x(τ)dτ, t < b

است. n = [α] + ١ که
های مشتق کلی، حالت در .[٧] است. شده معرفی ١٩۶٧ سال در کاپوتو توسط زیر تعریف

دارند. کاربرد مهندسی و فیزیک های زمینه در بیشتر کاپوتو کسری
1Hadamard
2Grunwald-Letnikov
3Caputo
4Absolutely Continuous



٧ کسری های انتگرال و مشتقات
می شوند: تعریف زیر بصورت ترتیب به ،α مرتبه از کاپوتو راست و چپ کسری مشتقات .١. ٩ تعریف

C
aD

α
t x(t) =

١
Γ (n− α)

∫ t

a
(t− τ)n−α−١x(n)(τ)dτ, t > a

و
C
t D

α
b x(t) =

(−١)n
Γ (n− α)

∫ b

t
(τ − t)n−α−١x(n)(τ)dτ, t < b

باشد. α ∈ N اگر است n = α و α /∈ N اگر است n = [α] + ١ که
مشتق که بر می آید تعاریف این از اند. خطی فوق، شده ی تعریف های عملگر که است واضح
ریمن‐لیوویل کسری مشتق بررسی با حالیکه در است، صفر برابر c ثابت برای کاپوتو کسری

داریم باشد، ثابت C که x(t) = C اگر است. نادرست پاسخ این می یابیم در
C
aD

α
t x(t) =

C
t D

α
b x(t) = ٠

و
C
aD

α
t x(t) =

C(t− a)−α

Γ (١ − α)
, C

t D
α
b x(t) =

C(b− t)−α

Γ (١ − α)
.

از تر طبیعی کاپوتو، کسری مشتقات ، کاربردها از برخی در می رسد نظر به علت، همین به
است. ریمن‐لیوویل کسری مشتقات

داشت: خواهیم باشد، n ∈ N و کند میل n− به α اگر .١. ١ تذکر
aD

α
t = C

aD
α
t =

(
d

dt

)n

و
tD

α
b = C

t D
α
b =

(
− d

dt

)n

.

ریمن‐لیوویل کسری انتگرال و مشتق عملگرهای می کنید، مشاهده پایین در که همانطور
بازمی گردانند. را توانی توابع مجددا توانی، توابع از α مرتبه با

داریم لذا باشد. x(t) = (t− a)γ بصورت توانی تابع x کنید فرض .١. ١ لم
aI

α
t x(t) =

Γ (γ + ١)
Γ (γ + α+ ١)(t− a)γ+α, γ > −١

و
aD

α
t x(t) =

Γ (γ + ١)
Γ (γ − α+ ١)(t− a)γ−α, γ > −١.

ریمن‐ چپ کسری مشتق باشد، α = ١/٢ و γ = ١, a = ٠ کنیم فرض اگر خاص، حالت در
در لاکروس توسط آمده بدست نتیجه ی همان که ، است ٢√t√

π
با برابر x(t) = t تابع لیوویل



ها نیاز پیش ٨
به مراجعه با ١٨۶٨ و ١٨۶٧ های سال در ترتیب به لتینکوف، و گرانوالد می باشد. سال١٨١٩
یافتند: دست زیر حد فرمول به مشتق، ای پایه تعاریف اساس بر سازی فرمول و اصلی منابع

x(١)(t) = lim
h→٠

x(t+ h)− x(t)

h
, n ∈ N,

x(n)(t) = lim
h→٠

١
hn

n∑
k=٠

(−١)k
(
n

k

)
x(t− kh), n ∈ N, (١. ٣)

ای جمله دو ضرایب برای متداول های نماد ، n, k ∈ N با (nk) = n(n−١)(n−٢)...(n−k+١)
k! که

مشتقات برای (١. ٣) فرمول تعمیم شامل گرانوالد‐لتینکوف کسری مشتق تعریف هستند.
[٣٣] است. α دلخواه ی مرتبه

است زیر بصورت x تابع گرانوالد‐لتینکوف کسری مشتق از ام α مرتبه .١. ١٠ تعریف
GL
a Dα

t x(t) = lim
h→٠h

−α
n∑

k=٠
(−١)k

(
α

k

)
x(t− kh),

است. nh = t− a و (αk) = Γ (α+١)
k!Γ (α−k+١) که

برای لذا باشد، حقیقی عدد یک γ که x(t) = (t − a)γ بصورت توانی تابع x کنید فرض .١. ٢ لم
داریم γ > ٠ و ٠ < α < ١

GL
a Dα

t x(t) =
Γ (γ + ١)

Γ (γ − α+ ١)(t− a)γ−α.

: بصورت ترتیب به α ی مرتبه از هادامارد راست و چپ کسری مشتقات .١. ١١ تعریف

aD
α
t x(t) =

(
t
d

dt

)n ١
Γ (n− α)

∫ t

a

(
ln
t

τ

)n−α−١ x(τ)
τ

dτ,

و

tD
α
b x(t) =

(
−t d
dt

)n ١
Γ (n− α)

∫ b

t

(
ln
τ

t

)n−α−١ x(τ)
τ

dτ,

می باشد. n = [α] + ١ که ،t ∈ (a, b) هر برای
کسری مشتق باشد، زمان متغیر ،t متغیر اگر مشتق، عملگرهای انواع برای که کنید توجه
فرایند آینده عنوان به x تابع راست کسری مشتق و فرایند گذشته ی حالت عنوان به x تابع چپ

می شود. گرفته نظر در

کاپوتو مشتق خواص برخی ١. ٣. ٢
های فرمول واسطه به ریمن‐لیوویل و کاپوتو مشتقات ،x ∈ AC([a, b];R) و α > ٠ فرض با

[١٨] می شوند. مرتبط یکدیگر با زیر
C
aD

α
t x(t) = aD

α
t

x(t)− n−١∑
k=٠

x(k)(a)(t− a)k

k!

 , (۴ .١)



٩ کسری های انتگرال و مشتقات
و

C
t D

α
b x(t) = tD

α
b

x(t)− n−١∑
k=٠

x(k)(b)(b− t)k

k!

 , (۵ .١)

که زمانی  خاص، حالت در باشد. α ∈ N اگر است n = α و α /∈ N اگر است n = [α] + ١ که
می گیرند: را زیر فرم (۵ .١) و (۴ .١) روابط است، α ∈ (٠, ١)

C
aD

α
t x(t) = aD

α
t (x(t)− x(a))

= aD
α
t x(t)−

x(a)

Γ (١ − α)
(t− a)−α,

(۶ .١)

و
C
t D

α
b x(t) = tD

α
b (x(t)− x(b))

= tD
α
b (x(t)−

x(b)

Γ (١ − α)
(b− t)−α

(١. ٧)

x(a) = ٠ حالت در ریمن‐لیوویل چپ مشتق که می گیریم نتیجه (١. ٧) و (۶ .١) های فرمول از
x(b) = ٠ حالت در راست مشتقات برای آن مشابه و است معادل کاپوتو چپ کسری مشتق با
معکوس عملگر یک کاپوتو، کسری های مشتق که دید خواهیم ،١. ١ ی قضیه در می افتد. اتفاق

[١٨] می کند. فراهم ریمن‐لیوویل کسری انتگرال برای چپ
داریم: کاپوتو کسری عملگرهای برای باشد. x ∈ AC([a, b];R) و α > ٠ کنید فرض .١. ١ قضیه

C
aD

α
t a I

α
t x(t) = x(t),

و
C
t D

α
b t I

α
b x(t) = x(t).

کسری مشتق عملگرهای با ریمن‐لیوویل کسری انتگرال عملگرهای ترکیب بعد، قضیه
[١٨] می دهد. نمایش را کاپوتو

لذا باشد، x ∈ ACn([a, b];R) و α > ٠ کنید فرض .١. ٢ قضیه

aI
α
t

C
a D

α
t x(t) = x(t)−

n−١∑
k=٠

x(k)(a)

k!
(t− a)k

و

tI
α
b

C
t D

α
b x(t) = x(t)−

n−١∑
k=٠

(−١)kx(k)(b)
k!

(b− t)k,

که زمانی خاص، حالت در باشد. α ∈ N اگر است n = α و α /∈ N اگر است n = [α] + ١ که
داریم α ∈ (٠, ١)

aI
α
t

C
a D

α
t x(t) = x(t)− x(a) و tI

α
b

C
t D

α
b x(t) = x(t)− x(b).



ها نیاز پیش ١٠
تابع توانی،مجددا تابع از کاپوتو کسری مشتق برای ریمن‐لیوویل، کسری مشتق مشابه

می شود. ایجاد توانی
داریم: را زیر روابط بنابراین باشد. α > ٠ کنید فرض .١. ٣ لم

C
aD

α
t (t− a)γ =

Γ (γ + ١)
Γ (γ − α+ ١)(t− a)γ−α, γ > n− ١,

و
C
t D

α
b (b− t)γ =

Γ (γ + ١)
Γ (γ − α+ ١)(b− t)γ−α, γ > n− ١,

باشد. α ∈ N اگر است n = α و α /∈ N اگر است n = [α] + ١ که

کاپوتو مشتق ترکیب ١. ٣. ٣
اینجا در ما می کنیم. معرفی را کاپوتو کسری مشتق ترکیب نام به خاصی عملگر بخش، این در
چپ کسری مشتق شامل که ، CDα,β

γ کسری مشتق به کاپوتو کسری مشتق نظریه تعمیم به
مستقل عملگر یک به و ترکیب هم با فرآیند آینده و گذشته یعنی، می پردازیم، است، راست و

می شود. تبدیل
کسری مشتق ی ایده سبب به و [٢۶] ٢٠١٠ سال در ١ تورس و مالینوفسکی توسط عملگر این

شد. معرفی ، ٢ کلیمک متقارن
بصورت متقارن کسری مشتق بگیرید، نظر در را ریمن‐لیوویل راست و چپ مشتقات .١. ١٢ تعریف

می شود تعریف زیر
aD

α
b x(t) =

١
٢ [aD

α
t x(t) + tD

α
b x(t)]. (١. ٨)

ریسز‐ عملگر و ریسز های عملگر مانند اند. شده مطالعه قبل از عملگرها ترکیب سایر
.[٢٧] کاپوتو

انتگرال t ∈ [a, b] برای باشد، α ∈ (٠, ١) و C١ کلاس از تابع یک x : [a, b] → R اگر .١. ١٣ تعریف
می شود تعریف زیر بصورت α مرتبه از ریسز کسری

R
a I

α
b x(t) =

١
٢Γ (α)

∫ b

a
|t− τ |α−١x(τ)dτ

=
١
٢ [aI

α
t x(t) + tI

α
b x(t)],

می شود تعریف زیر بصورت α مرتبه از ریسز کسری مشتق
R
aD

α
b x(t) =

١
Γ (١ − α)

d

dt

∫ b

a
|t− τ |−αx(τ)dτ

=
١
٢ [aD

α
t x(t)− tD

α
b x(t)].

1Malinowska and Torres
2Klimek



١١ کسری های انتگرال و مشتقات
بصورت کاپوتو‐ریسز کسری بگیرید.مشتق نظر در را کاپوتو راست و چپ مشتقات .١۴ .١ تعریف

است زیر
RC
a Dα

b x(t) =
١

Γ (١ − α)

∫ b

a
|t− τ |−α d

dt
x(τ)dτ

=
١
٢ [CaD

α
t x(t)− C

t D
α
b x(t)].

(١. ٩)

مشتق با بالا، ی شده تعریف کسری مشتقات بنابراین کند، میل ١ سمت به α اگر [٢٧] .١. ٢ تذکر
هستند: معادل زیر استاندارد

R
aD

α
b = RC

a Dα
b =

d

dt
.

و چپ کسری مشتقات محدب ترکیب همان کاپوتو، مشتق ترکیب ،(١. ٩) عملگر مشابه
بررسی محدب ترکیب در نیز ١/٢ از غیر به ضرایب سایر عملگر، این در اما است کاپوتو راست
می تواند کسری مشتقات راست و چپ سمت در β و α های مرتبه این، بر علاوه می کنیم.
کاپوتو چپ کسری مشتق محدب ترکیب همان کاپوتو مشتق ترکیب بنابراین، باشند. متفاوت

می باشد. β مرتبه از کاپوتو راست کسری مشتق و α مرتبه از
کاپوتوی کسری مشتق ترکیب عملگر باشد. γ ∈ [٠, ١] و α, β ∈ (٠, ١) کنید فرض .١۵ .١ تعریف

می شود تعریف زیر بصورت CDα,β
γ

CDα,β
γ = γ C

a D
α
t + (١ − γ) C

t D
β
b , (١. ١٠)

می کند: اثر x ∈ AC([a, b];R) روی زیر شکل به که
CDα,β

γ x(t) = γ C
a D

α
t x(t) + (١ − γ) C

t D
β
b x(t).

داریم و است خطی ،(١. ١٠) عملگر که است واضح
CDα,β٠ = C

t D
β
b و C Dα,β١ = C

aD
α
t .

.[۶] می پردازیم متغیر مرتبه حسابان درباره اولیه مفاهیم بیان به زیر تعریف دو در اکنون
به α(t) متغیر مرتبه از ریمن‐لیوویل مشتق باشد. x : [a, b] → R کنید فرض .١۶ .١ تعریف

می شود: تعریف زیر صورت
RLD

α(t)
t x(t) =

١
Γ (n− α(t))

dn

dtn

∫ t

a
(t− s)n−α(t)−١x(s)ds, n− ١ < α(t) ≤ n, t > ٠.

α(t) متغیر مرتبه از کاپوتو مشتق باشد. x ∈ Cn[a, b] و x : [a, b] → R کنید فرض .١. ١٧ تعریف
می شود: تعریف زیر صورت به

CD
α(t)
t x(t) =

١
Γ (n− α(t))

∫ t

a
(t− s)n−α(t)−١x(n)(s)ds, n− ١ < α(t) ≤ n, t > ٠.

زیر های ویژگی دارای متغیر مرتبه از کاپوتو مشتق و ریمن‐لیوویل انتگرال های عملگر .۴ .١ لم
هستند:



ها نیاز پیش ١٢
داریم: C ثابت برای اول ویژگی در .١

CD
α(t)
t C = ٠, C ∈ R,

داریم دوم ویژگی در .٢
RLI

α(t)
t C =

١
Γ (α(t) + ١) tα(t), C ∈ R,

داشت خواهیم بعدی ویژگی در .٣
RLI

α(t)
t tβ =

Γ (β + ١)
Γ (β + α(t) + ١) tβ+α(t), β ≥ bα(t)c,

داریم همچنین .۴

CD
α(t)
t tβ =


Γ (β+١)

Γ (β−α(t)+١) tβ−α(t), β ∈ N و β ≥ dα(t)e یا β /∈ N و β > bα(t)c

٠ , β ∈ N ∪ {٠} و β < dα(t)e,

داشت خواهیم پایان در و .۵

RLI
m−α(t)
t (y(m)(t)) = CD

α(t)
t y(t)−

m−١∑
i=⌈α(t)⌉

y(i)(a)ti−α(t)

Γ (i+ ١ − α(t))
, m− ١ < α(t) ≤ m.

متغیر مرتبه های عملگر ۴ .١. ٣
مثلا اند بخشیده حیات متغیر مرتبه کسری حسابانِ به مفیدی، بسیار فیزیکی̞ های کاربرد

.[١۵] مکانیکی های رفتار دهی مدل
مرتبه .[٢۴] می کنیم ارائه را متغیر مرتبه کسری حساب به مربوط اساسی قضایای اکنون
مقادیر شامل که ،[a, b]٢ دامنه با ،α(., .) متغیره دو ی پیوسته تابع را، انتگرال و مشتق کسری
تعمیم ابتدا باشد. تابع یک x : [a, b] → R کنید فرض می گیریم. درنظر را است (٠, ١) بازه در

می کنیم. یادآوری را α(., .) متغیر مرتبه با کسری های انتگرال
تعریف زیر ترتیب به α(., .) مرتبه از راست و چپ ریمن‐لیوویل کسری های انتگرال .١. ١٨ تعریف

می شود

aI
α(.,.)
t x(t) =

∫ t

a

١
Γ (α(t, τ))

(t− τ)α(t,τ)−١x(τ)dτ, t > a

و

tI
α(.,.)
b x(t) =

∫ t

b

١
Γ (α(τ, t))

(τ − t)α(τ,t)−١x(τ)dτ, t < b.



١٣ کسری های انتگرال و مشتقات
عملگر متغیر مرتبه کسری های انتگرال ثابت، کسری مرتبه حالت برخلاف که، کنید توجه

نیستند. متغیر مرتبه کسری مشتقات معکوس
را کاپوتو کسری مشتقات و ریمن‐لیوویل کسری مشتقات نوع̧ دو کسری، مشتقات برای

می کنیم. بررسی
تعریف زیر ترتیب به α(., .) مرتبه از راست و چپ ریمن‐لیوویل کسری مشتقات .١. ١٩ تعریف

می شوند،

aD
α(.,.)
t x(t) =

d

dt a I
α(.,.)
t x(t)

=
d

dt

∫ t

a

١
Γ (١ − α(t, τ))

(t− τ)−α(t,τ)x(τ)dτ, t > a
(١. ١١)

و

tD
α(.,.)
b x(t) = − d

dt t I
α(.,.)
b x(t)

=
d

dt

∫ t

a

−١
Γ (١ − α(τ, t))

(τ − t)−α(τ,t)x(τ)dτ, t < b.
(١. ١٢)

تابع برای ریمن‐لیوویل متغیر مرتبه از کسری انتگرال و مشتق بیان به ،۵ .١ لم در اکنون
متغیر به وابسته تنها کسری، مرتبه کردیم فرض آن، در که می پردازیم x(t) = (t − a)γ توانی

می باشد. α : [a, b] → (٠, ١) صورت به شده داده تابع و α(t, τ) := α(t) است، اول
داریم γ > −١ برای لذا باشد. x(t) = (t− a)γ بصورت توانی تابع x اگر .۵ .١ لم

aI
α(t)
t x(t) =

Γ (γ + ١)
Γ (γ + α(t) + ١)(t− a)γ+α(t)

و

aD
α(t)
t x(t) =

Γ (γ + ١)
Γ (γ − α(t) + ١)(t− a)γ−α(t)

− α(١)(t) Γ (γ + ١)
Γ (γ − α(t) + ٢)(t− a)γ−α(t)+١

× [ln(t− a)− Ψ(γ − α(t) + ٢) + Ψ(١ − α(t))].

می شوند معرفی زیر ترتیبِ به α(., .) مرتبه از کاپوتو راست و چپ کسری مشتقات .١. ٢٠ تعریف
C
aD

α(.,.)
t x(t) =

∫ t

a

١
Γ (١ − α(t, τ))

(t− τ)−α(t,τ)x′(τ)dτ, t > a (١. ١٣)
و

C
t D

α(.,.)
b x(t) =

∫ t

a

−١
Γ (١ − α(τ, t))

(τ − t)−α(τ,t)x′(τ)dτ, t < b (١۴ .١)

هستند. خطی عملگرهایی فوق، شده تعریف کسری مشتقات که



ها نیاز پیش ١۴

یافته تعمیم کسری عملگرهای ۵ .١. ٣
هسته ی به وابسته بعدی یک یافته ی تعمیم کسری عملگرهای از تعریف سه بخش، این در
اگرچه می کنیم. ارائه را است شده مطالعه [٢۴] تورس و مالینوفسکی توسط قبلا که را عمومی

. [٢] بود کرده معرفی را یافته تعمیم کسری عملگرهای این آگراوال، قبلا
باشد. ∆ := (t, τ) ∈ R٢ : a ≤ τ < t ≤ b کنید فرض

مقادیر شامل که باشد ∆ روی شده تعریف جا همه غالبا تابع یک kα کنید فرض .١. ٢١ تعریف
به x : [a, b] → R هر برای ،P 〈a, t, b, λ, µ〉 با KP یافته ی تعمیم کسری انتگرال عملگر است. R

می شود: تعریف زیر صورت
KP [x](t) = λ

∫ t

a
kα(t, τ)x(τ)dτ + µ

∫ b

t
kα(τ, t)x(τ)dτ, (١۵ .١)

هستند. حقیقی اعداد µ و λ که
کسری عملگرهای می توانیم کنیم، انتخاب را خاصی حالات هسته، برای اگر ویژه، طور به

آوریم. بدست را متغیر مرتبه ی یا استاندارد
انتگرال به را KP عملگر می توان ،P های پارامتر و kα ها ی هسته خاص حالت انتخاب با .١. ٣ تذکر

کرد: تبدیل ریمن‐لیوویل کلاسیکِ یا متغیر مرتبه کسری
لذا باشد، P = 〈a, t, b, ١, ٠〉 اگر است. α > ٠ و kα(t, τ) = ١

Γ (α)(t− τ)α−١ کنید فرض .١
KP [x](t) =

١
Γ (α)

∫ t

a
(t− τ)α−١x(τ)dτ =: aI

α
t [x](t)

لذا ،P = 〈a, t, b, ٠, ١〉 اگر است؛ α مرتبه از ریمن‐لیوویل چپ کسری انتگرال
KP [x](t) =

١
Γ (α)

∫ b

t
(τ − t)α−١x(τ)dτ =: tI

α
b [x](t)

است. α مرتبه از ریمن‐لیوویل راست کسری انتگرال
لذا باشد، P = 〈a, t, b, ١, ٠〉 و kα(t, τ) = ١

Γ (α(t,τ))(t− τ)α(t,τ)−١ اگر .٢
KP [x](t) =

∫ t

a

١
Γ (α(t, τ))

(t− τ)α(t,τ)−١x(τ)dτ =: aI
α(.,.)
t [x](t)

لذا ،P = 〈a, t, b, ٠, ١〉 اگر است؛ α(., .) مرتبه از ریمن‐لیوویل چپ کسری انتگرال
KP [x](t) =

∫ b

t

١
Γ (α(t, τ))

(τ − t)α(t,τ)−١x(τ)dτ =: tI
α(.,.)
b [x](t)

است. α(., .) مرتبه از ریمن‐لیوویل راست کسری انتگرال
مانند آورد، بدست یافته تعمیم کسری های انتگرال از می توان را کسری عملگرهای سایر

.[٢۴] کاتاگامپولا ریسز، هادامارد، کسری عملگرهای
ترکیبِ از کاپوتو و ریمن‐لیوویل یافته ی تعمیم کسری مشتقات یعنی زیر، جدیدِ عملگر دو

می آیند. وجود به یافته تعمیم کسری های انتگرال و کلاسیک مشتقات



١۵ کسری های انتگرال و مشتقات
می شود: تعریف زیر صورت به AP نماد با ریمن‐ریوویل یافته ی تعمیم کسری مشتق .١. ٢٢ تعریف

AP =
d

dt
◦KP .

می شود: تعریف زیر صورت به BP نماد با کاپوتو یافته ی تعمیم کسری مشتق .١. ٢٣ تعریف
BP = KP ◦ d

dt
.

،P مناسب های مجموعه و ٠ < α < ١ با kα(t, τ) = ١
Γ (١−α)

(t − τ)−α گرفتن نظر در با
ریمن‐لیوویل کسری مشتقات به ترتیب، به می توان را BP و AP عمومی هسته ی عملگر دو

.[٢۴] کرد تبدیل استاندارد کاپوتوی و

کسری انتگرال جزءبرای به جز      ء انتگرال قاعده ۶ .١. ٣
شرایط یافتن در شان مهم نقش دلیل به را جزء به جزء انتگرال های فرمول بخش، این در
به جزء انتگرال قاعده ی ابتدا، می کنیم. ارائه خلاصه بطور متغیر، مسائل برای بهینگی لازم

می کنیم. بیان ریمن‐لیوویل کسری انتگرال برای را جزء
اگر باشد. ١

p + ١
q ≤ ١ + α و q ≥ ١, p ≥ ١, ٠ < α < ١ کنید فرض .١. ٣ قضیه

است زیر بصورت جزء به جزء انتگرال فرمول لذا ،x ∈ Lq([a, b];R) و y ∈ Lp([a, b];R)∫ b

a
y(t) a I

α
t x(t)dt =

∫ b

a
x(t) t I

α
b y(t)dt.

اند شده ارائه زیر بصورت جزء به جزء انتگرال های فرمول کاپوتو، کسری مشتقات برای
. [۴]

داریم: را زیر روابط باشد. ٠ < α < ١ کنید فرض .۴ .١ ∫قضیه b

a
y(t) C

a D
α
t x(t)dt =

∫ b

a
x(t) t D

α
b y(t)dt+ [x(t) t I

١−α
b y(t)]t=b

t=a (١۶ .١)
∫و b

a
y(t) C

t D
α
b x(t)dt =

∫ b

a
x(t) a D

α
t y(t)dt− [x(t) a I

١−α
t y(t)]t=b

t=a. (١. ١٧)
و aI

α
t = tI

α
b = I ، C

aD
α
t = aD

α
t = d

dt ، C
t D

α
b = tD

α
b = − d

dt داریم ،α → ١ هنگامیکه
می دهد. ما به را کلاسیک جزء به جزء انتگرال های فرمول (١. ١٧) و (١۶ .١) روابط همچنین
معرفی متغیر مرتبه کسری های انتگرال برای را جزء به جزء انتگرال های فرمول اکنون،

. [٣٠] می کنیم
همچنین و دو، مساوی یا بزرگتر n ∈ N و t, τ ∈ [a, b] هر برای کنید فرض .۵ .١ قضیه

صورت به زیر انتگرال فرمول لذا . ١
n < α(t, τ) < ١ باشیم داشته ،x, y ∈ C([a, b];R)∫ b

a
y(t) a I

α(.,.)
t x(t)dt =

∫ b

a
x(t) t I

α(.,.)
b y(t)dt.



ها نیاز پیش ١۶
می کنیم. ارائه را متغیر مرتبه ی از کاپوتو کسری مشتق شامل های فرمول زیر، قضیه در
انتگرال استانداردِ کسری فرمولهای تعمیم آن در و است شده ارائه [٣٠] در قضیه این اثباتِ

است. شده انجام α ثابت برای جزء به جزء
همچنین و دو، مساوی یا بزرگتر n ∈ N و t, τ ∈ [a, b] هر برای کنید فرض .۶ .١ قضیه

صورت به زیر انتگرال فرمول لذا . ٠ < α(t, τ) < ١ − ١
n باشیم داشته ،x, y ∈ C١([a, b];R)∫ b

a
y(t) C

a D
α(.,.)
t x(t)dt =

∫ b

a
x(t) t D

α(.,.)
b y(t)dt+ [x(t) t I

١−α(.,.)
b y(t)]t=b

t=a.

∫و b

a
y(t) C

t D
α(.,.)
b x(t)dt =

∫ b

a
x(t) a D

α(.,.)
t y(t)dt− [x(t) a I

١−α(.,.)
t y(t)]t=b

t=a.

می باشد.
دارد. یافته تعمیم اویلر‐لاگرانژ معادلات اثبات در مهمی نقش آخر، قضیه

یافته تعمیم کسری های عملگر برای را جزء به جزء انتگرال های فرمول فصل، این پایانِ در
داریم: نیاز زیر تعریف به منظور، همین به .[٢۴] می کنیم ارائه

نظر در P ∗ = 〈a, t, b, µ, λ〉 برای را P ∗ پارامتر باشد. P = 〈a, t, b, λ, µ〉 کنید فرض .٢۴ .١ تعریف
می نامیم. ١P دوالِ را پارامتر این می گیریم.

را بعد قضیه ی اثبات . ١
p + ١

q = ١ یعنی باشد، p به وابسته q و ١ < P < ∞ کنید فرض
کرد. مشاهده [٢۴] در می توان

Lp([a, b];R) از خطی کراندار عملگر ∗Kpیک عملگر لذا باشد. k ∈ Lq(∆;R) کنید فرض .١. ٧ قضیه
است. Lq(∆;R) به

است: زیر صورت به x, y ∈ Lp([a, b];R) هر برای جزء به جزء انتگرال فرمول براین ∫علاوه b

a
x(t) ·KP [y](t)dt =

∫ b

a
y(t) ·KP ∗ [x](t)dt.

1Dual of P



٢ فصل
تغییرات حساب

یافته اختصاص کسری تغییرات حساب به نامه پایان این از بخشی گفتیم قبلا که همانطور
تغییرات حساب و کلاسیک تغییرات حساب مورد در اساسی مفاهیم فصل، دراین . است
اویلر‐لاگرانژ معادلات و تغییرات حساب کسری مسائل مطالعه ی می کنیم. معرفی را کسری
نتایج و مفاهیم از تعدادی ،٢. ١ بخش در است. بوده اخیر مهم تحقیقات موضوع مربوطه،
حساب از مختصری تاریخچه ی ،٢. ٢ بخش در سپس می کنیم. بیان را کلاسیک قضیه مهم
برای می کنیم. ارائه را کسری تغییرات حساب از جدید نتایج و معرفی را ناصحیح تغییرات

کنید. مراجعه [٢۴] به می توانید باره، این در بیشتر مطالعه ی

کلاسیک تغییرات حساب ٢. ١
یا (مینیمم اکسترمم یافتن با مرتبط که است ریاضی آنالیز از ای حوزه تغییرات، حساب
یک مقدار برای تابع یک یافتن مسئله ی با مرتبط یعنی می باشد، ها تابعک برای ماکزیمم)
از نگاشت یک تابعک محتوا، این در است. ممکن حد بیشترین یا کمترین که معینی انتگرال
فرض می دهد. حقیقی عدد یک تابع هر برای یعنی، است، حقیقی اعداد به توابع مجوعه ی
هزینه ی تابعک باشد. ‖ · ‖ نرم با شده محدود خطی فضای یک D ⊆ C٢([a, b];R) کنید

فرم به کلی حالت در J : D → R

J (x) =

∫ b

a
L(t, x(t), x′(t))dt (٢. ١)

تابع است. تابع یک ،x(t) ∈ R و دارد نام زمان معمولا و است مستقل متغیر یک ،t ∈ [a, b] که
است، t مستقل متغیر و x′ آن مشتق ،x تابع به وابسته که ،L : [a, b] × R٢ → R انتگرال زیر



تغییرات حساب ١٨
می باشد. لاگرانژین نام به مقدار حقیقی تابع یک

آریستوتل یا ١ دیدو کوئین مانند یونانی، اندیشمندان کارهای در تغییرات حساب های ریشه
ریاضیدان و فیزیکدان تعدادی قرن١٧، طول در شد. پدیدار میلاد، از پیش یکم قرن اواخر در ،٢
روش از کل، در اما کردند بررسی را متعددی متغیر مسائل نیوتن و ۴ فرمت ، ٣ گالیله مانند

نکردند. استفاده آنها حل برای متغیر های
آغاز ،١۶٩۶ سال در برنولی یوهان توسط شده مطرح مسئله با تغییرات، حساب گسترش
صفحه یک در AوB نقطه دو می کند فرض که گرفت نام براکیستوکرون۵ مسئله، این شد.
نقطه از شروع با تا می کند اثر نقطه یک روی زمین جاذبه توسط منحنی کدام باشند، عمودی
می کند، حل را مسئله این که ای منحنی برسد؟ B نقطه ی به ممکن زمان کمترین در A

لایب برنولی، جیکوب مانند، متعددی ریاضیدانان توجه مسئله این دارد. نام براکیستوکرون
زمینه صحیح، متغیرِ حساب امروزه کرد. جلب حل راه ارائه برای را نیوتن و هوپیتال ال نیتز،
ریاضیات و اقتصاد مهندسی، فیزیک، علمی های زمینه در رنگی پر نقش و است مناسبی تحقیق
صورت به شده، مطرح اویلر لئونارد توسط که کلاسیک متغیر مسئله می کند. ایفا کاربردی

است. زیر
تابعک که بیابید را تابعی است، x ∈ D که، x توابع بین از باشد. a, b ∈ R کنید فرض

بطوریکه کند، ماکزیمم یا مینیمم را J : D → R

J (x) =

∫ b

a
L(t, x(t), x′(t))dt, (٢. ٢)

مرزیِ شرایط با
x(a) = xa, x(b) = xb (٢. ٣)

شامل شود. را بودن هموار خواص برخی ،L لاگرانژین و اند ثابت حقیقی اعداد xb و xa که
عملگر همه ی اگر است ” ۶ هموار کافی اندازه به ” معین بازه یک در تابع یک گوییم معمولا،

باشند. پذیر امکان (... مشتق، (انتگرال، نیاز مورد های
در مسئله های قید تمام اگر است قبول قابل x ∈ C٢([a, b];R) مانند مسیری گوییم .٢. ١ تعریف

می نامیم. D را قبول قابل های مسیر شامل مجموعه ی کند. برآورده را [a, b] بازه
داریم: زیر تعاریف بیان به نیاز ها، تابعک ماکزیمم یا مینیمم به راجع بحث برای

عدد یک اگر است موضعی اکسترمم یک x⋆ ∈ D نقطه ی در J : D → R تابعک .٢. ٢ تعریف
بطوریکه باشد، موجود ϵ > ٠ مانند حقیقی

∀x ∈ D : ‖ x⋆ − x ‖< ϵ ⇒ (J (x⋆)− J (x) ≤ ٠) ∨ (J (x⋆)− J (x) ≥ ٠).
1Queen Dido
2Aristotle
3Galileo
4Fermat
5brachistochrone
6sufficiently smooth



١٩ کلاسیک تغییرات حساب
به نیاز هستیم، روبرو توابع روی شده تعریف های تابعک با قسمت، این در که آنجا از
تابعک، تغییرات مفهوم گوییم. تغییرات آن به که است دار جهت مشتقات روابط سازی شفاف

است. متغیر مسائل حل راه یافتن معنای به
مسیر در x ∈ D در J تابعک تغییرات اولین باشد. شده تعریف D روی J کنید فرض .٢. ٣ تعریف

می شود تعریف زیر بصورت h ∈ D

δJ (x, h) = lim
ϵ→٠

J (x+ ϵh)− J (x)

ϵ
=

d

dϵ
J (x+ ϵh)

]
ϵ=٠

,

باشد. موجود بالا حد براینکه مشروط
اگر است، y ∈ D در J برای قبول قابل تغییر h 6= ٠ ،h ∈ D مسیر گوییم .۴ .٢ تعریف

باشد؛ موجود δJ (x, h) .١
باشد. x+ ϵh ∈ D کوچک، کافی اندازه به ϵ هر برای .٢

نتیجه ی باشد، موضعی اکسترمم یک J (x) که شرط این و تغییرات تعریف گرفتن نظر در با
.[۴٢] داشت خواهیم را است تغییرات حساب مسائل برای بهینگی لازم شرط که زیر

تمام روی را J تابعک ،x⋆ اگر باشد. D روی شده تعریف تابعک یک J کنید فرض .٢. ١ قضیه
برای آنگاه کند، صدق (٢. ٣) مرزی شرایط در و کند ماکزیمم) (یا مینیمم x : [a, b] → R توابع

داریم، x⋆ در h قبول قابل تغییرات تمام
δJ (x⋆, h) = ٠

اویلر‐لاگرانژ معادلات ٢. ١. ١
سال در اویلر زحمات با اما آمد، وجود به برنولی یوهان مسئله توسط تغییرات حساب اگرچه
بیان برای روش ترین رایج یافت. گسترش اصولی قضیه این ١٧۵۵ سال در لاگرانژ و ١٧۴٢
باید که دارد نام اویلر‐لاگرانژ معادله دیفرانسیل، معادله حل شامل تغییرات حساب مسائل
لازم̧ شرط تبدیل برای مهم نتیجه  ، ٢. ١ لم در کند. صدق تابعک مینیمم یا ماکزیمم هر در
مقالات، در که می کنیم مرور را دلخواه تابع با انتگرال بدون ، دیفرانسیل معادله در اکسترمم

می شود. شناخته تغییرات حساب اساسی لم عنوان به
بازه روی h دلخواه و پیوسته تابع هر ازای به و باشد پیوسته [a, b] بازه در x کنید فرض .٢. ١ لم

باشیم داشته h(a) = h(b) = ٠ که [a, b]∫ b

a
x(t)h(t)dt = ٠

.x(t) = ٠ داریم t ∈ [a, b] هر برای آنگاه



تغییرات حساب ٢٠
: است معروف اویلر‐لاگرانژ معادله فرمول به زیر دیفرانسیل معادله

d

dt
(
∂L

∂ẋ
) =

∂L

∂x
.

بصورت است تغییرات حساب اساسی̞ های فرمول از که اویلر‐لاگرانژ معادله فرمول همچنین
است. شده ارائه زیر

M ∈ N و i ∈ {١,٢, . . . ,M} که ام i آرگومان برای z : RM → R تابع جزئی مشتق پایان، در
برای بهینگی لازم شرط سازیِ فرمول به می توانیم حال می دهیم. نمایش δiz نماد با را است

. [۴٢] بپردازیم کلاسیک متغیر مسئله
x لذا شود، ٢. ٣ شرط به منجر بطوریکه باشد، D روی ٢. ٢ تابعک اکسترمم x اگر .٢. ٢ قضیه

می کند، صدق زیر عبارت در t ∈ [a, b] هر برای
δ٢L(t, x(t), x′(t))−

d

dt
δ٣L(t, x(t), x′(t)) = ٠ (۴ .٢)

برای کافی اطلاعات ، (٢. ٣) مرزیِ شرط دو فوق، دوم مرتبه دیفرانسیل معادله حل برای
می کنند. فراهم را دلخواه ثابت دو تعیین

نام J اکسترمال باشد، اویلر‐لاگرانژ دیفرانسیل معادله برای جواب یک که x منحنی .۵ .٢ تعریف
دارد.

متغیر پایانی نقاط با مسائل ٢. ١. ٢
مرزی شرایط دارای شدن ماکزیمم) (یا مینیمم برای J تابعک قبل، تغییرات حساب مسئله در

x(a) = xa, x(b) = xb,

تعیین نقاط در باید مسئله، جواب عنوان به x ، یعنی این هستند. ثابت xa, xb ∈ R که است
اویلر‐ معادله ی دارد. نام ثابت پایانی نقاط با تغییرات حساب مساله که کند صدق بالا شده
با لذا است، دلخواه ثابت دو شامل دوم مرتبه دیفرانسیل معادله ی یک معمولا (۴ .٢) لاگرانژ
مختلفی، های زمینه در اگرچه آورد. بدست را ثابت دو هر می توان شده، داده مرزی شرط دو
در نمی کنند. تعیین را مرزی شرایط مناسب مقدار وردشی، مسائل هندسه، و فیزیک مانند
توابع مجموعه که زمانی  یعنی نیست موجود مرزی شرط دو هر یا یک که زمانی حالت، این
زیر، معادله حل جای به لذا بگیرند، کران دو یا یک در را مقداری هر است ممکن قبول قابل
تراگردی شرایط یا طبیعی مرزیِ شرایط عنوان به که است، کمکی شرط دو یا یک یافتن به نیاز

می شوند: شناخته ١

[
δL(t, x(t), x′(t))

δx′

]
t=a

= ٠ و/یا
[
δL(t, x(t), x′(t))

δx′

]
t=b

= ٠. (۵ .٢)
دارد: وجود متغیر پایانی نقاط با تغییرات حساب مسائل از مختلفی انواع

1transversality conditions



٢١ کلاسیک تغییرات حساب
نقطه . (x(a) = xa) است موجود آغازین زمان در مرزی شرط یک ‐ آزاد انتهایی نقطه .١

x(b))؛ ∈ R) است آزاد انتهایی
نقطه . (x(a) = xa) است موجود انتهایی زمان در مرزی شرط یک ‐ آزاد اولیه ی نقطه .٢

x(a))؛ ∈ R) است آزاد اولیه
؛ (x(a) ∈ R), (x(b) ∈ R) هستند آزاد پایانی نقطه دو هر ‐ آزاد پایانی نقاط .٣

مثلا معینی مجموعه روی x(b) پایانی نقطه و / یا x(a) اولیه نقطه ‐ متغیر پایانی نقاط .۴
هستند. متغیر معلوم، منحنی روی

متغیر، انتگرال از T بهینه پایانی زمان و xبهینه ی منحنی یافتن شامل متغیر مسئله دیگر تعمیم
.[١٠] می شود معرفی زمان‐آزاد مسئله عنوان به مقالات در مسئله این است. T ∈ [a, b] که

زیرمجموعه ی کنید فرض می باشد. آزاد پایانی نقطه با زیر زمان‐آزاد مسئله آن، مثال یک
مینیمم می کنیم. مشخص D نماد با را گرفته قرار ‖(·, ·)‖ نرم در که C٢([a, b] ∈ R) × [a, b]

که بیابید طوری J : D → R تابعک موضعی های
J (x, T ) =

∫ T

a
L(t, x(t), x′(t))dt, (۶ .٢)

زمان اینجا در کند. صدق ثابت، xa ∈ R با x(a) = xa مرزیِ شرط در ،(x, T ) ∈ R هر برای
هستند. آزاد دو هر x(T ) پایانی حالت و T پایانی

(۶ .٢) عبارت در J : D → R تابعک برای موضعی اکسترمم یک (x⋆, T ⋆) ∈ D گوییم .۶ .٢ تعریف
باشیم، داشته (x, T ) ∈ D هر برای که باشد موجود ای ϵ > ٠ اگر است

‖(x⋆, T ⋆)− (x, T )‖ < ϵ⇒ J(x⋆, T ⋆) ≤ J(x, T ) ∨ J(x⋆, T ⋆) ≥ J(x, T ).

بررسی به نیاز (x⋆, T ⋆) اکسترمم برای (۶ .٢) مسئله بهینگی لازم شرط گسترش جهت
است: زیر عبارت قبول قابل تغییرات

(x⋆ + ϵh, T ⋆ + ϵ∆T )

نشان ϵ می کند، صدق h(a) = ٠ شرط در و است آشفتگی منحنی یک h ∈ C١([a, b];R) که
تابعک است. T روی دلخواه کوچک تغییر دهنده نشان ،∆T و کوچک حقیقی عدد یک دهنده
حد که می گیریم نظر در طوری را ϵ تابع بگیرید، نظر در قبول قابل تغییر این در را J (x, T )

کند: تغییر ϵ حسب بر انتگرال بالای
J (x⋆ + ϵh, T ⋆ + ϵ∆T ) =

∫ T ⋆+ϵ∆T

a
L(t, (x⋆ + ϵh)(t), (x⋆ + ϵh)′(t))dt. (٢. ٧)

قرار و ϵ برحسب (٢. ٧) عبارت مشتق تعیین به نیاز اول، مرتبه بهینگی لازم شرط یافتن برای
عبارت از که می آید، بدست معادله از رابطه سه کار این انجام با است. صفر برابر آن دادن
بدست متقاطع شرایط ،T انتهایی زمان به بسته دیگر، عبارت دو از و لاگرانژ اویلر معادله اول،

می آید.



تغییرات حساب ٢٢

شده محدود تغییرات حساب مسائل ٢. ١. ٣
هولونومیک، های (محدودیت هستند محدودیت چند یا یک شامل اغلب تغییرات حساب مسائل
کلاس ١ ایزوپریمتریک مسائل و...). دینامیکی های محدودیت انتگرالی، های محدودیت
در داریم نیاز که است قبولی قابل توابع برای شده محدود تغییرات حساب مسائل از خاصی
مرور را کلاسیک ایزوپریمتریک متغیر مسئله ی اینجا در کنند. صدق انتگرالی محدودیت
شرط در بالقوه اکسترمم توابع کلاس̞ که اساس این بر کلاسیک، متغیر مسئله می کنیم.

است: شده تعریف می کند، صدق زیر فرم به ایزوپریمتریک محدودیت نام به ∫جدیدی b

a
g(t, x(t), x′(t))dt = C (٢. ٨)

جدید، مسئله می باشد. حقیقی عدد یک C و است x′ و x ، t برحسب شده داده تابع g که
حالت، این در است. تغییرات حساب مسائل از مهمی خانواده که دارد نام ایزوپریمتریک مسئله
می باشند شده داده تابع انتگرال همراه به محدودیت چند یا یک دارای اغلب تغییرات مسائل
مثال یک دارد. وجود هندسه در ایزوپریمتریک، مسائل کلاسیک های مثال از تعدادی . [١۴]
احاطه را فضا بیشترین آن، محیط که است ای منحنی یافتن به مربوط مورد، این در مشهور
کاربرد با تغییرات، حساب مسائل از مهمی نوع ایزوپریمتریک مسائل است. دایره پاسخ و کند

می باشند. آنالیز یا جبر فیزیک، شناسی، ستاره هندسه، مانند مختلف، های زمینه در هایی
کلاسیک ایزوپریمتریک مسئله اکسترمم بطوریکه تابع، یک برای لازم شرط بعدی، قضیه در

.[۴٢] است لاگرانژ ضریب مفهوم از برگرفته که می کنیم، ارائه را باشد
،D مجموعه ی روی ،(٢. ٢) در شده تعریف ،J تابعک ماکزیمم) (یا مینیمم مسئله .٢. ٣ قضیه

صورت به انتگرالی محدودیت و (٢. ٢) کرانداری شرایط در که x ∈ C٢([a, b];R) توسط

G =

∫ b

a
g(t, x(t), x′(t))dt = C

است. پذیرِ مشتق پیوسته دوبار تابع g : [a, b]× R٢ → R که بگیرید، نظر در را می کنند صدق
مقدار ،h ∈ D هر برای و باشد مسئله این برای (اکسترمم) موضعی مینیمم یک x کنید فرض

می کند: صدق زیر لاگرانژ اویلر معادله در x که دارد وجود ثابتی λ بنابراین نباشد، صفر δG(x, h)

∂٢F (t, x(t), x′(t), λ)−
d

dt
∂٣F (t, x(t), x′(t), λ) = ٠, (٢. ٩)

است. F (t, x, x′, λ) = L(t, x, x′)− λg(t, x, x′) که
دارد. نام لاگرانژ ضریب ،λ ثابت .٢. ١ تذکر

نکند، صدق اویلر‐لاگرانژ معادله در ایزوپریمتریک، محدودیت رعایت با x اگر کنید توجه
نمی باشد. G برای اکسترمم یک x یعنی نیست، صفر برابر h ∈ D هر برای δG(x, h)

1Isoperimetric problems



٢٣ کسری تغییرات حساب

کسری تغییرات حساب ٢. ٢
سال در . [١] آمد پدید ١ آبل نیلز توسط تغییرات حساب و کسری حسابان میان رابطه اولین
بکار تاتوکرون مسئله تعمیم در موجود انتگرال معادله حل راه در را کسری حسابان آبل، ١٨٢٣
تغییرات حساب نام، به منحصربفرد تحقیقاتی زمینه یک در حوزه دو هر سال چند از پس برد.

شدند. گرفته بکار کسری
دو، هر یا قید شرایط تابعک، آن در که دارد سروکار مسائلی با ، کسری تغییرات حساب
تابعک چنین که است توابعی یافتن اصلی، هدف و [۴] هستند کسری عملگر تعدادی به وابسته
غیر تغییرات مسائل در که کسری، های عملگر دادن دخالت با کند. اکسترمم را کسری های
این کرد. استفاده حافظه اثر پردازشگر های مدل توسعه ی برای هستند،می توان موضعی
مختلفی های تقریب ها، لاگرانژ مختلف انواع بررسی با و است گسترش به رو بسیار موضوع

است. شده ارائه
آن، های کاربرد و کسری متغیر حساب حوزه در زیادی مندی علاقه اخیر، های سال در
منشا ء اگرچه است. آمده وجود به بهینه کنترل و کلاسیک مکانیک کوانتوم، مکانیک شامل
مشتقات با تغییرات حساب اما می گردد، باز پیش قرن سه از بیش به کسری حسابان پیدایش
روی بر تحقیق هنگام او آمد. وجود به ٢ ریو تلاش با سالهای١٩٩۶‐ ١٩٩٧ در تنها کسری،
اویلر‐ معادلات از ای نسخه یافتن به موفق همیلتون، مکانیک و ٣ کار غیرمحافظه لاگرانژین
معادلات روی مطالعه [٢] آگراوال شد. کسری مشتقات با تغییرات حساب مسائل برای لاگرانژ
یک تنها با مسائل مانند کسری، تغییرات حساب مسائل انواع برای کسری، اویلر‐لاگرانژ
شامل̞ تابع چندین برای مختلف، کسری مشتق های مرتبه با های تابعک برای وابسته، متغیر
مورد کسری های عملگر ترین رایج داد. ادامه را و... کاپوتو و ریمن‐لیوویل مشتق دو هر
استفاده چپ کسری های عملگر از یعنی است، فرایند گذشته به دسترسی مقالات، در توجه
تحت که ای α(·) محاسبه ی و فرایند آینده ی به است ممکن ها، حالت برخی در اما، می شود.
بررسی راست کسری مشتقات حالتی، چنین در بنابراین باشیم. مند علاقه است، آن تاثیر

می شود.

کسری اویلر‐لاگرانژ معادلات ٢. ٢. ١
کسری تغییرات حساب مسائل بیان برای روش ترین رایج کلاسیک، متغیر حساب مشابه
مینیم/ماکزیمم هر باید که است، اویلر‐لاگرانژ معادله کسری، دیفرانسیل معادله حل شامل
t = a ابتدایی زمان در مسئله روی شده وضع کرانداری شرایط کمک به گیرد. بر در را تابعک
دیفرانسیل معادله عددی، های روش برخی کمک به غالبا می شود. حل ،t = b انتهایی زمان و

[٢] آورد دست به را مسئله برای تقریبی پاسخ و کرد حل می توان را کسری
شامل های لاگرانژین توسط اصطکاک نیروهای که درمی یابیم [٣۴] ریو کارهای بررسی با
، x : [a, b] → Rr فرض N ′ و r,N طبیعی اعداد برای است. شده تشریح کسری، مشتقات

1Niels Abel
2Riewe
3non-conservative Lagrangian



تغییرات حساب ٢۴
است، زیر بصورت ریو، توسط شده تعریف تابعک i = ١, . . . , N, j = ١, . . . , N ′ با αi, βj ∈ R

J (x) =

∫ b

a
L
(
aD

α١
t [x](t), . . . , aD

αN
t [x](t), tD

β١
b [x](t), . . . , tD

βN′
b [x](t), x(t), t

) (٢. ١٠)
شرط در ،(٢. ١٠) تابعک اکسترمم تغییرات حساب مسئله ی از x جواب هر که داد نشان او

می کند: صدق زیر لازم
اویلر‐لاگرانژ معادله ی بگیرید، نظر در را (٢. ١٠) تابعک سازی مینیمم متغیر مسئله .۴ .٢ قضیه

است، زیر بصورت کسری،
N∑
i=١

tD
αi
b [∂iL] +

N ′∑
i=١

aD
βi
t [∂i+NL] + ∂N ′+N+١L = ٠.

است. نموده واضح خطی، اصطکاک کلاسیک مسئله بررسی با را خود نتایج همچنین، ریو
ترکیب به وابسته ها تابعک که هستیم ای کسری تغییرات حساب مسائل دنبال به ما . [٣۴]

. [٢۵] می باشند β و α ثابت های مرتبه با کسری کاپوتوی مشتق
D را است شده محدود RN در ‖ · ‖ نرم با که x : [a, b] → RN توابع تمام مجموعه کنید فرض

تابعک برای را x ∈ D تابع بگیرید: نظر در را زیر مسئله ی بنامیم.

J (x) =

∫ b

a
L(t, x(t), CDα,β

γ x(t))dt (٢. ١١)
کرانداری شرط با

x(a) = xa, x(b) = xb

خواص از برخی L لاگرانژین و است t ∈ [a, b], xa, xb ∈ RN , γ ∈ [٠, ١] که باشد، مینیمم تا بیابید
دارد. را بودن هموار

(٢. ١١) تابعک با مسئله برای موضعی مینیمم یک x = (x١, . . . , xN ) کنید فرض [٢۶] .۵ .٢ قضیه
هر برای زیر کسری اویلر‐لاگرانژ معادله N سیستم̧ در x بنابراین باشد. قبل کرانداری شرایط و

می کند، صدق t ∈ [a, b]

∂iL
(
t, x(t), CDα,β

γ x(t)
)
+Dβ,α١−γ

∂N+iL
(
t, x(t), CDα,β

γ x(t)
)
= ٠ (٢. ١٢)

است. i = ٢, . . . , N + ١  که
γ = ٠ همچنین کنند، میل یک سمت به β و α های مرتبه اگر که باشید داشته نظر در
واقع در می آید. بدست تغییرات حسابان کلاسیک مفهوم در متناظر نتیجه ی باشد، γ = ١ یا
d
dt کلاسیک مشتق̞ با معادل aD

α
t و C

aD
α
t کسری مشتقاتِ یک، سمت به β و α کردن میل با

می باشند. − d
dt کلاسیک مشتق̞ با معادل tD

β
b و C

t D
β
b کسری مشتقاتِ مشابه، بطور و است

حساب در مرتبط موضوعاتی متقاطع، شرایط و آزاد پایانی بانقاط تغییرات حساب مسائل
بار اولین کسری تغییرات مسائل در آزاد کرانداری نقاط موضوع هستند. کسری تغییرات
دو هر که حالتی در متقاطع شرایط و لاگرانژ اویلر معادله وی . [٢] شد بررسی آگراوال توسط



٢۵ کسری تغییرات حساب
زمان ولی مشخص ابتدایی زمان در قبول قابل توابع و است شده داده وانتهایی ابتدایی زمان
تحلیلی جواب یافتن اوقات گاهی . [۴] داد قرار مطالعه مورد را می باشد نامشخص انتهایی
برای عددی های روش از حالت این در است، دشوار بسیار کسری، لاگرانژ اویلر معادله برای

. [۶] می شود استفاده تغییرات مسئله ی حل

متغیر مرتبه از کسری تغییرات مسائل ٢. ٢. ٢
از مشتقات و انتگرالها درباره ی تحقیق به که سامکو، و رز های تلاش با اخیر های سال در
مشتقات همراه به تغییرات حساب مسائل از تعدادی ، [٣۶] پرداختند ثابت) (نه متغیر مرتبه ی
در را ،KP عملگر کسری انتگرال تعمیم از ١. ٢١ تعریف .[٢٩] آمدند پدید متغیر کسری مرتبه
شده داده هسته توسط تابعک آن در و نموده ارائه جدیدی تغییرات مسئله که بگیرید نظر
تغییرات مسئله می توانیم ،P مجموعه و k هسته ی مناسب انتخاب با .[٢۴] است شده تعریف

ببینید). را ١. ٣ (تذکرِ آوریم بدست را متغیر مرتبه کسری
است: شده تعریف زیر صورت به A(xa, xb) در J تابعک باشد. P = 〈a, t, b, , λ, µ〉 کنید فرض

J [x] =

∫ b

a
L(x(t),KP [x](t), x

′(t), BP [x](t), t)dt, (٢. ١٣)
مجموعه بصورت A(xa, xb) که

{x ∈ C١([a, b];R) : x(a) = xa, x(b) = xb,KP [x], BP [x] ∈ C([a, b];R)},

کسری مشتق تعمیم BP و Lq(∆;R) به وابسته هسته ی با کسری انتگرال عملگر تعمیم KP و
ماکزیمم) مینیمم(یا برای تابعی تعیین شامل که مسئله، برای بهینگی شرط می باشد. کاپوتو

. [٢۴] است شده ارائه زیر قضیه در است، (٢. ١٣) تابعک کردن
در x بنابراین باشد. (٢. ١٣) تابعک برای مینیمم یک x ∈ A(xa, xb) کنید فرض .۶ .٢ قضیه

می کند: صدق زیر اویلر‐لاگرانژ معادله ی
d

dt
[∂٣L(⋆x)(t)] +AP ∗ [τ 7→ ∂۴L(⋆x)(τ)](t)
= ∂١L(⋆x)(t) +KP ∗ [τ 7→ ∂٢L(⋆x)(τ)](t),

(١۴ .٢)

داریم t ∈ (a, b) هر برای که
(⋆x)(t) = (x(t),KP [x](t), x

′(t), BP [x](t), t).

مسئله این نباشد، وابسته BP KPو کسری عملگر تعمیم به (٢. ١٣) تابعک اگر کنید، توجه
فرض می شود. تبدیل ٢. ١ قضیه ی به ۶ .٢ قضیه ی و است معادل کلاسیک تغییرات مسئله ی با
یک است. p همراه به q که ١ < p < ∞ همچنین و △:= {(t, τ) ∈ R٢ : a ≤ τ < t ≤ b} کنید
تعریف هسته ی و δ > ١/p با α : ∆ → [٠, ١ − δ] که می دهد رخ وقتی مسئله این خاص حالت

بصورت شده
kα(t, τ) =

١
Γ (١ − α(t, τ))

(t− τ)−α(t,τ)

. [٢۴] می دهد ارائه را بهینگی لازم شرایط بعدی، نتایج باشد. Lq(∆;R) در



تغییرات حساب ٢۶
تابعک سازی مینیمم مسئله ی .٢. ٧ قضیه

J [x] =

∫ b

a
L
(
x(t), aI

١−α(·,·)
t [x](t), x′(t), CaD

α(·,·)
t [x](t), t

)
dt (١۵ .٢)
کرانداری شرایط با

x(a) = xa, x(b) = xb (١۶ .٢)
x ∈ C١([a, b];R) اگر بنابراین است. x′, aI١−α(·,·)

t [x], CaD
α(·,·)
t [x] ∈ C([a, b];R) که بگیرید نظر در را

صدق زیر اویلر‐لاگرانژ معادله ی در لذا کند، ماکزیمم) (یا مینیمم را فوق کرانداری شرایط با تابعک
می کند:

∂١L
(
x(t), aI

١−α(·,·)
t [x](t), x′(t), CaD

α(·,·)
t [x](t), t

)
− d

dt
∂٣L

(
x(t), aI

١−α(·,·)
t [x](t), x′(t), CaD

α(·,·)
t [x](t), t

)
+ tI

١−α(·,·)
b

[
∂٢L

(
x(τ), aI

١−α(·,·)
τ [x](τ), x′(τ), CaD

α(·,·)
τ [x](τ), τ

)]
dt

+ tD
α(·,·)
b

[
∂۴L

(
x(τ), aI

١−α(·,·)
τ [x](τ), x′(τ), CaD

α(·,·)
τ [x](τ), τ

)]
dt = ٠.

کند، تغییر است ممکن مرتبه و اند دینامیکی فرایند یک مسیر ها که هنگامی حقیقت، در
نیست. انتخاب بهترین تغییرات حساب مسائل در ثابت مرتبه ی با کسری مشتقات از استفاده
ممکن دارد. اهمیت باشد، زمان به وابسته تابع یک ،α(·) مرتبه ی اینکه بررسی بنابراین
متغیر مرتبه ی کسریِ دیفرانسیل معادله ی که باشیم ای α(·) تابع بهترین دنبال به است
انجام تازگی به تقریب، کند.این تشریح بهتر را، مطالعه تحت فرایند ،Dα(·)x(t) = f(t, x(t))

.([٣۶] کنید مطالعه توانید (می دارد موضوع مطالعه ی تکمیل برای بیشتری کار به نیاز و شده



٣ فصل
کسری مشتقات برای فرمول ها بسط

مشتقات از نوع سه همراه به دیفرانسیل معادلات حل برای جدیدی عددی ابزار فصل، این در
بدست تقریب فرمول یک آنها، از کدام هر برای می  کنیم. ارائه را کسری متغیر مرتبه کاپوتوی
تقریب خطای همچنین است. شده نوشته صحیح) (مرتبه استاندارد مشتقات فرم به که آمده
مشتق با آزمون تابع تعدادی عددی تقریب مقایسه ی به سپس اند. شده زده تخمین نیز ها
می تواند شده ارائه های روش چگونه اینکه از مثالی همچنین می پردازیم. شان دقیق کسری
کرده ایم. بیان را شود استفاده متغیر مرتبه ی از کسری جزئی̞ دیفرانسیل معادلات حل برای
نیاز مورد تعاریف سازی فرمول با فصل این می کنیم. تشریح را فصل این اصلی̞ مطالب اکنون
ارائه را متغیر کسریِ مرتبه کاپوتوی مشتقات از نوع سه بخش(٣. ١) در یعنی می شود شروع
متغیر چندین برای را آن سپس می کنیم بررسی را وابسته متغیر یک فقط ابتدا، می کنیم.
های فرمول آن در که می باشد فصل این اصلی محتوای ،(٣. ٢) بخش می دهیم. تعمیم وابسته
خطا برای بالا کران های فرمول و متغیر مرتبه ی از شده داده کسری های عملگر برای تقریبی
کسری مشتق ،٣. ٣ بخش در شده، ارائه روش کارایی آزمودن برای اند. شده اثبات ترتیب به ها
بخش های فرمول تجزیه ی از آمده بدست عددی های تقریب با آزمایش تابع تعدادی دقیق
مسئله ی دو زدنِ تقریب برای را مان روش ،۴ .٣ بخش در پایان، در می کنیم. مقایسه را ٣. ٢
و کسری زمان انتشارِ (معادله ی متغیر مرتبه ی از کاپوتو کسری های عملگر شامل فیزیکی̞
که کلاسیکی مسائل توسط سیالات) مکانیک در ١ کسری برگرزِ جزئی دیفرانسیل معادله ی

بندیم. می بکار باشند، شده حل مشهور استاندارد های روش با است ممکن

1 fractional Burgers’ partial differential equation



کسری مشتقات برای فرمول ها بسط ٢٨

متغیر مرتبه از کاپوتو نوع کسری های عملگر ٣. ١
توسط که آنها از یکی دارد. وجود مشتقات از مختلف تعریف چندین کسری، حساب مقالات در
مطالعه مورد دیگری نویسندگان توسط مستقل طور به و [٧] شد معرفی سال١٩۶٧ در کاپوتو
های پدیده مدلسازی برای نظر به و است کرده پیدا زیادی هایی کاربرد ،[١٢] گرفت قرار

می رسد. نظر به مناسب فیزیکی

متغیره تک توابع برای کاپوتو مشتقات ٣. ١. ١
تعدادی واقع در است. زمان به وابسته ی α با متغیر، مرتبه کسری مشتقات بررسی ما هدف
می شوند، توصیف بهتر نباشد، ثابت کسری عملگر مرتبه ی که هنگامی فیزیک، در ها پدیده از
حرکت محیط، در تغییر که هایی فرایند یا ناهمگن، محیط یک در انتشار فرایند مثال، برای
را کاپوتو کسری مشنقات از نوع سه فوق، های بررسی سبب به [٣٩] می بخشد بهبود را ذره
بازه ی در مقادیر که شده گرفته نظر در α(t) تابع عنوان به مشتق مرتبه ی می کنیم. معرفی
تعریف را ریمن‐لیوویل کسری مشتقات از مختلف نوع دو شروع، برای می گیرد. را (٠, ١)
در و موجود [۵] در فصل این قضایای تمام اثبات که است ذکر به لازم همچنین می کنیم.

است. دسترس
،x : [a, b] → R شده ی داده تابع برای .٣. ١ تعریف

می شود: تعریف زیر بصورت α(t) مرتبه از چپ ریمن‐لیوویل کسری مشتق I نوع .١

aD
α(t)
t x(t) =

١
Γ (١ − α(t))

d

dt

∫ t

a
(t− τ)−α(t)x(τ)dτ ;

می شود: تعریف زیر بصورت α(t) مرتبه از راست ریمن‐لیوویل کسری مشتق I نوع .٢

tD
α(t)
b x(t) =

−١
Γ (١ − α(t))

d

dt

∫ b

t
(τ − t)−α(t)x(τ)dτ ;

می شود: تعریف زیر بصورت α(t) مرتبه از چپ ریمن‐لیوویل کسری مشتق II نوع .٣

aD
α(t)
t x(t) =

d

dt

( ١
Γ (١ − α(t))

∫ t

a
(t− τ)−α(t)x(τ)dτ

)
;

می شود: تعریف زیر بصورت α(t) مرتبه از راست ریمن‐لیوویل کسری مشتق II نوع .۴

tD
α(t)
b x(t) =

d

dt

( ١
Γ (١ − α(t))

∫ b

t
(τ − t)−α(t)x(τ)dτ

)
.

می آیند. بدست قبلی ریمن‐لیوول کسری مشتقات از شده، ارائه کاپوتوی مشتقات
x : [a, b] → R شده ی داده تابع برای .٣. ٢ تعریف



٢٩ متغیر مرتبه از کاپوتو نوع کسری های عملگر
می شود: تعریف زیر بصورت α(t) مرتبه از چپ کاپوتوی مشتق I نوع .١

C
aD

α(t)
t x(t) = aD

α(t)
t (x(t)− x(a))

=
١

Γ (١ − α(t))

d

dt

∫ t

a
(t− τ)−α(t)[x(τ)− x(a)]dτ ;

می شود: تعریف زیر بصورت α(t) مرتبه از راست کاپوتوی مشتق I نوع .٢
C
t D

α(t)
b x(t) = tD

α(t)
b (x(t)− x(b))

=
−١

Γ (١ − α(t))

d

dt

∫ b

t
(τ − t)−α(t)[x(τ)− x(b)]dτ ;

می شود: تعریف زیر بصورت α(t) مرتبه از چپ کاپوتوی مشتق II نوع .٣
C
a D

α(t)
t x(t) = aD

α(t)
t (x(t)− x(a))

=
d

dt

( ١
Γ (١ − α(t))

∫ t

a
(t− τ)−α(t)[x(τ)− x(a)]dτ

)
;

می شود: تعریف زیر بصورت α(t) مرتبه از راست کاپوتوی مشتق II نوع .۴
C
t D

α(t)
b x(t) = tD

α(t)
b (x(t)− x(b))

=
d

dt

(
−١

Γ (١ − α(t))

∫ b

t
(τ − t)−α(t)[x(τ)− x(b)]dτ

)
;

می شود: تعریف زیر بصورت α(t) مرتبه از چپ کاپوتوی مشتق III نوع .۵
C
a D

α(t)
t x(t) =

١
Γ (١ − α(t))

∫ t

a
(t− τ)−α(t)x′(τ)dτ ;

می شود: تعریف زیر بصورت α(t) مرتبه از راست کاپوتوی مشتق III نوع .۶
C
t D

α(t)
b x(t) =

−١
Γ (١ − α(t))

∫ b

t
(τ − t)−α(t)x′(τ)dτ.

نیستند. معادل یکدیگر با تعاریف مختلف انواع اینجا در است، ثابت α که حالتی برخلاف
: است زیر بصورت چپ کسری عملگرهای میان روابط .٣. ١ قضیه

C
a D

α(t)
t x(t) = C

a D
α(t)
t x(t) +

α′(t)

Γ (٢ − α(t))

×
∫ t

a
(t− τ)١−α(t)x′(t)

[ ١
١ − α(t)

− ln(t− τ)

]
dτ (٣. ١)

و
C
aD

α(t)
t x(t) = C

a D
α(t)
t x(t)− α′(t)Ψ(١ − α(t))

Γ (١ − α(t))

×
∫ t

a
(t− τ)−α(t) [x(τ)− x(a)] dτ. (٣. ٢)



کسری مشتقات برای فرمول ها بسط ٣٠
داریم جزء به جز ء گیری انتگرال با اثبات.

C
aD

α(t)
t x(t) =

١
Γ (١ − α(t))

d

dt

∫ t

a
(t− τ)−α(t)[x(τ)− x(t)]dτ

=
١

Γ (١ − α(t))

d

dt

[ ١
١ − α(t)

∫ t

a
(t− τ)١−α(t)x′(τ)dτ

]
.

داریم انتگرال از گیری مشتق با
C
aD

α(t)
t x(t) =

١
Γ (١ − α(t))

[
α′(t)

(١ − α(t))٢
∫ t

a
(t− τ)١−α(t)x′(τ)dτ

+
١

١ − α(t)

∫ t

a
(t− τ)١−α(t)x′(τ)

[
−α′(t) ln(t− τ) +

١ − α(t)

t− τ

]
dτ

]
= C

a D
α(t)
t x(t) +

α′(t)

Γ (٢ − α(t))

∫ t

a
(t− τ)١−α(t)x′(τ)

[ ١
١ − α(t)

− ln(t− τ)

]
dτ.

می آید. بدست محاسبات از مستقیما دوم، رابطه ی

داریم ،x(t) ≡ k ثابت توابع برای یا است، ثابت α(t) ≡ c مرتبه ی که هنگامی بنابراین،

C
aD

α(t)
t x(t) = C

a D
α(t)
t x(t) = C

a D
α(t)
t x(t).

می آوریم. بدست را بعد نتیجه ی مشابه، طور به
: است زیر صورت به راست کسری عملگرهای بین روابط .٣. ٢ قضیه

C
t D

α(t)
b x(t) = C

t D
α(t)
b x(t) +

α′(t)

Γ (٢ − α(t))

×
∫ b

t
(τ − t)١−α(t)x′(τ)

[ ١
١ − α(t)

− ln(τ − t)

]
dτ

و
C
t D

α(t)
b x(t) = C

t D
α(t)
b x(t) +

α′(t)Ψ(١ − α(t))

Γ (١ − α(t))
×
∫ b

t
(τ − t)−α(t)[x(τ)− x(b)]dτ.

t = a در لذا .x ∈ C١([a, b],R) کنید فرض .٣. ٣ قضیه
C
aD

α(t)
t x(t) = C

a D
α(t)
t x(t) = C

a D
α(t)
t x(t) = ٠ ;

داریم t = b در و
C
t D

α(t)
b x(t) = C

t D
α(t)
b x(t) = C

t D
α(t)
b x(t) = ٠.



٣١ متغیر مرتبه از کاپوتو نوع کسری های عملگر
نوشت می توان می کنیم. شروع را اثبات t = a آغازین زمان در سوم تساوی از Ca∣∣∣اثبات. Dα(t)

t x(t)
∣∣∣ ≤ ‖x′‖

Γ (١ − α(t))

∫ t

a
(t− τ)−α(t)dτ =

‖x′‖
Γ (٢ − α(t))

(t− a)١−α(t),

رابطه ی دو و (٣. ١) رابطه ی از ، t = a در اول تساوی اثبات برای است. صفر برابر t = a در ∫∣∣∣∣که t

a
(t− τ)١−α(t) x′(τ)

١ − α(t)
dτ

∣∣∣∣ ≤ ‖x′‖
(١ − α(t))(٢ − α(t))

(t− a)٢−α(t)

∫∣∣∣∣و t

a
(t− τ)١−α(t)x′(τ) ln(t− τ)dτ

∣∣∣∣
≤ ‖x′‖

٢ − α(t)
(t− a)٢−α(t)

∣∣∣∣ln(t− a)− ١
٢ − α(t)

∣∣∣∣ ,
در می دهیم نشان است. آمده بدست جزء به جزء انتگرال از فوق نامساوی می کنیم. استفاده
اثبات را t = a در دوم تساوی ،(٣. ٢) رابطه ی بررسی با پایان در .CaDα(t)

t x(t) = ٠ داریم t = a

: می کنیم
داریم جزء به جزء گیری انتگرال ∫∣∣∣∣با t

a
(t− τ)−α(t)[x(τ)− x(a)]dτ

∣∣∣∣ ≤ ‖x′‖
(١ − α(t))(٢ − α(t))

(t− a)٢−α(t)(t− a)٢−α(t)

نقطه ی در راست کسری عملگر اینکه اثبات اما . C
a D

α(t)
t x(t) = ٠ داریم t = a در همچنین و

رابطه ی محاسبه، مقداری با می شود. انجام مشابه های آرگومان با است، صفر برابر t = b پایانی
می آید: بدست سادگی به کاپوتو و ریمن‐لیوویل کسری مشتقات میان

aD
α(t)
t x(t) = C

aD
α(t)
t x(t) +

x(a)

Γ (١ − α(t))

d

dt

∫ t

a
(t− τ)−α(t)dτ

= C
aD

α(t)
t x(t) +

x(a)

Γ (١ − α(t))
(t− a)−α(t)

+
x(a)α′(t)

Γ (٢ − α(t))
(t− a)١−α(t)

[ ١
Γ (١ − α(t))

− ln(t− a)

]
و

a D
α(t)
t x(t) = C

a D
α(t)
t x(t) + x(a)

d

dt

( ١
Γ (١ − α(t))

∫ t

a
(t− τ)−α(t)dτ

)
= C

a D
α(t)
t x(t) +

x(a)

Γ (١ − α(t))
(t− a)−α(t)

+
x(a)α′(t)

Γ (٢ − α(t))
(t− a)١−α(t)[Ψ(٢ − α(t))− ln(t− a)].

داریم راست، کسری عملگرهای برای

t D
α(t)
b x(t) = C

t D
α(t)
b x(t) +

x(b)

Γ (١ − α(t))
(b− t)−α(t)

− x(b)α′(t)

Γ (٢ − α(t))
(b− t)١−α(t)

[ ١
Γ (١ − α(t))

− ln(b− t)

]



کسری مشتقات برای فرمول ها بسط ٣٢
و

t D
α(t)
b x(t) = C

t D
α(t)
b x(t) +

x(b)

Γ (١ − α(t))
(b− t)−α(t)

− x(b)α′(t)

Γ (٢ − α(t))
(b− t)١−α(t)[Ψ(٢ − α(t))− ln(b− t)].

پس ، x(a) = ٠ اگر گرفت نتیجه می توان راحتی به بنابراین
aD

α(t)
t x(t) = C

aD
α(t)
t x(t) و a D

α(t)
t x(t) = C

a D
α(t)
t x(t)

داریم ، x(b) = ٠ اگر و
tD

α(t)
b x(t) = C

t D
α(t)
b x(t) و t D

α(t)
b x(t) = C

t D
α(t)
b x(t).

بدست بیاوریم. را توانی تابع برای کاپوتو کسری مشتقات روابط می خواهیم اکنون
لذا .γ > ٠ که x(t) = (t− a)γ کنید فرض .٣. ١ لم

C
aD

α(t)
t x(t) =

Γ (γ + ١)
Γ (γ − α(t) + ١)(t− a)γ−α(t)

− α′(t)
Γ (γ + ١)

Γ (γ − α(t) + ٢)(t− a)γ−α(t)+١

× [ln(t− a)− Ψ(γ − α(t) + ٢) + Ψ(١ − α(t))],

C
a D

α(t)
t x(t) =

Γ (γ + ١)
Γ (γ − α(t) + ١)(t− a)γ−α(t)

− α′(t)
Γ (γ + ١)

Γ (γ − α(t) + ٢)(t− a)γ−α(t)+١

× [ln(t− a)− Ψ(γ − α(t) + ٢)],
C
a D

α(t)
t x(t) =

Γ (γ + ١)
Γ (γ − α(t) + ١)(t− a)γ−α(t).

می توان دوم، تساوی اثبات برای می آید. بدست [٣۶] از مستقیما C
aD

α(t)
t x(t) رابطه ی اثبات.

نوشت
C
a D

α(t)
t x(t) =

d

dt

( ١
Γ (١ − α(t))

∫ t

a
(t− τ)−α(t)(τ − α)γdτ

)
=

d

dt

( ١
Γ (١ − α(t))

∫ t

a
(t− a)−α(t)

(
١ − τ − a

t− a

)−α(t)

(τ − a)γdτ

)
.

می کنیم ثابت ،B(·, ·) بتا تابع کمک به و τ − a = s(t− a) متغیر تغییر با
C
a D

α(t)
t x(t) =

d

dt

(
(t− a)−α(t)

Γ (١ − α(t))

∫ ١
٠ (١ − s)−α(t)sγ(t− a)γ+١ds

)

=
d

dt

(
(t− a)γ−α(t)+١
Γ (١ − α(t))

B(γ + ١, ١ − α(t))

)

=
d

dt

(
Γ (γ + ١)

Γ (γ − α(t) + ٢)(t− a)γ−α(t)+١
)
.



٣٣ متغیر مرتبه از کاپوتو نوع کسری های عملگر
نیز سوم تساوی برسیم. نظر مورد فرمول به تا بگیریم دیفرانسیل بالا عبارت از است کافی

می آید. بدست مشابه بصورت

سادگی به متغیر، مرتبه ی از کاپوتو راست کسری مشتقات برای ،٣. ١ لم مشابه روابط
می آید. بدست

لذا، .γ > ٠ که x(t) = (b− t)γ کنید فرض .٣. ٢ لم
C
t D

α(t)
b x(t) =

Γ (γ + ١)
Γ (γ − α(t) + ١)(b− t)γ−α(t)

+ α′(t)
Γ (γ + ١)

Γ (γ − α(t) + ٢)(b− t)γ−α(t)+١

× [ln(b− t)− Ψ(γ − α(t) + ٢) + Ψ(١ − α(t))],

C
t D

α(t)
b x(t) =

Γ (γ + ١)
Γ (γ − α(t) + ١)(b− t)γ−α(t)

+ α′(t)
Γ (γ + ١)

Γ (γ − α(t) + ٢)(b− t)γ−α(t)+١

× [ln(b− t)− Ψ(γ − α(t) + ٢)],
C
t D

α(t)
b x(t) =

Γ (γ + ١)
Γ (γ − α(t) + ١)(b− t)γ−α(t).

می گیریم نتیجه ،٣. ١ لم گرفتن درنظر با
C
aD

α(t)
t x(t) 6= C

a D
α(t)
t x(t) 6= C

a D
α(t)
t x(t).

متغیر کسری انتگرال مرتبه که زمانی می شود پیشنهاد توانی، تابع برای حداقل همچنین،
برای می رسد. نظر به کسری انتگرال برای تری مناسب معکوس عملگر C

a D
α(t)
t x(t) است،

t ∈ [٠, ١] که α(t) = ۵t+١١٠ کسری مرتبه ی همچنین و y(t) = (١ − t)٢ و x(t) = t٢ توابع مثال،
از y و x کسری مشتقات حال .٠٫١ ≤ α(t) ≤ ٠٫۶ داریم ، t هر برای پس بگیرید. نظر در را

می کنیم. مقایسه α = ٠٫۶ و α = ٠٫١ ثابت مرتبه از کسری مشتقات با را α(t) مرتبه ی
است زیر بصورت x تابع برای α(t) مرتبه ی از کاپوتو چپ کسری مشتقات ،٣. ١ لم طبق

C٠ Dα(t)
t x(t) =

٢
Γ (٣ − α(t))

t٢−α(t)

− t٣−α(t)

Γ (۴ − α(t))
[ln(t)− Ψ(۴ − α(t)) + Ψ(١ − α(t))],

C٠ Dα(t)
t x(t) =

٢
Γ (٣ − α(t))

t٢−α(t) − t٣−α(t)

Γ (۴ − α(t))
[ln(t)− Ψ(۴ − α(t))],

C٠ Dα(t)
t x(t) =

٢
Γ (٣ − α(t))

t٢−α(t).



کسری مشتقات برای فرمول ها بسط ٣۴
بصورت y تابع برای α(t) مرتبه ی از کاپوتو راست کسری مشتقات ،٣. ٢ لم طبق حالیکه در

C
t D

α(t)

١ y(t) =
١)٢ − t)٢−α(t)

Γ (٣ − α(t))

− (١ − t)٣−α(t)

Γ (۴ − α(t))
[ln(١ − t)− Ψ(۴ − α(t)) + Ψ(١ − α(t))],

C
t D

α(t)

١ y(t) =
١)٢ − t)٢−α(t)

Γ (٣ − α(t))
− (١ − t)٣−α(t)

Γ (۴ − α(t))
[ln(١ − t)− Ψ(۴ − α(t))],

C
t D

α(t)

١ y(t) =
١)٢ − t)٢−α(t)

Γ (٣ − α(t))
.

داریم ، α ثابت مرتبه ی برای
C٠ Dα(t)

t x(t) =
٢

Γ (٣ − α(t))
t٢−α و C

t D
α(t)

١ y(t) =
٢

Γ (٣ − α(t))
(١ − t)٢−α.

کرد. مشاهده ٣. ١ شکل در می توان را نتایج

متغیره چند توابع برای کاپوتو مشتقات ٣. ١. ٢
می شوند. تعریف مشابه روش به و اند معمولی بسط یک جزئی کسری مشتقات

سادگی برای باشد. متغیر m با x :

m∏
i=١

[ai, bi] → R تابع ،m ∈ N, k ∈ {١, . . . ,m} کنید فرض
می کنیم تعریف زیر صورت به را ها بردار کار،

[τ ]k = (t١, . . . , tk−١, τ, tk+١, . . . , tm) ∈ Rm و (t) = (t١, . . . , tm) ∈ Rm.



٣۵ متغیر مرتبه از کاپوتو نوع کسری های عملگر

C٠ Dα(t)
t x(t) (ب) C٠ Dα(t)

t x(t) (آ)

C
t D

α(t)

١ x(t) (د) C٠ Dα(t)
t x(t) (ج)

C
t D

α(t)

١ x(t) (و) C
t D

α(t)

١ x(t) (ه)
میان مقایسه :٣. ١ شکل

متغیر مرتبه و ثابت مرتبه کسریِ مشتقات



کسری مشتقات برای فرمول ها بسط ٣۶
که αk : [ak, bk] → (٠, ١) کسری های مرتبه و x :

∏m
i=١[ai, bi] → R تابع برای .٣. ٣ تعریف

داریم ،k ∈ {١, . . . ,m}

می شود تعریف زیر بصورت αk(tk) مرتبه از کاپوتو چپ جزئی مشتق I نوع .١
C
ak
D

αk(tk)
tk

x(t) =
١

Γ (١ − αk(tk))

∂

∂tk

∫ tk

ak

(tk − τ)−αk(tk)(x[τ ]k − x[ak]k)dτ ;

می شود تعریف زیر بصورت αk(tk) مرتبه از کاپوتو راست جزئی مشتق I نوع .٢
C
tk
D

αk(tk)
bk

x(t) =
−١

Γ (١ − αk(tk))

∂

∂tk

∫ bk

tk

(τ − tk)
−αk(tk)(x[τ ]k − x[bk]k)dτ ;

می شود تعریف زیر بصورت αk(tk) مرتبه از کاپوتو چپ جزئی مشتق II نوع .٣
C
ak

Dαk(tk)
tk

x(t)

=
∂

∂tk

( ١
Γ (١ − αk(tk))

∫ tk

ak

(tk − τ)−αk(tk)(x[τ ]k − x[ak]k)dτ

)
;

می شود تعریف زیر بصورت αk(tk) مرتبه از کاپوتو راست جزئی مشتق II نوع .۴
C
tk
Dαk(tk)

bk
x(t)

=
∂

∂tk

(
−١

Γ (١ − αk(tk))

∫ bk

tk

(τ − tk)
−αk(tk)(x[τ ]k − x[bk]k)dτ

)
;

می شود تعریف زیر بصورت αk(tk) مرتبه از کاپوتو چپ جزئی مشتق III نوع .۵
C
ak
Dαk(tk)
tk

x(t) =
١

Γ (١ − αk(tk))

∫ tk

ak

(tk − τ)−αk(tk)
∂x

∂tk
x[τ ]kdτ ;

می شود تعریف زیر بصورت αk(tk) مرتبه از کاپوتو راست جزئی مشتق III نوع .۶
C
tk
Dαk(tk)
bk

x(t) =
−١

Γ (١ − αk(tk))

∫ bk

tk

(τ − tk)
−αk(tk)

∂x

∂tk
x[τ ]kdτ.

کرد. اثبات می توان را بالا تعاریف در موجود روابط دادیم، انجام قبلا آنچه مشابه
[۵] نوشت: می توان را زیر روابط فوق مفروضات از استفاده با .۴ .٣ قضیه

C
ak
D

αk(tk)
tk

x(t) = C
ak
Dαk(tk)
tk

x(t)

+
α′
k(tk)

Γ (٢ − αk(tk))

∫ tk

ak

(tk − τ)١−αk(tk)
∂x

∂tk
[τ ]k

[ ١
١ − αk(tk)

− ln(tk − τ)

]
dτ,

(٣. ٣)

C
ak
D

αk(tk)
tk

x(t) = C
ak
Dαk(tk)

tk
x(t)

−
α′
k(tk)Ψ(١ − αk(tk))

Γ (١ − αk(tk))

∫ tk

ak

(tk − τ)−αk(tk)[x[τ ]k − x[ak]k]dτ, (۴ .٣)



٣٧ عددی های تقریب
C
tk
D

αk(tk)
bk

x(t) = C
tk
Dαk(tk)
bk

x(t)

+
α′
k(tk)

Γ (٢ − αk(tk))

∫ bk

tk

(τ − tk)
١−αk(tk)

∂x

∂tk
x[τ ]k

[ ١
١ − αk(tk)

− ln(τ − tk)

]
dτ

و
C
tk
D

αk(tk)
bk

x(t) = C
tk
Dαk(tk)

bk
x(t)

+
α′
k(tk)Ψ(١ − αk(tk))

Γ (١ − αk(tk))

∫ bk

tk

(τ − tk)
−αk(tk)[x[τ ]k − x[bk]k]dτ.

عددی های تقریب ٣. ٢
می کنیم تعریف باشد. p ∈ N کنید فرض

Ap =
١

Γ (p+ ١ − αk(tk))

١ +

N∑
l=n−p+١

Γ (αk(tk)− n+ l)

Γ (αk(tk)− p)(l − n+ p)!

 ,
Bp =

Γ (αk(tk)− n+ p)

Γ (١ − αk(tk))Γ (αk(tk))(p− n)!
,

Vp(t) =

∫ tk

ak

(τ − ak)
p−n ∂x

∂tk
[τ ]kdτ,

Lp(t) = max
τ∈{ak,tk}

∣∣∣∣∂px∂tpk [τ ]k
∣∣∣∣ .

k ∈ {١, . . . ,m} هر برای لذا است. n ∈ N که x ∈ Cn+١(∏m
i=١[ai, bi],R) کنید فرض .۵ .٣ قضیه

داریم N ≥ n که N ∈ N هر و
C
ak
Dαk(tk)
tk

x(t) =
n∑

p=١
Ap(tk − ak)

p−αk(tk)
∂px

∂tpk
[tk]k

+
N∑

p=n

Bp(tk − ak)
n−p−αk(tk)Vp(t) + E(t),

دارد قرار زیر کران در E(t) خطای تقریب
E(t) ≤ Ln+١(t)

e((n− αk(tk))
٢ + n− αk(tk))

Γ (n+ ١ − αk(tk))Nn−αk(tk)(n− αk(tk))
(tk − ak)

n+١−αk(tk).

تعریف، طبق اثبات.
C
ak
Dαk(tk)
tk

x(t) =
١

Γ (١ − αk(tk))

∫ tk

ak

(tk − τ)−αk(tk)
∂x

∂tk
[τ ]kdτ

می گیریم نتیجه v(τ) = ∂x
∂tk

[τ ]k و u′(τ) = (tk − τ)−αk(tk) فرض با جزء به جزء گیری انتگرال با
C
ak
Dαk(tk)
tk

x(t) =
(tk − ak)

١−αk(tk)

Γ (٢ − αk(tk))

∂x

∂tk
[ak]k

+
١

Γ (٢ − αk(tk))

∫ tk

ak

(tk − τ)١−αk(tk)
∂٢x
∂t٢k

[τ ]kdτ.



کسری مشتقات برای فرمول ها بسط ٣٨
داریم v(τ) = ∂٢x

∂t٢k
[τ ]k و u′(τ) = (tk − τ)١−αk(tk) همراه به جزء به جزء گیری انتگرال با دوباره

C
ak
Dαk(tk)
tk

x(t) =
(tk − ak)

١−αk(tk)

Γ (٢ − αk(tk))

∂x

∂tk
[ak]k +

(tk − ak)
٢−αk(tk)

Γ (٣ − αk(tk))

∂٢x
∂t٢k

[ak]k

+
١

Γ (٣ − αk(tk))

∫ tk

ak

(tk − τ)٢−αk(tk)
∂٣x
∂t٣k

[τ ]kdτ.

می رسیم زیر بسط فرمول به که می کنیم تکرار دیگر بار n− ٢ را فرایند این
C
ak

Dαk(tk)
tk

x(t) =

n∑
p=١

(tk − ak)
p−αk(tk)

Γ (p+ ١ − αk(tk))

∂px

∂tpk
[ak]k

+
١

Γ (n+ ١ − αk(tk))

∫ tk

ak

(tk − τ)n−αk(tk)
∂n+١x
∂tn+١

k

[τ ]kdτ.

های تساوی از استفاده با
(tk − τ)n−αk(tk) = (tk − ak)

n−αk(tk)

(
١ − τ − ak

tk − ak

)n−αk(tk)

= (tk − ak)
n−αk(tk)

[
N∑
p=٠

(
n− αk(tk)

p

)
(−١)p (τ − ak)

p

(tk − ak)p
+ E(t)

]

با همراه
E(t) =

∞∑
p=N+١

(
n− αk(tk)

p

)
(−١)p (τ − ak)

p

(tk − ak)p

به می رسیم
C
ak

Dαk(tk)
tk

x(t) =
n∑

p=١
(tk − ak)

p−αk(tk)

Γ (p+ ١ − αk(tk))

∂px

∂tpk
[ak]k

+
(tk − ak)

n−αk(tk)

Γ (n+ ١ − αk(tk))

∫ tk

ak

N∑
p=٠

(
n− αk(tk)

p

)
(−١)p (τ − ak)

p

(tk − ak)p
∂n+١x
∂tn+١

k

[τ ]kdτ + E(t)

=
n∑

p=١
(tk − ak)

p−αk(tk)

Γ (p+ ١ − αk(tk))

∂px

∂tpk
[ak]k +

(tk − ak)
p−αk(tk)

Γ (n+ ١ − αk(tk))

×
N∑
p=٠

(
n− αk(tk)

p

)
(−١)p

(tk − ak)p

∫ tk

ak

(τ − ak)
p∂

n+١x
∂tn+١

k

+ [τ ]kE(t)

که
E(t) =

(tk − ak)
n−αk(tk)

Γ (n+ ١ − αk(tk))

∫ tk

ak

E(t)
∂n+١x
∂tn+١

k

[τ ]kdτ.

همراه به و می کنیم جدا p = ١, . . . , N سایر و p = ٠ برای را آخر سیگمای اکنون،
اینکه مشاهده ی با می گیریم. جزء به جزء انتگرال v′(τ) = ∂n+١x

∂tn+١
k

[τ ]k و u(τ) = (τ − ak)
p

(
n− αk(tk)

p

)
(−١)p = Γ (αk(tk)− n+ p)

Γ (αk(tk)− n)p!
,



٣٩ عددی های تقریب
داریم:

(tk − ak)
n−αk(tk)

Γ (n+ ١ − αk(tk))

N∑
p=٠

(
n− αk(tk)

p

)
(−١p)

(tk − ak)p

∫ tk

ak

(τ − ak)
p∂

n+١x
∂tn+١

k

+ [τ ]kdτ

=
(tk − ak)

n−αk(tk)

Γ (n+ ١ − αk(tk))

[
∂nx

∂tnk
[tk]k −

∂nx

∂tnk
[ak]k

]
+

(tk − ak)
n−αk(tk)

Γ (n+ ١ − αk(tk))

N∑
p=١

Γ (αk(tk)− n+ p)

Γ (αk(tk)− n)p!(tk − ak)p

×
[
(tk − ak)

p∂
nx

∂tnk
[tk]k −

∫ tk

ak

p(τ − ak)
p−١∂nx

∂tnk
[τ ]kdτ

]
= − (tk − ak)

n−αk(tk)

Γ (n+ ١ − αk(tk))

∂nx

∂tnk
[ak]k +

(tk − ak)
n−αk(tk)

Γ (n+ ١ − αk(tk))

∂nx

∂tnk
[tk]k

×

١ +
N∑
p=١

Γ (αk(tk)− n+ p)

Γ (αk(tk)− n)p!

+
(tk − ak)

n−αk(tk)−١
Γ (n− αk(tk))

×
N∑
p=١

Γ (αk(tk)− n+ p)

Γ (αk(tk) + ١ − n)(p− ١)!(tk − ak)p−١
∫ tk

ak

(τ − ak)
p−١∂nx

∂tnk
[τ ]kdτ.

بنابراین
C
ak
Dαk(tk)
tk

x(t) =
n−١∑
p=١

(tk − ak)
p−αk(tk)

Γ (p+ ١ − αk(tk))

∂px

∂tpk
[ak]k

+
(tk − ak)

n−αk(tk)

Γ (n+ ١ − αk(tk))

∂nx

∂tnk
[tk]k

١ +
N∑
p=١

Γ (αk(tk)− n+ p)

Γ (αk(tk)− n)p!


+

(tk − ak)
n−αk(tk)−١

Γ (n− αk(tk))

N∑
p=١

Γ (αk(tk)− n+ p)

Γ (αk(tk) + ١ − n)(p− ١)!(tk − ak)p−١

×
∫ tk

ak

(τ − ak)
p−١∂nx

∂tnk
[τ ]kdτ + E(t).

سیگما اول جمله ی کردن جدا معنای به که آخر، سیگمای برای بار n− ١ تا فرایند این تکرار با
به میرسیم است، آمده بدست نتیجه ی از جزء به جزء انتگرال و

C
ak
Dαk(tk)
tk

x(t) =
n∑

p=١
(tk − ak)

p−αk(tk)

Γ (p+ ١ − αk(tk))

∂px

∂tpk
[tk]k

×

١ +
N∑

l=n−p+١
Γ (αk(tk)− n+ l)

Γ (αk(tk)− p)(l − n+ p)!


+

N∑
p=n

Γ (αk(tk)− n+ p)

Γ (١ − αk(tk))Γ (αk(tk))(p− n)!
(tk − ak)

n−p−αk(tk)

×
∫ tk

ak

(τ − ak)
p−n ∂x

∂tk
[τ ]kdτ + E(t).



کسری مشتقات برای فرمول ها بسط ۴٠
رابطه ی دو از استفاده با هستیم. E(t) برای بالا کران فرمول دنبال به ∣∣∣∣اکنون τ − ak

tk − ak

∣∣∣∣ ≤ ١, (τ ∈ [a, t])

−n)∣∣∣∣و αk(tk)

p

)∣∣∣∣ ≤ e((n− αk(tk))
٢ + n− αk(tk))

pn+١−αk(tk)
,

داریم
E(t) ≤

∞∑
p=N+١

e((n− αk(tk))
٢ + n− αk(tk))

pn+١−αk(tk)

≤
∫ ∞

N

e((n− αk(tk))
٢ + n− αk(tk))

pn+١−αk(tk)
dp

=
e((n− αk(tk))

٢ + n− αk(tk))

Nn−αk(tk)(n− αk(tk))
.

بنابراین
E(t) ≤ Ln+١(t)

e((n− αk(tk))
٢ + n− αk(tk))

Γ (n+ ١ − αk(tk))Nn−αk(tk)(n− αk(tk))
(tk − ak)

n+١−αk(tk).

می شود. تمام اثبات و
داریم: n ∈ N و t ∈∏m

i=١[ai, bi] هر برای ۵ .٣ قضیه ی در .٣. ١ تذکر
lim

N→∞
E(t) = ٠.

برای و k ∈ {١, . . . ,m} هر برای لذا n ∈ N که x ∈ Cn+١(∏m
i=١[ai, bi],R) کنید فرض .۶ .٣ قضیه

داریم است، N ≥ n که N ∈ N هر
C
ak
D

αk(tk)
tk

x(t) =

n∑
p=١

Ap(tk − ak)
p−αk(tk)

∂px

∂tpk
[tk]k

+

N∑
p=n

Bp(tk − ak)
n−p−αk(tk)Vp(t)

α′
k(tk)(tk − ak)

١−αk(tk)

Γ (٢ − αk(tk))

×

[( ١
١ − αk(tk)− ln(tk − ak)

) N∑
p=٠

(١ − αk(tk)

p

)
(−١)p

(tk − ak)p
Vn+p(t)

+
N∑
p=٠

(١ − αk(tk)

p

)
(−١)p

N∑
r=١

١
r(tk − ak)p+r

Vn+p+r(t)

+ E(t).

دارد قرار زیر کران در E(t) تقریب خطای
E(t) ≤Ln+١(t)

e((n− αk(tk))
٢ + n− αk(tk))

Γ (n+ ١ − αk(tk))Nn−αk(tk)(n− αk(tk))
(tk − ak)

n+١−αk(tk)

+ |α′
k(tk)|L١(t)

e((١ − αk(tk))
٢ + ١ − αk(tk))

Γ (٢ − αk(tk))N١−αk(tk)(١ − αk(tk))

×
[∣∣∣∣ ١

١ − αk(tk)
− ln(tk − ak)

∣∣∣∣+ ١
N

]
(tk − ak)

٢−αk(tk).



۴١ عددی های تقریب
داریم زیر رابطه بسط به نیاز تنها ،۵ .٣ قضیه ی و (٣. ٣) رابطه ی از استفاده با اثبات.

α′
k(tk)

Γ (٢ − αk(tk))

∫ tk

ak

(tk − τ)١−αk(tk)
∂x

∂tk
[τ ]k

[ ١
١ − αk(tk)

− ln(tk − τ)

]
dτ. (۵ .٣)

فرمولها بسط از استفاده و انتگرال تفکیک با

(tk − τ)١−αk(tk) = (tk − ak)
١−αk(tk)

(
١ − τ − ak

tk − ak

)١−αk(tk)

= (tk − ak)
١−αk(tk)

[
N∑
p=٠

(١ − αk(tk)

p

)
(−١)p (τ − ak)

p

(tk − ak)p
+ E١(t)

]

همراه به

E١(t) =
∞∑

p=N+١

(١ − αk(tk)

p

)
(−١)p (τ − ak)

p

(tk − ak)p

و

ln(tk − τ) = ln(tk − ak) + ln

(
١ − τ − ak

tk − ak

)
= ln(tk − ak)−

N∑
r=١

١
r

(τ − ak)
r

(tk − ak)r
− E٢(t)

همراه به

E٢(t) =
∞∑

r=N+١
١
r

(τ − ak)
r

(tk − ak)r
,



کسری مشتقات برای فرمول ها بسط ۴٢
با است معادل (۵ .٣) عبارت که می گیریم نتیجه

α′
k(tk)

Γ (٢ − αk(tk))

[( ١
١ − αk(tk)

− ln(tk − ak)

)∫ tk

ak

(tk − τ)١−αk(tk)
∂x

∂tk
[τ ]kdτ

−
∫ tk

ak

(tk − τ)١−αk(tk) ln

(
١ − τ − ak

tk − ak

)
∂x

∂tk
[τ ]kdτ

]
=

α′
k(tk)

Γ (٢ − αk(tk))

[( ١
١ − αk(tk)

− ln(tk − ak)

)
×
∫ tk

ak

(tk − ak)
١−αk(tk)

N∑
p=٠

(١ − αk(tk)

p

)
(−١)p (τ − ak)

p

(tk − ak)p
∂x

∂tk
[τ ]kdτ

+

∫ tk

ak

(tk − ak)
١−αk(tk)

N∑
p=٠

(١ − αk(tk)

p

)
(−١)p (τ − ak)

p

(tk − ak)p

×
N∑
١

١
r

(τ − ak)
r

(tk − ak)r
∂x

∂tk
[τ ]kdτ

+
α′
k(tk)

Γ (٢ − αk(tk))

[( ١
١ − αk(tk)

− ln(tk − ak)

)

×
∫ tk

ak

(tk − ak)
١−αk(tk)E١(t)

∂x

∂tk
[τ ]kdτ

+

∫ tk

ak

(tk − ak)
١−αk(tk)E١(t)E٢(t)

∂x

∂tk
[τ ]kdτ

]
=
α′
k(tk)(tk − ak)

١−αk(tk)

Γ (٢ − αk(tk))

[( ١
١ − αk(tk)

− ln(tk − ak)

) N∑
p=٠

(١ − αk(tk)

p

)

× (−١)p
(tk − ak)p

Vn+p(t) +
N∑
p=٠

(١ − αk(tk)

p

)
(−١)p

N∑
r=١

١
r(tk − ak)p+r

Vn+p+r(t)


+
α′
k(tk)(tk − ak)

١−αk(tk)

Γ (٢ − αk(tk))

[( ١
١ − αk(tk)

− ln(tk − ak)

)
×
∫ tk

ak

E١(t)
∂x

∂tk
[τ ]kdτ +

∫ tk

ak

E١(t)E٢(t)
∂x

∂tk
[τ ]kdτ.

که می دانیم ۵ .٣ قضیه طبق خطا، تحلیل برای

E١(t) ≤
e((١ − αk(tk))

٢ + ١ − αk(tk))

N١−αk(tk)(١ − αk(tk))
.

∫∣∣∣∣لذا tk

ak

(tk − ak)
١−αk(tk)E١(t)

∂x

∂tk
[τ ]kdτ

∣∣∣∣
≤ L١(t)

e((١ − αk(tk))
٢ + ١ − αk(tk))

N١−αk(tk)(١ − αk(tk))
(tk − ak)

٢−αk(tk).

(۶ .٣)



۴٣ عددی های تقریب
داریم طرفی، ∫∣∣∣∣از tk

ak

(tk − ak)
١−αk(tk)E١(t)E٢(t)

∂x

∂tk
[τ ]kdτ

∣∣∣∣
≤ L١(t)

e((١ − αk(tk))
٢ + ١ − αk(tk))

N١−αk(tk)(١ − αk(tk))
(tk − ak)

١−αk(tk)

×
∞∑

r=N+١
١

r(tk − ak)r

∫ tk

ak

(τ − ak)
γdτ

= L١(t)
e((١ − αk(tk))

٢ + ١ − αk(tk))

N١−αk(tk)(١ − αk(tk))
(tk − ak)

١−αk(tk)
∞∑

r=N+١
tk − ak
r(r + ١)

≤ L١(t)
e((١ − αk(tk))

٢ + ١ − αk(tk))

N٢−αk(tk)(١ − αk(tk))
(tk − ak)

٢−αk(tk)

(٣. ٧)

می رسیم. نظر مورد نتیجه به (٣. ٧) و (۶ .٣) های نامساوی ترکیب با

برای و k ∈ {١, . . . ,m} هر برای لذا n ∈ N که x ∈ Cn+١(∏m
i=١[ai, bi],R) کنید فرض .٣. ٧ قضیه

داریم است، N ≥ n که N ∈ N هر
C
ak
Dαk(tk)

tk
x(t) =

n∑
p=١

Ap(tk − ak)
p−αk(tk)

∂px

∂tpk
[tk]k

+
N∑

p=n

Bp(tk − ak)
n−p−αk(tk)Vp(t)

α′
k(tk)(tk − ak)

١−αk(tk)

Γ (٢ − αk(tk))

×

[
(Ψ(٢ − αk(tk))− ln(tk − ak))

N∑
p=٠

(١ − αk(tk)

p

)
(−١)p

(tk − ak)p
Vn+p(t)

+
N∑
p=٠

(١ − αk(tk)

p

)
(−١)p

N∑
r=١

١
r(tk − ak)p+r

Vn+p+r(t)

+ E(t).

دارد قرار زیر کران در E(t) تقریب خطای
E(t) ≤Ln+١(t)

e((n− αk(tk))
٢ + n− αk(tk))

Γ (n+ ١ − αk(tk))Nn−αk(tk)(n− αk(tk))
(tk − ak)

n+١−αk(tk)

+ |α′
k(tk)|L١(t)

e((١ − αk(tk))
٢ + ١ − αk(tk))

Γ (٢ − αk(tk))N١−αk(tk)(١ − αk(tk))

×
[∣∣Ψ(٢ − αk(tk))− ln(tk − ak)

∣∣+ ١
N

]
(tk − ak)

٢−αk(tk).

داشت خواهیم انتگرال، از جزء به جزء گیری انتگرال و (۴ .٣) رابطه ی از شروع با اثبات.
C
ak
Dαk(tk)

tk
x(t) = C

ak
D

αk(tk)
tk

x(t)

+
α′
k(tk)Ψ(١ − αk(tk))

Γ (٢ − αk(tk))

∫ tk

ak

(tk − τ)١−αk(tk)
∂x

∂tk
[τ ]kdτ.

می باشد. شده، اثبات ۶ .٣ قضیه در آنچه مشابه اثبات روند بقیه ی



کسری مشتقات برای فرمول ها بسط ۴۴
C
aD

α(t)
t x(t), Ca D

α(t)
t x(t) های فرمول بسط ،٣. ٧ و ۶ .٣ ،۵ .٣ قضایای خاص های حالت عنوان به .٣. ٢ تذکر

می آوریم. دست به را .Ca Dα(t)
t x(t) و

می کنیم تعیین ،p ∈ N برای ،٣. ٣ تعریف از راست کسری عملگر سه برای ترتیب به

Cp =
(−١)p

Γ (p+ ١ − αk(tk))

١ +
N∑

l=n−p+١
Γ (αk(tk)− n+ l)

Γ (αk(tk)− p)(l − n+ p)!

 ,
Dp =

−Γ (αk(tk)− n+ p)

Γ (١ − αk(tk))Γ (αk(tk))(p− n)!

Wp(t) =

∫ bk

tk

(bk − τ)p−n ∂x

∂tk
[τ ]kdτ,

Mp(t) = max
τ∈{tk,bk}

∣∣∣∣∂px∂tpk [τ ]k
∣∣∣∣ .

سمت مشابه اثبات که آنجا است.از شده بیان ٣. ١٠ و ٣. ٩ ،٣. ٨ قضایای در ها فرمول بسط
می کنیم. نظر صرف آن ارائه از آنهاست چپ

برای و k ∈ {١, . . . ,m} هر برای لذا n ∈ N که x ∈ Cn+١(∏m
i=١[ai, bi],R) کنید فرض .٣. ٨ قضیه

داریم است، N ≥ n که N ∈ N هر
C
tk
Dαk(tk)

bk
x(t) =

n∑
p=١

Cp(bk − tk)
p−αk(tk)

∂px

∂tpk
[tk]k

+
N∑

p=n

Dp(bk − tk)
n−p−αk(tk)Wp(t) + E(t).

دارد قرار زیر کران در E(t) تقریب خطای

E(t) ≤Mn+١(t)
e((n− αk(tk))

٢ + n− αk(tk))

Γ (n+ ١ − αk(tk))Nn−αk(tk)(n− αk(tk))
(bk − tk)

n+١−αk(tk).

برای و k ∈ {١, . . . ,m} هر برای لذا n ∈ N که x ∈ Cn+١(∏m
i=١[ai, bi],R) کنید فرض .٣. ٩ قضیه

داریم است، N ≥ n که N ∈ N هر
C
tk
D

αk(tk)
bk

x(t) =
n∑

p=١
Cp(bk − tk)

p−αk(tk)
∂px

∂tpk
[tk]k

+
N∑

p=n

Dp(bk − tk)
n−p−αk(tk)Wp(t)

α′
k(tk)(bk − tk)

١−αk(tk)

Γ (٢ − αk(tk))

×

[( ١
١ − αk(tk)

− ln(bk − tk)

) N∑
p=٠

(١ − αk(tk)

p

)
(−١)p

(bk − tk)p
Wn+p(t)

+
N∑
p=٠

(١ − αk(tk)

p

)
(−١)p

N∑
r=١

١
r(bk − tk)p+r

Wn+p+r(t)

+ E(t).



۴۵ ها مثال
دارد قرار زیر کران در E(t) تقریب خطای

E(t) ≤Mn+١(t)
e((n− αk(tk))

٢ + n− αk(tk))

Γ (n+ ١ − αk(tk))Nn−αk(tk)(n− αk(tk))
(bk − tk)

n+١−αk(tk)

+ |α′
k(tk)|M١(t)

e((١ − αk(tk))
٢ + ١ − αk(tk))

Γ (٢ − αk(tk))N١−αk(tk)(١ − αk(tk))

×
[∣∣∣∣ ١

١ − αk(tk)
− ln(bk − tk)

∣∣∣∣+ ١
N

]
(bk − tk)

٢−αk(tk).

و k ∈ {١, . . . ,m} هر برای لذا n ∈ N که x ∈ Cn+١(∏m
i=١[ai, bi],R) کنید فرض .٣. ١٠ قضیه
داریم است، N ≥ n که N ∈ N هر برای

C
tk
D

αk(tk)
bk

x(t) =
n∑

p=١
Cp(bk − tk)

p−αk(tk)
∂px

∂tpk
[tk]k

+
N∑

p=n

Dp(bk − tk)
n−p−αk(tk)Wp(t)

α′
k(tk)(bk − tk)

١−αk(tk)

Γ (٢ − αk(tk))

×

[
(Ψ(٢ − αk(tk))− ln(bk − tk))

N∑
p=٠

(١ − αk(tk)

p

)
(−١)p

(bk − tk)p
Wn+p(t)

+
N∑
p=٠

(١ − αk(tk)

p

)
(−١)p

N∑
r=١

١
r(bk − tk)p+r

Wn+p+r(t)

+ E(t).

دارد قرار زیر کران در E(t) تقریب خطای

E(t) ≤Mn+١(t)
e((n− αk(tk))

٢ + n− αk(tk))

Γ (n+ ١ − αk(tk))Nn−αk(tk)(n− αk(tk))
(bk − tk)

n+١−αk(tk)

+ |α′
k(tk)|M١(t)

e((١ − αk(tk))
٢ + ١ − αk(tk))

Γ (٢ − αk(tk))N١−αk(tk)(١ − αk(tk))

×
[∣∣Ψ(٢ − αk(tk))− ln(bk − tk)

∣∣+ ١
N

]
(bk − tk)

٢−αk(tk).

ها مثال ٣. ٣
از تعدادی با تابع واقعی کسری مشتق میان مقایسه به شده، ارائه روش دقت آزمودن برای
باشد. آزمایش تابع x(t) = t٢ کنید فرض ،t ∈ [٠, ١] برای می پردازیم. آن عددی های تقریب

می گیریم: نظر در را حالت دو کسری مشتقات مرتبه ی برای

α(t) =
۵٠t+ ۴٩

١٠٠ و β(t) =
t+ ۵
١٠ .

N ∈ و ثابت n = ١ با ٣. ٧ و ۶ .٣ ،۵ .٣ قضایای در شده ارائه های تقریب بررسی به اکنون
می شود. محاسبه |f(t)− f̃(t)| صورت به f̃(t) توسط f(t) تقریب خطای می پردازیم. {٢,۴,۶}

کنید. مشاهده را ٣. ٧ ‐٣. ٢ های نمودار



کسری مشتقات برای فرمول ها بسط ۴۶

خطا (ب) C٠ Dα(t)
t x(t) (آ)

III نوع :٣. ٢ شکل
بدست عددیِ های تقریب مقابل در تحلیلی ‐ ٣. ٣ بخش̞ مثالِ برای α(t) مرتبه از کاپوتو چپ مشتق̞

.۵ .٣ قضیه ی از آمده

کاربردها ۴ .٣

با مرتبط واقعی کسری دیفرانسیل معادلات از تعدادی برای پیشنهادی تکنیک بخش، این در
می کنیم. ارائه را فیزیک

خطا (ب) C٠ Dα(t)
t x(t) (آ)

تقریب مقابل در تحلیلی ‐ ٣. ٣ بخش̞ مثالِ برای α(t) مرتبه از کاپوتو چپ مشتق̞ I نوع :٣. ٣ شکل
.۶ .٣ قضیه ی از آمده بدست عددیِ های



۴٧ کاربردها

خطا (ب) C٠ Dα(t)
t x(t) (آ)

II نوع :۴ .٣ شکل
بدست عددیِ های تقریب مقابل در تحلیلی ‐ ٣. ٣ بخش̞ مثالِ برای α(t) مرتبه از کاپوتو چپ مشتق̞

.٣. ٧ قضیه ی از آمده

زمان‐کسری انتشار معادله یک ١ .۴ .٣
می دهیم. تعمیم متغیر مرتبه حالت به را [٢٠] یک‐بعدی زمان‐کسری انتشار معادله ی اکنون
مرتبه ی از جزئی کسری دیفرانسیل معادله ی بگیرید. نظر در [٠, ٢[١ دامنه ی با را u = u(x, t)

است: زیر صورت به α(t)
C٠ Dα(t)

t u(x, t)− ∂٢u
∂x٢ (x, t) = f(x, t) x ∈ [٠, ١] , t ∈ [٠, ١], (٣. ٨)

کرانداری شرط با
u(x, ٠) = g(x), x ∈ (٠, ١) (٣. ٩)

خطا (ب) C٠ Dβ(t)
t x(t) (آ)

III نوع :۵ .٣ شکل
بدست عددیِ های تقریب مقابل در تحلیلی ‐ ٣. ٣ بخش̞ مثالِ برای β(t) مرتبه از کاپوتو چپ مشتق̞

.۵ .٣ قضیه ی از آمده



کسری مشتقات برای فرمول ها بسط ۴٨

خطا (ب) C٠ Dβ(t)
t x(t) (آ)

تقریب مقابل در تحلیلی ‐ ٣. ٣ بخش̞ مثالِ برای β(t) مرتبه از کاپوتو چپ مشتق̞ I نوع :۶ .٣ شکل
.۶ .٣ قضیه ی از آمده بدست عددیِ های

و
u(٠, t) = u(١, t) = ٠, t ∈ [٠, ١]. (٣. ١٠)

معادله ی ،α(t) ≡ ٠ که زمانی و کلاسیک، انتشار معادله ی ،α(t) ≡ ١ که زمانی داریم توجه
که دریافت توان می ،٣. ١ لم از استفاده با می آید. بدست ١ کلاسیک الیپتیک هلموتز

u(x, t) = t٢ sin(πx)

همراه به (٣. ١٠)‐(٣. ٨) مسئله ی جواب

خطا (ب) C٠ Dβ(t)
t x(t) (آ)

II نوع :٣. ٧ شکل
بدست عددیِ های تقریب مقابل در تحلیلی ‐ ٣. ٣ بخش̞ مثالِ برای β(t) مرتبه از کاپوتو چپ مشتق̞

.٣. ٧ قضیه ی از آمده

f(x, t) =

( ٢
Γ (٣ − α(t))

t٢−α(t) + ۴π٢t٢
)
sin(٢πx)

1classical Helmholtz elliptic equation



۴٩ کاربردها
و

g(x) = ٠ .
است: زیر صورت به آن عددی روش

،N ≥ ١ دلخواه مقدار و n = ١ همراه به ،۵ .٣ قضیه ی در شده داده تقریب با را C٠ Dα(t)
t u

یعنی کنید، جایگزین
C٠ Dα(t)

t u(x, t) ≈ At١−α(t)∂u

∂t
(x, t) +

N∑
p=١

Bpt
١−p−α(t)Vp(x, t)

که
A =

١
Γ (٢ − α(t))

١ +

N∑
l=١

Γ (α(t)− ١ + l)

Γ (α(t)− ١)l!
 ,

Bp =
Γ (α(t)− ١ + p)

Γ (١ − α(t))Γ (α(t))(p− ١)! ,
Vp(x, t) =

∫ t

٠ τp−١∂u
∂t

(x, τ)dτ.

مرتبه جزئی دیفرانسیل معادلات سیستم با (٣. ١٠)‐(٣. ٨) آغازین کسری مسئله بنابراین،
است: شده زده تقریب زیر دوم

At١−α(t)∂u

∂t
(x, t) +

N∑
p=١

Bpt
١−p−α(t)Vp(x, t)−

∂٢u
∂x٢ (x, t) = f(x, t)

و
∂Vp
∂t

(x, t) = tp−١∂u
∂t

(x, t), p = ١, . . . , N,
صورت به t ∈ [٠, ١] و x ∈ [٠, ١] برای کرانداری شرایط

u(x, ٠) = ٠, x ∈ (٠, ١) برای
u(٠, t) = u(١, t) = ٠ x ∈ (٠, ١) برای

Vp(x, ٠) = ٠, x ∈ [٠, ١] برای p = ١, . . . , N.

سیالات مکانیک در کسری جزئی دیفرانسیل معادله یک ٢ .۴ .٣
خطی ناهمگن کسری برگر معادله ی برای را تقریب به مربوط های تکنیک و ها روش اکنون،

می بریم. بکار متغیر مرتبه از [٣١] بعدی تک
C٠ Dα(t)

t u(x, t) +
∂u

∂x
(x, t)− ∂٢u

∂x٢ (x, t) =
٢t٢−α(t)

Γ (٣ − α(t))
+ ٢x− ٢, (٣. ١١)

صورت به t ∈ [٠, ١] و x ∈ [٠, ١] برای کرانداری شرایط با
u(x, ٠) = x٢, x ∈ (٠, ١) برای (٣. ١٢)



کسری مشتقات برای فرمول ها بسط ۵٠
اینجا در

F (x, t) =
٢t٢−α(t)

Γ (٣ − α(t))
+ ٢x− ٢

مرور، و عبور جریان گاز، حرکات سازیِ مدل برای برگر معادله ی است.از خارجی نیروی
آن دقیق پاسخ می شود. استفاده و... سیالات مکانیک آشفتگی،

u(x, t) = x٢ + t٢.

زد تخمین زیر صورت به می توان را (٣. ١٢)‐(٣. ١١) کسری مسئله ی

At١−α(t)∂u

∂t
(x, t) +

N∑
p=١

Bpt
١−p−α(t)Vp(x, t) +

∂u

∂x
(x, t)− ∂٢u

∂x٢ (x, t)

=
٢t٢−α(t)

Γ (٣ − α(t))
+ ٢x− ٢

با می توان را تقریب خطای است. موجود ١ .۴ .٣ بخش در ،P ∈ {١, . . . , N}, Vp و A,Bp که
داد. کاهش مطلوب اندازه به N مقدار افزایش



۴ فصل
کسری تغییرات حساب

مشتق ترکیب به وابسته لاگرانژین که تغییرات، حساب عمومی کسری مسائل فصل، این در
کسری مشتقات شده ی ترکیب عنوان به CD

α(·,·),β(·,·)
γ متغیر کسری مرتبه ی از کاپوتو کسری

می کنیم. بررسی را می باشد β(·, ·) و α(·, ·) ترتیب به متغیر های مرتبه از کاپوتو راست و چپ
وابسته انتگرال زیر توابع با تغییرات حساب مسائل از تعدادی مطالعه ی به اینجا در همچنین

صورت به شده تعریف CD
α(·,·),β(·,·)
γ کسری مشتق و x دلخواه تابع ،t مستقل متغیر به

CDα(·,·),β(·,·)
γ x(t) = γ١ C

a D
α(·,·)
t x(t) + γ٢ C

t D
β(·,·)
b x(t),

می پردازیم. نیستند صفر دو هر که γ٢ و γ١ با γ = (γ١, γ٢) ∈ [٠, ٢[١ که
می کنیم: بررسی را متغیر مسائل مختلف انواع بنیادین، تغییرات حساب مسئله ی از شروع با
های قید با مسائل ایزوپریمتریک، مسائل بالاتر، مرتبه مشتقات با یا زمان تأخیر با مسائل
مرتبه از کاپوتو کسری مشتقات ترکیب به وابسته که آنهایی و هرگلوتز مسائل و هولونومیک
کلی حالت در زیرا می شوند، شناخته زمان‐آزاد مسائل عنوان به ما متغیر مسائل است. متغیر
پایانی حالت xb و انتگرال پایانی نقطه ی b اما می کنیم وضع t = a آغازین زمان در را مرزی شرط
فراهم را اویلر‐لاگرانژ معادله ی بهینگی لازم شرایط اساسی، نتایج می گیریم. نظر در آزاد را
متقاطع بهینگی شرایط و متغیر مرتبه ی از کسری دیفرانسیل معادلات توسط که می کنند
مرتبه که است کسری عملگر شامل لاگرانژین بررسی ما اصلی هدف اند. شده تشریح مختلف
b پایانی نقطه ی می کنیم فرض این بر علاوه است. وابسته زمان به احتمالا و نیست ثابت آن
معرفی را متغیر مرتبه ی از کاپوتو کسری مشتق ترکیب ،١ .۴ بخش در است. آزاد xb مانند نیز
در .( ١. ١ .۴ (بخش می کنیم ارائه را نیاز مورد نتایج و ضروری مفاهیم پایان در و می کنیم
بالاتر مرتبه از کاپوتو کسری مشتق ترکیب شامل جزء به جزء انتگرال فرمول دو ،١. ٢ .۴ بخش

می آوریم. بدست را



کسری تغییرات حساب ۵٢
شده سازی فرمول CD

α(·,·),β(·,·)
γ کسری مشتق روابط در ما، نظر مورد متغیر کسری مسائل

شرایط و لاگرانژ اویلر معادلات مانند متغیر حساب اساسی مفاهیم به راجع بحث به ما اند.
با متغیر مسائل ،(٣ .۴ (بخش بالاتر مراتب مشتقات شامل متغیر مسائل ،(٢ .۴ (بخش متقاطع
هولونومیک های قید با مسائل ،(۵ .۴ (بخش ایزوپریمتریک مسائل ،(۴ .۴ (بخش زمان تأخیر

می پردازیم. هرگلوتز کسری متغیر مسائل بررسی به ٧ .۴ بخش در و (۶ .۴ (بخش
بررسی متغیر مسائل همه ی برای همچنین است. موجود [۵] در فصل این قضایای تمام اثبات

است. شده ارائه مثال تعدادی شده،

معرفی ١ .۴
را (١۵ .١ (تعریف ١. ٣. ٣ زیربخش در کاپوتو کسری مشتق ترکیب پایه ای تعریف بخش، این در
جزء به جزء انتگرال فرمول پایان، در می دهیم. تعمیم کسری مرتبه‐متغیر برای را آن و مرور

می کنیم. اثبات را متغیر مرتبه از کاپوتو کسری مشتق بالاتر مراتب همراه به

متغیر مرتبه های عملگر ترکیب ١. ١ .۴
مرتبه‐متغیر کسری حساب ترکیب درباره ی زیر تعریف کسری، کاپوتوی مشتق ترکیب سبب به

می کنیم. ارائه را
که باشد بردار یک γ = (γ١, γ٢) ∈ [٠, ٢[١ و باشند تابع دو α, β : [a, b]٢ → (٠, ١) کنید فرض

نباشند. صفر دو هر γ٢ و γ١
صورت به ،Dα(·,·),β(·,·)

γ نماد با متغیر، مرتبه از ریمن‐لیوویل کسری مشتق ترکیب .١ .۴ تعریف
است شده تعریف زیر

Dα(·,·),β(·,·)
γ = γ١ a D

α(·,·)
t + γ٢ t D

β(·,·)
b ,

می کند: اثر x ∈ C([a, b];R) روی زیر شکل به که ،
Dα(·,·),β(·,·)

γ x(t) = γ١ a D
α(·,·)
t x(t) + γ٢ t D

β(·,·)
b x(t).

زیر صورت به ،CDα(·,·),β(·,·)
γ نماد با متغیر، مرتبه از کاپوتو کسری مشتق ترکیب .٢ .۴ تعریف

است شده تعریف
CDα(·,·),β(·,·)

γ = γ١ C
a D

α(·,·)
t + γ٢ C

t D
β(·,·)
b ,

می کند: اثر x ∈ C١([a, b];R) روی زیر شکل به که ،
CDα(·,·),β(·,·)

γ x(t) = γ١ C
a D

α(·,·)
t x(t) + γ٢ C

t D
β(·,·)
b x(t).

تعریف زیر صورت به که داریم دوگانه کسری مشتق کمکی̞ گذاری نماد به نیاز نتیجه، در
می شود

D
α(·,·),β(·,·)
γ = γ٢ a D

β(·,·)
t + γ١ t D

α(·,·)
T (١ .۴)

است. T ∈ [a, b] و γ = (γ٢, γ١) که



۵٣ معرفی
تعاریف برخی یاداوری به نیاز بالاتر، مراتب به کسری مشتق ترکیب مفهوم تعمیم برای

داریم. مرتبه‐بالا عملگرهای
تابع یک کسری، مرتبه ی باشد. Cn کلاس از تابع یک x : [a, b] → R و n ∈ N کنید فرض

است. αn : [a, b]٢ → (n− ١, n) صورت به متغیره دو پیوسته ی
بصورت ترتیب به αn(·, ·) مرتبه ی از ریمن‐لیوویل راست و چپ کسری های انتگرال .٣ .۴ تعریف

اند شده تعریف زیر

aI
αn(·,·)
t x(t) =

∫ t

a

١
Γ (αn(t, τ))

(t− τ)αn(t,τ)−١x(τ)dτ

و

tI
αn(·,·)
b x(t) =

∫ b

t

١
Γ (αn(τ, t))

(τ − t)αn(τ,t)−١x(τ)dτ.

تعریف کمک به و chebfun بازِ متن پکیج افزار نرم از استفاده با (آ) پیوست بخش̞ در ما
تابع دو ،n = ١ گرفتن̞ نظر در با متغیر، مرتبه ریمن‐لیوویل کسریِ های انتگرال

انتگرال ترتیب به که ایم کرده معرفی را rightFI(x,alpha,b,n) و leftFI(x,alpha,a,n)
پیوست در همچنین می زند. تقریب را tI

αn(·,·)
b x(t) و aI

αn(·,·)
t x(t) ریمن‐لیوویل̞ کسری های

تابع کسریِ های انتگرال برای محاسباتی های تقریب آن در که شده ارائه واضحی مثال (آ)
ببینید). را آ. ١ (مثالِ ایم آورده بدست را x(t) = tγ شکل به خاص توانی̞

. [١٩] ایم کرده استفاده MATLAB افزارِ نرم از عددی، محاسباتِ این برای
زیر بصورت ترتیب به αn(·, ·) مرتبه ی از ریمن‐لیوویل راست و چپ کسری مشتقات .۴ .۴ تعریف

اند شده تعریف

aD
αn(.,.)
t x(t) =

dn

dtn

∫ t

a

١
Γ (n− αn(t, τ))

(t− τ)n−١−αn(t,τ)x(τ)dτ

و

tD
αn(·,·)
b x(t) = (−١)n dn

dtn

∫ b

t

١
Γ (n− αn(τ, t))

(τ − t)n−١−αn(τ,t)x(τ)dτ,

تعریف زیر بصورت ترتیب به αn(·, ·) مرتبه ی از کاپوتو راست و چپ کسری مشتقات .۵ .۴ تعریف
اند شده

C
aD

αn(.,.)
t x(t) =

dn

dtn

∫ t

a

١
Γ (n− αn(t, τ))

(t− τ)n−١−αn(t,τ)x(τ)dτ (٢ .۴)
و

C
t D

αn(·,·)
b x(t) = (−١)n dn

dtn

∫ b

t

١
Γ (n− αn(τ, t))

(τ − t)n−١−αn(τ,t)x(τ)dτ, (٣ .۴)
[٢۴] در توان می را باشد ١ و ٠ بین مرتبه که خاصی حالت برای ۵ .۴ و ۴ .۴ تعاریفِ .١ .۴ تذکر

است. جدید موضوعی نظر به بالاتر، مراتب حالتِ برای که یافت
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بگیرید. نظر در را ۵ .۴ تعریفِ

rightCaputo(x,alpha,b,n) و leftCaputo(x,alpha,a,n) تابع̧ دو معرفی̞ به (آ) پیوست در
را C

t D
αn(·,·)
b x(t) و C

aD
αn(·,·)
t x(t) بالاترِ مرتبه از کاپوتو کسری مشتقات ترتیب به که پرداختیم

که ایم کرده بررسی را واضحی مثال (آ)، پیوست بخش در تابع دو این کمک به می زند. تقریب
x(t) = tγ شکل به خاص توانی تابع برای کاپوتو کسری مشتقات های تقریب مطالعه ی به آن در

ببینید). پیوست بخش در را آ. ٢ (مثالِ می پردازیم.
گرفت نتیجه می توان ،٣ .۴ تعریف از .٢ .۴ تذکر

aD
αn(.,.)
t x(t) =

dn

dtn a I
n−αn(.,.)
t x(t), tD

αn(·,·)
b x(t) = (−١)n dn

dtn t I
n−αn(·,·)
b x(t)

و
C
aD

αn(.,.)
t x(t) = aI

n−αn(.,.)
t

dn

dtn
x(t), C

t D
αn(·,·)
b x(t) = (−١)n t I

n−αn(·,·)
b

dn

dtn
x(t).

همین به می یابیم. را بالا مرتبه از کاپوتو کسری مشتقات توانی، تابع برای ، ١ .۴ لم در
،αn(t, τ) := αn(t) باشد: متغیر اولین به وابسته تنها کسری مرتبه ی که می کنیم فرض منظور،

است. شده داده تابع αn : [a, b] → (n− ١, n) که
بنابراین، باشد. γ > n− ١ با همراه x(t) = (t− a)γ کنید فرض .١ .۴ لم
C
aD

αn(t)
t x(t) =

Γ (γ + ١)
Γ (γ − αn(t) + ١)(t− a)γ−αn(t).

داریم بگیریم، مشتق بار n آن از اگر نظربگیرید، در را x(t) = (t− a)γ تابع اثبات.
x(n)(t) =

γ + ١
γ − n+ ١(t− a)γ−n.

داریم کاپوتو، چپ کسری مشتق ۵ .۴ تعریف از استفاده با
C
aD

αn
t x(t) =

∫ t

a

١
Γ (n− αn(t))

(t− τ)n−١−αn(t)xn(τ)dτ

=

∫ t

a

Γ (γ + ١)
Γ (γ − n+ ١)Γ (n− αn(t))

(t− τ)n−١−αn(t)(τ − a)γ−ndτ.

خواهیم ،B(·, ·) بتا تابع از استفاده با می دهیم. ادامه τ − a = s(t− a) متغیر تغییر با اکنون،
داشت

C
aD

αn
t x(t) =

Γ (γ + ١)
Γ (γ − n+ ١)Γ (n− αn(t))

×
∫ t

a
(١ − s)n−١−αn(t)sγ−n(t− a)γ−αn(t)ds

=
Γ (γ + ١)(t− aγ−αn(t))

Γ (γ − n+ ١)Γ (n− αn(t))
B(γ − n+ ١, n− αn(t))

=
Γ (γ + ١)

Γ (γ − αn(t) + ١)(t− a)γ−αn(t).

شد. تکمیل اثبات



۵۵ معرفی
به توانی تابع برای بالاتر مرتبه از کاپوتو چپ کسری مشتق های فرمول گرفتن̞ نظر در با
کاپوتو چپ کسری مشتق آ، پیوست بخش در ایم، گرفته نتیجه قبلا که x(t) = (t− a)γ شکل
بدست تقریبی̞ مقادیر با را آنها و کرده مشخص را t مختلفِ مقادیر برای x(t) = t۴ معین تابع از
آ. ۴ (مثالِ ایم. کرده مقایسه leftCaputo(x,alpha,a,n) بصورت Chebfun تابع از آمده

ببینید). را آ پیوست در
باشد وابسته دوم مرتبه ی به تنها کسری مرتبه ی می کنیم فرض بعدی، نتیجه ی برای
است، ١ .۴ لم مشابه اثبات است. شده داده تابع αn : [a, b] → (n−١, n) که ،αn(τ, t) := αn(t)

کردیم. حذف را آن بنابراین
بنابراین، باشد. γ > n− ١ با همراه x(t) = (b− t)γ کنید فرض .٢ .۴ لم
C
t D

αn
b x(t) =

Γ (γ + ١)
Γ (γ − αn(t) + ١)(b− t)γ−αn(t).

کسری عملگرهای ترکیب کردن تعریف برای پیشین، کسری مشتقات خطی ترکیب بررسی بعدی گام
است. بالا مرتبه ی از

(γ٢١ , γ٢٢) ∈ [٠, ١]n باشند، متغیر کسری های مرتبه αn, βn : [a, b]٢ → (n − ١, n) کنید فرض
است. تابع x یک ∈ Cn ([a, b];R) و نیستند صفر دو هر که γ٢ و γ١ با بردار، یک

می شود تعریف صورت به ریمن‐لیوویل کسری مشتق ترکیب بالاتر مرتبه ی .۶ .۴ تعریف
D

αn(·,·),βn(·,·)
γn = γn١ a D

αn(·,·)
t + γn٢ t D

βn(·,·)
b ,

می کند: اثر x ∈ Cn ([a, b];R) روی زیر شکل به که
D

αn(·,·),βn(·,·)
γn x(t) = γn١ a D

αn(·,·)
t x(t) + γn٢ t D

βn(·,·)
b x(t).

تأکید چه اگر می کنیم، استفاده ریمن‐لیوویل و کاپوتو مشتقات تعریف دو هر از اینجا در
است. کاپوتو کسری مشتقات روی بیشتر

می شود تعریف زیر صورت به t در x از کاپوتو کسری مشتق ترکیب بالاتر مرتبه ی .٧ .۴ تعریف
CD

αn(·,·),βn(·,·)
γn x(t) = γn١ C

a D
αn(·,·)
t x(t) + γn٢ t D

βn(·,·)
b x(t).

می کنیم: استفاده دوگانه کسری مشتق برای کمکی گذاری نماد از مشابه، طور به سرانجام
D

αi(·,·),βi(·,·)
γi

x(t) = γi٢ a D
βi(·,·)
t x(t) + γi١ t D

βi(·,·)
T x(t), (۴ .۴)

است. T ∈ (a, b] و γi = (γi٢, γi١) که
درباره Chebfun افزار نرم پکیج از استفاده با محاسباتی های دیدگاه برخی نظر از همچنین
همین به است. شده بحث آ پیوست بخش در متغیر، مرتبه از کاپوتو کسری مشتق ترکیب
combinedCaputo(x,alpha,beta,gamma1,gamma2,a,b,n) ببینید) را آ. ۵ (مثال جدیدِ تابع از منظور،

ایم. آورده بدست قدرت معین تابع برای را تقریبی مقادیر و کردیم استفاده
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کسری جزء به جزء انتگرال تعمیم ١. ٢ .۴
انتگرال روابط است. جزء به جزء انتگرال کلیدی، ویژگی یک متغیر، مسائل با مواجهه هنگام
فرمول چنین زیر، قضیه در دارند. اویلر‐لاگرانژ شرایط اثبات در مهمی نقش جزء به جزء
متغیر، مرتبه ی از کاپوتو کسری مشتقات بالای های مرتبه شامل های انتگرال برای هایی

اند. شده اثبات
پیوسته ی تابع یک کسری مرتبه ی باشند. تابع دو x, y ∈ Cn ([a, b];R) و n ∈ N کنید فرض

است. αn : [a, b]٢ → (n− ١, n) صورت، به دومتغیره
به جزء انتگرال های فرمول در متغیر مرتبه ی از کاپوتو کسری مشتقات بالاتر مرتبه ی .١ .۴ قضیه

می کند صدق ∫جزء b

a
y(t) C

a D
αn(.,.)
t x(t)dt =

∫ b

a
x(t) t D

αn(·,·)
b y(t)dt

+

n−١∑
k=٠

(−١)kx(n−١−k)(t)
dk

dtk t D
n−αn(·,·)
b y(t)

t=b

t=a ∫و b

a
y(t) C

t D
αn(.,.)
b x(t)dt =

∫ b

a
x(t) a D

αn(·,·)
t y(t)dt

+

n−١∑
k=٠

(−١)n+kx(n−١−k)(t)
dk

dtk a D
n−αn(·,·)
t y(t)

t=b

t=a

داریم ،αn(., .) مرتبه ی با کاپوتو چپ کسری مشتقات از ۵ .۴ تعریف گرفتن نظر در با ∫اثبات. b

a
y(t) C

a D
αn(.,.)
t x(t)dt

=

∫ b

a

∫ t

a
y(t)

١
Γ (n− αn(t, τ))

(t− τ)n−١−αn(t,τ)xn(τ)dτdt.

می کنیم بازنویسی زیر صورت به دیریکله، فرمول از استفاده ∫با b

a

∫ b

t
y(τ)

(τ − t)n−١−αn(τ,t)

Γ (n− αn(τ, t))
x(n)(t)dτdt

=

∫ b

a
x(n)(t)

∫ b

t

(τ − t)n−١−αn(τ,t)

Γ (n− αn(τ, t))
y(τ)dτdt =

∫ b

a
x(n)(t) t I

n−αn(·,·)
b y(t)dt. (۵ .۴)

با است برابر ۵ .۴ که می گیریم نتیجه معمولی، جزء به جزء انتگرال فرمول با
−
∫ b

a
x(n−١)(t) d

dt t I
n−αn(·,·)
b y(t)dt+

[
x(n−١)(t) t I

n−αn(·,·)
b y(t)

]t=b

t=a

داریم جزء، به جزء گیری انتگرال با ∫دوباره b

a
x(n−٢)(t) d

٢
dt٢ t I

n−αn(·,·)
b y(t)dt

+

[
x(n−١)(t) t I

n−αn(·,·)
b y(t)− x(n−٢)(t) d

dt t I
n−αn(·,·)
b y(t)

]t=b

t=a

.



۵٧ اساسی تغییرات حساب مسئله ی
به می رسیم کنیم، تکرار دیگر بار n− ٢ را فرایند این ∫اگر b

a
x(t)(−١)n dn

dtn t I
n−αn(·,·)
b y(t)dt

+

n−١∑
k=٠

(−١)kx(n−١−k)(t)
dk

dtk t I
n−αn(·,·)
b y(t)

t=b

t=a

=

∫ b

a
x(t) t D

αn(·,·)
b y(t)dt+

n−١∑
k=٠

(−١)kx(n−١−k)(t)
dk

dtk t I
n−αn(·,·)
b y(t)

t=b

t=a

.

ابتدا از مستقیما ،n−٢ مرتبه ی از کاپوتو راست کسری مشتق درباره ی قضیه، از دوم رابطه ی
. [٨] می آید بدست کاپوتو‐تورس دوگانِ توسط

جزء به جزء انتگرال های فرمول باشد، n = ١ که زمانی ،١ .۴ قضیه ی خاص حالت در .٣ .۴ تذکر
می گیرند. را ۶ .١ قضیه ی در شده ارائه شکل کسری،

های فرمول بنابراین باشد، x(i)(a) = x(i)(b) = ٠, i = ٠, . . . , n − ١ بطوریکه x اگر .۴ .۴ تذکر
کرد بازنویسی زیر صورت به می توان را ١ .۴ قضیه ی در بالاتر مرتبه ی از جزء به جزء ∫انتگرال b

a
y(t) C

a D
αn(·,·)
t x(t)dt =

∫ b

a
x(t) t D

αn(·,·)
b y(t)dt

∫و b

a
y(t) C

t D
αn(·,·)
b x(t)dt =

∫ b

a
x(t) a D

αn(·,·)
t y(t)dt.

اساسی تغییرات حساب مسئله ی ٢ .۴
ترکیب به وابسته لاگرانژین با متغیر مسائل برای بهینگی لازم شرایط ایجاد مختص بخش این
که است شده بیان ،٢. ١ .۴ بخش در مسئله لذا است. متغیر کسری مرتبه ی از کاپوتو مشتق

متغیرِ تابعک شامل
J (x, T ) =

∫ T

a
L
(
t, x(t), CDα(·,·),β(·,·)

γ x(t)
)
dt+ ϕ(T, x(T )),

،(٢ .۴ (تعریف متغیر کسری مرتبه با کاپوتو کسری مشتق ترکیب از ناشی CD
α(·,·),β(·,·)
γ x(t) که

می باشد. x(a) = xa مرزی شرط با
ما بنابراین است. متغیر نیز T پایانی نقطه ی است، آزاد x(T ) اینکه بر علاوه مسئله، دراین
نامگذاری T با که متغیر، انتگرال پایانی نقطه ی همچنین و x(·) بهینه ی منحنی یافتن دنبال به

هستیم. شده،
را (x, T ) اکسترمم هر که می کنیم شروع ،٢. ١ .۴ بخش بهینگی لازم شرایط از را اثبات
می پدید را اویلر‐لاگرانژ نوع بهینگی لازم شرایط بخش، این عمده ی نتایج می شود. شامل
مختلف متقاطع بهینگی شرایط و متغیر، مرتبه با کسری دیفرانسیل معادلات توسط که آورد
شده بررسی ٢. ٢ .۴ بخش در نیز خاص حالات برخی اند. شده تشریح (٣ .۴ و ٢ .۴ (قضایای

می رسانیم. پایان به (٢. ٣ .۴ بخش (در واضح مثال دو با آخر در اند.
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بهینگی لازم شرایط ٢. ١ .۴
می نامیم D را زیر مجموعه ی باشند. تابع دو α, β : [a, b]٢ → (٠, ١) کنید فرض
D = {(x, t) ∈ C١([a, b])× [a, b] : CDα(·,·),β(·,·)

γ x ∈ C([a, b])} (۶ .۴)
است شده مجهز زیر صورت به C١([a, b])× R خطی فضای روی ‖(·, ·)‖ نُرم به که

‖(x, t)‖ := max
a≤t≤b

|x(t)|+ max
a≤t≤b

∣∣∣CDα(·,·),β(·,·)
γ x(t)

∣∣∣+ |t|.

ϵ > ٠ اگر است J : D → R تابعک برای موضعی اکسترمم یک (x⋆, T ⋆) ∈ D گوییم .٨ .۴ تعریف
باشیم، داشته بطوریکه باشد موجود ای

∀(x, T ) ∈ D : ‖(x⋆, T ⋆)− (x, T )‖ < ϵ⇒ J(x⋆, T ⋆) ≤ J(x, T ).

∂iz, i ∈ {١,٢,٣} با را ام i آرگومان برای z : R٣ → R تابع جزئی مشتق محاسبات، طول در
می دهیم. نمایش L با را L : [a, b]× R٢ → R. پذیر مشتق لاگرانژین و

که بیابید طوری را J : D → R تابعک برای موضعی های مینیمم .١ .۴ مسئله
J (x, T ) =

∫ T

a
L
(
t, x(t), CDα(·,·),β(·,·)

γ x(t)
)
dt+ ϕ(T, x(T )), (٧ .۴)

و T نهایی زمان کند. صدق xa ∈ R ثابت با x(a) = xa کرانداری شرط در که (x, T ) ∈ D هر برای
C١ کلاس از حداقل ϕ : [a, b]× R → R نهایی هزینه ی تابع هستند. دوآزاد هر x(T ) نهایی حالت

است.
می کنیم تعریف زیر صورت به را [·]α,βγ عملگر نمادها، در سادگی برای

[x]α,βγ (t) =
(
t, x(t), CDα(·,·),β(·,·)

γ x(t)
) (٨ .۴)

نوشت زیر صورت به را (٧ .۴) عبارت می توان جدید گذاری نماد با
J (x, T ) =

∫ T

a
L[x]α,βγ (t)dt+ ϕ(T, x(T )).

می دهد. ارائه را ١ .۴ مسئله ی برای بهینگی لازم شرایط بعدی، قضیه ی
در (x, T ) لذا باشد. D روی ٧ .۴ تابعک برای موضعی مینیمم (x, T ) کنید فرض .٢ .۴ قضیه

کسری اویلر‐لاگرانژ معادلات
∂٢L[x]α,βγ (t) +D

β(·,·),α(·,·)
γ ∂٣L[x]α,βγ (t) = ٠, (٩ .۴)

و [a, T ] بازه روی
γ٢
(
aD

β(·,·)
t ∂٣L[x]α,βγ (t)− TD

β(·,·)
t ∂٣L[x]α,βγ (t)

)
= ٠, (١٠ .۴)



۵٩ اساسی تغییرات حساب مسئله ی
می کند صدق زیر متقاطع شرایط در (x, T ) این، بر علاوه می کند. صدق [T, b] بازه روی

(١١ .۴)
L[x]α,βγ (T ) + ∂١ϕ(T, x(T )) + ∂٢ϕ(T, x(T ))x′(T ) = ٠,[
γ١ t I

١−α(·,·)
T ∂٣L[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)

]
t=T

+ ∂٢ϕ(T, x(T )) = ٠
γ٢
[
T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)− aI

١−β(·,·)
t ∂٣L[x]α,βγ (t)

]
t=b

= ٠
که باشد، قبول قابل تغییر یک (x + ϵh, T + ϵ∆T ) و مسئله  جواب (x, T ) کنید فرض اثبات.
T در دلخواه کوچک تغییر نمایانگر 4T ∈ R و است، آشفته منحنی یک h ∈ C١ ([a, b];R)
تمام باید که می کند دلالت این بر x(a) = xa قید است. کوچک عدد یک نمایانگر ϵ ∈ R و
زیر صورت به صفر همسایگی در را j(·) کند. صدق h(a) = ٠ شرط در قبول، قابل تغییرات

می کنیم تعریف
j(ϵ) = J (x+ ϵh, T + ϵ4T )

=

∫ T+ϵ△T

a
L[x+ ϵh]α,βγ (t)dt+ ϕ(T + ϵ4T, (x+ ϵh)(T + ϵ4T )).

با برابر j′(ϵ) آن، ∫مشتق T+ϵ△T

a

(
∂٢L[x+ ϵh]α,βγ (t)h(t) + ∂٣L[x+ ϵh]α,βγ (t) C Dα(·,·),β(·,·)

γ h(t)
)
dt

+ L[x+ ϵh]α,βγ (T + ϵ∆T )∆T + ∂١ϕ(T + ϵ4T, (x+ ϵh)(T + ϵ4T ))∆T

+ ∂٢ϕ(T + ϵ4T, (x+ ϵh)(T + ϵ4T )) [(x+ ϵh)(T + ϵ4T )]′.

موضعی اکسترمم یک (x, T ) اینکه برای لازم شرط بگیرید، نظر در را j پذیری مشتق خواص
یعنی ، j′(ϵ)|ϵ=٠ = ٠ که است آن ∫باشد، T

a

(
∂٢L[x]α,βγ (t)h(t) + ∂٣L[x]α,βγ (t) C Dα(·,·),β(·,·)

γ h(t)
)
dt+ L[x]α,βγ (T )∆T

+ ∂١ϕ(T, x(T ))∆T + ∂٢ϕ(T, x(T )) [h(T ) + x′(T )4T ] = ٠. (١٢ .۴)
است زیر بصورت که ١٢ .۴ انتگرال تابع افزوده ی قسمت ∫دومین T

a
∂٣L[x]α,βγ (t) C Dα(·,·),β(·,·)

γ h(t)dt, (١٣ .۴)
نوشت زیر شکل به کاپوتو کسری مشتق ترکیب تعریف از استفاده با می توان ∫را T

a
∂٣L[x]α,βγ (t) C Dα(·,·),β(·,·)

γ h(t)dt

=

∫ T

a
∂٣L[x]α,βγ (t)

[
γ١ C

a D
α(·,·)
t h(t) + γ٢ C

t D
β(·,·)
b h(t)

]
dt

= γ١
∫ T

a
∂٣L[x]α,βγ (t) C

a D
α(·,·)
t h(t)dt

+ γ٢
[∫ b

a
∂٣L[x]α,βγ (t) C

t D
β(·,·)
b h(t)dt−

∫ b

T
∂٣L[x]α,βγ (t) C

t D
β(·,·)
b h(t)dt

]
.



کسری تغییرات حساب ۶٠
می توان را (١٣ .۴) رابطه ی h(a) = ٠ که زمانی و ببینید)، را ۶ .١ (قضیه ی جزء به جزء انتگرال با

نوشت زیر شکل به
γ١
[∫ T

a
h(t) t D

α(·,·)
T ∂٣L[x]α,βγ (t)dt+

[
h(t) t I

١−α(·,·)
T ∂٣L[x]α,βγ (t)

]
t=T

]

+γ٢
[∫ b

a
h(t) a D

β(·,·)
t ∂٣L[x]α,βγ (t)dt−

[
h(t) a I

١−β(·,·)
t ∂٣L[x]α,βγ (t)

]
t=b

−
(∫ b

T
h(t) T D

β(·,·)
t ∂٣L[x]α,βγ (t)dt−

[
h(t) T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)

]
t=b

+
[
h(t) T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)

]
t=T

)]
.

معادل (١٣ .۴) لذا ،γ = (γ٢, γ١) با Dβ(·,·),α(·,·)
γ کسری عملگر بررسی و ها انتگرال کردن باز با

با ∫است T

a
h(t)D

β(·,·),α(·,·)
γ ∂٣L[x]α,βγ (t)

+

∫ b

T
γ٢h(t)

[
aD

β(·,·)
t ∂٣L[x]α,βγ (t)− TD

β(·,·)
t ∂٣L[x]α,βγ (t)

]
dt

+
[
h(t)

(
γ١ t I

١−α(·,·)
T ∂٣L[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)

)]
t=T

+
[
h(t)γ٢

(
γ١ T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)− aI

١−β(·,·)
t ∂٣L[x]α,βγ (t)

)]
t=b

داریم ،(١٢ .۴) معادله ی در روابط این جایگزینی با
٠ =

∫ T

a
h(t)

[
∂٢L[x]α,βγ (t) +D

β(·,·),α(·,·)
γ ∂٣L[x]α,βγ (t)

]
dt

+

∫ b

T
γ٢h(t)

[
aD

β(·,·)
t ∂٣L[x]α,βγ (t)− TD

β(·,·)
t ∂٣L[x]α,βγ (t)

]
dt

+h(T )
[
γ١ t I

١−α(·,·)
T ∂٣L[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)

+∂٢ϕ(t, x(t))]t=T

+∆T
[
L[x]α,βγ (t) + ∂١ϕ(t, x(t)) + ∂٢ϕ(t, x(t))x′(t)

]
t=T

+h(b)
[
γ٢
(
T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)− aI

١−β(·,·)
t ∂٣L[x]α,βγ (t)

)]
t=b

.

(١۴ .۴)
انتخاب h(t) = ٠ و 4T = ٠ میتوانیم t ∈ [T, b] هر برای هستند، دلخواه 4T و h که آنجا از
را (٩ .۴) لازم شرط اولین ،t ∈ [a, T ] هر برای بنابراین است. دلخواه t ∈ [a, T ] در h اما کنیم،

می آوریم: بدست
∂٢L[x]α,βγ (t) +D

β(·,·),α(·,·)
γ ∂٣L[x]α,βγ (t) = ٠

روی دلخواه h و h(t) = ٠ و 4T = ٠ بگیرید درنظر t ∈ [a, T ] ∪ {b} هر برای آن، مشابه
می آید: بدست (١٠ .۴) لازم شرط دومین بنابراین ،t ∈ (T, b)

γ٢
(
aD

β(·,·)
t ∂٣L[x]α,βγ (t)− TD

β(·,·)
t ∂٣L[x]α,βγ (t)

)
= ٠



۶١ اساسی تغییرات حساب مسئله ی
فرم به ،(١۴ .۴) تساوی بنابراین است، (١٠ .۴) و (٩ .۴) لازم شرایط جواب (x, T ) که آنجا از

است زیر
٠ =h(T )

[
γ١ t I

١−α(·,·)
T ∂٣L[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣L[x]α,βγ (t) + ∂٢ϕ(t, x(t))

]
t=T

+∆T
[
L[x]α,βγ (t) + ∂١ϕ(t, x(t)) + ∂٢ϕ(t, x(t))x′(t)

]
t=T

+ h(b)
[
γ٢
(
T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)− aI

١−β(·,·)
t ∂٣L[x]α,βγ (t)

)]
t=b

.

(١۵ .۴)

اند. آمده بدست تغییرات، مناسب انتخاب برای ، (١١ .۴) متقاطع شرایط
(١١ .۴) متقاطع شرایط بازنویسی به ما بگیرید، نظر در را ١ .۴ مسئله  مشابه بعد، قضیه ی در
زیر بصورت که x روی ∆xT یعنی افزایش نتیجه ی روی و زمان روی ∆T افزایش که عباراتی در

می پردازیم. می شود، انجام
∆xT = (x+ h)(T +∆T )− x(T ) (١۶ .۴)

بنابراین باشد. D روی (٧ .۴) تابعک برای موضعی مینیمم یک (x, T ) کنید فرض .٣ .۴ قضیه
می کنند: صدق زیر متقاطع شرایط در دو هر (١٠ .۴) و (٩ .۴) کسری اویلر‐لاگرانژ معادلات

(١٧ .۴)

L[x]α,βγ (T ) + ∂١ϕ(T, x(T ))
+x′(T )

[
γ٢ T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)− γ١ t I

١−α(·,·)
T ∂٣L[x]α,βγ (t)

]
t=T

= ٠,[
γ١ t I

١−α(·,·)
T ∂٣L[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)

]
t=T

+ ∂٢ϕ(T, x(T )) = ٠,
γ٢
[
T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)− aI

١−β(·,·)
t ∂٣L[x]α,βγ (t)

]
t=b

= ٠.
بدست ٢ .۴ قضیه ی در شده ارائه های آرگومان مشابه کسری اویلر‐لاگرانژ معادلات اثبات.
مرتبه تا تیلور بسط از استفاده یا است. متقاطع شرایط اثبات روی ما تمرکز اکنون اند. آمده

داریم ،h′(T ) = ٠ که تغییراتی مجموعه ی کردن محدود و کوچک، ∆T برای اول
(x+ h)(T +∆T ) = (x+ h)(T ) + x′(T )∆T +O(∆T )٢.

بنویسیم: ∆xT و ∆T برحسب را h(T ) می توانیم (١۶ .۴) رابطه ی مجدد کردن مرتب با
h(T ) = ∆xT − x′(T )∆T +O(∆T )٢

داشت خواهیم (١۵ .۴) در عبارت این جایگذاری با
٠ = ∆xT

[
γ١ t I

١−α(·,·)
T ∂٣L[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣L[x]α,βγ (t) + ∂٢ϕ(T, x(T ))

]
t=T

+∆T
[
L[x]α,βγ (t) + ∂٢ϕ(T, x(T ))

−x′(t)
(
γ١ t I

١−α(·,·)
T ∂٣L[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)

)]
t=T

+h(b)
[
γ٢
(
T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)− aI

١−β(·,·)
t ∂٣L[x]α,βγ (t)

)]
t=b

+O(∆T )٢.

اند. آمده بدست تغییرات مناسب انتخاب با (١٧ .۴) متقاطع شرایط



کسری تغییرات حساب ۶٢

خاص های حالت ٢. ٢ .۴
می کنیم. بیان متغیر پایانی نقاط از خاص حالت سه قالب در را آمده بدست نتایج اکنون،

نتیجه در ∆T = ٠ بنابراین، است. T ثابت بالای کران شامل حالت این عمودی پایانی خط
متقاطع شرایط است، دلخواه ∆xT که زمانی می شود. حذف ،(١۵ .۴) در دوم عبارت

لذا باشد، T < b اگر می آید: بدست
[
γ١ t I

١−α(·,·)
T ∂٣L[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)

]
t=T

+ ∂٢ϕ(T, x(T )) = ٠,
γ٢
[
T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)− aI

١−β(·,·)
t ∂٣L[x]α,βγ (t)

]
t=b

= ٠;
می شود زیر بصورت متقاطع شرط و ∆xT = h(b) بنابراین باشد، T = b ]اگر

γ١ t I
١−α(·,·)
b ∂٣L[x]α,βγ (t)− γ٢ a I

١−β(·,·)
t ∂٣L[x]α,βγ (t)

]
t=b

+ ∂٢ϕ(b, x(b)) = ٠.
متقاطع شرایط بنابراین است. دلخواه ∆T اما ∆xT = ٠ وضعیت، این در افقی پایانی خط

است زیر بصورت
L[x]α,βγ (T ) + ∂١ϕ(T, x(T ))

+x′(T )
[
γ٢ T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)− γ١ t I

١−α(·,·)
T ∂٣L[x]α,βγ (t)

]
t=T

= ٠,
γ٢
[
T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)− aI

١−β(·,·)
t ∂٣L[x]α,βγ (t)

]
t=b

= ٠.
حالیکه در ،ψ : C١([a, b]) → R شده ی داده منحنی توسط پایانی نقطه ی اکنون، پایانی منحنی
وجود دلخواه، کوچک ∆T برای تیلور، بسط کمک به است. شده تشریح x(T ) = ψ(T )

دارد
∆x(T ) = ψ′(T )∆T +O(∆T )٢.

است زیر فرم به متقاطع شرایط لذا
L[x]α,βγ (T ) + ∂١ϕ(T, x(T )) + ∂٢ϕ(T, x(T ))ψ′(T ) + (x′(T )− ψ′(T ))

×
[
γ٢ T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)− γ١ t I

١−α(·,·)
T ∂٣L[x]α,βγ (t)

]
t=T

= ٠,
γ٢
[
T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)− aI

١−β(·,·)
t ∂٣L[x]α,βγ (t)

]
t=b

= ٠.

ها مثال ٢. ٣ .۴
α(t, τ) = α(t) کنید فرض می کنیم. ارائه مثال دو جدید، نتایج سازی شفاف برای بخش این در
مسئله باشد. τ به وابسته فقط دیگری و t متغیر به وابسته تابع دو ترتیب به β(t, τ) = β(τ) و

تابعک کردن مینیم برای بگیرید: نظر در را زیر تغییرات حساب
J (x, T ) =

∫ T

٠

[
٢α(t)− ١

+

CDα(·),β(·)
γ x(t)− t١−α(t)

٢Γ (٢ − α(t))
− (١٠ − t)١−β(t)

٢Γ (٢ − β(t))

)٢ dt



۶٣ بالاتر مرتبه ی از متغیر مسائل
انجام با باشد. γ = (γ١, γ٢) = (١/٢, ١/٢) و x(٠) = ٠ آغازین شرط بطوریکه ،t ∈ [٠, ١٠] برای

داشت خواهیم t ∈ [٠, ١٠] و x(t) = t برای ساده، محاسبات
CIα(·),β(·)γ x(t) =

t١−α(t)

٢Γ (٢ − α(t))
+

(١٠ − t)١−β(t)

٢Γ (٢ − β(t))

می شود زیر فرم به تابعک x(t) = t برای
J (x, T ) =

∫ T

٠ (٢α(t)− ١)dt.
فرض مثال، برای کنیم. حل را ٢α(t) = ١ معادله ی باید ،T بهینه ی زمان تعیین جای به
و (x, T ) زوج هر برای J (x, T ) ≥ −٢/٣ که هنگامی حالت این در باشد. α(t) = t٢/٢ کنید
−٢٫٣ برابر تابعک مینیمم مقدار T = ١ و x برای می گیریم نتیجه است، J (x, ١) = −٢/٣
x = x که وقتی می کنند صدق (١٠ .۴) و (٩ .۴) اویلر‐لاگرانژ معادله دو که است واضح است.

باشیم داشته و
.∂٣L[x]α,βγ (t) t ∈ [٠, هر[١٠ برای

رابطه ی و فوق رابطه ی از استفاده با
L[x]α,βγ (١) = ٠

بگیرید نظر در را زیر تابعک اکنون، می آید. بدست (١١ .۴) متقاطع شرایط
J (x, T ) =

∫ T

٠

[
٢α(t)− ١

+

CDα(·),β(·)
γ x(t)− t١−α(t)

٢Γ (٢ − α(t))
− (١٠ − t)١−β(t)

٢Γ (٢ − β(t))

)٣ dt
شرایط در هنوز T = ١ و x(t) حالت، این در دارد. را قبلی مثال شرایط و مفروضات تمام که
برای موضعی مینیمم یک (x, ١) که بود مطمئن نمی توان هرچند، می کند. صدق بهینگی لازم

است. مسئله

بالاتر مرتبه ی از متغیر مسائل ٣ .۴
از متغیر مسائل بررسی طریق از ٢ .۴ بخش از حاصل نتایج دادن تعمیم قصد بخش، این در
بصورت که متغیر کسری مرتبه کاپوتوی مشتق ترکیب به وابسته لاگرانژِین با همراه بالاتر مرتبه

داریم را است شده تعریف زیر
CD

αn(·,·),βn(·,·)
γn x(t) = γn١ C

a D
αn(·,·)
t x(t) + γn٢ t D

βn(·,·)
b x(t),

اویلر‐ معادلات ،(٣. ١ .۴) بخش در باشد. می t = a آغازین زمان در کرانداری شرط دارای که
وابسته لاگرانژین با همراه متغیر مسائل تعمیم برای متقاطع شرایط و بالاتر مرتبه از لاگرانژ
و ۴ .۴ (قضایای آوریم. می بدست را متغیر کسری مرتبه ی از کاپوتو کسری مشتق ترکیب به

است. شده بررسی ٣. ٢ .۴ بخش در واضح مثال یک .(۵ .۴
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بهینگی لازم شرایط ٣. ١ .۴
تابع یک کسری، مرتبه ی باشد. Cn کلاس از تابع یک x : [a, b] → R و n ∈ N کنید فرض

است. αn : [a, b]٢ → (n− ١, n) بصورت متغیره دو پیوسته ی
یعنی ،x کسری مشتق بطوریکه می نامیم، D را Cn([a, b]) × [a, b] خطی فضای زیر حال،
را D سپس باشد. پیوسته [a, b] بازه روی i ∈ {١, . . . , n} هر برای و موجود ،CDαi(·,·),βi(·,·)

γi x(t)

می دهیم قرار نُرم، در
‖(x, t)‖ := max

a≤t≤b
|x(t)|+ max

a≤t≤b

n∑
i=١

∣∣∣CDαi(·,·),βi(·,·)
γi x(t)

∣∣∣+ |t|.

بگیرید: نظر در را زیر بالاتر مرتبه از تغییرات حساب مسئله اکنون
که، J : D → R تابعک سازی مینیمم .٢ .۴ مسئله

J (x, T ) =

∫ T

a
L
(
t, x(t), CD

α١(·,·),β١(·,·)
γ١ x(t), . . . , CDαn(·,·),βn(·,·)

γn x(t)
)
dt

+ ϕ(T, x(T )), (١٨ .۴)
بصورت (x, T ) ∈ D هر برای کرانداری شرایط بطوریکه

x(a) = xa, x(i)(a) = xia, ∀i ∈ {١, . . . , n− ١},
دو هر x(T ) نهایی حالت و T نهایی زمان اینجا در هستند. ثابت xa, xia, . . . , xn−١

a ∈ R که می باشد
است. بردار یک γi = (γi١, γi٢) و i ∈ {١, . . . , n}, αi, βi

(
[a, b]٢

)
⊆ (i− ١, i) هر برای هستند. آزاد

است. C١ کلاس از حداقل ϕ : [a, b]× R → R نهایی̞ هزینه  ی تابع
است شده تعریف زیر بصورت [·]α,βγ عملگر گذاری، نماد در سادگی برای

[x]α,βγ (t) =
(
t, x(t), CD

α١(·,·),β١(·,·)
γ١ x(t), . . . , CD

αn(·,·),βn(·,·)
γn x(t)

)
.

طول در یاشد. C١ کلاس از تابع یک L : [a, b] × Rn+١ → R لاگرانژین که می کنیم فرض
در ∂iL, i ∈ {١, . . . , n + ٢} بصورت iام آرگومان برای را L لاگرانژِین جزئی̞ مشتق محاسبات،

می گیریم. نظر
کنیم بازنویسی زیر بصورت را (١٨ .۴) تابعک می توانیم اکنون

J (x, T ) =

∫ T

a
L[x]α,βγ (t)dt+ ϕ(T, x(T )). (١٩ .۴)

n = ١ با J تابعک از موضعی مینیم هر که کسری بهینگی̞ لازم شرایط قبل، بخش در
تعمیم n ∈ N که n دلخواه مقادیر برای را نتایج اکنون، آوردیم. بدست می شود، شامل را

است. شده ارائه ٢ .۴ مسئله ی برای بهینگی لازم شرایط بعد، قسمت در می دهیم.
معادلات در (x, T ) لذا باشد. D روی (١٩ .۴) تابعک مینیمم (x, T ) کنید فرض .۴ .۴ قضیه

می کند: صدق زیر کسری اویلر‐لاگرانژ
∂٢L[x]α,βγ (t) +

n∑
i=١

D
βi(·,·),αi(·,·)
γi

∂i+٢L[x]α,βγ (t) = ٠, (٢٠ .۴)
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و [a, T ] بازه ی روی

n∑
i=١

γi٢
(
aD

βi(·,·)
t ∂i+٢L[x]α,βγ (t)− TD

βi(·,·)
t ∂i+٢L[x]α,βγ (t)

)
= ٠, (٢١ .۴)

می کند: صدق متقاطع شرایط در (x, T ) این بر علاوه .[T, b] بازه ی روی

L[x]α,βγ (T ) + ∂١ϕ(T, x(T )) + ∂٢ϕ(T, x(T ))x′(T ) = ٠,
n∑

i=١

[
γi(١−)١i−١ di−١

dti−١ t I
i−αi(·,·)
T ∂i+٢L[x]α,βγ (t)

−γi٢ di−١
dti−١ T I

i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

]
t=T

+ ∂٢ϕ(T, x(T )) = ٠,
n∑

i=j+١

[
γi(١−)١i−١−j d

i−١−j

dti−١−j t I
i−αi(·,·)
T ∂i+٢L[x]α,βγ (t)

−γi(١−)٢j+١ di−١−j

dti−١−j T I
i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

]
t=T

= ٠, ∀j = ١, . . . , n− ١,
n∑

i=j+١

[
γi(١−)٢j+١ di−١−j

dti−١−j a I
i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

di−١−j

dti−١−j T I
i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

]
t=b

= ٠, ∀j = ٠, . . . , n− ١.

(٢٢ .۴)

یک h ∈ Cn ([a, b];R) کنید فرض است. ٢ .۴ قضیه ی در شده استفاده اثبات ادامه ی اثبات.
، ϵ ∈ R مانند کوچکی عدد برای باشد. T در دلخواه کوچک تغییر 4T ∈ R و آشفته منحنی
بررسی را (x+ ϵh, T + ϵ∆T ) فرم به (x, T ) قبول قابل تغییر باشد، مسئله جواب یک (x, T ) اگر

داریم مینیمم شرط طبق سپس می کنیم،
J (x, T ) ≤ J (x+ ϵh, T + ϵ4T ).

h(i)(a) = شرایط در باید قبول قابل تغییرات تمام که هستند این بیانگر x(i)(a) = x
(i)
a های قید

بصورت صفر همسایگی در را j(·) تابع می کنیم تعریف کند. صدق i = ٠, . . . , n− ١ هر برای ،٠
j(ϵ) = J (x+ ϵh, T + ϵ4T )

=

∫ T+ϵ△T

a
L[x+ ϵh]α,βγ (t)dt+ ϕ(T + ϵ4T, (x+ ϵh)(T + ϵ4T )).

فرم به j′(ϵ) آن، مشتق و
∫ T+ϵ△T

a

∂٢L[x+ ϵh]α,βγ (t)h(t) +
n∑

i=١
∂i+٢L[x+ ϵh]α,βγ (t) C D

αi(·,·),βi(·,·)
γi h(t)

 dt

+ L[x+ ϵh]α,βγ (T + ϵ∆T )∆T + ∂١ϕ(T + ϵ4T, (x+ ϵh)(T + ϵ4T ))∆T

+ ∂٢ϕ(T + ϵ4T, (x+ ϵh)(T + ϵ4T )) [(x+ ϵh)′(T + ϵ4T )].

باشد، j برای موضعی مینیمم (x, T ) اینکه برای لازم شرط یک ف˼رِمت، قضیه ی طبق بنابراین
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یعنی است، شده داده j′(٠) = ٠ توسط

∫ T

a

∂٢L[x]α,βγ (t)h(t) +
n∑

i=١
∂i+٢L[x]α,βγ (t) C D

αi(·,·),βi(·,·)
γi h(t)

 dt

+ L[x]α,βγ (T )∆T + ∂١ϕ(T, x(T ))∆T + ∂٢ϕ(T, x(T )) [h(T ) + x′(T )4T ] = ٠. (٢٣ .۴)

داریم i = ١ برای بگیرید، نظر در را (٢٣ .۴) انتگرال تابع دوم قسمت
∫ T

a
∂٣L[x]α,βγ (t) C D

α١(·,·),β١(·,·)
γ١ h(t)dt

=

∫ T

a
∂٣L[x]α,βγ (t)

[
γ١١ C

a D
α١(·,·)
t h(t) + γ١٢ C

t D
β١(·,·)
b h(t)

]
dt

= γ١١
∫ T

a
∂٣L[x]α,βγ (t) C

a D
α(·,·)
t h(t)dt

+ γ١٢
[∫ b

a
∂٣L[x]α,βγ (t) C

t D
β١(·,·)
b h(t)dt−

∫ b

T
∂٣L[x]α,βγ (t) C

t D
β١(·,·)
b h(t)dt

]
.

داریم ،h(a) = ٠ که هنگامی و ببینید)، را ١ .۴ (قضیه ی جزء به جزء انتگرال با

γ١١
[∫ T

a
h(t) t D

α١(·,·)
T ∂٣L[x]α,βγ (t)dt+

[
h(t) t I

١−α١(·,·)
T ∂٣L[x]α,βγ (t)

]
t=T

]

+ γ١٢
[∫ b

a
h(t) a D

β١(·,·)
t ∂٣L[x]α,βγ (t)dt−

[
h(t) a I

١−β١(·,·)
t ∂٣L[x]α,βγ (t)

]
t=b

−
(∫ b

T
h(t) T D

β١(·,·)
t ∂٣L[x]α,βγ (t)dt−

[
h(t) T I

١−β١(·,·)
t ∂٣L[x]α,βγ (t)

]
t=b

+
[
h(t) T I

١−β١(·,·)
t ∂٣L[x]α,βγ (t)

]
t=T

)]
.

قبلی رابطه ی ،γ١ = (γ١٢, γ١١) که D
β١,α١
γ١ کسری عملگر بررسی و ها انتگرال کردن باز با

با است معادل
∫ T

a
h(t)D

β١(·,·),α١(·,·)
γ١ ∂٣L[x]α,βγ (t)dt

+

∫ b

T
γ١٢h(t)

[
aD

β١(·,·)
t ∂٣L[x]α,βγ (t)− TD

β١(·,·)
t ∂٣L[x]α,βγ (t)

]
dt

+ h(T )
[
γ١١ t I

١−α١(·,·)
T ∂٣L[x]α,βγ (t)− γ١٢ T I

١−β١(·,·)
t ∂٣L[x]α,βγ (t)

]
t=T

+ h(b)γ١٢
[
aI

١−β١(·,·)
t ∂٣L[x]α,βγ (t)− T I

١−β١(·,·)
t ∂٣L[x]α,βγ (t)

]
t=b
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داریم i = ٢ برای بگیرید، نظر در را (٢٣ .۴) انتگرال تابع سوم قسمت

∫ T

a
∂۴L[x]α,βγ (t) C D

α٢(·,·),β٢(·,·)
γ٢ h(t)dt = γ٢١

∫ T

a
∂۴L[x]α,βγ (t) C

a D
α٢(·,·)
t h(t)dt

+ γ٢٢
[∫ b

a
∂۴L[x]α,βγ (t) C

t D
β٢(·,·)
b h(t)dt−

∫ b

T
∂۴L[x]α,βγ (t) C

t D
β٢(·,·)
b h(t)dt

]

=γ٢١
[∫ T

a
h(t) t D

α٢(·,·)
T ∂۴L[x]α,βγ (t)dt

+

[
h(١)(t) t I

٢−α٢(·,·)
T ∂۴L[x]α,βγ (t)− h(t)

d

dt t I
٢−α٢(·,·)
T ∂۴L[x]α,βγ (t)

]
t=T

]
+ γ٢٢

[∫ b

a
h(t) a D

β٢(·,·)
t ∂۴L[x]α,βγ (t)dt

+

[
h(١)(t) a I

٢−β٢(·,·)
t ∂۴L[x]α,βγ (t)− h(t)

d

dt a I
٢−β٢(·,·)
t ∂۴L[x]α,βγ (t)

]
t=b

−
∫ b

T
h(t) T D

β٢(·,·)
t ∂۴L[x]α,βγ (t)dt

−
[
h(١)(t) T I

٢−β٢(·,·)
t ∂۴L[x]α,βγ (t)− h(t)

d

dt T I
٢−β٢(·,·)
t ∂۴L[x]α,βγ (t)

]
t=b

+

[
h(١)(t) T I

٢−β٢(·,·)
t ∂۴L[x]α,βγ (t)− h(t)

d

dt T I
٢−β٢(·,·)
t ∂۴L[x]α,βγ (t)

]
t=T

]
.

داشت خواهیم γ٢ = (γ٢٢ , γ٢١ ) که D
β٢,α٢
γ٢ کمکی̞ عملگر از استفاده با مجددا،

∫ T

a
h(t)D

β٢(·,·),α٢(·,·)
γ٢ ∂۴L[x]α,βγ (t)dt

+

∫ b

T
γ٢٢h(t)

[
aD

β٢(·,·)
t ∂۴L[x]α,βγ (t)− TD

β٢(·,·)
t ∂۴L[x]α,βγ (t)

]
dt

+
[
h(١)(t)

(
γ٢١ t I

٢−α٢(·,·)
T ∂۴L[x]α,βγ (t) + γ٢٢ T I

٢−β٢(·,·)
t ∂۴L[x]α,βγ (t)

)]
t=T

−
[
h(t)

(
γ٢١

d

dt t I
٢−α٢(·,·)
T ∂۴L[x]α,βγ (t) + γ٢٢

d

dt T I
٢−β٢(·,·)
t ∂۴L[x]α,βγ (t)

)]
t=T

+
[
h(١)(t)γ٢٢

(
aI

٢−β٢(·,·)
t ∂۴L[x]α,βγ (t)− T I

٢−β٢(·,·)
t ∂۴L[x]α,βγ (t)

)]
t=b

−
[
h(t)γ٢٢

(
d

dt a I
٢−β٢(·,·)
t ∂۴L[x]α,βγ (t)− d

dt T I
٢−β٢(·,·)
t ∂۴L[x]α,βγ (t)

)]
t=b

.

می گیریم نظر در i = ٣, . . . , n برای را کلی حالت اکنون،
∫ T

a
∂i+٢L[x]α,βγ (t) C D

αi(·,·),βi(·,·)
γi h(t)dt,



کسری تغییرات حساب ۶٨
داریم سپس

γi١
[∫ T

a
h(t) t D

αi(·,·)
T ∂i+٢L[x]α,βγ (t)dt

+

 i−١∑
k=٠

(−١)kh(i−١−k)(t)
dk

dtk t I
i−αi(·,·)
T ∂i+٢L[x]α,βγ (t)


t=T

]

+γi٢
[∫ b

a
h(t) a D

βi(·,·)
t ∂i+٢L[x]α,βγ (t)dt

+

 i−١∑
k=٠

(−١)i+kh(i−١−k)(t)
dk

dtk a I
i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)


t=b

−
∫ b

T
h(t) T D

βi(·,·)
t ∂i+٢L[x]α,βγ (t)dt

−
[ i−١∑
k=٠

(−١)i+kh(i−١−k)(t)
dk

dtk T I
i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

]t=b

t=T

]
.

داریم ها انتگرال کردن باز ∫با T

a
h(t)D

βi(·,·),αi(·,·)
γi

∂i+٢L[x]α,βγ (t)dt

+

∫ b

T
γi٢h(t)

[
aD

βi(·,·)
t ∂i+٢L[x]α,βγ (t)− TD

βi(·,·)
t ∂i+٢L[x]α,βγ (t)

]
dt

+h(i−١)(T )
[
γi١ t I

i−αi(·,·)
T ∂i+٢L[x]α,βγ (t) + γi(١−)٢i T Ii−βi(·,·)

t ∂i+٢L[x]α,βγ (t)
]
t=T

+h(i−١)(b)γi(١−)٢i [aIi−βi(·,·)
t ∂i+٢L[x]α,βγ (t)− T I

i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

]
t=b

+h(i−٢)(T )
[
γi١(١−)١ d

dt t I
i−αi(·,·)
T ∂i+٢L[x]α,βγ (t)

+γi(١−)٢i+١ d
dt T I

i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

]
t=T

+h(i−٢)(b)γi(١−)٢i+١
[
d

dt a I
i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

− d

dt T I
i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

]
t=b

+ · · ·+ h(T )

[
γi(١−)١i−١ di−١

dti−١ t I
i−αi(·,·)
T ∂i+٢L[x]α,βγ (t)

γi٢(١−)٢i+١ di−١
dti−١ T I

i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

]
t=T

+h(b)γi٢(١−)٢i−١
[
di−١
dti−١ a I

i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

− di−١
dti−١ T I

i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

]
t=b
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داریم بنابراین می کنیم، جایگذاری (٢٣ .۴) معادله ی در را روابط تمام اکنون،

٠ =

∫ T

a
h(t)

(
∂٢L[x]α,βγ (t) +D

βi(·,·),αi(·,·)
γi

∂i+٢L[x]α,βγ (t)
)
dt

+

∫ b

T
h(t)

n∑
i=١

γi٢
[
aD

βi(·,·)
t ∂i+٢L[x]α,βγ (t)− TD

βi(·,·)
t ∂i+٢L[x]α,βγ (t)

]
dt

+

n−١∑
j=٠

h(j)(T )

n∑
i=j+١

[
γi(١−)١i−١−j d

i−١−j

dti−١−j t I
i−αi(·,·)
T ∂i+٢L[x]α,βγ (t)

+ γi(١−)٢j+١ di−١−j

dti−١−j T I
i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

]
t=T

(٢۴ .۴)

+

n−١∑
j=٠

h(j)(b)
n∑

i=j+١
γi(١−)٢j+١

[
− di−١−j

dti−١−j a I
i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

− di−١−j

dti−١−j T I
i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

]
t=b

+ h(T )∂٢ϕ(T, x(T ))

+∆T
[
L[x]α,βγ (T ) + ∂١ϕ(T, x(T )) + ∂٢ϕ(T, x(T ))x′(T )

]

انتخاب برای را (٢٢ .۴) متقاطع شرایط و (٢٠ .۴)‐(٢١ .۴) کسری اویلر‐لاگرانژ معادلات ما
انتخاب (برای می آوریم بدست تغییرات حساب اساسی لم بستن کار به با تغییرات، مناسب

.([۴٢] ببینید تغییرات مناسب

می شود تبدیل زیر فرم به (١٨ .۴) تابعک است، n = ١ که هنگامی .۵ .۴ تذکر

J (x, T ) =

∫ T

a
L
(
t, x(t), CDα(·,·),β(·,·)

γ x(t)
)
dt+ ϕ(T, x(T )),

قضیه ی در آمده بدست معادلات با (٢٠ .۴)‐(٢١ .۴) کسری اویلر‐لاگرانژ معادلات همچنین و
می شود. معادل ٢ .۴

بگیرید نظر در را است زیر بصورت که x روی ∆xT افزایش نتیجه ی و T روی ∆T افزایش
∆xT = (x+ h)(T +∆T )− x(T ), (٢۵ .۴)

می کنیم. بازنویسی ها، افزایش این انجام با را (٢٢ .۴) متقاطع شرایط بعد، قضیه ی در

معادلات در (x, T ) آنگاه کند، مینیمم را (١٩ .۴) در شده تعریف J تابعک (x, T ) اگر .۵ .۴ قضیه



کسری تغییرات حساب ٧٠
می کند: صدق زیر متقاطع شرایط و ،(٢١ .۴) و (٢٠ .۴) اویلر‐لاگرانژ

∂١ϕ(T, x(T ))− x′(T )

n∑
i=١

[
γi(١−)١i−١ di−١

dti−١ t I
i−αi(·,·)
T ∂i+٢L[x]α,βγ (t)

− γi٢ di−١
dti−١ T I

i−βi(·,·)
t ∂i+٢L[x]α,βγ (t) + L[x]α,βγ (T )

]
t=T

= ٠,
n∑

i=١

[
γi(١−)١i−١ di−١

dti−١ t I
i−αi(·,·)
T ∂i+٢L[x]α,βγ (t)

− γi٢ di−١
dti−١ T I

i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

]
t=T

= ٠ + ∂٢ϕ(T, x(T )) = ٠,
n∑

i=j+١

[
γi(١−)١i−١−j d

i−١−j

dti−١−j t I
i−αi(·,·)
T ∂i+٢L[x]α,βγ (t)

+ γi٢ di−١−j

dti−١−j T I
i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

]
t=T

= ٠+, ∀j = ٢, . . . , n− ١,
n∑

i=j+١

[
γi(١−)٢j+١

[
di−١−j

dti−١−j a I
i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

− di−١−j

dti−١−j T I
i−βi(·,·)
t ∂i+٢L[x]α,βγ (t)

]]
t=b

= ٠+, ∀j = ٠, . . . , n− ١.
h′(T ) = که تغییراتی مجموعه ی کردن محدود و تیلور، بسط اول مرتبه ی از استفاده با اثبات.

داشت خواهیم ،٠
(x+ h)(T +∆T ) = (x+ h)(T ) + x′(T )∆T +O(∆)٢.

داشت خواهیم x افزایش با ، (٢۵ .۴) طبق
h(T ) = ∆xT − x′(T )∆T +O(∆)٢.

مذکور متقاطع شرایط مناسب، تغییرات انتخاب و (٢۴ .۴) در عبارت این جایگزینی با اکنون
می آید. بدست

مثال ٣. ٢ .۴
است. شده گرفته ۴ .۴ قضیه ی از که می کنیم مطرح را واضح مثال یک اکنون

α, β : [٠, b]٢ → (n− ١, n) اگر باشد. n− ١ درجه ی از چندجمله ای یک pn−١(t) کنید فرض
CD

α(·,·),β(·,·)
γ pn−١(t) = باشد، p(n)

n−١(t) = ٠ ،t هر برای زمانی که تا پس باشند، کسری های مرتبه
تابعک است. ٠

J (x, T ) =

∫ T

٠

[(
CDα(·,·),β(·,·)

γ x(t)
)٢

+ (x(t)− pn−١(t)٢ − t− ١)
]
dt+ T ٢

زیر آغازین های شرط با
x(٠) = pn−(٠)١ و x(k)(٠) = pkn−(٠)١, k = ١, . . . , n− ١.

،t ∈ [٠, b] هر برای که بینید می بگیرید. نظر در
∂iL[pn−١]α,βγ (t) = ٠, i = ٢,٣.



٧١ زمانی تأخیر با متغیر مسائل
می صدق ۴ .۴ قضیه ی بهینگی لازم شرایط در T = ١ نهایی زمان و x ≡ pn−١ تابع بنابراین،

داریم، x منحنی هر برای می دهیم تذکر همجنین کند.
J (x, T ) ≥

∫ T

٠ [−t− ١] dt+ T ٢ =
T ٢
٢ − T,

نتیجه J (pn−١, ١) = −١/٢ که هنگامی می دهد. ما به T = ١ در را −١/٢ کمینه ی مقدار که
است. J مینیمم مقدار (pn−١, ١) که می گیریم

زمانی تأخیر با متغیر مسائل ۴ .۴
قبلا که همانطور .[٢٢] می کنیم بررسی را زمانی تأخیر با کسری متغیر مسائل بخش، این در
در سیگنال، تاریخچه ی کل بنابراین، دارد، نیاز بسیاری های نمونه به کسری ”مشتق گفتیم،
استراتژی ارزیابی دلایل واقع در است. افتد می اتفاق صحیح مرتبه مشتقات برای آنچه با تضاد
مرتبه ی برای قبلا موضوع این است”. تأخیری سیگنال های نمونه مبنای بر محاسبات،
مراجعه [١١] به می توان متغیر مرتبه درباره ی .[٣] است گرفته قرار مطالعه مورد ثابت کسری

اند. شده بررسی زمانی تاخیر با کسری دیفرانسیل معادلات آن در که کرد،
دارد زمانی تأخیر به بستگی لاگرانژین که وقتی را بهینگی لازم شرایط ١ .۴ .۴ بخش در

ایم. داده قرار بحث مورد را واضح مثال یک نیز ٢ .۴ .۴ بخش در می آوریم. بدست ، (۶ .۴)

بهینگی لازم شرایط ١ .۴ .۴
استفاده با می گیریم. نظر در را α, β : [٠, b]٢ → (٠, ١) کسریِ های مرتبه بیان، در سادگی برای
کنید فرض داد. تعمیم بالاتر مرتبه مشتقات برای را مسئله می توان مشابه، های آرگومان از

کنیم تعریف زیر بصورت را بردار و σ > ٠
σ[x]

α,β
γ (t) =

(
t, x(t), CDα(·,·),β(·,·)

γ x(t), x(t− σ)
)
.

می گیریم نظر در را زیر مجموعه ی تابع، دامنه ی برای
Dσ =

{
(x, t) ∈ C١([a− σ, b])× [a, b] : CDα(·,·),β(·,·)

γ x ∈ C([a, b])
}
.

باشد زیر بصورت شده تعریف تابعک J : Dσ → R کنید فرض
J (x, T ) =

∫ T

a
L σ [x]α,βγ (t) + ϕ(T, x(T )), (٢۶ .۴)

پذیرند. مشتق ϕ نهایی رابطه ی و L لاگرانژین می کنیم فرض مجددا که
است: زیر بصورت زمانی تأخیر با بهینه مسئله

t ∈ هر برای کرانداری شرایط بطوریکه کنید مینیمم Dσ روی را (٢۶ .۴) تابعک .٣ .۴ مسئله
بصورت ، [a− σ, a]

x(t) = φ(t)

است. شده داده ثابت تابع φ که



کسری تغییرات حساب ٧٢
می کنیم. اثبات و بیان را مسئله این به مربوط اویلر‐لاگرانژ معادلات اکنون

اگر باشد. Dσ روی (٢۶ .۴) تابعک برای موضعی مینیمم یک (x, T ) کنید فرض .۶ .۴ قضیه
می کند صدق زیر رابطه ی در (x, T ) لذا ، σ ≥ T − a

∂٢L σ [x]α,βγ (t) +D
β(·,·),α(·,·)
γ ∂٣L σ [x]α,βγ (t) = ٠, (٢٧ .۴)

و t ∈ [a, T ] برای
γ٢
(

a D
β(·,·)
t ∂٣L σ [x]α,βγ (t)− TD

β(·,·)
t ∂٣L σ [x]α,βγ (t)

)
= ٠, (٢٨ .۴)

می کند صدق زیر رابطه ی در (x, T ) علاوه بر این . t ∈ [T, b] برای

L σ [x]α,βγ (T ) + ∂١ϕ(T, x(T )) + ∂٢ϕ(T, x(T ))x′(T ) = ٠,[
γ١ t I

١−α(·,·)
T ∂٣L σ [x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣L σ [x]α,βγ (t)

]
t=T

+∂٢ϕ(T, x(T ))x′(T ) = ٠,
γ٢
[
T I

١−β(·,·)
t ∂٣L σ [x]α,βγ (t)− aI

١−β(·,·)
t ∂٣L σ [x]α,βγ (t)

]
t=b

= ٠.

(٢٩ .۴)

می شود جایگزین زیر رابطه ی دو از یکی توسط (٢٧ .۴) معادله ی آنگاه ، σ < T − a اگر
∂٢L σ [x]α,βγ (t) +D

β(·,·),α(·,·)
γ ∂٣L σ [x]α,βγ (t) + ∂۴L σ [x]α,βγ (t+ σ) = ٠ (٣٠ .۴)

و t ∈ [a, T − σ] برای
∂٢L σ [x]α,βγ (t) +D

β(·,·),α(·,·)
γ ∂٣L σ [x]α,βγ (t) = ٠ (٣١ .۴)

است. t ∈ [T − σ, T ] برای
h ∈ C١ ([a − σ, b];R) که بگیرید، نظر در را (x + ϵh, T + ϵ∆T ) یعنی جواب تغییرات اثبات.
کنیم تعریف اگر هستند. حقیقی عدد دو ϵ,∆T بعلاوه .h(t) = ٠ ،t ∈ [a − σ, a] هر برای و

یعنی ،j′(٠) = ٠ بنابراین ،j(ϵ) = J (x+ ϵh, T + ϵ∆T )∫ T

a

(
∂٢L σ [x]α,βγ (t)h(t) + ∂٣L σ [x]α,βγ (t) C Dα(·,·),β(·,·)

γ h(t)

+∂۴L σ [x]α,βγ (t)h(t− σ)
)
dt+ L σ [x]α,βγ (T )∆T

∂١ϕ(T, x(T ))∆T + ∂٢ϕ(T, x(T ))[h(T ) + x′(T )∆T ] = ٠.
(٣٢ .۴)

که زمانی تا حالت، این در باشد. σ ≥ T − a کنید فرض ∫ابتدا، T

a
+∂۴L σ [x]α,βγ (t)h(t− σ)dt =

∫ T−σ

a−σ
∂۴L σ [x]α,βγ (t+ σ)h(t)dt

بدست (١٢ .۴) معادله ی و حذف (٣٢ .۴) ازعبارت رابطه این شود، تعریف [a−σ, a] روی h ≡ ٠ و
(٢٩ .۴)‐(٢٧ .۴) های یافته و ،٢ .۴ قضیه ی ،٢ .۴ بخش در آنچه مشابه اثبات باقی می آید.



٧٣ زمانی تأخیر با متغیر مسائل
داریم حالت، این در باشد، σ < T − a کنید فرض اکنون است.

∫ T

a
+∂۴L σ [x]α,βγ (t)h(t− σ)dt =

∫ T−σ

a−σ
∂۴L σ [x]α,βγ (t+ σ)h(t)dt

=

∫ T−σ

a
∂۴L σ [x]α,βγ (t+ σ)h(t)dt

می کنیم بررسی را زیر انتگرال اکنون

∫ T

a
∂٣L σ [x]α,βγ

C Dα(·,·),β(·,·)
γ h(t)dt

=

∫ T−σ

a
∂٣L σ [x]α,βγ

C Dα(·,·),β(·,·)
γ h(t)dt

+

∫ T

T−σ
∂٣L σ [x]α,βγ

C Dα(·,·),β(·,·)
γ h(t)dt.

داریم جزء به جزء انتگرال با اول، انتگرال برای

∫ T−σ

a
∂٣L σ [x]α,βγ

C Dα(·,·),β(·,·)
γ (t)h(t)dt = γ١

∫ T−σ

a
∂٣L σ [x]α,βγ

C
a D

α(·,·)
t h(t)dt

+ γ٢
[∫ b

a
∂٣L σ [x]α,βγ

C
t D

β(·,·)
b h(t)dt−

∫ b

T−σ
∂٣L σ [x]α,βγ

C
t D

β(·,·)
b h(t)dt

]

=

∫ T−σ

a
h(t)

[
γ١ t D

α(·,·)
T−σ ∂٣L σ [x]α,βγ (t) + γ٢ a D

β(·,·)
t ∂٣L σ [x]α,βγ (t)

]
dt

+

∫ b

T−σ
γ٢h(t)

[
aD

β(·,·)
t ∂٣L σ [x]α,βγ (t)− T−σD

β(·,·)
t ∂٣L σ [x]α,βγ (t)

]
dt[

h(t)
[
γ١ t I

١−α(·,·)
T−σ ∂٣L σ [x]α,βγ (t)− γ٢ T−σ I

١−β(·,·)
t ∂٣L σ [x]α,βγ (t)

]]
t=T−σ[

γ٢h(t)
[
− a I

١−β(·,·)
t ∂٣L σ [x]α,βγ (t) + T−σI

١−β(·,·)
t ∂٣L σ [x]α,βγ (t)

]]
t=b

.



کسری تغییرات حساب ٧۴
می گیریم نتیجه دوم انتگرال برای مشابه، روش به

∫ T

T−σ
∂٣L σ [x]α,βγ

C Dα(·,·),β(·,·)
γ (t)h(t)dt

= γ١
[∫ T

a
∂٣L σ [x]α,βγ

C
a D

α(·,·)
t h(t)dt−

∫ T−σ

a
∂٣L σ [x]α,βγ

C
a D

α(·,·)
t h(t)dt

]

+ γ٢
[∫ b

T−σ
∂٣L σ [x]α,βγ

C
t D

β(·,·)
b h(t)dt−

∫ b

T
∂٣L σ [x]α,βγ

C
t D

β(·,·)
b h(t)dt

]

=

∫ T−σ

a
γ١h(t)

[
tD

α(·,·)
T ∂٣L σ [x]α,βγ (t)− tD

α(·,·)
T−σ ∂٣L σ [x]α,βγ (t)

]
dt

+

∫ T

T−σ
h(t)

[
γ١ t D

α(·,·)
T ∂٣L σ [x]α,βγ (t) + γ٢ T−σ D

β(·,·)
t ∂٣L σ [x]α,βγ (t)

]
dt

+

∫ b

T
γ٢h(t)

[
T−σD

β(·,·)
t ∂٣L σ [x]α,βγ (t)− TD

β(·,·)
t ∂٣L σ [x]α,βγ (t)

]
dt

+
[
h(t)

[
−γ١ t I

١−α(·,·)
T−σ ∂٣L σ [x]α,βγ (t) + γ٢ T−σ I

١−β(·,·)
t ∂٣L σ [x]α,βγ (t)

]]
t=T−σ

+
[
h(t)

[
γ١ t I

١−α(·,·)
T ∂٣L σ [x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣L σ [x]α,βγ (t)

]]
t=T

+
[
γ٢h(t)

[
− T−σ I

١−β(·,·)
t ∂٣L σ [x]α,βγ (t) + T I

١−β(·,·)
t ∂٣L σ [x]α,βγ (t)

]]
t=b

.

که می دهیم نشان ، (٣٢ .۴) در فوق معادلات جایگذاری با

٠ =

∫ T−σ

a
h(t)

[
∂٢L σ [x]α,βγ (t) +D

β(·,·),α(·,·)
γ ∂٣L σ [x]α,βγ (t) + ∂۴L σ [x]α,βγ (t+ σ)

]
dt

+

∫ T

T−σ
h(t)

[
∂٢L σ [x]α,βγ (t) +D

β(·,·),α(·,·)
γ ∂٣L σ [x]α,βγ (t)+

]
dt

+

∫ b

T
γ٢h(t)

[
aD

β(·,·)
t ∂٣L σ [x]α,βγ (t)− TD

β(·,·)
t ∂٣L σ [x]α,βγ (t)

]
dt

+ h(T )
[
γ١ t I

١−α(·,·)
T ∂٣L σ [x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣L σ [x]α,βγ (t) + ∂٢ϕ(t, x(t))

]
t=T

+∆T
[
L σ [x]α,βγ (t) + ∂١ϕ(t, x(t)) + ∂٢ϕ(t, x(t))x′(t)

]
t=T

+ h(b)
[
γ٢
(
T I

١−β(·,·)
t ∂٣L σ [x]α,βγ (t)− aI

١−β(·,·)
t ∂٣L σ [x]α,βγ (t)

)]
t=b

بدست را (٣١ .۴)‐(٢٨ .۴) معادلات ، [a, b] بازه ی در hهمچنین و ∆T بودن دلخواه به توجه با
می آوریم.



٧۵ ایزوپریمتریک مسائل

مثال ٢ .۴ .۴
f̂(t) = CD

α(·,·),β(·,·)
γ f(t) و ،C١ کلاس از تابع یک f ،α, β : [٠, b]٢ → (٠, ١), σ = ١ کنید فرض

بگیرید: نظر در را زیر تغییرات حساب مسأله ی باشد.

J (x, T ) =

∫ T

٠

[(
CDα(·,·),β(·,·)

γ x(t)− f̂(t)
)٢

+ (x(t)− f(t))٢

+ (x(t− ١)− f(t− ٢((١ − t− ٢] dt+ T ٢ → min

نتیجه می توان حالت این در باشد. موجود x(t) = f(t) شرط t ∈ [−١, ٠] هر برای بطوریکه
مینیمم حقیقت در و می کند صدق ۶ .۴ قضیه ی شرایط تمام در (x, T ) = (f,٢) که گرفت

است. مسأله

ایزوپریمتریک مسائل ۵ .۴
هزینه، تابعک ماکزیمم یا مینیمم شامل که هستند بهینه مسائل همان ایزوپریمتریک مسائل
از کاپوتو مشتق ترکیب به وابسته تغییرات مسئله ی به راجع قبلا می باشند. انتگرالی قید با
مطالعه ی به اکنون ببینید)، را ٢ .۴ (تعریف کردیم بحث ٢ .۴ بخش در متغیر کسری مرتبه ی
در پایانی نقطه ی مسائل، از هریک در می پردازیم. اضافی انتگرالی̞ قید با متغیره دو مسائل
در می آوریم. بدست را معمولی مرزی شرایط ما و است، آزاد پایانی حالت مانند هزینه انتگرال
مسئله هر برای مینیمم تعیین جای به بهینگی لازم شرایط مطالعه ی به ١ .۵ .۴ و ١ .۵ .۴ بخش

می دهیم. پایان (٣ .۵ .۴ (بخش مثال یک با را بخش این و می پردازیم
مجموعه ی D کنید فرض بعدی، بخش در نظر مورد ایزوپریمتریک مسئله ی دو برای
کسری حساب مسئله ی داشتن نظر در با باشد. (٨ .۴) بردار [x]α,βγ (۴. ۶) و در شده داده
پذیر مشتق لاگرانژِین کنید بررسی شد، بحث ٢ .۴ بخش در که متغیر، مرتبه ی با تغییرات

است زیر فرم به که J : D → R تابعک و L : [a, b]× R٢ → R

J (x, T ) =

∫ T

a
L[x]α,βγ (t)dt+ ϕ(T, x(T )), (٣٣ .۴)

زیر کمکی نماد از پایان در است. C١ کلاس از ϕ : [a, b]×R → R نهایی هزینه ی تابع اینجا در
می کنیم: استفاده دوگانه کسری مشتق برای

D
β(·,·),α(·,·)
γ,c = γ٢ a D

β(·,·)
t + γ١ t D

α(·,·)
c , (٣۴ .۴)

می کنیم. بررسی را مختلف ایزوپریمتریک مسئله ی دو ،(٢ .۴) در J تابع تعریف کمک به

بهینگی لازم شرایط ١ .۵ .۴
است. ۴ .۴ مسئله ی تغییرات، حساب کسریِ ایزوپریمتریک مسئله ی اولین



کسری تغییرات حساب ٧۶
می کند صدق زیر کرانداری شرط در که (x, T ) ∈ D هر برای J موضعی های مینیمم .۴ .۴ مسئله

کنید. تعیین را
x(a) = xa (٣۵ .۴)

فرم به انتگرالی قید و ثابت xa ∈ R ∫که T

a
g[x]α,βγ (t)dt = ψ(T ) (٣۶ .۴)

حالت و T پایانی زمان پذیرند. مشتق تابع دو ψ : [a, b] → R و g : C١([a, b]× R٢) → R که است
هستند. آزاد دو هر x(T ) پایانی

لازم شرایط بعدی قضیه دارد. نام ایزوپریمتریک شرط (٣۶ .۴) فرم شرط˼ مسئله، این در
می کند. ارائه را ۴ .۴ مسئله برای بهینگی

که بطوری باشد، D روی تابعک (۴. ٣٣) برای موضعی مینیم یک (x, T ) کنید فرض .٧ .۴ قضیه
معادلات در (x, T ) اگر گیرد. بر در را (٣۶ .۴) ایزوپریمتریک شرایط و (٣۵ .۴) کرانداریِ شرط
نشود برآورده زیر شرط دو از یکی اگر یعنی نکند، صدق ایزوپریمتریک شرط رعایت با اویلر‐لاگرانژ

∂٢g[x]α,βγ (t) +D
β(·,·),α(·,·)
γ,T ∂٣g[x]α,βγ (t) = ٠, t ∈ [a, T ], (٣٧ .۴)

یا
γ٢
[
aD

β(·,·)
t ∂٣g[x]α,βγ (t)− TD

β(·,·)
t ∂٣g[x]α,βγ (t)

]
= ٠, t ∈ [T, b], (٣٨ .۴)

کنیم، تعریف F = L− λg بصورت را F : [a, b]× R٢ → R تابع اگر که است موجود ثابتی λ آنگاه
می کند صدق زیر کسری اویلر‐لاگرانژ معادلات در (x, T )

∂٢F [x]α,βγ (t) +D
β(·,·),α(·,·)
γ,T ∂٣F [x]α,βγ (t) = ٠ (٣٩ .۴)

و [a, T ] بازه روی
γ٢
(
aD

β(·,·)
t ∂٣F [x]α,βγ (t)− TD

β(·,·)
t ∂٣F [x]α,βγ (t)

)
= ٠ (۴٠ .۴)

می کند صدق زیر متقاطع شرایط در (x, T ) علاوه بر این، است. [T, b] بازه روی
(۴١ .۴)

F [x]α,βγ (T ) + ∂١ϕ(T, x(T )) + ∂٢ϕ(T, x(T ))x′(T ) + λψ′(T ) = ٠[
γ١ t I

١−α(·,·)
T ∂٣F [x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣F [x]α,βγ (t)

]
t=T

+ ∂٢ϕ(T, x(T ))x′(T ) = ٠,
γ٢
[
T I

١−β(·,·)
t ∂٣F [x]α,βγ (t)− aI

١−β(·,·)
t ∂٣F [x]α,βγ (t)

]
t=b

= ٠.
نوع از (x, T ) بهینه ی جواب تغییرات اثبات.

(x∗, T ∗) = (x+ ϵ١h١ + ϵ٢h٢, T + ϵ١∆T ), (۴٢ .۴)



٧٧ ایزوپریمتریک مسائل
صدق hi(a) = ٠ در hi ∈ C١([a, b];R) کوچک، پارامتر یک ϵi ∈ R, i ∈ {١,٢} هر برای که
قابل تغییرات لذا شود، جدا باید ϵ٢h٢ اضافی عبارت بگیرید. نظر در را است ∆T ∈ R و می کند

کنید فرض ثابت، hi برای می کند. صدق (٣۶ .۴) ایزوپریمتریک شرط در (x∗, T ∗) قبولِ

i(ϵ١, ϵ٢) =
∫ T+ϵ١∆T

a
g[x∗]α,βγ (t)dt− ψ(T + ϵ١∆T ).

داریم ϵ١ = ϵ٢ = ٠ برای

i(٠, ٠) =
∫ T

a
g[x]α,βγ (t)dt− ψ(T ) = ψ(T )− ψ(T ) = ٠.

است زیر بصورت ∂i
∂ϵ٢ مشتق

∂i

∂ϵ٢
=

∫ T+ϵ١∆T

a

(
∂٢g[x∗]α,βγ (t)h٢(t) + ∂٣g[x∗]α,βγ (t) C Dα(·,·),β(·,·)

γ h٢(t)
)
dt.

داریم ϵ١ = ϵ٢ = ٠ برای
∂i

∂ϵ٢

∣∣∣∣
(٠,٠)

=

∫ T

a

(
∂٢g[x]α,βγ (t)h٢(t) + ∂٣g[x]α,βγ (t) C Dα(·,·),β(·,·)

γ h٢(t)
)
dt. (۴٣ .۴)

نوشت زیر بصورت می توان را (۴٣ .۴) در دوم عبارت
∫ T

a
∂٣g[x]α,βγ (t) C Dα(·,·),β(·,·)

γ h٢(t)dt

=

∫ T

a
∂٣g[x]α,βγ (t)

[
γ١ C

a D
α(·,·)
t h٢(t) + γ٢ C

t D
β(·,·)
b h٢(t)

]
dt

= γ١
∫ t

a
∂٣g[x]α,βγ (t) C

a D
α(·,·)
t h٢(t)dt

+ γ٢
[∫ b

a
∂٣g[x]α,βγ (t) C

t D
β(·,·)
b h٢(t)dt−

∫ b

T
∂٣g[x]α,βγ (t) C

t D
β(·,·)
b h٢(t)dt

]
(۴۴ .۴)

با است معادل (۴۴ .۴) کسری، جزء به جزء انتگرال فرمول از استفاده با
∫ T

a
h٢(t)

[
γ١ t D

α(·,·)
T ∂٣g[x]α,βγ (t) + γ٢ a D

β(·,·)
t ∂٣g[x]α,βγ (t)

]
dt

+

∫ b

T
γ٢h٢(t)

[
aD

β(·,·)
t ∂٣g[x]α,βγ (t)− TD

β(·,·)
t ∂٣g[x]α,βγ (t)

]
dt

+

[
h٢(t)

(
γ١ t I

١−α(·,·)
T ∂٣g[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣g[x]α,βγ (t)

)]
t=T

+

[
γ٢h٢(t)

(
T I

١−β(·,·)
t ∂٣g[x]α,βγ (t)− aI

١−β(·,·)
t ∂٣g[x]α,βγ (t)

)]
t=b

.

تعریف (٣۴ .۴) در (·,·)Dβ(·,·),αکه
γ,c کسری عملگر بررسی و (۴٣ .۴) در روابط این جایگذاری با



کسری تغییرات حساب ٧٨
داریم است، شده

∂i

∂ϵ٢

∣∣∣∣
(٠,٠)

=

∫ T

a
h٢(t)

[
∂٢g[x]α,βγ (t) +D

β(·,·),α(·,·)
γ,T ∂٣g[x]α,βγ (t)

]
dt

+

∫ b

T
γ٢h٢(t)

[
aD

β(·,·)
t ∂٣g[x]α,βγ (t)− TD

β(·,·)
t ∂٣g[x]α,βγ (t)

]
dt

+

[
h٢(t)

(
γ١ t I

١−α(·,·)
T ∂٣g[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣g[x]α,βγ (t)

)]
t=T

+

[
γ٢h٢(t)

(
T I

١−β(·,·)
t ∂٣g[x]α,βγ (t)− aI

١−β(·,·)
t ∂٣g[x]α,βγ (t)

)]
t=b

.

که است موجود ای h٢ تابع می خورد، شکست (٣٨ .۴) یا (٣٧ .۴) وقتیکه تا
∂i

∂ϵ٢

∣∣∣∣
(٠,٠)

6= ٠.
و (٣٧ .۴) های عبارت تغییرات، حساب اساسی̞ لم و h٢ دلخواه تابع از اینصورت، غیر در
ϵ٢(·) تابع وجود که برد بکار را ضمنی تابع قضیه ی می توان پس شد. خواهد محقق (٣٨ .۴)
از زیرگروهی پایان، در است. i(ϵ١, ϵ٢(ϵ١)) = ٠ و می کند تأیید را صفر همسایگی در شده تعریف
اثبات دنبال به اکنون کند. محقق را (٣۶ .۴) انتگرالی قید که است موجود (۴٢ .۴) فرم تغییراتِ
نظربگیرید. در را j(ϵ١, ϵ٢) = J (x∗, T ∗) کمکی تابع منظور، همین به هستیم. اصلی نتیجه ی
کردیم ثابت قبلا و می رسد i(·, ·) قید با (٠, ٠) نقطه ی در موضعی مینیمم به j تابع فرض، طبق
می شویم، مطمئن λ عدد وجود از لاگرانژ، ضربِ قانون بستن بکار با است. ∇i(٠, ٠) 6= (٠, ٠) که

بطوریکه
∇j(٠, ٠)− λi(٠, ٠) = (٠, ٠).

خاص طور به
∂(j − λi)

∂ϵ١
(٠, ٠) = ٠. (۴۵ .۴)

نوشت زیر بصورت می توان را (۴۵ .۴) رابطه ی باشد. F = L− λg کنید فرض
٠ =

∫ T

a
h١(t)

[
∂٢F [x]α,βγ (t) +D

β(·,·),α(·,·)
γ,T ∂٣F [x]α,βγ (t)

]
dt

+

∫ b

T
γ٢h٢(t)

[
aD

β(·,·)
t ∂٣F [x]α,βγ (t)− TD

β(·,·)
t ∂٣F [x]α,βγ (t)

]
dt

+ h١(t)
[
γ١ t I

١−α(·,·)
T ∂٣F [x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣F [x]α,βγ (t) + ∂٢ϕ(t, x(t))

]
t=T

+∆T
[
F [x]α,βγ (t) + ∂١ϕ(t, x(t)) + ∂٢ϕ(t, x(t))x′(t) + λψ′(t)

]
t=T

+ h١(b)γ٢
[
T I

١−β(·,·)
t ∂٣F [x]α,βγ (t)− aI

١−β(·,·)
t ∂٣F [x]α,βγ (t)

]
t=b

.

(۴۶ .۴)

و h١(t) = ٠ می کنیم انتخاب t ∈ [T, b] هر برای هستند، دلخواه ∆T = ٠ و h١ که آنجا از
بدست را (٣٩ .۴) لازم̧ شرط اولین بنابراین است، دلخواه t ∈ [a, T ] در h١ اما .∆T = ٠

می آوریم:
∂٢F [x]α,βγ (t) +D

β(·,·),α(·,·)
γ,T ∂٣F [x]α,βγ (t) = ٠ ∀t ∈ [a, T ].



٧٩ ایزوپریمتریک مسائل
دلخواه h١ و h١(t) = ٠ داریم t ∈ [a, T ]∪{b} هر برای و ∆T = ٠ نظربگیرید در مشابه، بطور

است: زیر بصورت (۴٠ .۴) لازم شرط دومین لذا است، (T, b) روی
γ٢
(
aD

β(·,·)
t ∂٣F [x]α,βγ (t)− TD

β(·,·)
t ∂٣F [x]α,βγ (t)

)
= ٠ ∀t ∈ [T, b].

را زیر فرم (۴۶ .۴) معادله ی لذا است، (۴٠ .۴) و (٣٩ .۴) لازم شرایط حل راه (x, T ) که آنجا از
می گیرد خود به

h١(T )
[
γ١ t I

١−α(·,·)
T ∂٣F [x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣F [x]α,βγ (t) + ∂٢ϕ(t, x(t))

]
t=T

+∆T
[
F [x]α,βγ (t) + ∂١ϕ(t, x(t)) + ∂٢ϕ(t, x(t))x′(t) + λψ′(t)

]
t=T

+ h١(b)
[
γ٢
(
T I

١−β(·,·)
t ∂٣F [x]α,βγ (t)− aI

١−β(·,·)
t ∂٣F [x]α,βγ (t)

)]
t=b

= ٠.
(۴٧ .۴)

اند. آمده بدست مناسب تغییرات انتخاب برای (۴١ .۴) متقاطع شرایط

متقاطع شرایط بازنویسی با ما بگیرید، نظر در را ۴ .۴ مسئله ی مشابه بعد، قضیه ی در
داریم ∆xT فضای در افزایش و ∆T زمان، روی افزایش رابطه ی در (۴١ .۴)

∆xT = (x+ h١)(T +∆T )− x(T ). (۴٨ .۴)
که بطوری باشد، D روی تابعک (۴. ٣٣) برای موضعی مینیم یک (x, T ) کنید فرض .٨ .۴ قضیه
متقاطع شرایط در (x, T ) لذا گیرد. بر در را (٣۶ .۴) ایزوپریمتریک شرایط و (٣۵ .۴) کرانداریِ شرط

می کند صدق زیر
(۴٩ .۴)

F [x]α,βγ (T ) + ∂١ϕ(T, x(T )) + λψ′(T )

+x′(T )
[
γ٢ T I

١−β(·,·)
t ∂٣F [x]α,βγ (t)− γ١ t I

١−α(·,·)
T ∂٣F [x]α,βγ (t)

]
t=T

= ٠,[
γ١ t I

١−α(·,·)
T ∂٣F [x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣F [x]α,βγ (t)

]
t=T

+ ∂٢ϕ(T, x(T )) = ٠,
γ٢
[
T I

١−β(·,·)
t ∂٣F [x]α,βγ (t)− aI

١−β(·,·)
t ∂٣F [x]α,βγ (t)

]
t=b

= ٠.
ϵ٢ = ٠ و ϵ١ = ١ که باشد D روی (٣٣ .۴) فرم قبول قابل تغییرات (x∗, T ∗) کنید فرض اثبات.
تغییرات مجموعه کردن محدود و کوچک ∆T برای تیلور بسط اول مرتبه از استفاده با است.

می آوریم بدست را x روی ∆xT افزایش ،h′١(T ) = ٠ که آنهایی برای
(x+ h١)(T +∆T ) = (x+ h١)(T ) + x′(T )∆T +O(∆T )٢.

کنیم: بیان ∆xT و ∆T حسب بر را h١(T ) که می دهد اجازه ما به (۴٨ .۴) روابط
h١(T ) = ∆xT − x′(T )∆T +O(∆T )٢.

(۴٩ .۴) جدید متقاطع شرایط تغییرات، مناسب انتخاب و (۴٧ .۴) در روابط جایگذاری با
می آید. بدست زیر بصورت



کسری تغییرات حساب ٨٠
شرط بطوریکه باشد، D روی (٣٣ .۴) تابعک برای موضعی مینیمم (x, T ) کنیم فرض .٩ .۴ قضیه
(λ, λ٠) 6= (٠, ٠) دارد وجود بنابراین شود. شامل را (٣۶ .۴) ایزوپریمتریک شرط و (٣۵ .۴) کرانداری
اویلر معادلات در (x, T ) کنیم، تعریف F : [a, b]× R٢ → R بصورت را F = λ٠L− λg تابع اگر که

می کند: صدق زیر لاگرانژ
∂٢F [x]α,βγ (t) +D

β(·,·),α(·,·)
γ,T ∂٣F [x]α,βγ (t) = ٠

و [a, T ] بازه روی
γ٢
(
aD

β(·,·)
t ∂٣F [x]α,βγ (t)− TD

β(·,·)
t ∂٣F [x]α,βγ (t)

)
= ٠

است. [T, b] بازه روی
٧ .۴ قضیه ی مفروضات بنابراین نشود، محقق (٣٨ .۴) یا (٣٧ .۴) شرط در (x, T ) اگر اثبات.
(٣٧ .۴) در (x, T ) اگر می کنیم. اثبات را ٩ .۴ قضیه ی λ٠ = ١ نظرگرفتن در با و می شود براورده

می کنیم. اثبات λ٠ = ٠ و λ = ١ گرفتن نظر در با را نتیجه لذا شود، محقق (٣٨ .۴) و

بهینگی لازم شرایط ٢ .۵ .۴
نظر در را زیر فرم به ایزوپریمتریکِ شرط با جدید ایزوپریمتریک مسئله ی نوع یک اکنون،

∫می گیریم T

a
g[x]α,βγ (t)dt = C, (۵٠ .۴)

است. حقیقی عدد یک C که
که (x, T ) ∈ D هر برای (٣٣ .۴) در را J تابعک موضعی های مینیمم کنید تعیین .۵ .۴ مسئله

کرانداری شرط در
x(a) = xa (۵١ .۴)

می باشد. (۵٠ .۴) فرم به انتگرالی های قید و ثابت xa که بطوری
می کنیم. ارائه ۵ .۴ مسئله برای را کسری بهینگی لازم شرایط زیر قضیه ی در

بطوری باشد، D روی تابعک (۴. ٣٣) برای موضعی مینیم یک (x, T ) کنید فرض .١٠ .۴ قضیه
معادله ی در (x, T ) اگر شود. شامل را (۵٠ .۴) ایزوپریمتریک شرایط و (۵١ .۴) کرانداریِ شرط که

نشود براورده زیر شرط یعنی نکند، صدق ایزوپریمتریک های قید حسب بر اویلر‐لاگرانژ
∂٢g[x]α,βγ (t) +D

β(·,·),α(·,·)
γ,b ∂٣g[x]α,βγ (t) = ٠, t ∈ [a, b],

تعریف F : [a, b]× R٢ → R بصورت را F = L− λg تابع اگر که بطوری دارد وجود ای λ 6= ٠ لذا
می کند صدق اویلر‐لاگرانژ معادلات در (x, T ) کنیم،

∂٢F [x]α,βγ (t) +D
β(·,·),α(·,·)
γ,T ∂٣L[x]α,βγ (t)− λD

β(·,·),α(·,·)
γ,b ∂٣g[x]α,βγ (t) = ٠, (۵٢ .۴)



٨١ ایزوپریمتریک مسائل
و [a, T ] بازه روی

γ٢
(
aD

β(·,·)
t ∂٣F [x]α,βγ (t)− TD

β(·,·)
t ∂٣L[x]α,βγ (t)

)
−λ
(
∂٢g[x]α,βγ (t) + γ١ t D

α(·,·)
b ∂٣g[x]α,βγ (t)

)
= ٠ (۵٣ .۴)

می کند صدق زیر متقاطع شرایط در (x, T ) دارد.علاوه بر این قرار [T, b] بازه روی
(۵۴ .۴)

L[x]α,βγ (T ) + ∂١ϕ(T, x(T )) + ∂٢ϕ(T, x(T ))x′(T ) = ٠,[
γ١ t I

١−α(·,·)
T ∂٣L[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣L[x]α,βγ (t) + ∂٢ϕ(t, x(t))

]
t=T

= ٠[
−λγ١ t I

١−α(·,·)
b ∂٣g[x]α,βγ (t)

+γ٢
(
T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)− aI

١−β(·,·)
t ∂٣F [x]α,βγ (t)

)]
t=b

= ٠.

کنید فرض دادیم، انجام ٧ .۴ قضیه ی اثبات برای آنچه مشابه اثبات.
(x∗, T ∗) = (x+ ϵ١h١ + ϵ٢h٢, T + ϵ١∆T )

می کنیم تعریف باشند، جواب تغییرات

i(ϵ١, ϵ٢) =
∫ b

a
g[x∗]α,βγ (t)dt− C

است زیر بصورت ∂i
∂ϵ٢ مشتق است، ϵ١ = ϵ١ = ٠ که زمانی .

∂i

∂ϵ٢

∣∣∣∣
(٠,٠)

=

∫ b

a

(
∂٢g[x]α,βγ (t)h٢(t) + ∂٣g[x]α,βγ (t) C Dα(·,·),β(·,·)

γ h٢(t)
)
dt.

داریم باشد، h٢b = ٠ که تغییراتی انتخاب و جزء به جزء انتگرال با
∂i

∂ϵ٢

∣∣∣∣
(٠,٠)

=

∫ b

a
h٢(t)

[
∂٢g[x]α,βγ (t) +D

β(·,·),α(·,·)
γ,b ∂٣g[x]α,βγ (t)

]
dt.

که دارد وجود ای h٢ تابع لذا
∂i

∂ϵ٢

∣∣∣∣
(٠,٠)

6= ٠.

قید در که است موجود تغییرات از زیر گروهی گرفت، نتیجه می توان ضمنی تابع قضیه ی از
یک j که زمانی تا بگیرید. نظر در را j(ϵ١, ϵ٢) = J (x∗, T ∗) جدید تابع می کند. صدق انتگرالی
است موجود ای λ عدد لذا دارد، ∇i(٠, ٠) 6= (٠, ٠) و i(·, ·) = ٠ قید با (٠, ٠) در موضعی مینیمم

بطوریکه
∂

∂ϵ١
(j − λi)(٠, ٠) = ٠. (۵۵ .۴)



کسری تغییرات حساب ٨٢
نوشت زیر بصورت می توان را (۵۵ .۴) رابطه ی باشد. F = L− λg کنید ∫فرض T

a
h١(t)

[
∂٢F [x]α,βγ (t) +D

β(·,·),α(·,·)
γ,T ∂٣L[x]α,βγ (t)− λD

β(·,·),α(·,·)
γ,b ∂٣g[x]α,βγ (t)

]
dt

+

∫ b

T
h١(t)

[
γ٢
(
aD

β(·,·)
t ∂٣F [x]α,βγ (t)− TD

β(·,·)
t ∂٣L[x]α,βγ (t)

)
−λ
(
∂٢g[x]α,βγ (t) + γ١ t D

α(·,·)
b ∂٣g[x]α,βγ (t)

)]
dt

+h١(T )
[
γ١ t I

١−α(·,·)
T ∂٣L[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂٣L[x]α,βγ (t) + ∂٢ϕ(t, x(t))

]
t=T

+∆T
[
L[x]α,βγ (t) + ∂١ϕ(t, x(t)) + ∂٢ϕ(t, x(t))x′(t)

]
t=T

+h١(b)
[
−λγ١ t I

١−α(·,·)
b ∂٣g[x]α,βγ (t)

+γ٢
(
T I

١−β(·,·)
t ∂٣L[x]α,βγ (t)− aI

١−β(·,·)
t ∂٣F [x]α,βγ (t)

)]
t=b

= ٠.
و بهینگی لازم شرایط (۵٣ .۴) دومین و (۵٢ .۴) اولین مناسب، تغییرات گرفتن درنظر با

می آوریم. بدست را (۵۴ .۴) متقاطع شرایط همچنین
می آید. بدست زیر نتیجه ی ،٩ .۴ قضیه ی مشابه

که بطوری باشد، D روی تابعک (۴. ٣٣) برای موضعی مینیم یک (x, T ) کنید فرض .١١ .۴ قضیه
موجود (λ٠, λ) 6= (٠, ٠) لذا شود. شامل را (۵٠ .۴) ایزوپریمتریک شرایط و (۵١ .۴) کرانداریِ شرط
معادلات در (x, T ) باشد، F : [a, b] × R٢ → R بصورت F = λ٠L − λg تابع اگر بطوریکه است

می کند. صدق کسری اویلر‐لاگرانژ
∂٢F [x]α,βγ (t) +D

β(·,·),α(·,·)
γ,T ∂٣L[x]α,βγ (t)− λD

β(·,·),α(·,·)
γ,b ∂٣g[x]α,βγ (t) = ٠

و [a, T ] بازه روی
γ٢
(
aD

β(·,·)
t ∂٣F [x]α,βγ (t)− TD

β(·,·)
t ∂٣L[x]α,βγ (t)

)
−λ
(
∂٢g[x]α,βγ (t) + γ١ t D

α(·,·)
b ∂٣g[x]α,βγ (t)

)
= ٠

دارد. قرار [T, b] بازه روی

مثال ٣ .۵ .۴
تابع می کنیم تعریف باشد. β(t, τ) = β(τ) و α(t, τ) = α(t) کنید فرض

ψ(T ) =

∫ T

٠

(
t١−α(t)

٢Γ (٢ − α(t))
+

(b− t)١−β(t)

٢Γ (٢ − β(t))

)٢
dt

بگیرید نظر در را زیر بصورت شده تعریف J تابعک دارد. قرار b > ٠ و [٠, b] بازه روی که
J(x, T ) =

∫ T

٠

[
α(t) +

(
C Dα(·,·),β(·,·)

γ x(t)
)٢

+

(
t١−α(t)

٢Γ (٢ − α(t))
+

(b− t)١−β(t)

٢Γ (٢ − β(t))

)٢ dt



٨٣ هولونومیک های قید با تغییرات حساب مسائل
اولیه ی شرط با γ = (١/٢, ١/٢) و t ∈ [٠, b] که

x(٠) = ٠
است زیر ایزوپریمتریک شرط و

∫ T

٠
CDα(·,·),β(·,·)

γ x(t)

(
t١−α(t)

٢Γ (٢ − α(t))
+

(b− t)١−β(t)

٢Γ (٢ − β(t))

)٢
dt = ψ(T ).

یعنی ،λ = ٢ با F = λ٠L− λg می کنیم تعریف

F = α(t) +

(
CDα(·),β(·)

γ x(t)− t١−α(t)

٢Γ (٢ − α(t))
− (b− t)١−β(t)

٢Γ (٢ − β(t))

)٢
.

چون بگیرید. نظر در را t ∈ [٠, b] با x(t) = t تابع
CDα(·,·),β(·,·)

γ x(t) =
t١−α(t)

٢Γ (٢ − α(t))
+

(b− t)١−β(t)

٢Γ (٢ − β(t))
,

اولیه ی شرط از استفاده با کند. می صدق (۴١ .۴) آخرِ شرط دو و (۴٠ .۴) ،(٣٩ .۴) شرایط در x
یعنی (۴١ .۴)

α(t) + ٢
(

T ١−α(T )

٢Γ (٢ − α(T ))
+

(b− T )١−β(T )

٢Γ (٢ − β(T ))

)٢
= ٠

می آید. بدست T بهینه ی زمان

هولونومیک های قید با تغییرات حساب مسائل ۶ .۴
قید یک می کنیم. ارائه را جدید های قید با جدید، تغییرات حساب مسئله ی بخش، این در

فرم به شرط یک هولونومیک،
g(t, x) = ٠

.[۴٢] است شده داده تابع g و x = (x١, x٢, . . . , xn), n ≥ ٢ که است
فضای

U = {(x١, x٢, T ) ∈ C١([a, b])× C١([a, b])× [a, b] : x١(a) = x١a , x٢(a) = x٢a} (۵۶ .۴)
را زیر تغییرات مسئله ی بخش، این در بگیرید. نظر در را x١a, x٢a ∈ R حقیقی های ثابت برای

می گیریم: درنظر
مینیمم را زیر شکل به U در شده تعریف J تابعک که بیابید طوری را x٢ و x١ توابع .۶ .۴ مسئله

کنند ماکزیمم یا
J (x١, x٢, T ) =

∫ T

a
L
(
t, x١(t), x٢(t), CDα(·,·),β(·,·)

γ x١(t), CDα(·,·),β(·,·)
γ x٢(t),

)
dt

+ϕ(T, x١(T ), x٢(T )),
(۵٧ .۴)



کسری تغییرات حساب ٨۴
قید در قبول قابل توابع بطوریکه

g(t, x١(t), x٢(t)) = ٠, t ∈ [a, b], (۵٨ .۴)
مشتق پیوسته بطور تابع یک g : [a, b] × R٢ → R و کنند. صدق دارد، نام هولونومیک قید که
x٢(T ) و x١(T ) پایانی های حالت و T پایانی زمان است. سوم و دوم های آرگومان به نسبت پذیر
برای پذیر مشتق پیوسته بطور و پیوسته تابع یک L : [a, b] × R۴ → R لاگرانژین و هستند آزاد
C١ کلاس از ϕ : [a, b] × R٢ → R نهایی̞ هزینه ی تابع است. i ∈ {٢,٣,۴,۵} که iام، های مرتبه

می باشد.

بهینگی لازم شرایط ١ .۶ .۴
می کند. بیان را هولونومیک قید با متغیر مسئله ی برای کسری بهینگی لازم شرایط بعد، قضیه
از CD

α(·,·),β(·,·)
γ x بعدیِ دو بردار جای به و x از (x١, x٢) جای به نمادگذاری، در سادگی برای

می کنیم استفاده زیر عملگر از همچنین و (CD
α(·,·),β(·,·)
γ x١, CDα(·,·),β(·,·)

γ x٢)

[x]α,βγ :=
(
t, x(t), CDα(·,·),β(·,·)

γ x(t)
)
.

می دهد. ما به را ۶ مسئله ی برای لازم بهینگی شرط بعدی، نتیجه ی
(۵٨ .۴) قید تحت ،(۵٧ .۴) در J تابعک برای موضعی مینیمم یک (x, T ) کنید فرض .١٢ .۴ قضیه

اگر باشد. (۵۶ .۴) در شده تعریف کرانداری شرایط و
∂٣g(t, x(t)) 6= ٠ ∀t ∈ [a, b],

اویلر‐لاگرانژ معادلات در (x, T ) که است موجود λ : [a, b] → R وارِ قطعه پیوسته تابع یک بنابراین
کند: می صدق زیر کسری

∂٢L[x]α,βγ (t) +D
β(·,·),α(·,·)
γ,T ∂۴L[x]α,βγ (t) + λ(t)∂٢g(t, x(t)) = ٠ (۵٩ .۴)

و
∂٣L[x]α,βγ (t) +D

β(·,·),α(·,·)
γ,T ∂۵L[x]α,βγ (t) + λ(t)∂٣g(t, x(t)) = ٠ (۶٠ .۴)

و ،[a, T ] بازه ی روی
γ٢
(
aD

β(·,·)
t ∂۴L[x]α,βγ (t)− TD

β(·,·)
t ∂۴L[x]α,βγ (t) + λ(t)∂٢g(t, x(t))

)
= ٠ (۶١ .۴)

و

a D
β(·,·)
t ∂۴L[x]α,βγ (t)− TD

β(·,·)
t ∂۴L[x]α,βγ (t) + λ(t)∂٢g(t, x(t)) = ٠ (۶٢ .۴)



٨۵ هولونومیک های قید با تغییرات حساب مسائل
می کند صدق زیر متقاطع شرایط در (x, T ) علاوه بر این دارد. قرار [T, b] بازه ی روی

(۶٣ .۴)

L[x]α,βγ (T ) + ∂١ϕ(T, x(T )) + ∂٢ϕ(T, x(T ))x′١(T ) + ∂٣ϕ(T, x(T ))x′٢(T ) = ٠,[
γ١ t I

١−α(·,·)
T ∂۴L[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂۴L[x]α,βγ (t)

]
t=T

+ ∂٢ϕ(T, x(T )) = ٠,[
γ١ t I

١−α(·,·)
T ∂۵L[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂۵L[x]α,βγ (t)

]
t=T

+ ∂٣ϕ(T, x(T )) = ٠,
γ٢
[
T I

١−β(·,·)
t ∂۴L[x]α,βγ (t)− aI

١−β(·,·)
t ∂۴L[x]α,βγ (t)

]
t=b

= ٠,
γ٢
[
T I

١−β(·,·)
t ∂۵L[x]α,βγ (t)− aI

١−β(·,·)
t ∂۵L[x]α,βγ (t)

]
t=b

= ٠.
در را (x∗, T ∗) = (x + ϵh, T + ϵ∆T ) نوع از (x, T ) بهینه ی جوابِ قبولِ قابل تغییرات اثبات.
در h ∈ (h١, h٢) ∈ C١([a, b]) × C١([a, b]) است، کوچک پارامتر یک ϵ ∈ R که بگیرید، نظر

چون می باشد. ∆T ∈ R و می کند صدق hi(a) = ٠, i = ١,٢
∂٣g(t, x(t)) 6= ٠ ∀t ∈ [a, b],

می کند، صدق (۵٨ .۴) در که (x, T ) تغییراتِ از زیرگروهی دارد وجود ضمنی، تابع قضیه ی طبق
قید در (x∗, T ∗) قبول قابل تغییرات که به طوری است موجود h٢(ϵ, h١) بفرد منحصر تابع یعنی

می کند: صدق (۵٨ .۴) هولونومیک
g(t, x١(t) + ϵh١(t), x٢(t) + ϵh٢(t)) = ٠ ∀t ∈ [a, b].

داشت خواهیم ،ϵ = ٠ گرفتن نظر در و ϵ حسب بر شرط این از گیری مشتق با
∂٢g(t, x(t))h١(t) + ∂٣g(t, x(t))h٢(t) = ٠,

با است معادل که
∂٢g(t, x(t))h١(t)
∂٣g(t, x(t))

= −h٢(t). (۶۴ .۴)

بصورت صفر همسایگی در را j

j(ϵ) =

∫ T+ϵ△T

a
L[x∗]α,βγ (t)dt+ ϕ(T + ϵ4T, x∗(T + ϵ4T )).

با است برابر ϵ = ٠ برای ∂j
∂ϵ مشتق می کنیم، تعریف

∂j

∂ϵ

∣∣∣∣
ϵ=٠

=

∫ T

a

(
∂٢L[x]α,βγ (t)h١(t) + ∂٣L[x]α,βγ (t)h٢(t)

+ ∂۴L[x]α,βγ (t) C Dα(·,·),β(·,·)
γ h١(t) + ∂۵L[x]α,βγ (t) C Dα(·,·),β(·,·)

γ h٢(t)
)
dt

+ L[x]α,βγ (T )∆T + ∂١ϕ(T, x(T ))∆T + ∂٢ϕ(T, x(T ))
[
h١(T ) + x′١(T )∆T

]
+ ∂٣ϕ(T, x(T ))

[
h٢(T ) + x′٢(T )∆T

]
.

(۶۵ .۴)
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نوشت زیر بصورت می توان را (۶۵ .۴) در سوم ∫عبارت T

a
∂۴L[x]α,βγ (t) C Dα(·,·),β(·,·)

γ h١(t)dt

= ∂۴L[x]α,βγ (t)
[
γ١ C

a D
α(·,·)
t h١(t) + γ٢ C

t D
β(·,·)
b h١(t)

]
dt

+ γ١
∫ T

a
∂۴L[x]α,βγ (t) C

a D
α(·,·)
t h١(t)dt

+ γ٢
[∫ b

a
∂۴L[x]α,βγ (t) C

t D
β(·,·)
b h١(t)dt−

∫ b

T
∂۴L[x]α,βγ (t) C

t D
β(·,·)
b h١(t)dt

]
.

(۶۶ .۴)

نوشت زیر بصورت می توان را (۶۶ .۴) جزء به جزء، گیری انتگرال ∫با T

a
h١(t)

[
γ١ t D

α(·,·)
T ∂۴L[x]α,βγ (t) + γ٢ a D

β(·,·)
t ∂۴L[x]α,βγ (t)

]
dt

+

∫ b

T
γ٢h١(t)

[
aD

β(·,·)
t ∂۴L[x]α,βγ (t)− TD

β(·,·)
t ∂۴L[x]α,βγ (t)

]
dt

+

[
h١(t)

(
γ١ t I

١−α(·,·)
T ∂۴L[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂۴L[x]α,βγ (t)

)]
t=T

+

[
γ٢h١(t)

(
T I

١−β(·,·)
t ∂۴L[x]α,βγ (t)− aI

١−β(·,·)
t ∂۴L[x]α,βγ (t)

)]
t=b

.

با می رسیم. معادل عبارت به ،(۶۵ .۴) در چهارم رابطه ی برای مشابه، به طور پیشروی با
تعریف (٣۴ .۴) در که D

β(·,·),α(·,·)
γ,c کسری عملگر بررسی و (۶۵ .۴) در روابط این جایگذاری

داشت خواهیم کردیم،

٠ =

∫ T

a

[
h١(t)

[
∂٢L[x]α,βγ (t) +D

β(·,·),α(·,·)
γ,T ∂۴L[x]α,βγ (t)

]
+h٢(t)

[
∂٣L[x]α,βγ (t) +D

β(·,·),α(·,·)
γ,T ∂۵L[x]α,βγ (t)

] ]
dt

+γ٢
∫ b

T

[
h١(t)

[
aD

β(·,·)
t ∂۴L[x]α,βγ (t)− TD

β(·,·)
t ∂۴L[x]α,βγ (t)

]
+h٢(t)

[
aD

β(·,·)
t ∂۵L[x]α,βγ (t)− TD

β(·,·)
t ∂۵L[x]α,βγ (t)

]
dt

]

+h١(T )
[
γ١ t I

١−α(·,·)
T ∂۴L[x]α,βγ (t)

− γ٢ T I
١−β(·,·)
t ∂۴L[x]α,βγ (t) + ∂٢ϕ(t, x(t))

]
t=T

+h٢(T )
[
γ١ t I

١−α(·,·)
T ∂۵L[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂۵L[x]α,βγ (t) + ∂٣ϕ(t, x(t))

]
t=T

+∆T
[
L[x]α,βγ (t) + ∂١ϕ(t, x(t)) + ∂٢ϕ(t, x(t))x′١(t) + ∂٣ϕ(t, x(t))x′٢(t)

]
t=T
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+h١(b)
[
γ٢
(

T I
١−β(·,·)
t ∂۴L[x]α,βγ (t)− aI

١−β(·,·)
t ∂۴L[x]α,βγ (t)

)]
t=b

+h٢(b)
[
γ٢
(

T I
١−β(·,·)
t ∂۵L[x]α,βγ (t)− aI

١−β(·,·)
t ∂۵L[x]α,βγ (t)

)]
t=b

(۶٧ .۴)

می کنیم تعریف زیر بصورت را λ وارِ قطعه پیوسته ی تابع

λ(t) =

−∂٣L[x]α,β
γ (t)+D

β(·,·),α(·,·)
γ,T ∂۵L[x]α,β

γ (t)

∂٣g(t,x(t)) , t ∈ [a, T ]

−aD
β(·,·)
t ∂۵L[x]α,β

γ (t)−TD
β(·,·)
t ∂۵L[x]α,β

γ (t)

∂٣g(t,x(t)) , t ∈ [T, b].
(۶٨ .۴)

داریم (۶٨ .۴) و (۶۴ .۴) های تساوی از استفاده با

λ(t)∂٢g(t, x(t))h١(t) =
(∂٣L[x]α,βγ (t) +D

β(·,·),α(·,·)
γ,T ∂۵L[x]α,βγ (t))h٢(t), t ∈ [a, T ]

(aD
β(·,·)
t ∂۵L[x]α,βγ (t)− TD

β(·,·)
t ∂۵L[x]α,βγ (t))h٢(t), t ∈ [T, b]

(۶٧ .۴) در جایگذاری با

٠ =

∫ T

a
h١(t)

[
∂٢L[x]α,βγ (t) +D

β(·,·),α(·,·)
γ,T ∂۴L[x]α,βγ (t) + λ(t)∂٢g(t, x(t))

]
dt

+ γ٢
∫ b

T
h١(t)

[
aD

β(·,·)
t ∂۴L[x]α,βγ (t)− TD

β(·,·)
t ∂۴L[x]α,βγ (t) + λ(t)∂٢g(t, x(t))

]
dt

+ h١(T )
[
γ١ t I

١−α(·,·)
T ∂۴L[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂۴L[x]α,βγ (t) + ∂٢ϕ(t, x(t))

]
t=T

+ h٢(T )
[
γ١ t I

١−α(·,·)
T ∂۵L[x]α,βγ (t)− γ٢ T I

١−β(·,·)
t ∂۵L[x]α,βγ (t) + ∂٣ϕ(t, x(t))

]
t=T

+∆T
[
L[x]α,βγ (t) + ∂١ϕ(t, x(t)) + ∂٢ϕ(t, x(t))x′١(t) + ∂٣ϕ(t, x(t))x′٢(t)

]
t=T

+ h١(b)
[
γ٢
(

T I
١−β(·,·)
t ∂۴L[x]α,βγ (t)− aI

١−β(·,·)
t ∂۴L[x]α,βγ (t)

)]
t=b

+ h٢(b)
[
γ٢
(

T I
١−β(·,·)
t ∂۵L[x]α,βγ (t)− aI

١−β(·,·)
t ∂۵L[x]α,βγ (t)

)]
t=b

و لازم، شرط (۶١ .۴) سومین و (۵٩ .۴) اولین تغییرات، مناسب انتخاب گرفتن نظر در با
از مستقیما (۶٢ .۴) و (۶٠ .۴) باقی مانده ی شرایط می آید. (۶٣ .۴) متقاطع شرایط همچنین

می آیند. بدست (۶٨ .۴)
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مثال ٢ .۶ .۴
بگیرید: نظر در را زیر مسئله ی می دهیم. پایان ساده و واضح مثال یک با را بخش این

J(x, t) =

∫ T

٠

[
α(t) +

(
CDα(·,·),β(·,·)

γ x١(t)−
t١−α(t)

٢Γ (٢ − α(t))
− (b− t)١−β(t)

٢Γ (٢ − β(t))

)٢

+

[(
CDα(·,·),β(·,·)

γ x٢(t)
)٢ ]

dt→ min,

x١(t) + x٢(t) = t+ ١,
x(٠)١ = ٠, x(٠)٢ = ١.

می کند. صدق ١٢ .۴ قضیه ی در λ(t) ≡ ٠ و x١(t) = t, x٢(t) ≡ ١ که دریافت می توان سادگی به

هرگلوتز کسری متغیر مسئله ی ٧ .۴
ترکیب به وابسته که می کنیم، بررسی را ١ هرگلوتز نوع از کسری متغیر مسائل بخش، این در

اند. گرفته قرار بررسی مورد حالت دو است. CD
α(·,·),β(·,·)
γ کاپوتو کسریِ مشتقات

فرایند می دهد اجازه ما به که است. کلاسیک متغیر مسئله ی تعمیم هرگلوتز، متغیر مسئله ی
(یعنی کنیم. تشریح است، مستقل لاگرانژ تابع که حالتی در حتی را دارنده غیرنگه های
تابعک که تغییرات، حساب برخلاف نیست). وابسته زمان به صریحا لاگرانژین که هنگامی 
هرگلوتز، متغیر مسئله ی در می شود، ارائه حرکت و فضا زمان، به وابسته انتگرال توسط هزینه
زمان، به وابسته لاگرانژ تابع و ،z نظرِ مورد تابع مشتق شامل دیفراسیل̞ معادله ی توسط مدل
١٩٣٠ سال در هرگلوتز توسط هرگلوتز مسئله می گردد. ارائه x مشتق̞ روی و ،z و x های مسیر
و [١۶]) مختلف دانشمندان کارهای با ١٩٩۶ سال در یعنی بعد، سال ۶۶ تنها اما شد مطرح

شد. جلب سو این به دانان ریاضی جامعه ی توجه ([۴]
یک با هرگلوتز، کسری متغیر مسئله ی برای کسری اویلر‐لاگرانژِ شرایط ،٧. ١ .۴ بخش در
سه پایان در است. شده بحث ٧. ٢ .۴ بخش در متغیر چندین درمورد کلی، حالت در و متغیر،

است. شده ارائه ٧. ٣ .۴ بخش در جزئیات با واضح مثال

هرگلوتز اساسی مسئله ٧. ١ .۴
زیر بصورت کسری هرگلوتزِ متغیرِ مسئله ی باشند. تابع دو α, β : [a, b]٢ → (٠, ١) کنید فرض

است.
عدد و ،xa ثابتِ برای x(a) = xa کرانداری شرط در که x ∈ C١([a, b];R) های مسیر .٧ .۴ مسئله
که طوری به شود، اکسترمم z(T ) مقدارِ که کنید تعیین طوری را می کنند صدق T ∈ (a, b] حقیقی̞

دیفرانسیل̞ معادله ی در z
ż(x, T ) = L

(
t, x(t), CDα(·,·),β(·,·)

γ x(t), z(t)
)
, t ∈ [a, b], (۶٩ .۴)

1Herglotz



٨٩ هرگلوتز کسری متغیر مسئله ی
آغازین̞ شرط با کسری، مشتق عمگر ترکیب روی وابستگی با

z(a) = za, (٧٠ .۴)
است. حقیقی ثابتِ یک z که کند، صدق

می کنیم استفاده زیر کمکی̞ گذاریِ نماد از پایان در
[x, z]α,βγ (t) =

(
t, x(t), CDα(·,·),β(·,·)

γ x(t), z(t)
)
.

می کند: صدق زیر مفروضات در L لاگرانژین که است شده فرض
است، پذیر مشتق L : [a, b]× R٣ → R .١

D
β(·,·),α(·,·)
γ

(
λ(t)∂٣L[x, z]α,βγ (t)

) و aD
β(·,·)
t

(
λ(t)∂٣L[x, z]α,βγ (t)

) بطوریکه t→ λ(t)∂٣L[x, z]α,βγ (t) .٢
که اند پیوسته و موجود [a, b] بازه ی در

λ(t) = e

(
−
∫ t

a
∂۴L[x, z]α,βγ (τ)dτ

)
.

می دهد. ٧ .۴ مسئله ی جواب برای را اویلر‐لاگرانژ نوع لازم̧ شرایط زیر نتیجه ی
آغازین̞ شرط با ،(۶٩ .۴) تساویِ در شده تعریف z مانند x ∈ (C١[a, b];R) کنید فرض .١٣ .۴ قضیه
کسریِ دیفرانسیل̞ معادلات در (x, z) بنابراین باشد. داشته T ∈ [a, b] در اکسترمم یک ،(٧٠ .۴)

می کند صدق زیر
∂٢L[x, z]α,βγ (t)λ(t) +D

β(·,·),α(·,·)
γ

(
λ(t)∂٣L[x, z]α,βγ (t)

)
= ٠, (٧١ .۴)

و ،[a, T ] بازه روی
γ٢
(
aD

β(·,·)
t

(
λ(t)∂٣L[x, z]α,βγ (t)

)
− TD

β(·,·)
t

(
λ(t)∂٣L[x, z]α,βγ (t)

))
= ٠, (٧٢ .۴)

می کنند صدق نیز زیر متقاطع شرایط علاوه بر این، است. ،[T, b] بازه روی
(٧٣ .۴)

[
γ١ T I

١−β(·,·)
t

(
λ(t)∂٣L[x, z]α,βγ (t)

)
− γ٢ T I

١−β(·,·)
t

(
λ(t)∂٣L[x, z]α,βγ (t)

)]
t=T

= ٠,
γ٢
[
T I

١−β(·,·)
t

(
λ(t)∂٣L[x, z]α,βγ (t)

)
− aI

١−β(·,·)
t

(
λ(t)∂٣L[x, z]α,βγ (t)

)]
t=b

= ٠
است. L[x, z]α,βγ (T ) = ٠ بنابراین ،T < b اگر

h ∈ که ،x = x + ϵh ،x قبولِ قابل تغییراتِ باشد. مسئله جواب x کنید فرض اثبات.
را باشد (|ϵ| � ١) کوچک عدد یک نماد ϵ ∈ R و دلخواه آشفته ی منحنی̞ یک (C١[a, b];R)
شرط در باید قبول، قابل تغییراتِ تمام̧ که است این بیانگر x(a) = xa قیدِ بگیرید. نظر در
یک θ که بگیرید نظر در را ،z = z + ϵθ ،z قبولِ قابل تغییرِ طرفی از کنند. صدق h(a) = ٠

که طوری به است دلخواه) (نه آشفته منحنی̞
،z(a) = za بنابراین ،θ(a) = ٠ .١



کسری تغییرات حساب ٩٠
(z(T )−z(T ) ≥ z(T )−z(T ) ≤ ٠ یعنی است، مینیمم) (یا ماکزیمم z(T ) زیرا θ(T ) = ٠ .٢

، ٠)

می کند. صدق دیفرانسیل معادله ی در گرفته صورت تغییر لذا ،θ(t) = d
dεz(x, t)

∣∣
ε=٠ .٣

داشت خواهیم ،t حسب بر θ از گیری دیفرانسیل با
d

dt
θ(t) =

d

dt

d

dε
z(x, t)

∣∣∣∣
ε=٠

=
d

dε

d

dt
z(x, t)

∣∣∣∣
ε=٠

=
d

dt
L
(
t, x(t) + ϵh(t), CDα(·,·),β(·,·)

γ x(t) + ϵ C Dα(·,·),β(·,·)
γ h(t), z(x, t)

)∣∣∣∣
ε=٠

,

می آید: بدست θ برای زیر دیفرانسیل̞ معادله ی رابطه، این بازنویسی̞ با و

θ̇(t)− ∂۴L[x, z]α,βγ (t)θ(t) = ∂٢L[x, z]α,βγ (t)h(t) + ∂٣L[x, z]α,βγ (t) C Dα(·,·),β(·,·)
γ h(t).

آخر دیفرانسیل̞ معادله ی برای جواب λ(t) = e
(
−
∫ t
a ∂۴L[x, z]α,βγ (τ)dτ

)
, گرفتن̞ نظر در با

می آید بدست

θ(T )λ(T )− θ(a)

=

∫ T

a

(
∂٢L[x, z]α,βγ (t)h(t) + ∂٣L[x, z]α,βγ (t) C Dα(·,·),β(·,·)

γ h(t)
)
λ(t)dt.

نقطه ی در (۶٩ .۴) توسط شده تعریف z(x, T ) مانندِ x اگر است. θ(a) = ٠ مفروضات، طبق
داریم نتیجه در است. صفر برابر وضوح به θ(T ) بنابراین شود، اکسترمم t = T

∫ T

a

(
∂٢L[x, z]α,βγ (t)h(t) + ∂٣L[x, z]α,βγ (t) C Dα(·,·),β(·,·)

γ h(t)
)
λ(t)dt = ٠. (٧۴ .۴)

مشتق عملگر ترکیب تعریفِ از استفاده و (٧۴ .۴) معادله ی در دوم عبارت گرفتن نظر در با تنها
داریم کاپوتو،

∫ T

a
λ(t)∂٣L[x, z]α,βγ (t)

(
γ١ C

a D
α(·,·)
t h(t) + γ٢ C

t D
β(·,·)
b h(t)

)
dt

= γ١
∫ T

a
λ(t)∂٣L[x, z]α,βγ (t) C

a D
α(·,·)
t h(t)dt

+γ١
[∫ b

a
λ(t)∂٣L[x, z]α,βγ (t) C

t D
β(·,·)
b h(t)dt

−
∫ b

T
λ(t)∂٣L[x, z]α,βγ (t) C

t D
β(·,·)
b h(t)dt

]
= ⋆.



٩١ هرگلوتز کسری متغیر مسئله ی
داریم ،γ = (γ٢, γ١) گرفتن نظر در و کسری جزء به جزء انتگرال فرمول از استفاده با

⋆ =

∫ T

a
h(t)D

β(·,·),α(·,·)
γ

(
λ(t)∂٣L[x, z]α,βγ (t)

)
dt

+

∫ b

T
γ٢h(t)

[
aD

β(·,·)
t (λ(t)∂٣L[x, z]α,βγ (t))− TD

β(·,·)
t (λ(t)∂٣L[x, z]α,βγ (t))

]
dt

+ h(T )
[
γ١ t I

١−α(·,·)
T

(
λ(t)∂٣L[x, z]α,βγ (t)

)
− γ٢ T I

١−β(·,·)
t

(
λ(t)∂٣L[x, z]α,βγ (t)

)]
t=T

+ h(b)γ٢
[
T I

١−β(·,·)
t

(
λ(t)∂٣L[x, z]α,βγ (t)

)
− aI

١−β(·,·)
t

(
λ(t)∂٣L[x, z]α,βγ (t)

)]
t=b

.

داریم (٧۴ .۴) عبارتِ در روابط این جایگذاریِ با

٠ =

∫ T

a
h(t)

[
∂٢L[x, z]α,βγ (t)λ(t) +D

β(·,·),α(·,·)
γ

(
λ(t)∂٣L[x, z]α,βγ (t)

)]
dt

+

∫ b

T
γ٢h(t)

[
aD

β(·,·)
t

(
λ(t)∂٣L[x, z]α,βγ (t)

)
− TD

β(·,·)
t (λ(t)∂٣L[x, z]α,βγ (t))

]
dt

+ h(T )
[
γ١ t I

١−α(·,·)
T

(
λ(t)∂٣L[x, z]α,βγ (t)

)
− γ٢ T I

١−β(·,·)
t

(
λ(t)∂٣L[x, z]α,βγ (t)

)]
t=T

+ h(b)γ٢
[
T I

١−β(·,·)
t

(
λ(t)∂٣L[x, z]α,βγ (t)

)
− aI

١−β(·,·)
t

(
λ(t)∂٣L[x, z]α,βγ (t)

)]
t=b

.

شرایط و (٧٢ .۴)‐(٧١ .۴) اویلر‐لاگرانژ معادلات به ،h(·) تغییراتِ برای مناسب انتخاب با که
میرسیم (٧٣ .۴) متقاطع̧

بنابراین باشد، C٢ کلاس̞ از L لاگرانژین̞ اگر و کنند میل ١ عدد به β(·, ·) و α(·, ·) اگر .۶ .۴ تذکر
می شود زیر بصورت (٧١ .۴) اویلر‐لاگرانژ معادله ی اولین

∂٢L[x, z]α,βγ (t)λ(t) + (γ٢ − γ١)
d

dt

[
λ(t)∂٣L[x, z]α,βγ (t)

]
= ٠.

داریم لاندا، تابع مشتق̞ بررسی و گیری دیفرانسیل با

λ(t)

[
∂٢L[x, z]α,βγ (t)

+(γ٢ − γ١)
[
−∂۴L[x, z]α,βγ (t)∂٣L[x, z]α,βγ (t) +

d

dt
∂٣L[x, z]α,βγ (t)

]]
= ٠.

که می گیریم نتیجه است، λ(t) > ٠ مقدار ،t هر برای که آنجا از

∂٢L[x, z]α,βγ (t) + (γ٢ − γ١)
[
d

dt
∂٣L[x, z]α,βγ (t)−−∂۴L[x, z]α,βγ (t)∂٣L[x, z]α,βγ (t)

]
= ٠.

چندتایی مستقل متغیرهای ٧. ٢ .۴
Ω = می کنیم تعریف بگیرید. نظر در مستقل متغیر n + ١ شامل هرگلوتز مسئله ی تعمیم̧
.s = (s١, s٢, . . . , sn) ∈ Ω بردارِ بگیرید نظر در و p = [a, b] × Ω و n ∈ N با ∏n

i=١[ai, bi]



کسری تغییرات حساب ٩٢
z[x, T ] برای اکسترمم یک که است x ∈ C١(P ) های مسیر تعیین شامل جدید، مسئله ی

معادله ی در z تابعکِ که بطوری می دهد
ż(t) =

∫
Ω
L
(
t, s, x(t, s), CDα(·,·),β(·,·)

γ x(t, s),

C D
α١(·,·),β١(·,·)
γ١ x(t, s), . . . , CDαn(·,·),βn(·,·)

γn x(t, s), z(t)
)
dns

(٧۵ .۴)

کند صدق زیر قید با
x(t, s) = g(t, s), (t, s) ∈ ∂p هر برای (٧۶ .۴)

که می کنیم فرض است. g : ∂p→ R شده ی داده تابع g و P کرانِ همان ∂P که
،i = ١, . . . , n, که α, αi, β, βi : [a, b]

٢ → (٠, ١) .١
، γ, γ١, . . . , γn ∈ [٠, ٢[١ .٢

،dns = ds١ . . . dsn .٣
پیوسته و موجود CD

α(·,·),β(·,·)
γ x(t, s), CD

α١(·,·),β١(·,·)
γ١ x(t, s), . . . , CD

αn(·,·),βn(·,·)
γn x(t, s) توابع .۴

، اند
است. C١ کلاس از L : P × Rn+٣ → R لاگرانژین .۵

منظور و t مستقل̞ متغیر برحسب کاپوتو کسریِ مشتق CD
α(·,·),β(·,·)
γ x(t, s) از منظور .٧ .۴ تذکر

است. i = ١, . . . , n برای ،si مستقل̞ متغیر حسب بر کاپوتو کسری مشتق CD
αi(·,·),βi(·,·)
γi x(t, s) از

می کنیم استفاده زیر بردار بیان برای [x, z]α,βn,γ (t, s) کمکی̞ نمادِ از پایان، )در
t, s, x(t, s), CDα(·,·),β(·,·)

γ x(t, s), CD
α١(·,·),β١(·,·)
γ١ x(t, s),

. . . , CDαn(·,·),βn(·,·)
γn x(t, s), z(t)

)
.

بگیرید نظر در را زیر تابع̧

λ(t) = e

(
−
∫ t

a

∫
Ω
∂٢n+۴[x, z]α,βn,γ (τ, s)d

nsdτ

)
.

در (x, z, t) لذا باشد، (٧۵ .۴) شده ی تعریف تابعکِ برای اکسترمم یک (x, z, t) اگر .١۴ .۴ قضیه
می کند صدق کسری دیفرانسیل معادلات

∂n+٢L[x, z]α,βn,γ (t, s)λ(t) +D
β(·,·),α(·,·)
γ

(
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

)
+

n∑
i=١

D
βi(·,·),αi(·,·)
γi

(
λ(t)∂n+٣+iL[x, z]

α,β
n,γ (t, s)

)
= ٠ (٧٧ .۴)

و ،[a, T ]× Ω روی
γ٢
(
aD

β(·,·)
t

(
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

)
− TD

β(·,·)
t

(
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

))
= ٠, (٧٨ .۴)



٩٣ هرگلوتز کسری متغیر مسئله ی
می کند صدق زیر متقاطع شرط در (x, z) علاوه براین است. شده تعریف ،[T, b]× Ω ]روی

γ١ t I
١−α(·,·)
T

(
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

)
−γ٢ T I

١−β(·,·)
t

(
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

)]
t=T

= ٠, s ∈ Ω. (٧٩ .۴)
∫
Ω L[x, z]

α,β
n,γ (T, s)dns = ٠. لذا باشد، T < b اگر

در را x, x(t, s) = x(t, s) + ϵh(t, s) قبولِ قابل̞ تغییر باشد، مسئله جواب x کنید فرض اثبات.
در می باشد. ‖ϵ‖ � ١ که بطوری  ϵ ∈ R و دلخواه آشفته ی منحنی̞ h ∈ C١(P ) که بگیرید، نظر
طرفی از است. h(t, s) = ٠ مقدارِ (t, s) ∈ ∂P هر برای (٧۶ .۴) کرانداریِ شرط طبق نتیجه
که بطوری است آشفته منحنیِ̞ یک θ که بگیرید، نظر در را z, z = z + ϵθ قبولِ قابل تغییر

و θ(a) = ٠
θ(t) =

d

dε
z(x, t)

∣∣∣∣
ε=٠

.

داریم ،t حسب بر θ(t) از دیفرانسیل با
d

dt
θ(t) =

d

dt

d

dε
z(x, t)

∣∣∣∣
ε=٠

=
d

dε

d

dt
z(x, t)

∣∣∣∣
ε=٠

=
d

dε

∫
Ω
L[x, z]α,βn,γ (t, s)d

ns

∣∣∣∣
ε=٠

,

که می گیریم نتیجه

θ̇(t) =

∫
Ω

(
∂n+٢L[x, z]α,βn,γ (t, s)h(t, s) + ∂n+٣L[x, z]α,βn,γ (t, s)

C Dα(·,·),β(·,·)
γ h(t, s)

+
n∑

i=١
+∂n+٣+iL[x, z]

α,β
n,γ (t, s)

C D
α−i(·,·),βi(·,·)
γi h(t, s) + ∂٢n+۴L[x, z]α,βn,γ (t, s)θ(t)

)
dns.

می کنیم تعریف نماد، در سادگی برای
B(t) =

∫
Ω
∂٢n+۴L[x, z]α,βn,γ (t, s)d

ns

و
A(t) =

∫
Ω

(
∂n+٢L[x, z]α,βn,γ (t, s)h(t, s) + ∂n+٣L[x, z]α,βn,γ (t, s)

C Dα(·,·),β(·,·)
γ h(t, s)

+
n∑

i=١
∂n+٣+iL[x, z]

α,β
n,γ (t, s)

C D
α−i(·,·),βi(·,·)
γi h(t, s)

)
dns.

می آوریم بدست را زیر خطی دیفرانسیل̞ معادله ی بنابراین
θ̇(t)−B(t)θ(t) = A(t),



کسری تغییرات حساب ٩۴
آن جواب که

θ(T )λ(T )− θ(a) =

∫ T

a
A(t)λ(t)dt.

داریم ،θ(a) = θ(T ) = ٠ که زمانی تا
∫ T

a
A(t)λ(t)dt = ٠. (٨٠ .۴)

نوشت می توان (٨٠ .۴) در دوم عبارت گرفتن̞ نظر در با تنها
∫ T

a

∫
Ω
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

(
γ١ C

a D
α(·,·)
t h(t, s) + γ٢ C

t D
β(·,·)
b h(t, s)

)
dnsdt

= γ١
∫ T

a

∫
Ω
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

C
a D

α(·,·)
t h(t, s)dnsdt

+γ٢
[∫ b

a

∫
Ω
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

C
t D

β(·,·)
b h(t, s)dnsdt

−
∫ b

T

∫
Ω
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

C
t D

β(·,·)
b h(t, s)dnsdt

]

هر برای که زمانی تا و (۶ .١ (قضیه ی جزء به جزء انتگرالِ با باشد. γ = (γ٢, γ١) کنید فرض
داریم را زیر عبارت ،h(a, s) = h(b, s) = ٠ حاصل̞ s ∈ Ω

∫ T

a

∫
Ω
h(t, s)D

β(·,·),α(·,·)
γ

(
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

)
dnsdt

+γ٢
∫ b

a

∫
Ω
h(t, s)

[
aD

β(·,·)
t

(
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

)
− TD

β(·,·)
t

(
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

)]
dnsdt

+

∫
Ω
h(t, s)

[
γ١ t I

١−α(·,·)
T

(
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

)
−γ٢ T I

١−β(·,·)
t

(
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

)
dns
]
t=T

.

،γi = (γi٢, γi١) فرض̞ با است، i = ١, . . . , n که (٨٠ .۴) در رابطه اُمین i+٢ برای مشابه، طور به
داشت خواهیم است h(t, ai) = h(t, bi) = ٠ حاصل̞ t ∈ [a, b] هر برای که زمانی تا و

∫ T

a

∫
Ω
λ(t)∂n+٣+iL[x, z]

α,β
n,γ (t, s)

(
γi١ C

ai D
αi(·,·)
si h(t, s) + γi٢ C

si D
βi(·,·)
bi

h(t, s)
)
dnsdt

=

∫ T

a

∫
Ω
h(t, s)D

βi(·,·),αi(·,·)
γi

(
λ(t)∂n+٣+iL[x, z]

α,β
n,γ (t, s)

)
dnsdt.



٩۵ هرگلوتز کسری متغیر مسئله ی
می گیریم نتیجه ،(٨٠ .۴) در روابط این جایگذاریِ ∫با T

a

∫
Ω
h(t, s)

[
∂n+٢L[x, z]α,βn,γ (t, s)λ(t) +D

β(·,·),α(·,·)
γ

(
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

)
+

n∑
i=١

D
βi(·,·),αi(·,·)
γi

(
λ(t)∂n+٣+iL[x, z]

α,β
n,γ (t, s)

)
dnsdt

+γ٢
∫ b

a

∫
Ω
h(t, s)

[
aD

β(·,·)
t

(
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

)
− TD

β(·,·)
t

(
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

)]
dnsdt

+

∫
Ω
h(t, s)

[
γ١ t I

١−α(·,·)
T

(
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

)
−γ٢ T I

١−β(·,·)
t

(
λ(t)∂n+٣L[x, z]α,βn,γ (t, s)

)
dns
]
t=T

.

متقاطع̧ شرایط و (٧٧ .۴)‐(٧٨ .۴) اویلر‐لاگرانژِ معادلاتِ به ،h حسب بر مناسب انتخاب با
می رسیم. (٧٩ .۴)

ها مثال ٧. ٣ .۴
پردازیم. می z به وابستگی بدون و وابستگی با مثال سه ارائه به اینجا در

کنید فرض .١ .۴ مثال
ż =

(
CDα(·,·),β(·,·)

γ x(t)
)٢

+ z(t) + t٢ − ١, t ∈ [٠,٣]
x(٠) = ١, z(٠) = ٠

(٨١ .۴)

برای ۵٧ .۴ قضیه ی از (٧١ .۴)‐(٧٢ .۴) بهینگی لازم شرایط است. λ(t) = e(−t) حالت، این در
داریم کنیم، جایگزین x با را x ،(٨١ .۴) رابطه ی در اگر می آید. بدست x(t) ≡ ١

ż(t)− z(t) = t٢ − ١, t ∈ [٠,٣],
z(٠) = ٠,

آن جواب که
z(t) = e(t)− (t+ ٢(١. (٨٢ .۴)

که می کند بیان ١٣ .۴ قضیه ی متقاطع شرط آخرین
L[x, z]α,βγ (T ) = ٠ ⇔ e(T )− ٢T − ٢ = ٠,

است. T ≈ ١٫۶٧٨٣۵ برابر تقریبا آن جواب که
کنید فرض .٢ .۴ مثال

ż(t) = (t− ١)(x٢(t) + z٢(t) + ١) , t ∈ [٠,٣],
x(٠) = ٠, z(٠) = ٠. (٨٣ .۴)



کسری تغییرات حساب ٩۶
بصورت (٧١ .۴) اویلر‐لاگرانژِ معادله ی اولین که زمانی تا

(t− ١)x(t) = ٠, ∀t ∈ [٠, T ]
نیز ٧٣ .۴ قضیه ی از دوم متقاطع شرط است. معادله جواب یک x(t) ≡ ٠ می کنیم مشاهده است،

باشیم داشته باید ،t = T در که می کند ادعا
L[x, z]α,βγ (t) = ٠,

یعنی
(t− ١)(z٢(t) + ١) = ٠ ,

،(٨٣ .۴) رابطه ی در x توسط x جایگزینی̞ با است. معادله این برای جواب یک T = ١ بنابراین و
داریم

ż(t) = (t− ١)(z٢(t) + ١) , t ∈ [٠,٣],
z(٠) = ٠.

تابع̧ کوشی، مسئله ی این جواب

z(t) = tan

(
t٢
٢ − t

)
,

برابر آن مقدار کمترین و
z(١) = tan(− ١

٢).

کنید فرض .٣ .۴ مثال
ż(t) =

(
CDα(·,·),β(·,·)

γ x(t)− f(t)
)٢

+ t٢ − ١, t ∈ [٠,٣],
x(٠) = ٠, z(٠) = ٠,

(٨۴ .۴)

که
f(t) :=

t١−α(t)

٢Γ (٢ − α(t))
− (٣ − t)١−β(t)

٢Γ (٢ − β(t))
.

شرایط˼ تمام در که بیابیم (x, z) مانند مرتبی زوج خواهیم می  است. λ(t) ≡ ١ حالت، این در
x(t) = t که فهمید می توان راحتی به برسد. مقدار کمترین به z(t) که بطوری کند صدق (٨۴ .۴)
در x توسط x جایگزینی̞ با می کند. صدق شده، داده لازم شرایط در ١٣ .۴ قضیه ی طبق ،T = ١ و

می رسیم زیر شکل به کوشی مسئله ی به ،(٨۴ .۴) رابطه ی
ż(t) = t٢ − ١, t ∈ [٠,٣],
z(٠) = ٠,

است زیر بصورت آن جواب که
z(t) =

t٣
٣ − t.



٩٧ هرگلوتز کسری متغیر مسئله ی
z(١) = −٢/٣ آن در ،که می رسد مقدار مینیمم به T = ١ در تابع این که باشید داشته توجه

کنید). مشاهده را (ج) ١ .۴ (نمودار است.

.٢ .۴ مثالِ از z اکسترمالِ (ب) .١ .۴ مثالِ از z اکسترمالِ (آ)

.٣ .۴ مثالِ از z اکسترمالِ (ج)
.z(x, t) تابع̧ های نمودار :١ .۴ شکل





۵ فصل
مرتبه ی از زمان‐گسسته  های سیستم

کسری متغیر

معرفی ١ .۵
از تر پیچیده بسیار است، متغیر زمان طول در کسری مرتبه ی که حالتی برای ها حرکت بررسی
وجود متفاوت های رفتار با متغیر مرتبه  مشتقاتِ از مختلفی تعاریف است. ثابت مرتبه ی حالت
مختلفِ انواع مبنای بر کسری متغیر مرتبه فضا‐حالتِ های سیستم فصل، این در [۴١] دارد.
ضروری و کافی شرایط هایی سیستم چنین برای اند. شده بررسی متغیر، مرتبه تفاضلاتِ
برای کافی شرایط همچنین اند. شده اثبات و ارائه پذیری، مشاهده و پذیری دسترسی برای
های ویژگی روی زمان‐متغیر مرتبه ی تاثیر آمده، بدست نتایج شد. خواهد ارائه پذیری کنترل
تعاریف ،٢ .۵ بخش در است. شده سازماندهی زیر شکل به فصل این می کند. نمایان را سیستم
بخش در اند. شده ارائه متغیر کسری مرتبه ی و ثابت کسری مرتبه ی مختلف انواع به مربوط
برای (١ GDFVOSS) عمومی گسسته ی کسریِ متغیر مرتبه فضا‐حالت های سیستم ،٣ .۵
شده ارائه نیز ها سیستم این حل راه کلی فرم و مرور متغیر، مرتبه تفاضل̞ تعاریف مختلف انواع
می شود. ارائه GDFVOSS برای ضروری و کافی شرط و پذیری دسترسی تعریف ،۴ .۵ بخش اند.
بخش در می پردازد. GDFVOSS پذیریِ کنترل برای کافی شرایط ذکر و تعریف به ،۵ .۵ بخش
،٧ .۵ بخش در پایان، در و می شود معرفی GDFVOSS پذیریِ مشاهده شرایط و تعاریف ،۶ .۵
اند. درسترس در و موجود [٣٧] در همگی زیر تعاریف و قضایا اند. شده ارائه عددی های مثال

1General Discrete Fractional Variable Order State-space Systems



کسری متغیر مرتبه ی از زمان‐گسسته  های سیستم ١٠٠

کسری متغیر مرتبه تفاضلات ٢ .۵
متغیر مرتبه حالتِ به ثابت کسریِ مرتبه تفاضل̞ های عملگر تعمیم آغاز نقطه ی زیر، تعریف

است شده تعریف زیر بصورت ثابت کسریِ مرتبه تفاضل̞ عملگر از نمونه یک است.

٠ ∆α
kxk ≡

k∑
j=٠

ω(α, j)xk−j , (١ .۵)

که
ω(α, j) =

١
hα

(−١)j
(
α

j

)
, (٢ .۵)

)و
α

j

)
≡

١ j = ٠
α(α−١)...(α−j+١)

j! j > ٠.
دارند، متفاوتی رفتار می شوند، داده نمایش زیر در که متغیر مرتبه حالت به مربوط تعاریفِ

هستند. معادل ١ .۵ تعریفِ با ثابت، مرتبه به مربوط تعاریفِ تمام همچنین
است. αk متغیر مرتبه ی توسط α ثابتِ مرتبه ی جایگذاریِ از برگرفته تعریف اولین

است زیر صورت به کسری متغیرِ مرتبه تفاضل از A نوع̧ .١ .۵ تعریف

A٠ ∆αk
k xk ≡

k∑
j=٠

Aω(α(·), k, j)xk−j , (٣ .۵)

که
Aω(α(·), k, j) = (−١)j

hαk

(
αk

j

)
.

ها مثال آن در که ای مرتبه برای قبل، های نمونه در ضرایب که می کند فرض دوم تعریفِ
است. [٣٨] در شده ارائه تعریف با معادل تعریف این اند. آمده بدست بود، شده ارائه

است زیر صورت به کسری متغیرِ مرتبه تفاضل از B نوع̧ .٢ .۵ تعریف

B٠ ∆αk
k xk ≡

k∑
j=٠

Bω(α(·), k, j)xk−j , (۴ .۵)

که
Bω(α(·), k, j) = (−١)j

hαk−j

(
αk−j

j

)
.

های مرتبه برحسب جدید مدلِ ضرایبِ که می کند فرض و است، شهودی کمتر سوم تعریف
اند. آمده بدست قبلی



١٠١ کسری متغیر مرتبه تفاضلات
است زیر صورت به کسری متغیرِ مرتبه تفاضل از C نوع̧ .٣ .۵ تعریف

C٠ ∆αk
k xk ≡

k∑
j=٠

Aω(α(·), k, j)xk−j , (۵ .۵)

که
C ω(α(·), k, j) = (−١)j

hαj

(
αj

j

)
. (۶ .۵)

ذیل بازگشتی̞ نوع از متغیر مرتبه تفاضل های تعریف از قبل، تکراریِ تعاریف کنارِ در ما
می کنیم. استفاده

است زیر صورت به کسری متغیرِ مرتبه تفاضل از D نوع̧ .۴ .۵ تعریف

D٠ ∆αk
k xk ≡ xk

hαk
−

k∑
j=١

(−١)j
(
−αk

j

)
D ∆αk−jxk−j . (٧ .۵)

را (٧ .۵) شده ی ارائه بازگشتی فرم̧ در D نوع̧ تفاضل ،(٧ .۵) ماتریس̞ نمایش از استفاده با
نوشت: زیر تکراریِ فرم به می توان

D٠ ∆αk
k xk ≡

k∑
j=٠

Dω(α(·), k, j)xk−j , (٨ .۵)

که

Dω(α(·), k, j) =



Dqk
(Dω(α(·), ٠, j − k)

. . . ,Dω(α(·), k − ١, j − ١))T j > ٠,
h−αk j = ٠,
٠ j < ٠,

r = ١, . . . , k برای و
Dqr =

(
− D v−αr,r, . . . ,−

D v−αr,١
)
∈ R١×r,

s = ١, . . . , r برای که
Dv−αr,s = (−١)s

(
−αr

s

)
. (٩ .۵)

است زیر صورت به کسری متغیرِ مرتبه تفاضل از E نوع̧ .۵ .۵ تعریف

E ∆α١xk =
xk
hαk

−
k∑

j=١
(−١)j

(
−αk−j

j

)
hαk−j

hαk

ε ∆αk−jxk−j . (١٠ .۵)



کسری متغیر مرتبه ی از زمان‐گسسته  های سیستم ١٠٢
(١٠ .۵) شده ی ارائه بازگشتی فرم̧ در D نوع̧ تفاضل ،(١٠ .۵) ماتریس̞ نمایش از استفاده با

نوشت: زیر تکراریِ فرم به می توان را
E٠ ∆αk

k xk =

k∑
j=٠

Eω(α(·), k, j)xk−j , (١١ .۵)

که

Eω(α(·), k, j) =



Eqk
(Eω(α(·), ٠, j − k)

. . . , Eω(α(·), k − ١, j − ١))T j > ٠,
h−αk j = ٠,
٠ j < ٠,

r = ١, . . . , k برای و
Eqr =

(
− E v−α٠,r, . . . ,−

E v−αr−١,١
)
∈ R١×r,

s = ١, . . . , r برای که
E v−αr−s,s = (−١)s

(
−αr−s

s

)
hαr−s

h−αr
. (١٢ .۵)

واحد فرم به را کسری متغیر مرتبه تفاضلات تعریف پنج نمادگذاری، در کوتاهی̞ و سادگی برای
داریم ،T ∈ (A,B, C,D, E) برای T پارامتر با

T٠ ∆αk
k xk =

k∑
j=٠

Tω(α(·), k, j)xk−j , (١٣ .۵)

داریم i و j = ٠ هر ،T هر برای .١ .۵ )تذکر
Tω(α(·), i, ١−((٠

= Tω(−α(·), i, ٠).

گسسته کسریِ متغیر مرتبه فضا‐حالتِ های سیستم ٣ .۵
یکسان کسری متغیر مرتبه تفاضل برای کلی، حالت در زیر سیستم معرفی به بخش، این در

می پردازیم. (١٣ .۵) توسط شده
،(GDFVOSS) فضا‐حالت نمایش̞ در عمومی خطی گسسته ی کسریِ متغیر مرتبه سیستم .۶ .۵ تعریف

است: زیر بصورت متغیر، کسری مرتبه تفاضل̞ تعاریفِ مختلفِ انواع برای
T٠∆αk+١

k+١ xk+١ = Axk +Buk

xk+١ = ω(−α(·), k + ١, ٠) T٠ ∆
αk+١
k+١ xk+١

−
k+١∑
j=١

Tω(−α(·), k + ١, ٠) T ω(α(·), k + ١, j)xk−j+١
(١۴ .۵)



١٠٣ گسسته کسریِ متغیر مرتبه فضا‐حالتِ های سیستم

yk = Cxk

.T ∈ (A,B, C,D, E) است شده استفاده تعریف نوع̧ T که
و ،yk ∈ Rp خروجی بردار ،uk ∈ Rm ورودی بردار ،xk ∈ Rn حالت فضا بردار بالا، در

نوشت زیر فرم به می توان را (١۴ .۵) سیستم است. A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n

xk+١ = Ãxk + B̃uk −
k+١∑
j=١

Tω̃(α(·), k + ١, j)xk−j+١

yk = Cxk

(١۵ .۵)

که
Ã = Tω(−α(·), k + ١, ٠)A (١۶ .۵)

و
B̃ = Tω(−α(·), k + ١, ٠)B (١٧ .۵)

و
T ω̃(α(·), k + ١, j) = Tω(−α(·), k + ١, ٠) T ω(α(·), k + ١, j). (١٨ .۵)

ارائه (١٧ .۵) و (١۶ .۵) توسط ترتیب به که ،(١۵ .۵) سیستم از B̃ و Ã های ماتریس .٢ .۵ تذکر
طبق چون هستند، ثابت T = C برای تنها آنها باشند. زمان به وابسته است ممکن اند، شده

است. ثابت k ∈ N هر برای Cω(−α(·), k + ١, ٠) ضریبِ ،(۶ .۵)
سیستم̧ می توان باشد)، ،E ،D برابر ،T که حالتی (برای T نوع̧ بازگشتی̞ تفاضلات برای .٣ .۵ تذکر

نوشت زیر صورت به را (١۴ .۵)
T٠∆αk+١

k+١ xk+١ = Axk +Buk

xk+١ = hαk+١ T٠ ∆
αk+١
k+١ xk+١

+
k+١∑
j=١

Tω̄hαk+١ T٠ ∆
αk+١−j

k+١−j
xk−j+١

yk = Cxk,

که
Tω̃ =

(−١)j(−αk+١
j

)
T = D برای

(−١)j(−αk+١−j

j

)
h
αk+١−j

h
αk+١ T = E برای

است زیر بصورت (١۴ .۵) توسط شده ارائه GDFVOSS حل̞ راه .١ .۵ قضیه

xk = TΦ(k)x٠ +
k−١∑
j=٠

TΦ(k, k − j − ١)B̃uj , (١٩ .۵)



کسری متغیر مرتبه ی از زمان‐گسسته  های سیستم ١٠۴
بصورت پارامتری تک انتقال ماتریس که

TΦ(k + ١) = (Ã− I T ω̃(α(·), k + ١, ١)) T Φ(k)

−
k+١∑
j=٢

Tω̃(α(·), k + ١, j) T Φ(k + ١ − j), (٢٠ .۵)

پارامتری دو انتقال ماتریس و ،TΦ(٠) = I بطوریکه
TΦ(k, l) = (Ã− I T ω̃(α(·), k, ١)) T Φ(k − ١, l − ١)

−
l∑

j=٢
Tω̃(α(·), k, j) T Φ(k − j, l − j), k > lبرای (٢١ .۵)

.TΦ(k, l) = ٠ و ،TΦ(k, ٠) = I داریم l < ٠ هر برای که
دو‐پارامتریِ انتقال ماتریس باشد، برقرار l < ٠ هر برای TΦ(k, l) = ٠ که زمانی تا .۴ .۵ تذکر

نوشت زیر بصورت می توان را ،(٢١ .۵)
TΦ(k, l) = (Ã− I T ω̃(α(·), k, ١)) T Φ(k − ١, l − ١)

−
k+١∑
j=٢

Tω̃(α(·), k, j) T Φ(k − j, l − j). (٢٢ .۵)

به می توان که بطوری می کند صدق (١۴ .۵) در (١٩ .۵) که دهیم نشان می خواهیم اثبات.
یعنی کرد، بازنویسی (١۵ .۵) صورت

xk+١ = Ãxk −
k+١∑
j=١

Tω̃(α(·), k + ١, j)xk−j+١ + B̃uk. (٢٣ .۵)

داریم k + ١ در (١٩ .۵) رابطه ی بررسی̞ با

xk+١ = TΦ(k + ١)x٠ +
k∑

j=٠
TΦ(k + ١, k − j)B̃uj

= TΦ(k + ١)x٠ +
k−١∑
j=٠

TΦ(k + ١, k − j)B̃uj + B̃uk

(٢۴ .۵)

داریم (٢۴ .۵) رابطه ی در (٢٢ .۵) و (٢٠ .۵) جایگذاریِ با
xk+١ =

(
Ã− I T ω̃(α(·), k + ١, ١)) T Φ(k)x٠ + B̃uk

−
k+١∑
j=٢

Tω̃(α(·), k + ١, j) T Φ(k + ١ − j)x٠

+
k−١∑
j=٠

(Ã− I T ω̃(α(·), k + ١, ١)) T Φ(k, k − j − ١)B̃uj

−
k−١∑
j=٠

k+١∑
i=٢

Tω̃(α(·), k + ١, i) T Φ(k + ١ − i, k − j − i)B̃uj .



١٠۵ گسسته کسریِ متغیر مرتبه فضا‐حالتِ های سیستم

عبارات سازیِ مرتب از پس
xk+١ =

(
Ã− I T ω̃(α(·), k + ١, ١))

×
(
TΦ(k)x٠ +∑k−١

j=٠ TΦ(k, k − j − ١)B̃uj
)

︸ ︷︷ ︸
xk

+ B̃uk −
k+١∑
j=٢

Tω̃(α(·), k + ١, j) T Φ(k + ١ − j)x٠

−
k+١∑
i=٢

Tω̃(α(·), k + ١, i)
k−١∑
j=٠

TΦ(k + ١ − i, k − j − i)B̃uj

و
xk+١ =

(
Ã− I T ω̃(α(·), k + ١, ١))xk + B̃uk

−
k+١∑
m=٢

Tω̃(α(·), k + ١,m) T Φ(k + ١ −m)x٠

−
k+١∑
m=٢

Tω̃(α(·), k + ١,m)

×
k−١∑
j=٠

TΦ(k + ١ −m, k − j −m)B̃uj

داشت خواهیم
xk+١ =

(
Ã− I T ω̃(α(·), k + ١, ١))xk + B̃uk

−
k+١∑
m=٢

Tω̃(α(·), k + ١,m)

×
(
TΦ(k + ١ −m)x٠ +∑k−١

j=٠ TΦ(k + ١ −m, k − j −m)B̃uj

)
︸ ︷︷ ︸

xk+١−m

.

سرانجام،
xk+١ = Ãxk −

k+١∑
m=١

Tω̃(α(·), k + ١,m)xk+١−m + B̃uk,

می یابد. پایان اثبات و است متناسب (٢٣ .۵) با که
وابسته i به Tω̃(α, i, j) ضرایبِ و ،T ∈ {A,B, C,D, E} هر ،α ثابتِ مرتبه ی برای .۵ .۵ تذکر

یعنی نیستند،
Tω̃(α, i, j) ≡ ω̃(α, j), i = ٠, ١, . . . ,

اند. شده داده (٢ .۵) توسط ω(α, j) و ω̃(α, j) = hαω(α, j) که



کسری متغیر مرتبه ی از زمان‐گسسته  های سیستم ١٠۶
ثابت مرتبه زمان‐گسسته ی سیستم̧ سنتی̞ فرم̧ GDFVOSS ،α ثابتِ مرتبه ی برای .۶ .۵ تذکر

می گیرد را کسری

٠∆α
k+١xk+١ = Axk +Buk

xk+١ = hα ٠ ∆α
k+١xk+١ − hα

k+١∑
j=١

ω(α, j)xk−j+١

yk = Cxk,

یعنی آن معادل فرم یا،

xk+١ = Ãxk + B̃uk − hα
k+١∑
j=١

ω(α, j)xk−j+١

yk = Cxk,

که
Ã = hαA, B̃ = hαB,

است. Tω̃(−α, ٠) = hα زیرا

تک انتقال ماتریس به (٢١ .۵) دو‐پارامتریِ انتقال ماتریس̞ ،α ثابتِ مرتبه ی برای .٧ .۵ تذکر
یعنی می شود، ساده پارامتری

Φ(l) = (Ã− Iω̃(α, ١)) T Φ(l − ١)−
l∑

j=٢
ω̃(α, j)Φ(l − j),

یا
Φ(l + ١) = (A− Iω̃(α, ١))Φ(l)−

l+١∑
j=٢

ω̃(α, j)Φ(l − j + ١).

بصورت α ثابت برای (١۴ .۵) سیستم حل̞ راه بنابراین،

xk = Φ(k)x٠ +
k−١∑
j=٠

Φ(k − j − ١)B̃uj , (٢۵ .۵)

فرم به l‐پارامتری انتقالِ ماتریس̞ که

Φ(k + ١) = (Ã− Iω̃(α, ١))Φ(k)−
k+١∑
j=٢

ω̃(α, j)Φ(k + ١ − j), (٢۶ .۵)

است. Φ(٠) = I که طوری به



١٠٧ پذیری دسترس

پذیری دسترس ۴ .۵
است. کلاسیک پذیریِ دسترس تعریفِ با معادل GDFVOSS برای پذیری دسترس تعریفِ

عددی ،xf ∈ Rn دلخواه˼ پایانی̞ حالتِ برای اگر است، پذیر دسترس GDFVOSS گوییم .٧ .۵ تعریف
حالتِ از را سیستم که بطوری باشد، موجود ،{u٠, u١, . . . , uq−١} ورودیِ دنباله ی و q ∈ N مانند

برساند. xq = xf مطلوبِ پایانی حالتِ به x٠ = ٠ آغازین̞
است: (١۴ .۵) در شده ارائه GDFVOSS شرایط با معادل ذیل شرایط˼ .٢ .۵ قضیه

باشد؛ پذیر دسترس GDFVOSS .١
یعنی باشد، n کامل مرتبه ی با S پذیرِ دسترس ماتریس .٢

rank S = rank
(
B, TΦ(n, ١)B, . . . , TΦ(n, n− ١)B) = n

است؛ (٢١ .۵) توسط شده ارائه انتقال ماتریس̞ ،TΦ(n, l), l = ٠, . . . , n− ١ که .
یعنی باشد، n کامل مرتبه ی از SI پذیر دسترس ماتریسِ̞ .٣

rank SI = rank(B,AB,A٢B, . . . , An−١B) = n

.
x٠ = ٠ آغازین̞ شرایط برای (١۴ .۵) سیستم̧ از (١٩ .۵) حل̞ راه از استفاده با (١) ⇒ (٢) اثبات.

می آید: بدست پایانی حالت و کنترل دنباله ی میان زیر رابطه ی ،xn پایانی̞ حالت و

xn =
n−١∑
j=٠

TΦ(n, n− j − ١)B̃uj

=
(
B̃, TΦ(n, ١)B̃, . . . , TΦ(n, n− ١)B̃)


un−١
un−٢...
u٠

 . (٢٧ .۵)

توسط پایانی حالتِ و پایانی دنباله ی میان رابطه ی و پذیر دسترس ،(١۴ .۵) سیستم̧ که زمانی تا
مقادیر‐ دنیاله ی از استفاده با می توان را Rn تمام̧ از xn عنصرِ هر باشد، شده داده (٢٧ .۵)
.rank S = n می دهد نشان که باشد، Im S = Rn اگر آورد، بدست {u٠, u١, . . . , un−١} کنترل
از ای چندجمله بصورت می توان را ،Φ(n, l), l = ٠, . . . , n − ١ انتقالِ ماتریس̞ (٢) ⇒ (٣)

نوشت A ماتریس̞
TΦ(n, l) = fl,lA

l + fl,l−١Al−١ + · · ·+ fl,١A+ fl,٠I,

بنابراین، می باشند. (٢١ .۵) از آمده بدست مناسب ضرایب ،fl,j , j = ٠, . . . , l − ١ که
S =

(
B, (fl,lA+ fl,٠I)B, (f٢,٢A٢ + f٢,١A+ f٢,٠I)B, . . . ,

(fn−١,n−١An−١ + fn−١,n−٢An−٢ + · · ·+ fn−١,١A+ fn−١,٠I)B
)
.

(٢٨ .۵)



کسری متغیر مرتبه ی از زمان‐گسسته  های سیستم ١٠٨
ها، ستون روی عنصری ماتریس باعملیات زیر، ماتریس̞ از می توان را (٢٨ .۵) ماتریس̞ عناصرِ

آورد بدست
(B,AB,A٢B, . . . , An−١B)

داریم ندهد، تغییر را ماتریس مرتبه ی عنصری، ماتریس عملیات که زمانی تا
.rank SI = rank S

را {u٠, u١, . . . , un−١} دنباله ی دلخواه، xn ∈ Rn برای می توان (٢٧ .۵) رابطه ی (٣) از ⇒ (١)
می دهد نشان ،Im SI = Im S = Rn که زمانی تا باشد. rank SI = n فقط اگر کرد، محاسبه

.rank SI = n که

است. هاتس معروفِ شرط با معادل (٢ .۵) قضیه ی در (٣) کالمن شرط .٨ .۵ تذکر

پذیری کنترل ۵ .۵
است. کلاسیک پذیریِ کنترل تعریفِ با برابر GDFVOSS برای پذیری کنترل تعریفِ

ورودیِ دنباله ی و q ∈ N مانند عددی اگر است، پذیر کنترل GDFVOSS گوییم .٨ .۵ تعریف
حالت به x٠ ∈ Rn دلخواه˼ آغازین̞ حالت از را سیستم که طوری به باشد، موجود {u٠, u١, . . . , uq−١}

برساند. xq = ٠ مطلوبِ پایانی̞
صدق زیر شرط در اگر گام) n (در است پذیر کنترل (١۴ .۵) در شده ارائه GDFVOSS .٣ .۵ قضیه

کند:
rank S = rank

(
B, TΦ(n, ١)B, . . . , TΦ(n, n− ١)B) = n,

پذیر کنترل ماتریس̞ S و است، (٢١ .۵) در شده ارائه انتقال ماتریس TΦ(n, l), l = ٠, . . . , n− ١ که
است.

دارد را زیر فرم̧ xn = ٠ پایانی̞ شرایط برای (١٩ .۵) توسط شده ارائه سیستم̧ پاسخ̧ اثبات.

٠ = T Φ(n)x٠ +
n−١∑
j=٠

TΦ(n, n− j − ١)B̃uj

= T Φ(n)x٠ +
(
B̃, TΦ(n, ١)B̃, . . . , TΦ(n, n− ١)B̃)


un−١
un−٢...
u٠

 .

نوشت زیر بصورت می توان که

TΦ(n)x٠ = −
(
B̃, TΦ(n, ١)B̃, . . . , TΦ(n, n− ١)B̃)


un−١
un−٢...
u٠

 .



١٠٩ پذیری مشاهده
پاسخ می شود. تشکیل .j = ٠, . . . , n− ١ که uj مجهولِ n با معادله n مجموعه ی که بطوری

کند. صدق (٣ .۵) قضیه ی در شده ارائه شرط اگر است موجود معادلات مجموعه ی

ماتریس̞ اگر چند، هر است. کافی (٣ .۵) قضیه  ی در شده ارائه شرط فقط کلی، حالت در
به می توان را سیستم u٠, u١, . . . , un−١ = ٠ ورودی دنباله ی از استفاده با لذا باشد، TΦ(n) = ٠

داد. انتقال صفر پایانی̞ حالت
کرد: ساده زیر بصورت می توان را (٣ .۵) قضیه ی در شده ارائه شرط ،(٢ .۵) قضیه ی مشابه

کند: صدق زیر شرط در اگر است پذیر کنترل GDFVOSS .۴ .۵ قضیه
rank SI = rank

(
B,AB,A٢B, . . . , An−١B

)
= n

است. معادل فرم در پذیر کنترل ماتریس̞ SI که

می شود. ثابت ،(٢ .۵) قضیه ی اثباتِ مشابه اثبات.

پذیری مشاهده ۶ .۵
شد. خواهد استفاده پایان در ذیل پذیریِ مشاهده تعریفِ

x٠ ∈ Rn اگر است پذیر مشاهده [٠, kf ] بازه ی روی (١۴ .۵) در شده ارائه GDFVOSS .٩ .۵ تعریف
کرد. محاسبه k ∈ [٠, kf ] برای uk و yk معلوماتِ از بتوان را

است. شده ارائه زیر فرم̧ به ،GDFVOSS پذیریِ مشاهده برای کافی و ضروری شرط

برآورده زیر شرط اگر وتنها اگر است پذیر مشاهده (١۴ .۵) در شده ارائه GDFVOSS .۵ .۵ قضیه
شود:

rank O = rank



C

C T Φ(١)
C T Φ(٢)...

C T Φ(n− ١)


= n,

است، (٢٠ .۵) در شده ارائه انتقال ماتریس̞ ،TΦ(j), j = ٠, . . . , n− ١ حالت، معادلاتِ تعداد n که
است. پذیری مشاهده ماتریس O و

گام̧ n−١ برای (١۴ .۵) خروجی̞ معادله ی در را (١٩ .۵) در شده ارائه GDFVOSS حل̞ راه اثبات.



کسری متغیر مرتبه ی از زمان‐گسسته  های سیستم ١١٠
می کند: ایجاد x٠ مجهولِ با معادلاتی مجموعه کار این می کنیم. جایگذاری اول،

y٠ = Cx٠
y١ = C T Φ(١)x٠ + C T Φ(١, ٠)B̃u٠
y٢ = C T Φ(٢)x٠ + C T Φ(٢, ١)B̃u٠ + C T Φ(٢, ٠)B̃u١
...

yn−١ = C T Φ(n− ١)x٠ + C

n−٢∑
j=٠

TΦ(n− ١, n− j − ٢)B̃uj .

نوشت: زیر بصورت می توان را معادلات مجموعه این

C

C T Φ(١)
C T Φ(٢)...

C T Φ(n− ١)


x٠ =



y٠
y١
y٢...
yn−١


−Oobs



u٠
u١
u٢...
un−١


,

که

٠ ٠ . . . ٠
C T Φ(١, ٠)B̃ ٠ . . . ٠
C T Φ(٢, ١)B̃ C T Φ(٢, ٠)B̃ . . . ٠... ... ... ...

C T Φ(n− ١, n− ٢)B̃ C T Φ(n− ١, n− ٣)B̃ . . . ٠


.

را (۵ .۵) قضیه ی در شده ارائه شرط اگر و تنها اگر است جواب دارای فوق معادلات مجموعه
کند. برآورده

پذیری) (دسترس پذیری کنترل شرایط مشابه تری ساده فرم به می توان را شرط این
کرد. بازنویسی

زیر شرط اگر اگر و تنها  گام) n (در است پذیر مشاهده (١۴ .۵) در شده ارائه GDFVOSS .۶ .۵ قضیه
کند: برآورده را

rank OI = rank


C

CA...
CAn−١

 = n, (٢٩ .۵)

است. معادل فرم در پذیر مشاهده ماتریس OI و حالت، معادلات تعداد n که



١١١ عددی های مثال
می آید: بدست زیر شرط ،(۵ .۵) قضیه ی در مشابه های آرگومان از استفاده با اثبات.


C

C(f١,١ + If١,٠)
C(f٢,٢A٢ + f٢,١A+ f٢,٠I)...

C
(
fn−١,n−١An−١ + fn−١,n−٢An−٢ + · · ·+ fn−١,١A+ fn−١,٠I

)


= n.

ماتریس̞ های سطر روی مقدماتی ماتریس عملیات انجام با می توان را ماتریس این های درایه
آورد. بدست زیر،

C

CA...
CAn−١


قضیه ی در شده ارائه شرط لذا نمی دهد، تغییر را ها ماتریس مرتبه ی مقدماتی، ماتریس̞ عملیات

است. (۵ .۵) قضیه ی شرط با معادل (۶ .۵)

عددی های مثال ٧ .۵
مرتبه ی تفاضلات پایه ی بر زیر سیستم های مثال توسط را، شده ارائه نتایج می خواهیم اکنون
مرتبه پذیریِ تغییر بیان، سادگی برای آوریم. بدست h = ١ زمانی گام با A نوع̧ از متغیر کسریِ

می  کنیم. محدود متفاوت، مقدار سه میان فقط را

بررسی را (١۴ .۵) در شده داده سیستم پذیری) (دسترس پذیری کنترل مثال، این در .١ .۵ مثال
می کنیم:

A =


٠ ٠ ١
١ ٠ ١
٠ ١ ١

 , B =


١
٠
٠

 , α٢ = ٠٫۶, α٣ = ٠٫٧

AΦ(٣, ١),AΦ(٣,٢) انتقالِ های ماتریس باید ،(٣ .۵) قضیه ی از استفاده با است، n = ٣ که هنگامی .
بنابراین، کرد. محاسبه را

AΦ(٣, ١) = A− I A ω(α(·),٣, ١) = A+ I

(
α٣
١
)

=


٠٫٧ ٠ ١
١ ٠٫٧ ١
٠ ١ ١٫٧

 ,



کسری متغیر مرتبه ی از زمان‐گسسته  های سیستم ١١٢
و

AΦ(٣,٢) = (A− I A ω(α(·),٣, ١)) A Φ(٢, ١)− I A ω(α(·),٣,٢)
= (A+ I

(
α٣
١
)
)(A+ I

(
α٢
١
)
)− I

(
α٣
٢
)

=


٠٫۵٢۵ ١ ٢٫٣

١٫٣ ١٫۵٢۵ ٣٫٣
١ ٢٫٣ ٣٫٨٢۵

 .

دارد: را زیر فرم پذیری) (مشاهده پذیری کنترل ماتریس̞

S =
(
B,AΦ(٣, ١)B,AΦ(٣,٢)B) =


١ ٠٫٧ ٠٫۵٢۵
٠ ١ ١٫٣
٠ ٠ ١

 ,

ویژگی می خواهیم است. پذیر دسترس و پذیر کنترل سیستم ، rank S = ٣ که هنگامی لذا، و
کنیم: بررسی (۴ .۵) قضیه ی در شده ارائه شرط از استفاده با را آن های

rank SI = rank
(
B,AB,A٢B

)
= rank


١ ٠ ٠
٠ ١ ٠
٠ ٠ ١

 = ٣.

دست به (٣ .۵) قضیه در شده ارائه نتیجه ی مشابه ،(۴ .۵) قضیه ی شرط˼ از استفاده با
نیست). یکسان اصلی پذیر کنترل ماتریس با پذیریِ، کنترل ماتریس معادل فرم (اگرچه می آید.

نه: یا است پذیر کنترل (١۴ .۵) سیستم می کنیم بررسی مثال این در .٢ .۵ مثال

A =


٠ ١ ٠
٠ ٠ ١
١ ١ ١

 , C = (١, ٠, ٠), α١ = ٠٫۵, α٢ = ٠٫۶

AΦ(٢) و AΦ(١) انتقالِ های ماتریس باید که می گیریم نتیجه ،(۵ .۵) قضیه ی شرط از استفاده با
که کنیم، محاسبه را

AΦ(١) = A− I A ω(α(·), ١, ١) = A+ I

(
α١
١
)

=


٠٫۵ ٠ ١
١ ٠٫۵ ١
٠ ١ ١٫۵

 ,



١١٣ پیشنهادات
و

AΦ(٢) = (A− I A ω(α(·),٢, ١)) A Φ(١)− I A ω(α(·),٢,٢)
= (A+ I

(
α٢
١
)
)(A+ I

(
α١
١
)
)− I

(
α٢
٢
)

=


٠٫۴٢ ١ ٢٫١
١٫١ ١٫۴٢ ٣٫١
١ ٢٫١ ٣٫۵٢

 .

دارد را زیر فرم̧ پذیر، مشاهده ماتریس

O =


C

C A Φ(١)
C A Φ(١)

 =


١ ٠ ٠

٠٫۵ ٠ ١
٠٫۴٢ ١ ٢٫١

 ,

شرط از استفاده با پذیری مشاهده است. پذیر مشاهده سیستم ، rank O = ٣ که وقتی تا بنابراین
است: شده بررسی (۶ .۵) قضیه ی در شده ارائه

rank


C

CA

CA٢

 = rank


١ ٠ ٠
٠ ١ ٠
٠ ٠ ١

 = ٣

ماتریس معادل فرم (اگرچه می دهد نمایش را (۵ .۵) قضیه ی در شده ارائه مشابه نتیجه ی که
نیست). یکسان اصلی پذیر مشاهده ماتریس با پذیر، مشاهده

پیشنهادات ٨ .۵
داد: قرار بررسی مورد آتی های کار برای را زیر موارد می توان پیشنهاد، عنوان به

متغیر مرتبه از کسری زمان‐گسسته های سیستم پایداریِ .١
متغیر مرتبه از کسری زمان‐گسسته های سیستم پایداریِ کنترلگر محاسبه ی .٢

زمانی تاخیر با متغیر مرتبه از کسری زمان‐گسسته های سیستم کنترلگر محاسبه ی .٣
کسری زمان‐گسسته های سیستم کنترلگر محاسبه ی .۴

متغیر مرتبه از کسری زمان‐گسسته یافته ی توسیع های سیستم کنترلگر محاسبه .۵
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آ پیوست
MATLAB های کد

کسریِ عملگرهای برای محاسباتی های تقریب از تعدادی یافتن منظور به پیوست، این در
استفاده Chebfun پکیج̧ ،MATLAB مخصوص̞ افزار نرم از نامه، پایان این در اساسی

ایم. کرده
در را توابع با عددی محاسباتِ می تواند که است ١ باز متن افزاریِ نرم پکیج یک Chebfun

کند. ایجاد MATLAB
پیوسته ی عملیاتِ به را ماتریسها برای MATLAB گسسته ی عملیاتِ اضافی̞ بار Chebfun
Chebfun از دانان ریاضی اطمینان برای می کند. مبدل عملگرها و توابع برای مقایسه قابل

می دهیم. ارجاع [١٣] به را خواننده
ریمن‐ کسری های انتگرال محاسباتی̞ های تقریب از تعدادی مطالعه ی به گفتیم، آنچه پیروِ
مرتبه ی از همگی که کاپوتو کسریِ مشتق ترکیب همچنین و کاپوتو کسری مشتقاتِ لیوویل،
متغیر مرتبه کسریِ حساب برای Chebfun ضروریِ کدِ ضمن در می پردازیم. هستند، متغیر

است. شده ارائه نیز
تابع̧ و (١. ١ (تعریفِ Γ گاما تابع̧ داریم: کمکی تابع̧ دو به نیاز عملگرها، شدنِ تکمیل برای
قابل beta(t,u) و gamma(t) های دستور با MATLAB در تابع دو هر .(١. ٣ (تعریفِ B بتا

هستند. دسترس

1open source



MATLAB های کد ١٢٠

بالاتر مرتبه از ریمن‐لیوویل کسریِ های انتگرال آ. ١
متغیرِ مرتبه ریمن‐لیوویل کسریِ های انتگرال به راجع محاسباتی دیدگاه از بخش، این در

می کنیم. بحث بالاتر مراتب از tI
αn(·,·)
b x(t) و aI

αn(·,·)
t x(t)

مرتبه ریمن‐لیوویل کسری های انتگرال از ٣ .۴ تعریفِ گرفتن̞ نظر در با ،Chebfun در ما
کسریِ های انتگرال ترتیب به که rightFI(x,alpha,b) و leftFi(x,alpha,a) تابع̧ دو بالاتر،
Chebfun/MATLAB کد با می زنند، تقریب را tI

αn(·,·)
b x(t) و aI

αn(·,·)
t x(t) ریمن‐لیوویل̞
میکنیم. اجرا زیر بصورت

function r = leftFI(x, alpha, a)

g = @(t, tau)x(tau)./(gamma(alpha(t, tau)). ∗ (t− tau).(1− alpha(t, tau)))

r = @(t)sum(chebfun(@(tau)g(t, tau), [at], splitting, on), [at]);

و
function r = leftFI(x, alpha, a)

g = @(t, tau)x(tau)./(gamma(alpha(t, tau)). ∗ (t− tau).(1− alpha(t, tau)))

r = @(t)sum(chebfun(@(tau)g(t, tau), [at], splitting, on), [at]);

انتگرال برای محاسباتی های تقریب آن در که می کنیم روشن زیر مثالِ در را تابع دو این کاربرد
ایم. آورده بدست را خاص قدرت تابع از ریمن‐لیوویل کسریِ های

a = ٠, b = ١ که حالت این در باشد. t ∈ [٠, ١] با x(t) = t٢ و α(t, τ) = t٢+τ٢
۴ کنید فرض آ. ١. مثال

در آن کد که ٠٫۶I
αn(·,·)
b x(٠٫۶) ≈ ٠٫۴۶١٩ و aI

αn(·,·)٠٫۶ x(٠٫۶) ≈ ٠٫٢۶۶١ داریم است، n = ١ و
است: زیر بصورت Chebfun توابع̧ با MATLAB

a = 0; b = 1; n = 1;

alpha = @(t, tau)(t.2 + tau.2)/4;

x = chebfun(@(t)t.2, [0, 1]);

LFI = leftFI(x, alpha, a);

RFI = rightFI(x, alpha, b);

LFI(0٫6)
ans = 0٫2661
RFI(0٫6)
ans = 0٫4619

است. شده ارائه آ. ١ شکل̞ نمودارِ در tI
αn(·,·)
b x(t) و aI

αn(·,·)
t x(t) برای مقادیر سایر



١٢١ بالاتر مرتبه از کاپوتو کسریِ مشتقاتِ

بالاتر مرتبه از کاپوتو کسریِ مشتقاتِ آ. ٢
leftFi(x,alpha,a) جدید تابع دو معرفی به ۵ .۴ تعریفِ گرفتن̞ نظر در با بخش، این در
بالاترِ مراتب از متغیر مرتبه کاپوتوی کسری مشتقات ترتیب به که rightFI(x,alpha,b) و

می پردازیم. می زند، تقریب را C
t D

αn(·,·)
b x(t) و C

aD
αn(·,·)
t x(t)

است: زیر بصورت ٢ .۴ رابطه ی چپ عملگر کد
functionr = leftCaputo(x, alpha, a, n)

dx = diff(x, n);

g = @(t, tau)dx(tau)./(gamma(n− alpha(t, tau)).

∗(t− tau).(1+ alpha(t, tau)− n));

r = @(t)sum(chebfun(@(tau)g(t, tau), [at], splitting, on), [at]);

end

است: زیر صورت به MATLAB در Chebfun کمک به ٣ .۴ راست عملگر مشابه، بطور
functionr = rightCaputo(x, alpha, b, n)

dx = diff(x, n);

g = @(t, tau)dx(tau)./(gamma(n− alpha(tau, t)).

∗(tau− t).(1+ alpha(tau, t)− n));

r = @(t)(−1).n. ∗ sum(chebfun(@(tau)g(t, tau), [tb],

splitting, on), [tb]);

end

دو از ،x(t) = tr فرم به قدرت تابع از کاپوتو کسری مشتقات تقریب محاسبه برای ما واقع در
کردیم. استفاده rightCaputo و leftCaputo تابع
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آ. ١: مثالِ از ریمن‐لیوویل کسریِ های انتگرال آ. ١: شکل
با tI

α(·,·)
b x(t) راست انتگرالِ و ” ⊸ ” حالت با aI

α(·,·)
t x(t) چپِ انتگرالِ پیوسته، نمودار با x(t) = t٢

” ×− ” حالتِ

و b = ١ ، a = ٠ حالت این در باشد. t ∈ [٠, ١] با x(t) = t۴ و α(t, τ) = t٢٢ کنید فرض آ. ٢. مثال
MATLAB از C٠٫۶D

α(·,·)
b x(٠٫۶) ≈ −١٫٠٣٨۵ و C

aD
α(·,·)
٠٫۶ x(٠٫۶) ≈ ٠٫١٨۵٧ مقادیرِ است. n = ١

است: زیر بصورت آنها کدنویسی و اند آمده بدست Chebfun در شده داده توابع̧ کمک به

a = 0; b = 1; n = 1;

alpha = @(t, tau)t.2/2;

x = chebfun(@(t)t.4, [ab]);

LC = leftCaputo(x, alpha, a, n);

RC = rightCaputo(x, alpha, b, n);

LC(0.6)

ans = 0.1857

RC(0.6)

ans = −1.0385



١٢٣ بالاتر مرتبه از کاپوتو کسریِ مشتقاتِ

آ. ٢: مثالِ از کاپوتو کسری مشتقات آ. ٢: شکل
با tD

α(·,·)
b x(t) راست مشتق و ” ⊸ ” حالت با C

aD
α(·,·)
t x(t) چپِ مشتق پیوسته، نمودار با x(t) = t۴

” ×− ” حالتِ

که است این اهمیت قابل نکته کردیم. استفاده x(t) = t۴ ایِ چندجمله از آ. ٢ مثالِ در آ. ٣. مثال
کنید فرض مثال، برای دارد. بهتری کارایی نیستند، ای چندجمله که توابعی برای Chebfun

عبارتِ است، کافی تنها اینصورت در باشد. x(t) = expt

x = chebfun(@(t)t.4, [ab]);

توسط˼ را آ. ٢ مثالِ در

x = chebfun(@(t)exp(t), [ab]);

باشیم داشته تا کنیم جایگزین

LC(0٫6)
ans = 0٫9917
RC(0٫6)
ans = −1٫1398

است. شده داده نمایش را آ. ٣ نمودارِ در tD
α(·,·)
b x(t) و C

aD
α(·,·)
t x(t) مقادیر سایر
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آ. ٣: مثالِ از کاپوتو کسری مشتقات آ. ٣: شکل
با tD

α(·,·)
b x(t) راست مشتق و ” ⊸ ” حالت با C

aD
α(·,·)
t x(t) چپِ مشتق پیوسته، نمودار با x(t) = et

” ×− ” حالتِ

با کاپوتو چپ کسری مشتق به می توان تحلیلی بصورت ،١ .۴ بخش در ١ .۴ لم کمک به
تا می دهد را اجازه این ما به کار این یافت. دست x(t) = tγ فرم به قدرت تابع از بالا مرتبه
در الحاقی چندجمله ای سودمندیِ همان، که کنیم مشاهده را مان محاسباتی تقریب کارایی̞
مرتبه ی که می کنیم فرض ،١ .۴ لم در است. متغیر مرتبه کسریِ حساب در چبیشف نقاط
تابع αn : [a, b] → (n − ١, n) که αn(t, τ) := αn(t) یعنی است: اول متغیر به وابسته کسری

است. شده داده

شامل̞ آ. ۴ جدولِ است. t ∈ [٠, ١] که x(t) = t۴ و α(t, τ) = t٢٢ انتخابِ با آ. ٢ مثالِ در آ. ۴. مثال
همچنین و ،Chebfun از leftCaputo(x,alpha,a,n) تابع توسط آمده بدست تقریبی مقادیر
کد با جدول این می باشد. ١ .۴ لم در شده داده های فرمول با شده محاسبه دقیق̞ مقادیر شامل

است: آمده بدست زیر MATLAB

formatlong

a = 0; b = 1; n = 1;

alpha = @(t, tau)t.2/2;

x = chebfun(@(t)t.4, [ab]);

exact = @(t)(gamma(5)./gamma(5− alpha(t))). ∗ t.(4− alpha(t));

approximation = leftCaputo(x, alpha, a, n);



١٢۵ بالا مرتبه از مرکب کسریِ کاپوتوی مشتق

fori = 1 : 9

t = 0٫1 ∗ i;
E = exact(t);

A = approximation(t);

error = E− A;

[tEAerror]

end

آمده بدست محاسباتی های تقریب و آ. ۴ مثال توابع̧ برای ١ .۴ لم از آمده بدست دقیق مقادیر آ. ۴: شکل
Chebfun کدِ از

بالا مرتبه از مرکب کسریِ کاپوتوی مشتق آ. ٣
کاپوتو راست و چپ کسری مشتقات ترکیب توسط بالاتر مرتبه از کاپوتو مرکب کسری مشتق
rightCaputo(x,alpha,b,n) و leftCaputo(x,alpha,a,n) توابع̧ از ما یعنی می شود، ایجاد
مراتب از مرکب کسری کاپوتوی مشتق برای Chebfun محاسباتی کد با آ پیوستِ در قبلا که

می کنیم: استفاده کردیم، تعریف بالاتر
functionr = combinedCaputo(x, alpha, beta, gamma1, gamma2, a, b, n)

lc = leftCaputo(x, alpha, a, n);

rc = rightCaputo(x, beta, b, n);

r = @(t)gamma1. ∗ lc(t) + gamma2. ∗ rc(t);

end

برای را متغیر مرتبه از مرکب کاپوتوی کسری مشتق رفتار ،MATLAB از استفاده با سپس
می کنیم. مشخص t ∈ (٠, ١) بازه ی در مختلف مقادیر
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،a = ٠ آنگاه باشد. t ∈ [٠, ١] که x(t) = t و β(t, τ) = t+τ٣ ،α(t, τ) = t٢+τ٢

۴ کنید فرض آ. ۵. مثال
CD

α(·,·),β(·,·)
γ x(٠٫۴) ≈ داریم ،γ = (γ١, γ٢) = (٠٫٨, ٠٫٢) برای همچنین است. n = ١ و b = ١

:٠٫٧١۴۴

a = 0; b = 1; n = 1;

alpha = @(t, tau)(t.2 + tau.2)/٫4;
beta = @(t, tau)(t+ tau)/3;

x = chebfun(@(t)t, [01]);

gamma1 = 0٫8;
gamma2 = 0٫2;
CC = combinedCaputo(x, alpha, beta, gamma1, gamma2, a, b, n);

CC(0٫4)
ans = 0٫7144

و t ∈ (٠, ١) بازه ی در مختلف مقادیر همچنین و CD
α(·,·),β(·,·)
γn x(t) مقادیرِ سایر بررسی برای

کنید. مشاهده را زیر جدولِ و آ. ۵ شکل̞ ،γ = (γ١, γ٢)

آ. ۵: مثالِ از x(t) و β(·, ·) ،α(·, ·) برای CD
α(·,·),β(·,·)
γ x(t) کاپوتو مرکبِ کسری مشتق آ. ۵: شکل

” حالتِ و γ = (γ١, γ٢) = (٠٫۵, ٠٫۵) برای ” ⊸ ” حالت ،γ = (γ١, γ٢) = (٠٫٢, ٠٫٨) برای پیوسته خط
γ = (γ١, γ٢) = (٠٫٨, ٠٫٢) برای ” ×−



١٢٧ بالا مرتبه از مرکب کسریِ کاپوتوی مشتق

٣ حالت ٢ حالت ١ حالت t
−٠٫١١١٢ −٠٫٣٣٧١ −٠٫۵۶٣٠ ٠٫۴۵٠٠

−٣٫١۵٩٩e+ ٠٣ −١٫٩٧۵٢e+ ٠٣ −٧٩٠٫۴٩٧٢ ٠٫۵٠٠٠
−١٫۴٢٩۵e+ ٠٧ −٨٫٩٣۴۵e+ ٠۶ −٣٫۵٧٣٨e+ ٠۶ ٠٫۵۵٠٠
−٨٫٠٣٢٢e+ ١٠ −۵٫٠٢٠١e+ ١٠ −٢٫٠٠٨١e+ ١٠ ٠٫۶٠٠٠
١٫١٣٨۶e+ ١۵ ٧٫١١۶٠e+ ١۴ ٢٫٨۴۶۴e+ ١۴ ٠٫۶۵٠٠
١٫٩٣٩٨e+ ٢٠ ١٫٢١٢۴e+ ٢٠ ۴٫٨۴٩۴e+ ١٩ ٠٫٧٠٠٠
١٫۵٢٠٢e+ ٢۵ ٩٫۵٠١۵e+ ٢۴ ٣٫٨٠٠۶e+ ٢۴ ٠٫٧۵٠٠
−۵٫۴۵٩١e+ ٣٠ −٣٫۴١١٩e+ ٣٠ −١٫٣۶۴٨e+ ٣٠ ٠٫٨٠٠٠
−۶٫٧۶۴٨e+ ٣۶ −۴٫٢٢٨٠e+ ٣۶ −١٫۶٩١٢e+ ٣۶ ٠٫٨۵٠٠
٢٫٢٢٣١e+ ۴٢ ١٫٣٨٩۵e+ ۴٢ ۵٫۵۵٧٨e+ ۴١ ٠٫٩٠٠٠
۶٫١٠٣٣e+ ۴٩ ٣٫٨١۴۵e+ ۴٩ ١٫۵٢۵٨e+ ۴٩ ٠٫٩۵٠٠
٧٫٢۶٣١e+ ۵۴ ۴٫۵٣٩۴e+ ۵۴ ١٫٨١۵٨e+ ۵۴ ٠٫٩٩٠٠

آ. ۵. مثالِ از x(t) و β(·, ·) ،α(·, ·) برای CD
α(·,·),β(·,·)
γ x(t) کاپوتو مرکبِ کسری مشتق آ. ١: جدول

γ = (γ١, γ٢) = : ٣ حالتِ و γ؛ = (γ١, γ٢) = (٠٫۵, ٠٫۵) : ٢ حالتِ γ؛ = (γ١, γ٢) = (٠٫٢, ٠٫٨) : ١ حالتِ
.(٠٫٨, ٠٫٢)



Aabstract

In this thesis, fractional variable order discrete state-space systems based on different defini-
tions of fractional variable order difference are investigated. The general solution of these systems
is derived. Moreover, necessary and sufficient conditions for reachability and observability are
given and proven. The sufficient conditions for controllability are proposed too. Before this, in
previous chapters, we intends to deepen the study of the fractional calculus, giving special empha-
sis to variable-order operators. The fractional variational calculus is a recent mathematical field
that consists in minimizing or maximizing functionals that depend on fractional operators (inte-
grals or/and derivatives). In Chapter 1, we start with a brief overview about fractional calculus and
an introduction to the theory of some special functions in fractional calculus. Chapter 2 presents a
short introduction to the classical calculus of variations and review different variational problems,
like the isoperimetric problems or problems with variable endpoints. In the end of this chapter, we
introduce the theory of the fractional calculus of variations and some fractional variational prob-
lems with variable-order. In Chapter 3, considering three types of fractional Caputo derivatives of
variable-order, we present new approximation formulas for those fractional derivatives and prove
upper bound formulas for the errors. In Chapter 4, we introduce the combined Caputo fractional
derivative of variable-order and corresponding higher-order operators. Some properties are also
given. Then, we prove fractional Euler–Lagrange equations for several types of fractional prob-
lems of the calculus of variations, with or without constraints. In last chapter, we study fractional
variable order discrete state-space systems based on different definitions of fractional variable or-
der difference.
Keywords: calculus of variation, Necessary optimality conditions, Fractional variable order, Con-
trollability, Reachability, Observability, Isoperimetric problems.
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