




ریاضͬ علوم دانش΄ده
ریاضͬ آمار ارشد کارشناسͬ پایان نامه

بیزی ژئوم΄انی΄ͬ بعدی سه مدل بندی
زمین آماری: مدل های از استفاده نفتͬبا مخازن از ی΄ͬ موردی ایرانمطالعه

فخری فتانه نگارنده:
راهنما استاد

باغیشنͬ حسین دکتر
مشاور استاد

تخم چͬ بهزاد دکتر

١٣٩٩ مهر
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به تقدیم ͬ ها کاست تمام با
مهربان خدای

عزیزم خانواده ی و

ز



سپاس گزاری

رهنمون مان دانش و علم طریق به بخشید، ͬ مان هست که را ی΄تا پروردگار بی کران سپاس
را معرفت و علم از خوشه چینͬ و نمود مفتخرمان دانش رهروان هم نشینͬ به شد،

ساخت. روز ی مان
حسین دکتر خود، بزرگوار اساتید بی شائبه ی مساعدت های از بی΄ران امتنان با
این نوشتن در تنها نه که دارم، را تش΄ر کمال صمیمانه تخم چͬ بهزاد دکتر و باغیشنͬ
ننمودند، دریغ کم΄ͬ هیچ از و دادند یاری مرا سعه صدر با علم فراگیری و پایان نامه

دادند. من به نیز را امید و استقامت فروتنͬ، اخلاق، درس بل΄ه
حضور ایشان سرکلاس ترم ΁ی که شاهسونͬ داوود دکتر آقای جناب بزرگوار استاد از
داوری زحمت و کردند ΁کم بسیار بنده به آماری جدید علوم فراگیری در و داشتم

می΄نم. تش΄ر صميمانه گرفتند عهده بر نیز را پايان نامه اين
اين داوری و کردند لطف که ربیعͬ محمدرضا دکتر آقای جناب محترم، استاد از

مینمايم. تش΄ر صميمانه گرفتند عهده بر را پايان نامه
سپاس·زارم. بوده اند، کنارم همیشه که دوستانͬ و عزیزم خانواده  از نهایت در و

مسألت را افزون روز توفيق و سلامتͬ آرزوی عزیزان، شما براي مهربانم خداوند از
دارم.

فخری فتانه
١٣٩٩ مهر

ح



نامه تعهد
ریاضͬ علوم دانش΄ده ریاضͬ آمار رشته ارشد کارشناسͬ دانشجوی فخری فتانه اینجانب
ژئوم΄انی΄ͬ بعدی سه مدل بندی عنوان با پایان نامه نویسنده شاهرود، صنعتͬ دانش·اه
تحت ، ایران نفتͬ مخازن از ی΄ͬ موردی مطالعه زمین آماری: مدل های از استفاده با بیزی

ͬ شوم: م متعهد باغیشنͬ حسین دکتر راهنمایی
برخوردار اصالت و صحت از و است شده انجام اینجانب توسط پایان نامه این در تحقیقات •

است.
شده استناد استفاده مورد ͽمرج به پژوهش گران، دی·ر پژوهش های نتایج از استفاده در •

است.
مدرک نوع هیچ دریافت برای دی·ری فرد یا خود، توسط کنون تا پایان نامه، این مطالب •

است. نشده ارایه هیچ جا در امتیازی یا
نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتͬ دانش·اه به اثر، این معنوی حقوق •
خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتͬ دانش·اه “

رسید.
بوده اند، تاثیرگذار پایان نامه اصلͬ نتایج آوردن به دست در که افرادی تمام معنوی حقوق •

ͬ شود. م رعایت پایان نامه از مستخرج مقالات در
آن ها) بافت های (یا زنده موجود از که مواردی در پایان نامه، این انجام مراحل تمام در •

است. شده رعایت اخلاقͬ اصول و ضوابط است، شده استفاده
افراد شخصͬ اطلاعات حوزه به که مواردی در پایان نامه، این انجام مراحل تمام در •
شده رعایت انسانͬ اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته دسترسͬ

است.
فخری فتانه
١٣٩٩ مهر

نشر حق و نتایج مال΄یت
برنامه های کتاب، مستخرج، ( مقالات آن محصولات و اثر این معنوی حقوق تمام •
شاهرود صنعتͬ دانش·اه به متعلق شده) ساخته تجهیزات و نرم افزارها رایانه ای،

شود. ذکر مربوطه علمͬ تولیدات در مقتضͬ، نحو به باید مطلب این ͬ باشد. م
ͬ باشد. نم مجاز منبع ذکر بدون پایان نامه این در موجود نتایج و اطلاعات از استفاده •

ط





چ΄یده
نامیده ΁ژئوم΄انی زیرزمینͬ، فضاهای مطالعه برای سنگ م΄انی΄ͬ ͬ های ویژگ از استفاده
زیرزمینͬ، مخازن حفاری و اکتشاف حوزه در مهم علمͬ شاخه های از ی΄ͬ ΁ژئوم΄انی ͬ شود. م
زمین آماری نوع از ژئوم΄انی΄ͬ، مطالعات در حاصل داده های اغلب است. نفتͬ، مخازن به ویژه
از بسیاری طرفͬ، از است. فضایی آمار علم نیازمند آن ها تحلیل و مدل بندی که هستند
مدل های توسعه که هستند حجیم و سه بعدی ژئوم΄انی΄ͬ مطالعات در زمین آماری داده های
نگاهͬ با ͬ کند. م مواجه چالش با را آن ها تحلیل برای کارا محاسباتͬ روش های و فضایی آمار
دو بار، اولین برای پایان نامه، این در ذکرشده، چالش دو با مقابله برای و واقعیت این به
΁ی اول، ͬ کنیم. م ارایه فضایی بعدی سه مدل بندی حوزه در را جدید پیشنهادی روش
فضایی میدان ΁ی روند تابع برآورد برای را بعدی سه میانه پالایش نام به ناپارامتری روش
میانه پالایش کری·ینگ فضایی پیش·ویی روش، این از استفاده با ͬ کنیم. م معرفͬ بعدی سه
کری·ینگ ΁ی با را پیشنهادی میانه پالایش کری·ینگ کارایی همچنین ͬ دهیم. م توسعه نیز را
واقعͬ و شبیه سازی مثال های در ͬ شود، م برآورد اسپلاین روش با آن در روند تابع که عام
مقایسه ایران، نفتͬ مخازن از ی΄ͬ در سنگ تک محوری فشاری مقاومت داده های به مربوط
جمͽ بسته آشیانه ای لاپلاس بیزی تقریبی روش بیزی، روی΄رد ΁ی از استفاده با دوم، ͬ کنیم. م
بعدی سه حالت به را (SPDE) تصادفͬ جزیی دیفرانسیل معادلات روش با آن ترکیب و (INLA)

ͬ دهیم. م توسعه

لاپلاس تقریب بˀعدی، سه میانه پالایش کری·ینگ بیزی، استنباط زمین آمار، کلیدی: کلمات
.INLA+SPDE رهیافت جمͽ بسته، آشیانه ای

ک





پیش گفتار
معطوف خود به را پژوهش·ران از بسیاری افکار که اساسͬ مسائل از ی΄ͬ امروز به تا گذشته از
،ͽواق در است. نمونه فاقد م΄ان های در بررسͬ مورد موضوع و مواد رفتار کشف است، کرده
داشته م΄ان آن در مواد رفتار از نسبی ذهنیتͬ نمونه برداری، از قبل ͬ دهند م ترجیح محققان
پژوش·ر عهده ی بر را گزافͬ هزینه های نمونه برداری که زمین علوم در به ویژه ترجیح این باشند.
مطالعه، تحت ناحیه در مواد رفتار بر آگاهͬ که است روشن است. بارزتر ͬ سازد، م متحمل
پیش·ویی بنابراین، زمان شود. در صرفه جویی و اقتصادی هزینه های کاهش موجب ͬ تواند م
مدل بندی برای نیاز مورد اطلاعات نفت و زمین علوم در دارد. مختلف علوم در بسزایی نقش
به صورت زمین از نمونه برداری با تعریف شده، پیش از م΄ان ΁ی در سنگ، رفتار پیش·ویی و
این ͬ شوند. م محاسبه نیاز مورد اطلاعات معلوم، روابطͬ از استفاده با مواردی در و مستقیم
برای است. زمین آماری داده های از مثالͬ هستند، پیوسته مفهومͬ لحاظ از که داده ها از نوع
پارامتری ضابطه ای نتوان اگر داد. تشخیص را داده ها روند باید زمین آماری داده های پیش·ویی
در ͬ شود. م استفاده آن مدل بندی برای ناپارامتری روش های از داد، تشخیص روند تابع برای
سه و بالا حجم اما شده اند، داده توسعه به خوبی مدل سازی ها از نوع این متعددی تحقیقات
روبرو زیادی مش΄لات با را حیطه این پژوهش·ران ژئوم΄انی΄ͬ، مطالعات در داده ها بودن بعدی

ͬ سازد. م
است، شده توجه آن به کمتر که روند تابع مدل بندی در ناپارامتری روش های از ی΄ͬ
در محاسباتͬ پیچیدگͬ از بالا حجم با بعدی سه داده های برای که است میانه پالایش روش
از نوع این بیزی تحلیل در ͬ توان م را مش΄ل همین مشابه طرفͬ، از است. برخوردار اجرا
معمول روش MCMC ال·وریتم های مانند نمونه گیری بر مبتنͬ روش های دریافت. داده ها
محدودیت های از روش ها این اما است. آماری مدل های پسین توام توزیع محاسبه ی برای
در هم΄ارانش و رو دلیل، همین به است. برخوردار هم·رایی مش΄لات و سنگین محاسباتͬ
ارائه را (INLA) جمͽ بسته آشیانͬ لاپلاس تقریب روش به معروف تقریبی روش ΁ی ٢٠٠٩ سال
با زمین آماری داده های کارای مدل بندی برای هم΄ارانش و لیندگرین ٢٠١۵ سال در کردند.
قبل تا دادند. پیشنهاد را (SPDE) تصادفͬ جزیی دیفرانسیل معادلات روش ،INLA از استفاده
بعدی سه داده های برای INLA تقریب از استفاده با بیزی روی΄رد از به ندرت پژوهش این از
در بیشتر ͬ های بررس برای را نگارنده که شد موجب مسائل این چالش های بود. شده استفاده
است: زیر به صورت پایان نامه این ساختار گفته شده، مقدمات اساس بر سازد. وادار زمینه این

است. فضایی آمار مقدمات و تعاریف بر مروری اول فصل •
ساختار برآورد ابزار و ͬ کنیم م معرفͬ را زمین آماری بعدی سه مدل های دوم فصل در •
کری·ینگ روش همچنین ͬ کنیم. م تشریح را بعدی سه میدان ΁ی در داده ها وابستگͬ
از ی΄ͬ در سنگ تک محوری فشاری مقاومت داده های روی بر را بعدی سه معمولͬ

ͬ کنیم. م پیاده نفتͬ مخازن
م



ن
ͬ کنیم. م معرفͬ را آن اجرای ال·وریتم و بعدی سه میانه پالایش روش سوم فصل در •
سازند، تک محوری فشاری مقاومت داده های و شبیه سازی مثال های از استفاده با سپس
عام کری·ینگ همراه به فضایی پیش·ویی در اسپلاین ناپارامتری روش با را آن عمل΄رد

ͬ کنیم. م مقایسه
از استفاده با و ͬ کنیم م معرفͬ را INLA تقریبی بیزی روش جزییات چهارم، فصل در •
آن عمل΄رد و اجرا را پیشنهادی بعدی سه INLA + SPDE روش شبیه سازی مثال ΁ی
در پایان نامه این روش های اجرای برای کامپیوتری کدهای همه ͬ کنیم. م ارزیابی را

شده اند. نوشته R نرم افزار محیط





پایان نامه از مستخرج مقاله های فهرست

پیش·ویی در هندسͬ ناهمسانگردی ،(١٣٩٧) ب. تخم چͬ، ح.، باغیشنͬ، ف.، فخری، .١
ایران. تهران، مدرس تربیت دانش·اه آمار، دانشجویی کنفرانس اولین فضایی،

منظور به بعدی سه  فضایی پیش·ویی ،(١٣٩٨) ب. تخم چͬ، ح.، باغیشنͬ، ف.، فخری، .٢
آمار کنفرانس سومین ایران، نفتͬ مخازن از ی΄ͬ در محوری تک فشاری مقاومت برآورد

.١٢۴ − ١٣٢ ایران، زنجان، فضایی،

ع







مطالب فهرست
١ فضایی آمار ١
٢ . . . . . . . . . . . . . . . . . . . . . . . . فضایی داده های انواع ١ . ١
۴ . . . . . . . . . . . . . . . . . . . . . . . . فضایی آماری مدل بندی ١ . ٢
۵ . . . . . . . . . . . . . . . . . . . . . . . فضایی همبستگͬ ساختار ١ . ٣
۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . تغییرنگار ١ . ٣ . ١
٨ . . . . . . . . . . . . . . . . . . . . . . . . . هم تغییرنگار ١ . ٣ . ٢
٩ . . . . . . . . . . . . . . . . . . . . . . . . ͬ نگار همبستگ ١ . ٣ . ٣
٩ . . . . . . . . . . . . . . . . . . . . . . . . ناهمسان گردی ۴ . ١ . ٣
١٠ . . . . . . . . . . . . . . فضایی همبستگͬ توابع خانواده های ۵ . ١ . ٣
١٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . آماری استنباط ۴ . ١
١٣ . . . . . . . . . . . . . . . . . درستنمایی بر مبتنͬ استنباط ١ . ۴ . ١
١۴ . . . . . . . . . . . . . . . . . . . . . . . . بیزی استنباط ٢ . ۴ . ١
١۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . فضایی پیش·ویی ۵ . ١
١٧ . . . . . . . . . . . . . . . . . . . . . . معمولͬ کری·ینگ ١ . ۵ . ١
١٨ . . . . . . . . . . . . . . . . . . . . . . . . عام کری·ینگ ٢ . ۵ . ١

١٩ زمین آماری بعدی سه  مدل های ٢
١٩ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ٢ . ١
٢٠ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مسأله تشریح ٢ . ٢
٢٢ . . . . . . . . . . . . . . . . . . . . . . . فضایی همبستگͬ ساختار ٢ . ٣
٢٣ . . . . . . . . . . . . . . . . . . نفتͬ مخزن تغییرنگار برآورد ٢ . ٣ . ١
٢۵ . . . . . . . . . . . . . . . . . . . . . . . . استوار برآوردگر ٢ . ٣ . ٢
٢۶ . . . . . . . . . . . . . . . نفتͬ میدان ناهمسانگردی بررسͬ ٢ . ٣ . ٣
٢٧ . . . . . . . . . سازند محوری تک فشاری مقاومت بعدی سه  پیش·ویی ۴ . ٢

ق



مطالب فهرست ر
٣١ بعدی سه تصادفͬ میدان های در فضایی ناپارامتری روش های ٣
٣١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پالایش میانه ٣ . ١
٣٢ . . . . . . . . . . . . . . . . بعدی سه  پالایش میانه ال·وریتم ٣ . ١ . ١
٣٧ . . . . . . . . . . . . . . . . . . . پالایش میانه بعدی سه  کری·ینگ ٣ . ٢
٣٨ . . . . . . . . . . . . . . . . . . . . . . فضایی فرآیند تجزیه ٣ . ٢ . ١
۴٠ . . . . . . . . . . . . پالایش میانه اثرات برون یابی و درون یابی ٣ . ٢ . ٢
۴٢ . . . . . . . . . . . . . . ͬ مانده ها باق روی معمولͬ کری·ینگ ٣ . ٢ . ٣
۴٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . اسپلاین روش ٣ . ٣
۴۶ . . . . . . . . . . . . . . . . . . . . . . . . . . شبیه سازی مطالعه ۴ . ٣
۴۶ . . . . . . . . . . . . . . . . . . . . . . . . . . خطͬ روند ١ . ۴ . ٣
۵٠ . . . . . . . . . . . . . . . . . . . . . . . . خطͬ غیر روند ٢ . ۴ . ٣
۵٢ سنگ محوری تک فشاری مقاومت ناپارامتری بعدی سه  پیش·ویی مطالعه ۵ . ٣

۵٧ بعدی سه فضایی مدل بندی برای تقریبی بیزی رهیافت ۴
۵٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ١ . ۴
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تصاویر فهرست
٧ . . . . . . . . . . . . . . . . . . . . تغییرنگار دهنده ی تش΄یل اجزاء ١ . ١

محل (خط چین). ϕ = ١ و ممتد) (خط ϕ = ٠٫١ ازاء به نمایی همبستگͬ تابع ١ . ٢
نشان را عملͬ دامنه ی مقدار منحنͬ با (ρ(h) = ٠٫٠۵) ΁باری افقͬ خط ͽتقاط

١١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ͬ دهد. م
و خط چین ممتد، (خط k = (٠٫۵, ١٫۵,٢٫۵) برای مترن. همبستگͬ خانواده ١ . ٣
دامنه ی مقدار مورد سه هر در که شده انتخاب طوری ϕ مقدار ترتیب) به نقطه چین
منحنͬ با (ρ = ٠٫٠۵) افقͬ نازک خط ͽتقاط از مقدار این و شود ٣ با برابر عملͬ

١٢ . . . . . . . . . . . . . . . . . . . . . . . . . . . . ͬ آید. م به دست
در .k = ١٫۵ مقدار برای (خط چین) مترن و ممتد) (خط کروی همبستگͬ تابع ۴ . ١

١٢ . شود. ٣ با برابر عملͬ دامنه ی که است شده انتخاب طوری ϕ مقدار مورد دو هر
٢٢ . . . . . . . . . . . . . . . . . . . . . . . . . چاه ها بعدی سه  نمودار ٢ . ١

(ستاره ای) آزمون مجموعه و (توخالͬ) آموزشͬ مجموعه چاه های قرارگیری محل ٢ . ٢
٢٣ . . . . . . . . . . . آن ها قرارگیری محل و جغرافیایی عرض و طول حسب بر
٢۴ . . . . . . . . . . . . . . . . . . . . . . . . . . بعدی ΁ی تغییرنگار ٢ . ٣
٢۵ . . . . . . . . . . . . . . . . . . . . تغییرنگار دهنده ی تش΄یل اجزاء ۴ . ٢

داده برازش نمایی پارامتری مدل منحنͬ تجربی نیم تغییرنگار بعدی سه  نمودار ۵ . ٢
٢۶ . . . . . . . . . . . . . . استوار برآوردگر (ب) ،΁کلاسی برآوردگر (آ) شده

در شده داده برازش نمایی پارامتری مدل منحنͬ و نیم تغییرنگار بعدی سه  نمودار ۶ . ٢
٢٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . جهت چهار
٢٨ . . . . . . . . . . . . . . . مطالعه تحت نفتͬ میدان بعدی سه پیش گویی ٢ . ٧

٢١۵۵ ،١٧٠٣ عمق های در فشاری مقاومت مقادیر پیش·ویی بندی پهنه نقشه ٢ . ٨
واریانس پهنه بندی نقشه همچنین (ه). و (ج) (آ)، در ترتیب به متر ٢۴٨٠ و

٢٩ . . . . . . . . . . (و). و (د) (ب)، در ترتیب به عمق ها همین در پیش·ویی
٢٩ . . . . . . . . . . . آزمون داده های واقعͬ مقادیر مقابل در پیش·ویی مقادیر ٢ . ٩
٣٩ . . بعد دو (ب) سه بعد، (ج) و (آ) میانه پالایش روش به مشب΄ه بندی ΁شماتی ٣ . ١

ش



تصاویر فهرست ت
ترتیب به z و y ، x مختصات به نسبت پراکنش و خام داده های پراکنش نمودار ٣ . ٢

۴٧ . . . . . . . . . . . . . . . . . . . . . . . . . (د). و (ج) (ب)، (آ)،
شده داده برازش خطͬ پارامتری مدل منحنͬ (آ): و نیم تعییرنگار بعدی سه  نمودار ٣ . ٣
روی شده داده برازش نمایی پارامتری مدل منحنͬ (ب) اصلͬ. داده های روی
برازش نمایی پارامتری مدل منحنͬ (ج) میانه پالایش. از حاصل ͬ مانده های باق

۴٨ خطͬ رگرسیون از استفاده با شده داده برازش مدل ͬ مانده های باق روی شده داده
کری·ینگ از استفاده با آزمون داده های واقعͬ مقادیر مقابل در پیش·ویی مقادیر ۴ . ٣
کری·ینگ از استفاده با و LOOCV (ه) و بسته ١٠ (ج) بسته، ۵ (آ) میانه پالایش

۴٩ . . . . . . . . . . . . . . .LOOCV (و) و بسته ١٠ (د) بسته، ۵ (ب) عام
(آ)، ترتیب به z و y ، x مختصات به نسبت پراکنش و داده ها پراکنش نمودار ۵ . ٣

۵١ . . . . . . . . . . . . . . . . . . . . . . . . . . . (د). و (ج) (ب)،
کری·ینگ از استفاده با آزمون داده های واقعͬ مقادیر مقابل در پیش·ویی مقادیر ۶ . ٣
خطͬ روند با عام کری·ینگ ،LOOCV (ز) و بسته ١٠ (د) بسته، ۵ (آ) میانه پالایش
روی عام کری·ینگ از استفاده با و LOOCV (ح) و بسته ١٠ (ه) بسته، ۵ (ب)

۵٢ . .LOOCV (ط) و بسته ١٠ (و) بسته، ۵ (ج) اسپلاین از حاصل ͬ مانده های باق
(آ)، ترتیب به عمق و عرض ، طول مختصات به نسبت داده ها پراکنش نمودار ٣ . ٧

۵٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (ج). و (ب)
به شده داده برازش نمایی پارامتری مدل منحنͬ و نیم تعییرنگار بعدی سه  نمودار ٣ . ٨
و درستنمایسͬ ماکسیمم (ب): اسپلاین، (آ): روش های از حاصل ͬ مانده های باق

۵۴ . . . . . . . . . . . . . . . . . . . . . . . . . . میانه پالایش. (ج):
:٢ میانه پالایش، ١:کری·ینگ روش های از حاصل MSPE مقادیر جعبه ای نمودار ٣ . ٩

۵۵ . . . . . . . . . اسپلاین. از استفاده با معمولͬ کری·ینگ :٣ و عام کری·ینگ
با انتگرال گیری منتخب نقاط نمایش (ب) ،z مختصات سیستم و مˀد، م΄ان (آ) ١ . ۴

۶۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . توری راهبرد
۶٧ . . . توری روش (ب) و CCD روش (آ) از بااستفاده انتگرال گیری منتخب نقاط ٢ . ۴
۶٨ . . . . . . . . . . . . . . . . . . . مرکزی مرکب طرح در نقاط موقعیت ٣ . ۴

مختلف مقادیر برای (١۴ . ۴) معادله ی چ·الͬ و ممتد) (خط استاندارد نرمال توزیع ۴ . ۴
٧٠ . . . . . . . . . . . . . . . . . . . . خط چین)  (خطوط مقیاس پارامتر
٧٢ . . . . . . . . . . . . . . . . . . . تاکاهاشͬ معادله ی ماتریسͬ ΁شماتی ۵ . ۴

و (آ) ͬ ها چهاروجه با بعدی سه فضای در شبیه سازی مثال ناحیه گسسته سازی ۶ . ۴
٨٢ . . . . . . . . . . . . . . . . . . . . . . (ب) منتخب چهاروجهͬ ΁ی

کوواریانس تابع منحنͬ (ب) شده، شبیه سازی ناحیه سه بعدی گسسته سازی (آ) ٧ . ۴
٨٣ . . . . . . .  SPDE روش از حاصل تقریب همراه به شبیه سازی مثال در واقعͬ
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١ فصل
فضایی آمار

هستند، وابسته هم از قرارگیری جهت و موقعیت م΄انͬ به که داده هایی در آمار علم ظهور
موسمͬ و تجاری بادهای جهت (١۶٨۶) هالͬ مثال برای داد. رخ نقشه ها تحلیل در بار اولین
جهت کرد سعͬ وی کرد. بررسͬ زمین نقشه ی از بخش هایی روی بر را استوایی مناطق
توزیع بررسͬ به (١٩٠٧) استیودنت دهد. نسبت فیزی΄ͬ عامل ΁ی به را باد نوع دو این
در داده ها تعداد ذرات، م΄انͬ تحلیل به جای او بود. علاقه مند مایعات درون معلق ذرات
مربع چهارصد به را ناحیه هر و شمارش ͬ مترمربع میل هر در گلبول شمار١ به صورت را ناحیه هر
که شد متوجه استیودنت کرد. استفاده مخمر سلول های تعداد از تحلیل برای و کرد تقسیم
م΄انͬ  ͬ وابستگ به فیشر ͬ کند. م تبعیت پواسن توزیع از مربع هر در مخمر سلول های تعداد
ͬ ها، وابستگ این حذف برای وی که چرا بود واقف کشاورزی میدانͬ آزمایش های در داده ها
بلوک بندی ͬ سازی، تصادف قوانین وی ͬ گزید. بر م هم از دور فواصل در را آزمایشͬ کرت های
خود پژوهش یافته های نشر با (١٩٣٨) یتز همچنین .(١٩٣۵ (فیشر، کرد بنا را تکراری و
کاهش نیز را م΄انͬ همبستگͬ اثر ناخواسته، اریبی کنترل بر علاوه ͬ سازی تصادف که کرد ادعا
کرت های ابعاد انتخاب دنبال به (١٩٣٨) اسمیت ͬ برد. نم بین از کامل به طور ولͬ ͬ دهد، م
نتیجه را خطا واریانس کاهش کرت، اندازه ی در افزایش هرگونه که دریافت و بود کشاورزی
همبستگͬ وجود اما دشوار آن ها فرمول بندی و بودند تجربی او تحلیل های اگرچه ͬ دهد. م
نزدی΄ترین روش های از همچنین ͬ شناخت. م رسمیت به ͬ اش میدان آزمایشات در را م΄انͬ

١Hemocytometer



فضایی آمار ٢
به طور م΄انͬ همبستگͬ گرفتن نظر در با کشاورزی علوم در داده ها تحلیل برای همسای·٢ͬ
متغیرهای به عنوان مجاور کرت های ͬ های همسای· باقیمانده های از استفاده با یا غیرمستقیم،
١٩٨٣؛ هم΄اران، و ویل΄ینسون ١٩٧٨؛ بارتلت، ١٩٣٧؛ (پاپدکیس، ͬ شد م استفاده بررسͬ مورد
در یافت. ͬ توان م علمͬ شاخه هر در تقریباً را آمار کاربرد حاضر حال در .(١٩٨۶ بساگ،
داده ها همیشه) نه البته (و غالباً محیطͬ، زیست  علوم و زیست شناسͬ زمین شناسͬ، حیطه ی
داده ها تکرار ام΄ان همچنین و کرد بلوک بندی یا گرفت نظر در تصادفͬ به صورت ͬ توان نم را
تکنولوژی های از برگرفته جدید روی΄ردهای اساس بر آماری مدل های به نیاز پس ندارد. وجود
نظارت منابع، ارزیابی قبیل از موجود مسائل از بسیاری حل دارد. وجود جدید، و قدیمͬ
تابع پزش΄ͬ، تصویربرداری و زمین) کره هوای شدن گرم مثال، (به عنوان زیست محیط بر
در آن ها قرارگیری جهت و م΄انͬ موقعیت به معمولا که است داده هایی از برگرفته اطلاعات
داده های به که داده ها، نوع این تحلیل برای دارد. بستگͬ مطالعه مورد جغرافیایی ناحیه
کردن وارد نیستند. جواب·و آماری استنباط ΁کلاسی روش های هستند، معروف فضایی
در فضایی) وابستگͬ (ساختار داده ها م΄انͬ موقعیت های توسط القاشده وابستگͬ ساختار

.(١٩٩٣ (کرسͬ، است شده مم΄ن فضایی آمار روش های توسط داده ها تحلیل
آمار اولیه مفاهیم سپس و ͬ کنیم م معرفͬ را فضایی داده های انواع ابتدا بخش این در

ͬ دهیم. م ارائه را بیزی استنباط و فضایی پیش·وی فضایی،

فضایی داده های انواع ١ . ١
و موقعیت ها فضای پیوستگͬ و گسستگͬ بین تمایز فضایی، داده های ماهیت توصیف در
نوع با فضایی داده های طبقه بندی است. مهم متغیر هر برای شده اندازه گیری مقادیر نیز
حل برای مناسب آماری روش انتخاب در ضروری گام اولین اندازه گیری ͹سط و فضا مفهوم
شͬ ΁ی است مم΄ن که چرا نیست، کافͬ تنهایی به طبقه بندی این اما است. سوال ΁ی
فضایی داده های (٢٠١۵) کرسͬ باشد. متفاوتͬ کاملا جغرافیایی فضاهای نمایان گر فضایی
ال·وی مشب΄ه ای٣، داده های نوع سه به مسئله نوع به بسته و سنتͬ تقسیم بندی اساس بر را
فضایی داده های در پارامتر ΁ی به عنوان زمان گاهͬ کرد. تقسیم زمین آماری۵ و نقطه ای۴
فضایی‐زمان۶ͬ مدل های از ͬ شوند، م اندازه گیری داده ها زمان گذشت با و است تاثیرگذار
بر علاوه .(٢٠١۵ وی΄ل، و (کرسͬ کرد استفاده داده ها، از نوع این مدل بندی برای ͬ توان م
داده های گروه چهار به را فضایی داده های نوع شناسͬ، ΁ی اساس بر (٢٠١١) وانگ و فیشر این

٢Nearest-neighbor methods
٣Lattice data
۴Point pattern
۵Geostatistical data
۶spatio-temporal



٣ فضایی داده های انواع
متغیرهای کردند. تقسیم فضایی٨ متقابل داده های و ناحیه ای٧ نقطه ای، ال·وی زمین آماری،
از کدام هر ادامه در باشند. پیوسته یا گسسته است مم΄ن فضایی آمار در شده اندازه گیری

ͬ کنیم. م معرفͬ را فضایی داده های انواع
مربوط ͬ شوند، م نامیده نیز میدان٩ͬ داده های که داده ها از نوع این زمین آماری: داده های
΁ی از آن ها مشاهدات و میدانͬ) (دید پیوسته مفهومͬ لحاظ از که هستند متغیرهایی به
مورد متغیر داده ها از نوع این در ͬ شوند. م نمونه برداری تعریف شده، پیش از و ثابت مجموعه
مقاومت مقدار اندازه گیری ͬ توان م پیوسته حالت برای باشد. پیوسته یا گسسته ͬ تواند م بررسͬ
خاکͬ کرم های تعداد ͬ توان م گسسته حالت برای و زد مثال چاه در را سازند تک محوری فشاری

برد. نام را حاصلخیز کشاورزی زمین ΁ی م΄ان های در برداشت شده خاک های نمونه  درون
مجموعه از متش΄ل مطالعه، مورد ناحیه ی در متناهͬ داده های به نقطه ای: ال·وی داده های
نقطه ای ال·وی داده های است، داده روی نقاط آن در نظر مورد رخداد که نقطه ای م΄ان های
سه در نقطه ای ال·وی داده های است. متغیر ΁ی خود م΄ان داده ها از نوع این در ͬ گویند. م
.(١٩٩٣ (کرسͬ، ͬ شوند م تقسیم بندی خوشه ای١٢ و منظم١١ تصادف١٠ͬ، فضایی کاملا́ دسته
مثالͬ ͬ توان م را جرم نوع ΁ی بروز یا مطالعه تحت منطقه ی در خاص بیماری نوع ΁ی وجود

دانست. داده ها نوع این برای
تعداد با مشاهدات با متناظر داده هایی مشب΄ه ای١٣ یا ناحیه ای داده های ناحیه ای: داده های
تصاویر مانند منظم مشب΄ه ΁ی است مم΄ن که هستند فضایی) (شͬ واحد فضای ΁ی از ثابت
محدوده ی شهرستا ن های و بخش مانند محدوده، یا منطقه نامنظم مجموعه ی یا دور از سنجش
مدل بندی ناحیه ای فضایی داده های تحلیل از اصلͬ هدف باشد. کشورها حتͬ یا سرشماری
΁ی در متغیر مقدار پیش گویی اصلͬ هدف زمین آمار در ͬ که حال در است، مشاهدات احتمالاتͬ

است. مشاهده بدون م΄ان
ربطͬ داده های یا مبدا‐مقصد روند داده های به داده ها از نوع این فضایی: متقابل داده های
شامل را ناحیه دو یا نقطه دو بین پیوند به مربوط شده  اندازه گیری مقدار و دارند شهرت
فضایی متقابل داده های جمله از مهاجرت یا بین المللͬ تجارت به مربوط داده های ͬ شود. م

هستند.

٧Areal
٨Spatial interaction data
٩Field data

١٠Complete spatial randomness
١١Reqularity
١٢Clustring
١٣Lattice data



فضایی آمار ۴

فضایی آماری مدل بندی ١ . ٢
معمولا˟ فضایی آمار در ͬ شود. م گرفته نظر در آماری مدل ΁ی فضایی، داده های تحلیل برای
به عنوان است {Z(s); s ∈ D} مانند تصادفͬ متغیرهای از مجموعه ای که تصادفͬ میدان ΁ی
΁ی D اندیس گذار مجموعه آن در که ͬ شود، م گرفته نظر در فضایی داده های آماری مدل
،Z(·) تصادفͬ میدان مورد در است. Rd از ،d ⩾ ١ بعدی، d اقلیدسͬ فضای از مجموعه زیر

به صورت ترتیب به s٢ و s١ موقعیت های در کوواریانس و s موقعیت در میانگین

µ(s) = E[Z(s)], s ∈ D

C(s١, s٢) = Cov[Z(s١), Z(s٢)]
= E[(Z(s١)− µ(s١))(Z(s٢)− µ(s٢))], s١, s٢ ∈ D

(١ . ١)

به صورت s م΄ان در ،Z(·) تصادفͬ میدان واریانس s = s١ = s٢ برای ͬ شوند. م تعریف
V ar[Z(s)] = E[(Z(s)− µ(s)]٢ = C(s, s) (١ . ٢)

به صورت ͬ توان م را Z(·) تصادفͬ میدان هر ͬ شود. م حاصل
Z(s) = µ(s) + δ(s), s ∈ D (١ . ٣)

تغییرات یا خطا فرآیند δ(·) و روند١۵ یا بزرگ مقیاس١۴ تغییرات µ(·) آن در که کرد، تجزیه
خطای از ناشͬ است مم΄ن کوچ΁ مقیاس تغییرات ͬ شوند. م نامیده میدان کوچ΁ مقیاس١۶
مم΄ن بزر گ مقیاس تغییرات و باشد مشاهده شده موقعیت  درون در تغییرپذیری یا اندازه گیری
داده های تحلیل معمول به طور باشند. مشاهده شده موقعیت های بین تغییرپذیری از ناشͬ است
تصادفͬ میدان ͬ های ویژگ برخͬ اما است، دشوار بسیار نمونه مشاهدات اساس بر فضایی

.(١٣٩٨ (محمدزاده، ͬ شوند م معرفͬ ادامه در که شد، خواهند مسأله ساده سازی موجب
اگر ͬ شود، م نامیده ذات١٧ͬ مانای ،Z(·) تصادفͬ میدان .١ . ٢ . ١ تعریف

.E(Z(s)) = µ یعنͬ باشد، (s) از م΄ان مستقل یا ثابت تصادفͬ میدان میانگین .١
یعنͬ باشد، sj و si موقعیت های از تابعͬ تنها باید واریانس (Z(si)−Z(sj)) عبارت برای .٢

V ar(Z(si)− Z(sj)) = ٢γ(si − sj), si, sj ∈ D ⊂ Rd.

میدان جای همه  در و ندارد بستگͬ هم از مشاهدات قرارگیری م΄ان به واریانس بنابراین
است. ثابت

١۴Large scale variation
١۵Trend
١۶Small scale variation
١٧Intrinsic stationary



۵ فضایی همبستگͬ ساختار
اگر ͬ شود، م نامیده ضعیف مانای یا دوم١٨ مرتبه مانای ،Z(·) تصادفͬ میدان .١ . ٢ . ٢ تعریف

یعنͬ باشد. ثابت یا s م΄ان از مستقل ،Z(·) تصادفͬ میدان میانگین .١
E(Z(s)) = µ, s ∈ D ⊂ Rd.

یعنͬ باشند، sj و si موقعیت های از تابعͬ فقط Z(sj) و Z(si) کوواریانس .٢
Cov(Z(si)− Z(sj)) = C(si − sj), si, sj ∈ D ⊂ Rd.

دوم مرتبه مانایی تحت که است ͹واض
V ar(Z(s)) = Cov(Z(s)− Z(s)) = C(٠) = σ٢.

موقعیت های همه ی برای هرگاه ͬ شود، م نامیده ١٩ قوی مانای ،Z(·) تصادفͬ میدان .١ . ٢ . ٣ تعریف
ی΄ͬ Z(s١ + h), . . . , Z(sn + h) توأم توزیع با  Z(s١), . . . , Z(sn) توأم توزیع  h گام و s١, . . . , sn

یعنͬ باشد،
(Z(s١), . . . , Z(sn)) D

= (Z(s١ + h), . . . , Z(sn + h)).

 Z(s١), . . . , Z(sn) توام توزیع h ∈ Rd راستای در s١, . . . , sn موقعیت های انتقال صورت در عبارتͬ، به  
ͬ کند. نم تغییر

شرط دوم مرتبه مانای و دوم مرتبه مانای برای کافͬ شرط قوی مانای که کرد ثابت ͬ توان م
.(١٣٩٨ (محمدزاده، نیست برقرار آن عکس کلͬ حالت در ولͬ است، ذاتͬ مانای برای کافͬ

فضایی همبستگͬ ساختار ١ . ٣
داده های همبستگͬ ساختار مدل بندی برای هم تغییرنگار٢١ و تغییرنگار٢٠ از فضایی آمار در
پس دارند. بیشتری شباهت هم به ΁نزدی داده های موارد اکثر در ͬ شود. م استفاده فضایی
معیاری ͬ تواند م دارند، قرار ی΄دی·ر از  h فاصله ی به که  Z(s+h) و  Z(s) مقادیر تفاضل متوسط
موقعیت دو در تصادفͬ میدان مقادیر متقابل وابستگͬ و تشابه این اندازه ی بیان برای مناسب
΁کوچ تصادفͬ میدان واریانس باشد، ΁کوچ تفاضل این متوسط چه هر باشد. s + h و s

هم به بیش تری شباهت به عبارتͬ و نزدی΄تر ی΄دی·ر به Z(s+ h) و Z(s) گفت ͬ توان م و است
تصادفͬ میدان مقادیر واریانس باشد، بیشتر تفاضل ها متوسط چه هر صورت همین به دارند.

است. کمتر آن ها تشابه و بوده بزرگتر
١٨Second order stationary
١٩Strong stationary
٢٠Variogram
٢١Covariogram



فضایی آمار ۶

تغییرنگار ١ . ٣ . ١
دو در تصادفͬ میدان مشاهده شده مقدار دو بین تفاضل واریانس ،٢γ(h) نظری، تغییرنگار

ͬ شود: م تعریف زیر به صورت و دارند قرار هم از h فاصله به که است s+ h و s فضایی م΄ان
٢γ(h) = V ar(Z(s+ h)− Z(s)). (۴ . ١)

مقادیر وابستگͬ میزان توصیف برای تابع این ͬ شود. نامیده م نیم تغییرنگار٢٢ γ(h) تابع
کری·ینگ٢٣ به معروف فضایی پیش·وی توسط اعتماد قابل پیش گویی برای و تصادفͬ میدان
از دنباله ای در گشتاوری روش های توسط معمولا (نمونه) تجربی تغییرنگار است. نیاز مورد
داده برازش آن روی بر تغییرنگار (مجاز٢۴) معتبر مدل چند یا ΁ی و ͬ شود م محاسبه گام ها
فواصل در یا منظم فواصل در توری یا برش ΁ی طول در است مم΄ن تغییرنگار ΁ی ͬ شود. م
محاسبه گشتاوری به صورت است مم΄ن تغییرنگار برآوردگرهای شود. محاسبه نامنظم پراکنده
نامیده تنومند٢۵ برآوردگرهای که شود استفاده مد و میانه از محاسباتشان برای این که یا شوند
΁ی (در کراندار است مم΄ن تغییرنگار نیستند. حساس دورافتاده٢۶ مقادیر به نسبت و ͬ شوند م
تغییرنگار پارامترهای باشد. ذاتͬ) مانای میدان ΁ی (در کران بدون یا دوم) مرتبه مانای میدان
برای که را فضایی تغییرات از خلاصه ای ͬ شوند، م برآورد تغییرنگار معتبر مدل های توسط که
و ͬ مانده ها٢٧ باق دوم توان های کمترین میانگین ͬ دهند. م ما به است نیاز فضایی پیش·ویی
و (اولیور کند ΁کم ما به شده داده  برازش مدل بهترین انتخاب در ͬ تواند م ٢٨΁آکایی معیار
به صورت (MOM) ماترون٢٩ گشتاوری روش براساس معمولا تغییرنگار برآورد .(٢٠١۵ وستر،

γ̂(h) =
١

٢m(h)

m(h)∑
i=١

{z(si)− z(si + h)}٢ (۵ . ١)
موقعیت های در Z(·) میدان مشاهده شده مقادیر z(si +h) و z(si) آن در که ͬ شود، م محاسبه
دارند. قرار هم از h فاصله در که است نمونه هایی جفت تعداد m(h) و هستند si + h و si

بسیار یا ندارند فضایی همبستگͬ داده ها باشد، ثابت تقریباً h مقادیر تمام برای تغییرنگار اگر
است. داده ها فضایی همبستگͬ بیانگر تغییرنگار نمودار شیب برعکس، است. ضعیف

مقیاس و نمونه گیری فاصله ی نمونه، اندازه ͬ توان م تجربی تغییرنگار بر موثر عوامل از
وستر، و (اولیور برد نام روند و همسان گردی٣٠ داده ها، توزیع هم، از گام ها فاصله ی فضایی،

٢٢Semivariogram
٢٣Kriging
٢۴Authorized
٢۵Robust estimators
٢۶Outliers
٢٧Mean squared residuals
٢٨Akaike
٢٩Matheron’s method of moments
٣٠Isotropy



٧ فضایی همبستگͬ ساختار
یا (آستانه سقف٣٢ ساختار)، بدون (واریانس اثرقطعه ای٣١ سه پارامتر دارای تغییرنگار .(٢٠١۵

ͬ شوند. م تعریف زیر به صورت که است دامنه٣٣ و ازاره)

تغییرنگار دهنده ی تش΄یل اجزاء :١ . ١ ش΄ل

نقاط به نسبت بیشتری تشابه هم به ΁نزدی مشاهدات قاعدتاً فضایی آمار در دامنه: •
ͬ یابد. م افزایش تغییرنگار مقدار مشاهده، دو بین فاصله افزایش با لذا دارند، هم از دور
فاصله بزرگتر مقادیر ازاء به سپس و دارد ادامه معین فاصله ی ΁ی تا تغییرنگار افزایش
ͬ گذارند م تأثیر هم بر معینͬ فاصله ی تا نمونه ها به عبارتͬ ͬ ماند. م ثابت تغییرنگار مقدار
به و ͬ رسد م ثابتͬ حد به تغییرنگار آن در که فاصله ای هستند. م΄انͬ وابستگͬ دارای و
وابستگͬ بر بزرگتر تاثیر دامنه ͬ نامند. م تأثیر شعاع یا دامنه را ͬ شود م ΁نزدی افقͬ خط
با و ندارند اثری هم بر مشاهدات تاثیر دامنه ی از خارج دارد. دلالت گسترده تر م΄انͬ

کرد. تحلیل را داده ها این ͬ توان م ΁کلاسی آمار از استفاده
گفته آستانه یا سقف ͬ رسد، م آن به تأثیر دامنه ی در تغییرنگار که ثابتͬ مقدار به سقف: •
به تغییرنگار محاسبه ی در که است نمونه هایی تمام واریانس با برابر سقف مقدار ͬ شود. م
هستند کراندار اصطلاح به ͬ رسند م مشخص سقف به که تغییرنگارهایی است. رفته کار
تغییرنگار که است مم΄ن مواردی در برخوردارند. پیش·ویی در بیشتری اهمیت از و

باشد. داده ها ناایستایی عدم یا روند وجود دهنده ی نشان  ͬ تواند م که نباشد کراندار
صفر با برابر باید ،h = ٠ مختصات، مبداء در تغییرنگار مقدار نظری لحاظ به اثرقطعه ای: •
دستوری چنین از ͬ شوند م حاصل تجربه از که واقعͬ تغییرنگارهای عمل، در ولͬ باشد.
نمایش C٠ با که ͬ گویند م اثرقطعه ای h = ٠ ازاء به تغییرنگار مقدار به ͬ کنند. نم تبعیت

٣١Nugget effect
٣٢Sill
٣٣Range



فضایی آمار ٨
شدید تغییرات یا اندازه گیری خطای و نمونه گیری خطای دو (١٩٩٣) کرسͬ ͬ دهند. م
دو ͽجم را اثرقطعه ای کلͬ به صورت و ͬ شمارد م قطعه ای اثر نبودن صفر دلایل را کمیت
زمین آماری منابع در ͬ داند. م (cMS)

ریزمقیاس٣۵ خطای و (cME)
اندازه گیری٣۴ خطای

کرده اند: تقسیم دسته دو به را اثرقطعه ای صفر از بیشتر مقدار بر تاثیرگذار عوامل
متغییرها بودن تصادفͬ به ͽواق در که متغیر، توزیع در تصادفͬ مولفه های وجود .١

ͬ گردد. برم
.(١٣٧٧ ͬ پاک، (حسن آزمایش·اهͬ تحلیل و آماده سازی نمونه برداری، خطاهای .٢

موقعیت از تابعͬ که ͬ نامند م ،C ساختاردار، واریانس را اثرقطعه ای و سقف مقدار تفاضل
ͬ توان م که است تغییراتͬ ساختاردار واریانس است. داده ها قرارگیری جهت و م΄انͬ
تشخیص برای ͬ توان م C

C٠ نسبت از یافت. فضایی متغیر خود خصوصیات در را آن دلیل
ساختاردار مولفه ی نسبت با است برابر که کرد، استفاده داده ها در فضایی ساختار وجود
برابر که دارد وجود منظور بدین نیز دی·ری نسبت تغییرنگار. ساختار بدون مولفه ی به
ͬ کند. م توجیه اثرقطعه ای را تغییرپذیری از مقدار چه که است آن معرف و C٠

C+C٠ با است
کمتر ساختاردار مولفه از غیرساختارمند مولفه نقش باشد، C

C+C٠ > ١٢ ͬ که درصورت
مقدار چه هر است. ملاحظه قابل داده ها فضایی ساختار گرفت نتیجه ͬ توان م و است
ͬ کند. م پیدا بیشتری ضرورت آمارفضایی از استفاده باشد نزدی΄تر ΁ی به فوق قدرنسبت

هم تغییرنگار ١ . ٣ . ٢
به صورت Z(s+ h) و Z(s) مقدار دو کوواریانس

C(h) = Cov(Z(s),Z(s+ h) (۶ . ١)
ͬ نامند. م هم تغییرنگار٣۶ آن را و ͬ شود م تعریف

به صورت (۶ . ١) رابطه ی آن گاه باشد دوم مرتبه ی مانای تصادفͬ، میدان اگر
C(h) = E[Z(s)Z(s+ h)]− µ٢

هر برای یعنͬ .(١٩٩٣ (کرسͬ، است مثبت٣٧ همیشه تابعͬ هم تغییرنگار، تابع ͬ شود. م ساده
نمایش·ر هم تغییرنگار .∑m

i=١
∑m

j=١ aiajC(si − sj) ⩾ ٠, {ai}mi=١ ثابت حقیقͬ اعداد از دنباله
است. Z(s+ h) و Z(s) متغیر دو تغییرپذیری شباهت میزان

٣۴Measurment error
٣۵Micro scale error
٣۶Covariogram
٣٧Positive definite



٩ فضایی همبستگͬ ساختار

ͬ نگار همبستگ ١ . ٣ . ٣
به صورت C(٠) > ٠ شرایط با و نام دارد ͬ نگار٣٨ همبستگ Z(s+h) و Z(s) بین همبستگͬ ضریب

ρ(s, s+ h) = ρ(h) =
C(h)

C(٠) = ١ − γ(h)

C(٠)
ͬ شود. م تعریف

خواهد فاصله از تابعͬ نیز ͬ نگار همبستگ است، فاصله از تابعͬ تغییرنگار این که به توجه با
فاصله کاهش با و کم ͬ نگار همبستگ مقدار موقعیت ها، بین فاصله  افزایش با بنابراین بود.

ͬ کند. م پیدا افزایش آن مقدار

ناهمسان گردی ۴ . ١ . ٣
قرارگیری جغرافیایی جهت به نسبی به طور و م΄انͬ موقعیت به است مم΄ن تغییرنگار تابع
ی΄دی·ر از داده ها م΄انͬ فاصله به فقط تابع این اگر باشد. وابسته مطالعه مورد ناحیه در داده ها
فضایی تصادفͬ میدان نباشد، وابسته جغرافیایی جهت و م΄ان خود به و باشد داشته بستگͬ
این صورت غیر در و همسان گرد٣٩ ͬ شود، م استفاده داده ها مدل بندی برای که را، حاصل
همسان گردی پذیره .(٢٠١۵ هم΄اران، و مونترو ١٩٩٣؛ (زیمرمن، ͬ نامند م ناهمسان گرد۴٠
و هم تغییرنگار و تغییرنگار برآورد داده ها، مدل بندی شدن آسان تر موجب تصادفͬ میدان
ͬ شود. م پیش گویی مثل فضایی داده های تحلیل از حاصل نتایج در دقت افزایش نهایت در
ضرورت ΁ی آن ها تحلیل از قبل داده ها همبستگͬ ساختار همسان گردی بررسͬ بنابراین،
ناهمسان گردی نوع دو (٢٠١٠) سارما و (١٣٧٧) ͬ پاک حسن .(١٣٩٨ (محمدزاده، ͬ شود م محسوب
(١٩٩٣) زیمرمن همچنین داده اند. قرار بحث مورد را ناحیه ای۴٢ ناهمسان گردی و هندس۴١ͬ
این ها، بر علاوه پرداخت. قطعه ای۴۴ اثر ناهمسان گردی و دامنه ای۴٣ ناهمسان گردی بررسͬ به
بررسͬ مورد تغییرنگار توابع در را توان و شیب در ناهمسان گردی (٢٠٠٠) سیس΄ا و اری΄سون
قطعه ای اثر و ازاره ای دامنه ای، ناهمسان گردی نوع سه کرده ایم سعͬ این جا در داده اند. قرار

کنیم. تشریح اختصار به را
ناهمسان گردی آن به که است ناهمسان گردی نوع مهم ترین هندسͬ: ناهمسان گردی •
اگر .(٢٠١۵ هم΄اران، و (مونترو ͬ شود م گفته نیز بیضوی ناهمسان گردی یا دامنه ای

٣٨Correlogram
٣٩Isotropic
۴٠Anisotropic
۴١Geometric Anisotropy
۴٢Zonal Anisotropy
۴٣Range Anisotrapy
۴۴Nugget Anisotrapy



فضایی آمار ١٠
باشد، متفاوتͬ تاثیر دامنه  ولͬ ی΄سان ازاره  دارای مختلف جهت های در میدان تغییرنگار

است. داده رخ هندسͬ ناهمسان گردی
مختلف جهت های در تغییرنگار قطعه ای اثر مقدار اگر قطعه ای: اثر ناهمسان گردی •

ͬ نامند. م قطعه ای اثر ناهمسان گردی را ناهمسان گردی نوع این نباشد، ی΄سان
ی΄سان مختلف جهت های در تغییرنگار (سقف) ازاره مقدار اگر ازاره  ای: ناهمسان گردی •
ناهمسان گردی نوع این زمین آماری منابع در است. داده رخ ازاره ای ناهمسان گردی نباشد،

.(١٣٧٧ ͬ پاک، (حسن ͬ نامند م نیز ناحیه ای ناهمسان گردی را
نامیده هم·ن۴۵ باشد، همسان گرد و دوم مرتبه مانای که ͬ ای تصادف میدان .١ . ٣ . ١ تعریف

ͬ شود. م

فضایی همبستگͬ توابع خانواده های ۵ . ١ . ٣
توابع خانواده های برای ͬ توان م را ͬ هایی ویژگ چه که ͬ کنیم م مطرح سوال این با را بحث این
باشیم، داشته باور توبلر۴۶ جغرافیایی قانون به ما اگر ابتدا در داشت؟ انتظار فضایی همبستگͬ
کاهش Z(sj) و Z(si) بین فضایی همبستگͬ sj و si م΄انͬ فاصله افزایش با که داریم انتظار
مختلف واحدهای از استفاده با همچنین، است. h از غیرافزایشͬ تابع ΁ی ρ(h) به عبارتͬ یابد.
باشد واحد مقیاس گذاری پارامتر ΁ی دارای باید ρ(h) پس کرد، اندازه گیری را فاصله ͬ توان م
ویژگͬ دو این که پارامتری خانواده های از برخͬ مقدمه این با .(٢٠١٩ جورجͬ، و (دی·ل
قرار بررسͬ مورد بعدی بخش در که کروی و مترن نمایی، خانواده های از عبارتند دارند، را

گرفته اند.

نمایی خانواده
ͬ شود: م تعریف (١ . ٧) به صورت نمایی معتبر همبستگͬ تابع

ρ(h, ϕ) = exp(−h/ϕ) : h ≥ ٠, (١ . ٧)
ϕ = ١٫٠ و ϕ = ٠٫١ ازاء به را ρ(h, ϕ) مقدار ١ . ٢ ش΄ل است. مدل پارامتر تنها ϕ > ٠ آن در که
فاصله، از مشخصͬ واحد برای ͬ نامند. م دامنه پارامتر را ϕ مقیاس بندی پارامتر ͬ دهد. م نشان
تعریف ΁ی است. بیشتر دامنه از فضایی همبستگͬ مقدار که ͬ دهد م نشان ϕ از بزرگتری مقدار
شود. ρ(h) = ٠٫٠۵ آن ازای به که است فاصله ای  فضایی همبستگͬ در عمل۴٧ͬ دامنه از مرسوم

است. ϕ برابر سه تقریبا عملͬ دامنه (١ . ٧) نمایی همبستگͬ تابع برای
۴۵Homogenuos
۴۶Tobler
۴٧Pratical range



١١ فضایی همبستگͬ ساختار

ͽتقاط محل (خط چین). ϕ = ١ و ممتد) (خط ϕ = ٠٫١ ازاء به نمایی همبستگͬ تابع :١ . ٢ ش΄ل
ͬ دهد. م نشان را عملͬ دامنه ی مقدار منحنͬ با (ρ(h) = ٠٫٠۵) ΁باری افقͬ خط

مترن خانواده
سمت به فضایی همبستگͬ کردن میل سرعت مرتبه ی کنترل نمایی مدل در ϕ دامنه پارامتر
ش΄ل به را انعطاف پذیری این مترن خانواده ͬ سازد. م مم΄ن جداسازی از استفاده با را صفر
مترن دارد. فضایی فرآیند همواری بر مستقیمͬ تاثیر خود نوبه ی به و ͬ افزاید م همبستگͬ تابع
در او بود. استکهلم جنگل داری سلطنتͬ دانش·اه در شاغل سوئدی آماردان (٢٠٠٧-١٩١٧)
که دارد فضایی آمار توسعه یافته روش های به ژرف نگاهͬ ١٩۶٠ سال در خود دکتری رساله ی
به وی نام با که دانست همبستگͬ توابع از پارامتری دو خانواده معرفͬ ͬ توان م را آن ماحصل

است. رسیده ثبت
به صورت مترن همبستگͬ تابع

ρ(h;ϕ, k) = {٢k−١Γ(k)}−١(h/ϕ)kKk(h/ϕ)

تعدیل بسل تابع Kk(·) و گاما تابع Γ(·) هستند، مدل پارامترهای k > ٠ و ϕ > ٠ آن در که است
را ρ(h;ϕ, k) مقدار k = (٠٫۵, ١٫۵,٢٫۵) برای ١ . ٣ ش΄ل است. k مرتبه ی از سوم نوع شده۴٨

باشد. سه با برابر عملͬ دامنه ی که است شده انتخاب طوری ϕ پارامتر ͬ دهد. م نشان
صورت به مترن کوواریانس تابع

Cov(h) =
σ٢

٢k−١Γ(k)(ϕ||h||)
kKk(ϕ||h||) (١ . ٨)

بسل تابع Kk(·) ،||h|| = si−sj که به طوری است، sj و si بین اقلیدسͬ فاصله ی ||h|| آن در که
اغلب که ͬ کند م کنترل را تابع همواری درجه k و است k مرتبه ی از دوم نوع اصلاح شده ی

است. ثابتͬ مقدار

کروی خانواده
دارد که وسیعͬ دامنه ی و انعطاف پذیری دلیل به مترن خانواده که است داده  نشان تجربه
زمین شناسͬ در ولͬ باشد. کافͬ فضایی همبستگͬ مدل سازی های از بسیاری برای ͬ تواند م

۴٨Modified Bessel function



فضایی آمار ١٢

نقطه چین و خط چین ممتد، (خط k = (٠٫۵, ١٫۵,٢٫۵) برای مترن. همبستگͬ خانواده :١ . ٣ ش΄ل
این و شود ٣ با برابر عملͬ دامنه ی مقدار مورد سه هر در که شده انتخاب طوری ϕ مقدار ترتیب) به

ͬ آید. م به دست منحنͬ با (ρ = ٠٫٠۵) افقͬ نازک خط ͽتقاط از مقدار

که کروی خانواده شرح به فقط اینجا در که ͬ شود م استفاده نیز دی·ری مدل های از ΁کلاسی
ͬ پردازیم. م دارد، بیشتری کاربرد

ش΄ل به و است پارامتری تک خانواده از کروی همبستگͬ تابع

ρ(h) =


١ − ٣٢(h/ϕ) + ١٢(h/ϕ)٣ : h ≤ ϕ

٠ : h > ϕ

(١ . ٩)

همواری پارامتر برای مترن و کروی همبستگͬ تابع دو منحنͬ ۴ . ١ ش΄ل در ͬ شود. م تعریف
شده اند. رسم k = ١٫۵

دو هر در .k = ١٫۵ مقدار برای (خط چین) مترن و ممتد) (خط کروی همبستگͬ تابع :۴ . ١ ش΄ل
شود. ٣ با برابر عملͬ دامنه ی که است شده انتخاب طوری ϕ مقدار مورد



١٣ آماری استنباط

آماری استنباط ۴ . ١
آزمایش شامل استنباط مباحث کلͬ به طور است. داده ها از نتیجه گیری فرآیند آماری استنباط
به ویژه چشم گیری رشد آماری مدل بندی و استنباط است. پیش گویی۵١ و برآورد۵٠ کردن۴٩،
نظر به بلندپروازانه امر ΁ی موضوع این داشته اند. قطعیت ها عدم و تغییرات با مقابله برای
قطعیت های عدم تنش ها، کمترین با حتͬ ب·ذارد پشت سر را زندگͬ که کسͬ هر زیرا ͬ رسد، م
قطعیت عدم با شدن مواجه در که نیست بدیهͬ ͬ کند. م درک کامل به طور را زندگͬ همه جانبه

ب·وییم. منطقͬ حتͬ یا علمͬ سخت گیرانه، چیزی
م΄تب دو آمده اند. پدید قطعیت ها عدم به واکنش در آمار رشته فکری مختلف م΄اتب
دیدگاه در هستند. بیزی استنباط و درستنمایی بر مبتنͬ استنباط امروز، دنیای در غالب
مدل سازی احتمال۵٢ شده استاندارد قوانین طریق از ͬ توانند م قطعیت ها عدم تمامͬ بیزی،
معرفͬ را استنباطͬ دیدگاه دو این خلاصه به طور ادامه در .(٢٠٠١ (پاوتن، شوند پردازش و

ͬ کنیم. م

درستنمایی بر مبتنͬ استنباط ١ . ۴ . ١
باشد، z = (z١, . . . , zn) نمونه  احتمال (جرم) چ·الͬ تابع f(z|θ) کنید فرض .١ . ۴ . ١ تعریف
تابع را باشد L(θ|z) = f(z|θ) به صورت که θ از تابعͬ باشد. شده مشاهده Z = z به طوری که

با است برابر درستنمایی تابع مستقل، مشاهدات برای ͬ نامند. م درستنمایی۵٣

L(θ; z) =
n∏

i=١
f(zi|θ١, . . . θk) (١ . ١٠)

متغیر Z کمیت چ·الͬ تابع در است. نامعلوم پارامترهای بردار θ = (θ١, . . . θk)T آن در که
را پارامتر روی مقادیر تمامͬ ͬ تواند م θ مقدار درستنمایی تابع در اما است، ثابت θ مقدار و

است. شده مشاهده مقدار ΁ی z و کند اختیار

درستنمایی تابع به طوری که باشند، نمونه فضای از مشاهده دو y و z کنید فرض .١ . ۴ . ١ قضیه
برای به طوری که داشته باشیم C(z,y) مانند ثابتͬ یعنͬ باشد، y درستنمایی تابع با متناسب z

باشیم داشته θها تمام
L(θ|z) = C(z,y)L(θ|y).

۴٩Testing
۵٠Estimation
۵١Prediction
۵٢Standard rules of probability
۵٣Likelihood function



فضایی آمار ١۴
از استفاده با حاصل نتایج مشابه z از استفاده با θ پارامتر برای استنباط نتایج این صورت در
θ پارامتر به C(z,y) ثابت مقدار آن در که ͬ گویند م درستنمایی۵۴ اصل قضیه این به است. y

ندارد. بستگͬ
تابع اساس بر آماری استنباط های پایه ریزی درستنمایی، اصل از استفاده عملͬ نتیجه
درستنمایی ماکسیمم برآوردگرهای محاسبه نتیجه، این محصولات از ی΄ͬ است. درستنمایی

است. نامعلوم پارامترهای برای
مشاهدات با تصادفͬ متغیرهای برای درستنمایی تابع L(θ|z) کنید فرض .٢ . ۴ . ١ تعریف
درستنمایی برآوردگر θ̂ آن گاه کند، بیشینه را درستنمایی تابع مقدار θ̂ اگر باشد. z١, . . . , zn
مقداری ماکسیمم درستنمایی برآورد .(٢٠١٧ هم΄اران، و (مود ͬ شود م تعریف θ ماکسیمم۵۵
داشته را شدن شانس مشاهده بیشترین z نقطه، آن در که ͬ کند م اختیار را θ نمونه فضای از
ماکسیمم درستنمایی برآوردگر باشد، مشتق پذیر پارامتر حسب بر درستنمایی تابع اگر باشد.

ͬ آید: م به دست زیر معادله ی حل از وجود صورت در
∂L(θ|z)
∂θi

= ٠, i = ١, . . . , k.
موارد، بعضͬ در و ͬ شوند م ماکسیمم θ از نقطه ΁ی در l(θ|z) = lnL(θ|z) و L(θ|z) همچنین

است. ساده تر درستنمایی ل·اریتم ماکسیمم کردن پیدا
نظر از و مش΄ل کار درستنمایی تابع محاسبه معمولا˟ آماری پیچده ولͬ واقعͬ مدل های در
از استفاده به را آماردانان مسأله، این معمولا˟ است. مضاعفͬ ͬ های پیچیدگ دارای محاسباتͬ

ͬ دهد. م سوق دی·ر استنباطͬ دیدگاه های

بیزی استنباط ٢ . ۴ . ١
است. متفاوت درستنمایی بر مبتنͬ جمله آن از و ΁کلاسی روی΄رد با اساساً بیزی۵۶ روی΄رد
΁کلاسی آمار در شود. ͽواق مفید آماری روی΄ردهای سایر بر ͬ تواند م بیزی آمار جنبه های برخͬ
تصادفͬ نمونه های به طوری که ͬ شود، م گرفته  نظر در ثابت کمیت ΁ی و نامعلوم پارامتر
نمونه، در شده مشاهده مقادیر براساس و شده انتخاب θ شاخص با جامعه از Z١, . . . ,Zn

دارای ͬ تواند م که است کمیت ΁ی θ بیزی روی΄رد در ͬ دهند. م ما به پارامتر درباره ی اطلاعاتͬ
از برگرفته نمونه اطلاعات سپس باشد. ͬ شود) م نامیده پیشین۵٧ توزیع (که احتمال توزیع
این ͬ شوند. م به روز اصطلاح به و شده ترکیب باهم پیشین توزیع و θ شاخص با جامعه ای

۵۴Likelihood principle
۵۵Maximum likelihood estimation
۵۶Bayesian approach
۵٧Prior distribution



١۵ آماری استنباط
ͬ شود. م انجام بیز۵٩ قاعده ی از استفاده با که ͬ نامند م پسین۵٨ توزیع را شده به روز پیشین
از پسین توزیع در چه هر .(٢٠٠٢ برگر، و (کسلا نهاده اند آن بر را بیزی آمار نام رو این از
به و شده بیشتر پسین توزیع در پیشین تاثیر شود، استفاده بیشتر پارامتر پیشین اطلاعات
پیشین توزیع اطلاعات اگر وجود این با بود. خواهد ͬ بخش تر۶٠ آگاه پیشین توزیع اصطلاح
بیزی تحلیل برای مبهم۶٢ یا ͬ بخش۶١ نا آگاه پیشین توزیع از باشد، مبهم یا نبوده دسترس در

یعنͬ هستند، ناسره۶٣ اغلب ͬ بخش نا آگاه پیشین توزیع های ͬ شود. م ∫استفاده
π(θ)dθ = ∞.

سره پسین توزیع است مم΄ن لذا نیستند، توزیع احتمال ناسره پیشین توزیع چون طرفͬ از
بیزی استنباط پسین توزیع بودن سره صورت در تنها که داشت توجه باید و ندهد نتیجه را

شد. خواهد مم΄ن
باشد، π(z|θ) معلوم توزیع با تصادفͬ نمونه  ی ΁ی Z١, . . . ,Zn کنید فرض .٣ . ۴ . ١ تعریف
توزیع آن گاه باشد، مشخص π(θ) پیشین توزیع اگر باشد. مجهول پارامتر θ ∈ Θ که به طوری

به صورت و است Z = z شده مشاهده نمونه شرط به θ شرطͬ توزیع پسین،

π(θ|z) = π(z|θ)π(θ)
m(z)

(١ . ١١)
با است برابر و z توزیع کناری m(z) آن در که ͬ شود، م تعریف
m(z) =

∫
π(z|θ)π(θ)dθ. (١ . ١٢)

دانسته های و اطلاعات از و است شده  شرطͬ نمونه مشاهدات روی بر پسین توزیع .١ . ۴ . ١ نکته
دیدگاه در ͬ شود. م گرفته  نظر در متغیر و کمیت ΁ی به صورت که ͬ شود، م ساخته θ به مربوط
میانگین مثال، برای ͬ شوند. م ساخته و طراحͬ پسین توزیع اساس بر استنباط ها تمام بیزی

گیرد. قرار استفاده مورد θ پارامتر برای برآوردی به عنوان ͬ تواند م پسین توزیع

تقریبی بیزی استنباط
منتهͬ پسین توزیع اساس بر انتگرال هایی محاسبه به بیزی دیدگاه در استنباطͬ مسائل اغلب

یعنͬ پارامتر، از تابعͬ پسین توزیع امیدریاضͬ محاسبه ی کنید فرض ͬ شوند. م
E[g(θ)|z] =

∫
θ
g(θ)π(θ|z)dθ =

∫
θ g(θ)f(z|θ)π(θ)dθ∫

θ f(z|θ)π(θ)dθ
(١ . ١٣)

۵٨Posterior distribution
۵٩Bayes’ rule
۶٠Informative
۶١Noninformative
۶٢Vague
۶٣Imporper



فضایی آمار ١۶
g(·) فرضیه، آزمون یا مجموعه  ΁ی پسین احتمال محاسبه ی برای مثال، به طور باشد. نظر مد
پسین توزیع های با پیچیده مدل های در ͬ شود. م گرفته نظر در نشان گر تابع ΁ی به صورت
بسته ش΄ل به را آن ͬ توان نم و بود خواهد دشوار (١ . ١٣) رابطه ی محاسبه معمولا˟ پیچیده،
این اصطلاحاً باشند، خانواده ΁ی به متعلق دو هر پسین توزیع و پیشین توزیع اگر کرد. حساب
خانواده از پیشین توزیع انتخاب ͬ نامند. م مزودج توزیع های خانواده ی را توزیع ها از خانواده
شود. (١ . ١٣) رابطه و پسین توزیع برای ساده محاسبات به منجر ͬ تواند م مزدوج توزیع های
برای که است بیزی دیدگاه اساسͬ مش΄لات از ی΄ͬ محاسباتͬ پیچیدگͬ کلͬ حالت در اما
تقریب و ۶۴MCMC شبیه سازی روش های مانند پسین، توزیع تقریب روش های از آن با برخورد
متروپولیس ٢٠٠٩؛ هم΄اران، و (رو ͬ کنند م استفاده (INLA) جمͽ بسته۶۵ آشیانه ای لاپلاس

.(١٩٧٠ هستینگز، ١٩۵٣؛ هم΄اران، و

فضایی پیش·ویی ۵ . ١
مشاهده فاقد م΄ان های در ͺپاس پیش گویی فضایی، داده های تحلیل در اصلͬ اهداف از ی΄ͬ
به کری·ینگ اصطلاح .(١٩٩٣ (کرسͬ، ͬ شود م انجام کری·ینگ روش از استفاده با که است
روش های از استفاده در ΃کری است. شده نام  گذاری (١٩١٩ − ٢٠١٣) ۶۶΃کری دانیال افتخار
ماترون۶٧ توسط روش ها این بعدها و بود پیش·ام معدنͬ مخازن تحلیل و ارزیابی برای آماری
(دی·ل شدند داده نشر و توسعه فرمول بندی، پاریس معدن دانش΄ده ی در هم΄ارانش دی·ر و

.(٢٠١٩ جورجͬ، و
این جا در بهترین که به طوری است، بلوکͬ و نقطه ای خطͬ پیش گوی بهترین کری·ینگ
که است وزنͬ میانگین ΁ی کری·ینگ پیش گوی است. واریانس کمترین با پیش گو معنͬ به
وستر، و (اولیور ͬ دهد م اختصاص کمتری وزن دورتر نقاط به و بیشتر وزن نزدی΄تر نقاط به
ساختار بودن معلوم با است. تصادفͬ میدان مانایی کری·ینگ، روش پذیره های از ی΄ͬ .(٢٠١۵
از (کری·ینگ) بهینه پیش گوی خطا، دوم توان زیان تابع گرفتن نظر در و فضایی همبستگͬ
،΁کلاسی روش های در ͬ آید. م دست به پیش گو خطای دوم توان میانگین کردن ͬ نیمم م
نوع سه تصادفͬ، میدان فضایی ساختار حسب بر ͬ گیرند. م نظر در گوسͬ را تصادفͬ میدان
معلوم میدان میانگین ͬ شود م فرض آن در که ساده۶٨ کری·ینگ (١ ͬ شوند: م تعریف کری·ینگ
(٣ و است؛ نامعلوم ولͬ ثابت میانگین ͬ شود م فرض آن در که معمول۶٩ͬ کری·ینگ (٢ است؛

۶۴Markov chain Monte Carlo
۶۵Integrated nested Laplace approximation
۶۶Daniel G. Krige
۶٧Matheron
۶٨Simple kriging
۶٩Ordinary kriging



١٧ فضایی پیش·ویی
در تبیینͬ) متغیرهای سایر (و موقعیت ها از تابعͬ به عنوان میانگین آن در که عام٧٠ کری·ینگ
معمولͬ کری·ینگ نوع دو مختصر به طور ادامه، در ͬ گویند. م روند آن به و ͬ شود م گرفته نظر

ͬ کنیم. م معرفͬ را عام و

معمولͬ کری·ینگ ١ . ۵ . ١
،{s١, . . . , sn} مثل ،D ⊂ Rd مطالعه، تحت ناحیه م΄ان n در را Z ͺپاس متغیر مقادیر کنید فرض
در باشد. ،Z(s٠) یعنͬ ،s٠ جدید م΄ان در ͺپاس مقدار پیش گویی هدف و باشیم کرده مشاهده
΁ی در تنها و تصادفͬ وابسته، هم به فضایی نظر از ͺپاس مشاهدات تغییرات معمولͬ کری·ینگ
{Z(s) : s ∈ D} گوسͬ تصادفͬ میدان ͬ توان م حالت این در هستند. مشترک ،µ نامعلوم مقدار

کرد: تجزیه زیر به صورت را
Z(s) = µ+ δ(s) (١۴ . ١)

کری·ینگ است. صفر میانگین با گوسͬ مانای تصادفͬ میدان δ(·) و نامعلوم و ثابت µ آن در که
ͬ شود م تعریف زیر به صورت مشاهدات، از وزنͬ میانگین ΁ی به عنوان معمولͬ،

Ẑ(s٠) =
n∑

i=١
λiZ(si)

آن ها فاصله به (بسته را مشاهدات از کدام هر سهم که هستند کری·ینگ وزن های λi ضرایب
نظر در را ∑n

i=١ λi = ١ شرط چنان چه ͬ کشند. م یدک ͺپاس پیش گویی در (s٠ جدید م΄ان تا
ضرایب بهینه مقادیر .E[Ẑ(s٠)] = µ یعنͬ بود، خواهد نااریب پیش گوی ΁ی کری·ینگ ب·یریم،

معادله حل از λ = (λ١, . . . , λn)T

λT = (γ + ١n
(١ − ١T

nΓ
−١γ)

١TnΓ−١١n

)TΓ−١ (١۵ . ١)
(i, j) درایه با n× n ماتریس ΁ی Γ آن در که ͬ آیند، م به دست

γ(si − sj) =
١
٢Var(Z(si)− Z(sj))

نیم تغییر نگار تابع γ(·) که به طوری هستند، γ = (γ(s٠ − s١), γ(s٠ − s٢), . . . , γ(s٠ − s٠))T و
و ضرایب این به رسیدن چ·ونگͬ مورد در است. ١ها از n طول به برداری ١n همچنین است.

کنید. مراجعه (١٩٩٣ (کرسͬ، به ͬ توانید م معمولͬ کری·ینگ واریانس محاسبه نحوه
بین ͬ شود، م فرض آن در که است معمولͬ کری·ینگ از خاصͬ حالت ساده کری·ینگ
این در است. فضایی مختصات از مستقل و معلوم میانگین و ندارد وجود روندی مشاهدات
کری·ینگ، ضرایب محاسبه معادله و نیست لازم ضرایب مجموع بودن صفر نارایبی شرط حالت

ͬ شود. م نتیجه جزیی، تغییرات کمͬ با ،(١۵ . ١) مشابه
٧٠Universal kriging



فضایی آمار ١٨

عام کری·ینگ ٢ . ۵ . ١
کاربردهای در واقعیت، در است. معمولͬ کری·ینگ روش تعمیم یافته  نسخه عام کری·ینگ
مختلف موقعیت های در میانگین و هستند روند دارای تصادفͬ میدان ΁ی مشاهدات متعدد،
برای نااریب پیش گوی ΁ی به عنوان عام کری·ینگ شود. لحاظ باید مهم این و است متغیر
ͬ شود. م استفاده است، معلوم توابع از نامعلوم خطͬ ترکیب ΁ی تصادفͬ میدان روند که وقتͬ

به صورت مدل باشد، روند دارای Z(s) تصادفͬ میدان که حالتͬ در

Z(s) =

p+١∑
j=١

φj−١(s)βj−١ + δ(s), s ∈ D (١۶ . ١)

روند ماهیت حسب بر که ͬ نامند م بنیادی٧١ تابع را φj(s) آن در که ͬ شود، م گرفته نظر در
پارامترها، از نامعلوم برداری β = (β٠, . . . , βp)T ضرایب بردار ͬ شود. م تعیین داده ها در
با گوسͬ مانای تصادفͬ میدان ΁ی δ(·) و توابع از معلوم مجموعه ای {φ٠(s), . . . , φn(s)}

چندجمله ای µ(s) روند تابع حالت، این در است. صفر میانگین

µ(s) =

p+١∑
j=١

φj−١(s)βj−١, s ∈ D

به صورت λ ضرایب ،φ٠(s) = ١ که فرض این با است،
λT = {γ +X(XTΓ−١γ)−١(s−XTΓ−١γ)}TΓ−١

با n × (p + ١) ماتریسͬ X و ͬ شوند م تعریف قبل مشابه Γ و γ آن در که ͬ آیند، م به دست
درایه های

xij = φj−١(si), j = ١, . . . , p+ ١, i = ١, . . . , n
.(١٩٩٣ (کرسͬ، است

٧١Basis function



٢ فصل
زمین آماری بعدی سه  مدل های

مقدمه ٢ . ١
این گرفتن نادیده تحقیقات در ͬ هاست. وابستگ از مملو ͬ کنیم م زندگͬ آن در ما که دنیایی
سازد. متحمل عرصه آن کاربران و پژوهش·ر بر را گزافͬ زیان های و غلط نتایج ͬ تواند م  ͬ وابستگ
و دور١ از سنجش حیوانͬ، و گیاهͬ بوم شناسͬ زمین شناسͬ، نفت، جمله از مختلف علوم در
بستگͬ آن ها قرارگیری جهت  و م΄انͬ موقعیت به ͬ شوند، م استفاده که داده هایی اغلب پزش΄ͬ،
آن ها بین شباهت باشد کمتر مشاهدات بین فاصله چه هر موارد اکثر در معمول به طور دارد.
فضایی داده های به که داده ها نوع این تحلیل است. کمتر شباهت بیشتر فاصله در و بیشتر
وابستگͬ ساختار کردن وارد است. نامم΄ن ΁کلاسی آمار استنباطͬ روش های با دارند شهرت
توسط داده ها تحلیل در فضایی) وابستگͬ (ساختار داده ها م΄انͬ موقعیت های توسط القاشده
است زمین آمار فضایی، آمار زیرشاخه های از ی΄ͬ است. شده مم΄ن فضایی آمار روش های
Ziها، اینکه اول ͬ کنند. م پیروی مشخصه دو از که دارد اشاره روش هایی و مدل ها به و
برخͬ در si م΄ان های  بر مشتمل گسسته مجموعه ΁ی در که هستند داده هایی ،i = ١, . . . , n
اندازه گیری با Z مشاهده شده ی مقدار هر دوم شده اند. مشاهده D مانند فضایی مناطق از
در زمین آماری داده های .(٢٠٠٧ ریبریو، و (دی·ل باشند شده برآورد آماری روابط با یا مستقیم
پیوسته ͬ تواند م بررسͬ مورد متغیر و ͬ شوند م مشاهده پیوسته ناحیه ای در و ثابت موقعیت های

١Remote Sensing

١٩



زمین آماری بعدی سه  مدل های ٢٠
توسعه معدن صنعت در بعد به ١٩۵٠ دهه ابتدای از زمین آمار حقیقت در باشد. گسسته یا
نقشه برداری، برای محیطͬ زیست علوم سایر در گسترده ای به طور حاضر حال در که یافت
فضایی، همبستگͬ مدل سازی از استفاده با همچنین ͬ شود. م استفاده مدیریت و نظارت
.(٢٠١۵ وستر، و (اولیور ارائه دهد را واریانس کمترین با نااریب ͬ های پیش بین ͬ تواند م زمین آمار
ايفا نفت) و (معدن اکتشاف صنعت در را مهمͬ نقش زمين آمار بر مبتنͬ مدل سازی روش های
ͬ شود، م حفاری صرف که زیادی هزینه های گرفتن نظر در با صنایع این در که چرا ͬ کند. م
کاهش و هزینه ها کردن کم به ͬ تواند م آن بعدی سه  پیش·ویی و مطالعه مورد ناحیه شناخت
گسترده ، به طور نفتͬ، مخازن ژئوم΄انی΄ͬ ΁الاستی ͬ های ویژگ پیش بینͬ کند. ΁کم خطا
ایفا مخزن ΁ی در حفاری بهره وری افزایش و خطرات کاهش و بهینه سازی در مهمͬ نقش
از و است جغرافیایی عرض و طول دارای چاه هر .(٢٠١٨ هم΄اران، و استاد (نظری ͬ کند م
ال سهلاوی، و (عبد آل ͬ کند م رشد نمایی به صورت عمق افزایش با حفاری هزینه های طرفͬ
سرعت افزایش بر علاوه ͬ تواند م حفاری در تاثیرگذار متغیرهای بعدی سه  مدل سازی .(٢٠١۴
شود. طبیعͬ مخاطرات کاهش و حفاری فرآیند بهتر برنامه ریزی به منجر هزینه، کاهش و
سوال ها با همچنان ͬ ها، ویژگ این برای اعتماد قابل بعدی سه مدل های ساخت حال، این با
در کارا مدل های توسعه و تحقیق مستلزم آن ها به ͅ گویی پاس که است همراه گمانه هایی و

است. بعدی سه  تصادفͬ میدان های
بعدی سه مدل بندی مورد در پایان نامه نظر مورد کاربردی مسأله ابتدا فصل، این در
را اصلͬ هدف و تشریح را ایران نفتͬ مخازن از ی΄ͬ در سنگ تک محوری فشاری مقاومت

ͬ دهیم. م ارائه را حوزه این در معمول موجود تحلیل های سپس ͬ کنیم. م بیان

مسأله تشریح ٢ . ٢
از ال·ویی ͬ تواند م آن، م΄انی΄ͬ و فیزی΄ͬ ͬ های ویژگ به توجه با مخزن سنگ رفتارهای مطالعه
موجب است مم΄ن تزریق یا تولید حفاری، مانند انسانͬ دخالت های دهد. نشان را سنگ تعادل
΁م΄انی حوزه در را تغییرات این نتایج که شود سنگ ساختار در موجود تعادل خوردن برهم
محیط های برای سنگ ΁م΄انی از استفاده .(٢٠٠٧ (زوباک، کرد مطالعه ͬ توان م سنگ
ایجاد ،΁ژئوم΄انی به مربوط فرآیند هر در گام اولین ͬ شود. م نامیده ΁ژئوم΄انی زیرزمینͬ،
م΄انی΄ͬ خواص از عددی نمایش ΁ی MEM ͽواق در است. (MEM) زمین٢ م΄انی΄ͬ مدل ΁ی
سه در مخزن ژئوم΄انی΄ͬ پارامترهای بررسͬ به ژئوم΄انی΄ͬ بعدی سه مدل سازی است. زمین
ͬ های ویژگ پیش بینͬ ͬ شود. م استفاده حجمͬ مقیاس در پارامترها این از و ͬ پردازد م بعد
کاهش و بهینه سازی در مهمͬ نقش گسترده ، به طور نفتͬ، مخازن ژئوم΄انی΄ͬ ΁الاستی
.(٢٠١٨ هم΄اران، و استاد (نظری ͬ کند م ایفا مخزن ΁ی در حفاری بهره وری افزایش و خطرات

٢Mechanical earth model



٢١ مسأله تشریح
و سوال ها با همچنان ͬ ها ویژگ این برای اعتماد قابل بعدی سه مدل های ساخت حال، این با
است. کارا مدل های توسعه و تحقیق مستلزم آن ها به ͅ گویی پاس که است همراه گمانه هایی
زمین آمار به ͬ توان م جمله از که دارد وجود ΁ژئوم΄انی مدل سازی برای متنوعͬ روش های

کرد. اشاره
سنگ٣ محوری تک فشاری مقاومت به مربوط پژوهش این در استفاده شده داده های
تک محوری فشاری تنش های که است مقداری سنگ، نهایی فشاری مقاومت است. (UCS)

ساخت و سنگ مقاومت ارزیابی در مهم پارامترهای از ی΄ͬ ͬ شود. م سنگ کامل ش΄ست سبب
فشاری مقاومت مقدار معمولا˟ است. UCS ب΄ر سنگ محوری تک مقاومت ،΁ژئوم΄انی مدل
به است، هزینه بر و مش΄ل حفاری مغزه به دسترسͬ طرفͬ از ͬ آید. م به دست آزمایش طریق از
نگاره  های روی از م΄انی΄ͬ پارامترهای برآورد برای را روابطͬ نفت صنعت محققان دلیل همین
محوری تک فشاری مقاومت مقدار محاسبه ی برای پژوهش این در داده اند. ارائه پتروفیزی΄ͬ
نفتͬ مخازن برای که ایران جنوب نفت خیز مناطق ملͬ شرکت توسط پیشنهادی رابطه ی از

صورت به UCS مقدار کردیم. استفاده شده، ارائه کشور
UCS = ٢٫٢٧Esta + ۴٫٧۴

Esta = ٠٫٧EDyn رابطه ی از و است ΁استاتی یانگ مدول Esta آن در که ͬ شود م محاسبه
رابطه ی از و است ΁دینامی یانگ مدول EDyn و ͬ آید م به دست
EDyn =

ρV٢
s (٣V٢

p − ۴V٢
s )

٣V٢
p − ۴V٢

s

ρ و Km
sec حسب بر فشاری و برشͬ موج سرعت ترتیب به V2

p و V2
s آن در که ͬ آید، م به دست

است. gm
cc حسب بر سنگ دانسیته

با چاه حلقه ٢٧ شامل ایران نفتͬ مخازن از ی΄ͬ پایان نامه، این در مطالعه مورد منطقه
متغیرهای از استفاده با UCS مقدار که است مشخص عمق های و جغرافیایی عرض و طول
چاه ها که است ذکر به لازم است. شده محاسبه تقریبی به طور متغیر این با مرتبط ثبت شده ی
قرار زمین شناسͬ چین ΁ی روی بر مخزن این طرفͬ از هستند. متفاوتͬ ضخامت  های دارای
و طول مختصات همان در چاه ها عمق ی΄سان سازی برای (٢ . ١) رابطه ی از بنابراین دارد،

کردیم. استفاده جغرافیایی عرض
s(new)i = s(old)i − |min(sij)−min(s(old)i)|, j = ١ . . . ١٠, i = ١, . . . ,mj (٢ . ١)

چاه هر در iام م΄ان برای شده اصلاح و حقیقͬ عمق مختصات ترتیب به s(new)i و s(old)i که
نشان دهنده ی mj و چاه ها تمام در اندازه گیری شده عمق کمترین min(sij) همچنین است،
و حقیقͬ عمق با چاه ها بعدی سه  نمودار ٢ . ١ ش΄ل در است. چاه هر در مشاهدات تعداد
را است مشاهده ١٨١۴٠ شامل که چاه ͷپن چاه ها بین از شده اند. داده نمایش اصلاحͬ عمق

٣Unconfined compressive strength



زمین آماری بعدی سه  مدل های ٢٢

عمق ی΄سان سازی از بعد چاه ها بعدی سه نمودار (ب) حقیقͬ عمق با چاه ها بعدی سه نمودار (آ)
چاه ها بعدی سه  نمودار :٢ . ١ ش΄ل

اعتبارسنجͬ اساس بر را نتایج تا کردیم انتخاب آزمون۴ داده های مجموعه برای تصادفͬ به طور
به عنوان ͬ شود، م شامل را مشاهده ۵٨۴۶١ که چاه ها بقیه از و دهیم قرار ارزیابی مورد متقابل۵
محل به مربوط ٢ . ٢ ش΄ل کردیم. استفاده بعدی سه مدل سازی برای آموزش۶ͬ مجموعه
مجموعه های ΁تفکی به جغرافیایی عرض و طول م΄انͬ موقعیت های در چاه ها قرارگیری

است. آزمون و آموزشͬ

فضایی همبستگͬ ساختار ٢ . ٣
بررسͬ برای هم تغییرنگار و تغییرنگار از فضایی آمار در کردیم، بیان اول فصل در که همان طور
و واریانس به شبیه مفاهیمͬ که گفت ͬ توان م و ͬ شود م استفاده داده ها شباهت و پراکندگͬ
با داده ها م΄انͬ تغییرپذیری نحوه ی توصیف زمین آمار در دارند. ΁کلاسی آمار در کوواریانس
مدل برازش تجربی، تغییرنگار رسم شامل که ͬ نامند م واریوگراف٧ͬ را تغییرنگار تابع از استفاده
اهمیت است. داده ها تغییرات ساختار برای مشخص شده تغییرنگار تحلیل و آن به مناسب
با پیش·ویی، جمله از آماری استنباط های و تحلیل ها تمامͬ که است دلیل این به واریوگرافͬ

ͬ شوند. م انجام عملیات این از حاصل پارامترهای بر تکیه

۴Test set
۵Cross validation
۶Train set
٧Variography



٢٣ فضایی همبستگͬ ساختار

بر (ستاره ای) آزمون مجموعه و (توخالͬ) آموزشͬ مجموعه چاه های قرارگیری محل :٢ . ٢ ش΄ل
آن ها قرارگیری محل و جغرافیایی عرض و طول حسب

نفتͬ مخزن تغییرنگار برآورد ٢ . ٣ . ١
ذکر قبلا́ است. نیاز مورد کری·ینگ توسط اعتماد قابل پیش گویی برای تغییرنگار  دقیق برآورد
گام ها از دنباله ای در گشتاوری روش های توسط معمولا˟ (نمونه) تجربی تغییرنگار که شده
توجه با ͬ شود. م داده برازش آن روی بر تغییرنگار معتبر مدل چند یا ΁ی و ͬ شود م محاسبه
مقاومت وابستگͬ ساختار برآورد اهمیت و نفتͬ مخزن تصادفͬ میدان بعدی سه ماهیت به
بعدی سه تا بعدی ΁ی فضای از را تغییرنگار برآورد روند تغییرنگار، توسط تک محوری فشاری

ͬ کنیم. م تشریح

ی΁ بعدی تغییرنگار برآورد
h = ازاء به h گام باشد. افقͬ یا عمودی برش های به صورت است مم΄ن بعد ΁ی در نمونه گیری
نیم تغییرنگار، ͬ شود. م (۵ . ١) معادله ی در h مقدار جای·زین و ͬ دهد م ارائه را عددی مقادیر |h|

به صورت (آ) ٢ . ٣ ش΄ل شود. محاسبه نمونه بازه ی در چندگانه به صورت فقط ͬ تواند م ،γ̂(h)
مجموعه ای به صورت نتایج ͬ دهد. م نشان را نقاط جفت بین h = ١,٢,٣ گام سه مقایسه ای،
گام ده تجربی ی΁ بعدی نیم تغییرنگار نمودار است. γ̂(١), γ̂(٢), γ̂(٣), · · · تغییرنگارهای نیم از

است. شده آورده (ب) ٢ . ٣ ش΄ل در اول



زمین آماری بعدی سه  مدل های ٢۴

اول گام ١٠ برای تجربی نیم تغییرنگار نمودار (ب) نقاط جفت بین h = ١,٢,٣ گام سه نمایش (آ)
بعدی ΁ی تغییرنگار :٢ . ٣ ش΄ل

بعدی دو تغییرنگار برآورد

شب΄ه های به را ناحیه باید ابتدا ͬ شود. م انجام مرحله سه طͬ بعد دو در تغییرنگار برآورد
از استفاده با میدان همسانگردی تشخیص موجب ͬ تواند م کار این  کنیم. تقسیم بعدی دو
جهت های در شب΄ه ها در را تغییرنگار ͬ توان م شود. تغییرات مختلف جهت های در چرخش 
تغییرنگار دوم، قطر. جهت در یا عرض طول، جهت در مثال به عنوان کرد. محاسبه مختلف

ͬ شود: م محاسبه زیر به صورت بعدی دو

γ̂(p, q) =
١

٢(m− p)(n− q)

m−p∑
i=١

n−q∑
j=١

{z(i, j)− z(i+ p, j + q)}٢

γ̂(p,−q) = ١
٢(m− p)(n− q)

m−p∑
i=١

n∑
j=q+١

{z(i, j)− z(i+ p, j − q)}٢.
(٢ . ٢)

شب΄ه کلͬ به طور هستند. توری طول در ستون و سطر گام های تعداد ترتیب به q و p این جا در
بعدی دو نقشه ی است. p تا ٠ از و −q تا q از تغییرنگار محاسبات است. گام فاصله ی با برابر
برای جهت ها تمام در ͬ تواند م تغییرنگار سوم، است. شده داده نشان ۴ . ٢ ش΄ل در تغییرنگار

محاسبه شود. نامنظم یا منظم شب΄ه های



٢۵ فضایی همبستگͬ ساختار

تغییرنگار دهنده ی تش΄یل اجزاء :۴ . ٢ ش΄ل

بعدی تغییرنگارسه برآورد
ش΄ل این به نامنظم یا منظم حجمͬ توری های با میدان  در بعدی سه  تغییرنگار محاسبه 
عمق و عرض طول، بعد سه در و گرفت نظر در سری ΁ی به صورت را توری ͬ توان م که است
بررسͬ برای که است بعدی سه تغییرنگار به مربوط (٢ . ٣) معادله ی داد. قرار بررسͬ مورد

شود. محاسبه توری ΁ی عمق و عرض طول، از مختلف جهت چند در باید همسانگردی
γ̂(p, q, r) =

١
٢(m− p)(n− q)(l − r)

m−p∑
i=١

n−q∑
j=١

l−r∑
k=١

{z(i, j, k)− z(i+ p, j + q, k + r)}٢ (٢ . ٣)

طول، گام های تعداد l و n ،m و  عمق و عرض طول، گام های اندازه  ترتیب به r و q ،p آن در که
هستند. عمق و عرض

استوار برآوردگر ٢ . ٣ . ٢
نااریب باشند، روند فاقد داده ها وقتͬ است شده آورده (۵ . ١) معادله ی در که گشتاوری برآوردگر
است. ضعیفͬ پایداری خواص دارای و نیست استوار٨ برآوردگر این اما .E[٢γ̂] = ٢γ یعنͬ است،
و پرت نقاط به نسبت نیز و ͬ کند م استفاده کمتری داده های از بزرگ فاصله های برای که چرا
کردند معرفͬ را استوار برآورگر دو (١٩٨٠) هاوکینز و کرسͬ است. تاثیرپذیر بسیار دورافتاده

معادلات از که
γ̄(h) =

{ ١
N

∑
N(h) |Z(si)− Z(sj)|

١٢ }۴
٠٫٩١۴ + ٠٫٩٨٨

N(h)

(۴ . ٢)
و

γ̃(h) =
(Med{|Z(si)− Z(sj)|

١٢ (si, sj) ∈ N(h)})۴
٠٫٩١۴ (۵ . ٢)

٨Robust



زمین آماری بعدی سه  مدل های ٢۶
است. N(h) مجموعه در میانه مقدار Med(·) آن در که ͬ کند، م پیروی

نفتͬ میدان برای بعدی سه  تغییرنگار برآورد نتایج
این جا در دارد. بسزایی تاثیر پیش·ویی در که است مهمͬ امر تغییرنگار به مناسب مدل برازش
برای (SSErr) خطا٩ دوم توان های مجموع مقایسه و چشمͬ) (روش نمودار رسم روش دو از
تجربی نیم تغییرنگار نمودار رسم از بعد کردیم. استفاده تجربی تغییرنگار مناسب مدل انتخاب
دادیم. برازش نیم تغییرنگار نمودار به بودند مناسب نظر به که مدل هایی منحنͬ ΁کلاسی
پارامتری مدل این جا در کردیم. انتخاب را بود SSErr مقدار کمترین دارای که مدلͬ سپس
استوار برآوردگر از بیشتر اطمینان برای داشت. مدل ها سایر به نسبت کمتری SSErr نمایی،
۵ . ٢ نمودار داشت. ΁کلاسی برآوردگر به نسبت بیشتری SSErr مقدار که کردیم، استفاده هم
را نیم تغییرنگار به شده داده برازش نمایی پارامتری مدل استوار و ΁کلاسی برآوردگر منحنͬ
٣۶٫٢٧ و ۶٧٫٢٣ ،٨۴٫۵ با برابر ترتیب به قطعه ای اثر و دامنه ازاره، مقدار داده است. نشان

است.
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(آ) شده داده برازش نمایی پارامتری مدل منحنͬ تجربی نیم تغییرنگار بعدی سه  نمودار :۵ . ٢ ش΄ل

استوار برآوردگر (ب) ،΁کلاسی برآوردگر

نفتͬ میدان ناهمسانگردی بررسͬ ٢ . ٣ . ٣
وجود وابستگͬ، ساختار درست برآورد بر آن تأثیر و میدان بودن همسانگرد اهمیت به توجه با

ͬ کنیم. م بررسͬ را نفتͬ میدان در ناهمسانگردی
٩٠ ،۴۵ ،٠ جهت چهار در فشاری مقاومت داده های تجربی نیم تغییرنگار بعدی سه  نمودار
داده شده برازش نمایی پارامتری مدل منحنͬ با همراه ناهمسانگردی بررسͬ برای درجه ١٣۵ و

٩Sum of squers error



٢٧ سازند محوری تک فشاری مقاومت بعدی سه  پیش·ویی
چهار این در نیم تغییرنگار که دریافت ͬ توان م ش΄ل به توجه با است. شده آورده ۶ . ٢ ش΄ل در

است. همسانگرد میدان نتیجه در و مشابه جهت
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درجه صفر (آ)
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درجه ٩٠ (ج)
چهار در شده داده برازش نمایی پارامتری مدل منحنͬ و نیم تغییرنگار بعدی سه  نمودار :۶ . ٢ ش΄ل

جهت

محوری تک فشاری مقاومت بعدی سه  پیش·ویی ۴ . ٢
سازند

بودن گوسͬ پذیره به توجه با سازند، محوری تک فشاری مقاومت داده های پیش گویی برای
که صورت این به کردیم. مشب΄ه بندی را مطالعه تحت ناحیه ابتدا ،(١۴ . ١) تصادفͬ میدان
کمترین از را عمق ها سپس کردیم. تقسیم مساوی قسمت ۶ به را نفتͬ میدان عرض و طول
و عرض طول، ضرب از کردیم. افراز ͬ متری سانت ١۵ برش های به مقدارش بیشترین تا مقدار
٠٫١۵ ارتفاع و ٨٣ عرض ،١٧۴ طول به کوچ΄ͬ مستطیلͬ م΄عب های به که مشب΄ه ΁ی عمق
مختصات سپس ͬ شود. م شامل را گره ٩۵٠٠٠ مشب΄ه ͬ آید. م به دست است شده افراز  متر
پیش·ویی برای مشب΄ه این به را نظرگرفتیم در آزمون داده های به عنوان که چاهͬ ۵ جغرافیایی



زمین آماری بعدی سه  مدل های ٢٨
مطالعه، تحت ناحیه مشب΄ه بندی و معمولͬ کری·ینگ از استفاده با ٢ . ٧ ش΄ل در کردیم. اضافه

مطالعه تحت نفتͬ میدان بعدی سه پیش گویی :٢ . ٧ ش΄ل

نمودار ٢ . ٨ ش΄ل آوردیم. به دست را فشاری مقاومت مقدار پیش گویی  مقادیر پهنه بندی نقشه
ͬ دهد. م نشان مختلف عمق سه در را پیش گویی واریانس و پیش گویی مقادیر بعدی دو

محور و Zi آزمون داده های مجموعه  واقعͬ مقادیر دهنده ی نشان  ٢ . ٩ ش΄ل افقͬ محور
است. آزمون مجموعه ی برای Ẑi معمولͬ کری·ینگ از دست آمده به پیش·ویی مقادیر عمودی
است (Zi = Ẑi) سوم و اول ربع نیم ساز حول تقریباً داده ها پراکنش توزیع ٨٠ از کمتر UCS برای
پیش·و داده ها، مقادیر افزایش با است. ͬ مانده ها باق ناچیز مقدار و مدل بودن مناسب بیانگر و
خطا واریانس به عبارتͬ است. شده بیشتر خطا اندازه ی و گرفته فاصله نیم ساز از اصلͬ مقادیر و
بعدی سه کری·ینگ روش عمل΄رد و دارد قرار داده ها بین نیم ساز همچنان ولͬ نیست ثابت

است. مناسب



٢٩ سازند محوری تک فشاری مقاومت بعدی سه  پیش·ویی

(ب) (آ)

(د) (ج)

(و) (ه)
٢۴٨٠ و ٢١۵۵ ،١٧٠٣ عمق های در فشاری مقاومت مقادیر پیش·ویی بندی پهنه نقشه :٢ . ٨ ش΄ل
به عمق ها همین در پیش·ویی واریانس پهنه بندی نقشه همچنین (ه). و (ج) (آ)، در ترتیب به متر

(و). و (د) (ب)، در ترتیب

آزمون داده های واقعͬ مقادیر مقابل در پیش·ویی مقادیر :٢ . ٩ ش΄ل





٣ فصل
در فضایی ناپارامتری روش های

بعدی سه تصادفͬ میدان های
شبیه سازی مثال دو از سپس ͬ دهیم. م توضیح را بعدی سه  پالایش میانه کری·ینگ فصل این در
شده استفاده اسپلاین مدل بندی از آن در که عام کری·ینگ از استفاده با پیش گویی برای شده

ͬ پردازیم. م مذکور روش های مقایسه ی به نهایت در ͬ بریم. بهره م میانه پالایش کری·ینگ و

پالایش میانه ٣ . ١
اثرات استخراج برای روشͬ را ١ طرفه دو پالایش میانه (١٩٨١) هوگلین و ولمن و (١٩٧٠) توکͬ
کاربردهای پالایش میانه کردند. معرفͬ میانگین به جای میانه به کارگیری با سطری و ستونͬ
داده ها شب΄ه بندی از استفاده با ١٩٩٣ سال در کرسͬ فضایی، آمار در نمونه برای دارد. زیادی
کرد. استفاده فضایی دامنه در روند هرگونه حذف برای تنومند روش ΁ی به عنوان روش این از
قدرمطلق کمترین دید از که ͬ دهد م ارائه جمعͬ مدل ΁ی برای را برازشͬ معمولا˟ پالایش میانه
سه کاربردهای برای پایان نامه، این در .(١٩٧٧ توکͬ، و (موستلر است بهینه تقریباً ͬ مانده ها باق
استخراج برای ،(١٩٩٣) کرسͬ توسط شده ارائه ال·وریتم مشابه نفت، و زمین شناسͬ در بعدی
΁ی بار اولین برای تصادفͬ میدان روند تابع در ارتفاع) یا (عمق سوم بعد و عرض طول، اثرات

١Two-way

٣١



بعدی سه تصادفͬ میدان های در فضایی ناپارامتری روش های ٣٢
دی·ر روش دو با را آن کارایی و ͬ کنیم م معرفͬ و پیشنهاد را بعدی سه میانه پالایش ال·وریتم

ͬ کنیم. م مقایسه فضایی پیش·ویی کیفیت در

بعدی سه  پالایش میانه ال·وریتم ٣ . ١ . ١
هر شماره ی بیشتر درک برای ͬ دهیم. م توضیح جبری به صورت را کار روش بخش، این در
L
(n)
c و C(n)

b ، R(n)
a پس ͬ دهیم. م قرار پرانتز داخل و نماد بالای را پالایش میانه تکرار از مرحله

لایه و ستون سطر، عوامل از ترتیب به مختلف سطوح در میانه اثرات برآورد نشان دهنده ی
برای را میانه  اولیه مقدار است. شده حذف داده ها روی بر تأثیرشان n مرحله ی در که هستند

cها و b ،a تمام برای یعنͬ ͬ دهیم. م قرار صفر برابر عامل سه هر

R(٠)
a = C

(٠)
b = L(٠)

c = ٠

پس باشند، n مرحله ی در لایه ای و ستونͬ سطری، اثرات حذف از پس ͬ مانده ها باق r(n)abc اگر
sabc موقعیت های در اصلͬ داده های همان Z(sabc) که کنیم شروع r

(٠)
abc = Z(sabc) از ͬ توانیم م

باید را میانه ها ͬ دهیم. م قرار بررسͬ مورد را پالایش میانه مراحل جزئیات اکنون هستند.
دارد. بستگͬ عامل ها انتخاب ترتیب به نتایج گاهͬ کنیم. حذف ترتیب به عامل هر برای

میانه پالایش تکرار از مرحله هر ͬ گیریم، م نظر در تکرار هر شمارنده ی را (i = ١, . . . , n) iͬوقت
یعنͬ ͬ کنیم، م محاسبه ͹سط هر در را سطری میانه ابتدا ͬ کند: م تبعیت زیر دستورات از

R(i)
a = med

bc
{r(i−١)

abc } a = ١, . . . , U

نظر در ثابت را a و ͬ کنیم م حساب c و b روی را میانه سطرهاست. کل تعداد U آن در که
ͬ کنیم. م حساب را ستونͬ میانه و ͬ کنیم م کم r

(i−١)
abc از را میانه ها سپس ͬ گیریم. م

C
(i)
b = med

ac
{r(i−١)

abc −R(i)
a } b = ١, . . . , V

هر برای را میانه  و ͬ کنیم م کم را C(i)
b مقدار نهایت در ستون هاست. کل تعداد V آن در که

داریم ͬ کنیم. م محاسبه ،W کل تعداد به لایه عامل از مرحله

L(i)
c = med

ab
{r(i−١)

abc −R(i)
a − C

(i)
b } c = ١, . . . ,W

ͬ آیند: م به دست زیر به صورت اول مرحله در ͬ مانده ها باق L(i)
c مقدار کردن کم با

r
(i)
abc = r

(i−١)
abc −R(i)

a − C
(i)
b − L(i)

c .

حساب اثر از مجموعه هر برای را میانه کنیم، مرکزی مرحله این در را اثرات برآورد بخواهیم اگر



٣٣ پالایش میانه
ͬ شوند: م محاسبه زیر به صورت اثرات برآورد سپس ͬ کنیم. م

R̂a =

n∑
i=١

R(i)
n − med

a
{

n∑
i=١

R(i)
a }, a = ١, . . . , U

Ĉb =

n∑
i=١

R(i)
n − med

b
{

n∑
i=١

C
(i)
b }, b = ١, . . . , V

L̂c =

n∑
i=١

R(i)
n − med

c
{

n∑
i=١

L(i)
c }, c = ١, . . . ,W

µ̂ = med
a

{
n∑

i=١
R(i)

a }+ med
b

{
n∑

i=١
C

(i)
b }+ med

c
{

n∑
i=١

L(i)
c }.

آن ها اثر حذف برای عامل ها انتخاب ترتیب به نهایی برآورد است. کل میانه برآورد µ̂ این جا در
عمل در نیست. برخوردار زیادی اهمیت از موضوع این معمولا˟ کاربرد در اما دارد. بستگͬ
آن از و تکرار) ٣ یا ٢ (حداقل ͬ شود م گرفته نظر در ثابتͬ تکرارهای پالایش میانه روش برای
برای محاسبات طرفه٢ سه پالایش میانه روش در ͬ شود. م استفاده استاندارد تحلیل به عنوان
به رسیدن برای یعنͬ ͬ شوند. م هدایت اثرات کامل حذف یا جانبی شرط هدف به رسیدن

که وضعیتͬ

med
bc

{rabc} = ٠, aهر برای med
a

{R̂a} = ٠
med

ac
{rabc} = ٠, bهر برای med

b
{Ĉb} = ٠

med
ab

{rabc} = ٠, cهر برای med
c

{L̂c} = ٠
(٣ . ١)

حذف کامل به طور داده ها در لایه ای و ستونͬ سطری، اثرات که ͬ دهند م نشان (٣ . ١) روابط
شده اند.

داده های با ساده مثال ΁ی از طرفه، سه میانه پالایش ال·وریتم بیشتر درک برای .٣ . ١ . ١ مثال
ستون ٢ سطر، ٣ دارای (٣ . ٢) در (٢×٣×۵) بعدی سه ماتریس ͬ کنیم. م استفاده مصنوعͬ،

٢Three-way



بعدی سه تصادفͬ میدان های در فضایی ناپارامتری روش های ٣۴
است. لایه ۵ و

a١ a٢ a٣



b١





c١ ٣
c٢ ١
c٣ ۶
c۴ ١٢
c۵ ٩





−٧
−۵
٢
٠
١





۵
٨
٢
−١
٠

b٢





c١ ٠
c٢ −۵
c٣ ۴
c۴ ١٢
c۵ ١





٣
−١
−١٠
۶
−٨





−۴
−۶
٣
١١
٧

(٣ . ٢)

ثابت با را سطری میانه ی ابتدا داده ها، روی بر تاثیرگذار عامل اولین به عنوان سطر انتخاب با
را متغیر٣ سطری میانه ͬ کنیم. م محاسبه لایه  و ستون سطوح روی آن، سطوح گرفتن نظر در
سطوح تمام برای سطری اثرات اولیه مقدار ͬ دهیم. م نشان RE با را سطری اثر و CRE نماد با

ͬ دهیم. م قرار صفر با برابر را

CRE(١)
١ = median({٣, ١,۶, ١٢,٩}, {−٧,−۵,٢, ٠, ١}, {۵,١−,٨,٢, ٠}) = ٢

CRE(١)
٢ = median({٠,−۵,۴, ١٢, ١}, {١٠−,١−,٣,۶,−٨}, {−۴,−۶,٣, ١١,٧}) = ١

RE(٠)
١ = RE(٠)

٢ = ٠
RE(١)

١ = CRE(١)
١ − RE(٠)

١ = ٢ − ٠ = ٢
RE(١)

٢ = CRE(١)
٢ − RE(٠)

٢ = ١ − ٠ = ١

ͬ شود: م حساب زیر به صورت ͬ دهیم، م نمایش RE(١) با که اول مرحله سطری اثر میانه

RE(١)
= median(RE(١)

١ ,RE(١)
١ ) = median(٢, ١) = ١٫۵

نتیجه (٣ . ٣) ماتریس که ͬ کنیم م کم سطر همان به مربوط داده های از را سطری اثرات سپس
ͬ شود. م

٣Change row effect



٣۵ پالایش میانه

a١ a٢ a٣



b١





c١ ١
c٢ −١
c٣ ۴
c۴ ١٠
c۵ ٧





−٩
−٧
٠
−٢
−١





٣
۶
٠
−٣
−٢

b٢





c١ −١
c٢ −۶
c٣ ٣
c۴ ١١
c۵ ٠





٢
−٢
−١١
۵
−٩





−۵
−٧
٢
١٠
۶

(٣ . ٣)

تمام برای ،(CE) ستون۴ اثرات اولیه مقدار ͬ کنیم، م رفتار سطر مشابه ستون اثر حذف برای
ͬ دهیم. م نمایش CCE با را ستون۵ متغیر اثر است. صفر برابر سطوح

CCE(١)
١ = median({١−,١,۴, ١٠,٧}, {−١,−۶,٣, ١١, ٠}) = ٢

CCE(١)
٢ = median({−٧−,٩, ١−,٢−,٠}, {١١−,٢−,٢,۵,−٩}) = −٢

CCE(١)
٣ = median({٣,۶, ٢−,٣−,٠}, {−۵,−٧,٢, ١٠,۶}) = ١

CE(٠)
١ = CE(٠)

٢ = CE(٠)
٣ = ٠

CE(١)
١ = CCE(١)

١ − CE(٠)
١ = ٢ − ٠ = ٢

CE(١)
٢ = CCE(١)

٢ − CE(٠)
٢ = −٢ − ٠ = −٢

CE(١)
٣ = CCE(١)

٣ − CE(٠)
٣ = ١ − ٠ = ١

ͬ شود: م حساب زیر به صورت ͬ دهیم، م نشان CE(١) با که اول مرحله ستونͬ اثر میانه اکنون

CE(١)
= median(CE(١)

١ ,CE(١)
٢ ,CE(١)

٣ ) = median(٢−,٢, ١) = ١.

(۴ . ٣) ماتریس در نتایج ͬ کنیم. م کم ستون همان به مربوط داده های از را ستون اثرات سپس
. شده اند آورده

۴Column effect
۵Change column effect



بعدی سه تصادفͬ میدان های در فضایی ناپارامتری روش های ٣۶

a١ a٢ a٣



b١





c١ −١
c٢ −٣
c٣ ٢
c۴ ٨
c۵ ۵





−٧
−۵
٢
٠
١





٢
۵
−١
−۴
−٣

b٢





c١ −٣
c٢ −٨
c٣ ١
c۴ ٩
c۵ −٢





۴
٠
−٩
٧
−٧





−۶
−٨
١
٩
۵

(۴ . ٣)

در ثابت با (۴ . ٣) ماتریس در ͬ کنیم. م حذف را لایه اثرات ستون، و سطر اثرات حذف از پس
قبل همانند ͬ کنیم. م محاسبه ستون و سطر سطوح روی را میانه لایه، سطوح گرفتن نظر
متغیر اثر ͬ گیریم. م نظر در صفر برابر سطوح، تمام برای را (LE) لایه ای۶ اثرات اولیه مقادیر

ͬ دهیم. م نشان CLE ٧ با را لایه ای
CLE(١)

١ = median(−٣−,٧,٢−,١,۴,−۶) = −٢
CLE(١)

٢ = median(−٣,−۵,۵,−٨, ٨−,٠) = −۴
CLE(١)

٣ = median(١−,٢,٢, ٩−,١, ١) = ١
CLE(١)

۴ = median(٨, ٠,−۴,٩,٧,٩) = ٧٫۵
CLE(١)

۵ = median(۵, ٧−,٢−,٣−,١,۵) = −٠٫۵
LE(٠)

١ = LE(٠)
٢ = LE(٠)

٣ = LE(٠)
۴ = LE(٠)

۵ = ٠
LE(١)

١ = CLE(١)
١ − LE(٠)

١ = −٢ − ٠ = −٢
LE(١)

٢ = CLE(١)
٢ − LE(٠)

٢ = −۴ − ٠ = −۴
LE(١)

٣ = CLE(١)
٣ − LE(٠)

٣ = ١ − ٠ = ١
LE(١)

۴ = CLE(١)
۴ − LE(٠)

۴ = ٧٫۵ − ٠ = ٧٫۵
LE(١)

۵ = CLE(١)
۵ − LE(٠)

۵ = −٠٫۵ − ٠ = −٠٫۵
لایه ای میانه ی ͬ شود. م محاسبه سطوح تمام در اثرات روی میانه گیری از نیز لایه ای اثر میانه

۶Liyer effect
٧Change liyer effect



٣٧ پالایش میانه بعدی سه  کری·ینگ
ͬ آید: م به دست زیر به صورت و ͬ شود م داده نشان LE(١) نماد با اول مرحله
LE(١)

= median(LE(١)
١ ,LE(١)

٢ ,LE(١)
٣ ,LE(١)

۴ ,LE(١)
۵ )

= median(−٢,−۴, ١,٧٫۵,−٠٫۵) = −٠٫۵
مقدار ماتریس این ͬ آید. م به دست (۵ . ٣) ماتریس داده ها از لایه ای اثر کردن کم با حال

ͬ دهد. م ارائه را اول مرحله ͬ مانده های باق

a١ a٢ a٣



b١





c١ ١
c٢ ١
c٣ ١
c۴ −٠٫۵
c۵ ۵٫۵





−۵
−١
١

−٧٫۵
١٫۵





۴
٩
−٢

−١١٫۵
−٢٫۵

b٢





c١ −١
c٢ −۴
c٣ ٠
c۴ ١٫۵
c۵ −١٫۵





۶
۴

−١٠
−٠٫۵
−۶٫۵





−۴
−۴
٠

١٫۵
۵٫۵

(۵ . ٣)

حاصل لایه و ستون سطر، میانه سه مجموع از µ(١) اول مرحله کل میانه مقدار نهایت در
ͬ شود. م

µ(١) = RE(١)
+ RE(١)

+ LE(١)
= ١٫۵ + ١ − ٠٫۵ = ٢

میانه پالایش های ͬ توان م بود، مشهود اول مرحله ͬ مانده های باق در همچنان عوامل اثرات اگر
ورودی داده های مرحله، هر ͬ مانده های باق که تفاوت این با داد. ادامه نیز را دی·ر مراحل
خود هدف به محقق که ͬ کند م پیدا ادامه زمانͬ تا مراحل تکرار ͬ شوند. م محسوب بعد مرحله

باشد. شده خارج داده ها از کامل به طور عوامل اثر و برسد داده ها پالایش برای

پالایش میانه بعدی سه  کری·ینگ ٣ . ٢
(توکͬ، طرفه دو پالایش میانه از او داد. ارائه را (MPK) میانه پالایش٨ کری·ینگ (١٩٩٣) کرسͬ
و فضایی داده های از متوسطͬ ͹سط اثرات استخراج برای (٢٠٠٠ هوگلین، و امرسون ١٩٧٧؛

٨Median polish kriging



بعدی سه تصادفͬ میدان های در فضایی ناپارامتری روش های ٣٨
کرد. استفاده ͬ مانده ها باق فرآیند فضایی پیش·ویی برای (OK) معمولͬ کری·ینگ از استفاده
منظم یا منظم به صورت که زمین آماری داده های روی بر آن کاربرد و بیشتر جزئیات با MPK

است. شده داده توضیح (١٩٩٣) کرسͬ در شمارشͬ داده های روی بر همینطور و شده اند توزیع
میانگین مؤلفه ی اول وهله در است. مزیت دو دارای (UK) عام کری·ینگ به نسبت روش این
ͬ مانده هایی باق و هستند مقاوم دورافتاده داده های به نسبت پالایش میانه روش در (١۴ . ١) در
اینکه دوم .(١٩٨۴ گلونک، و (کرسͬ ͬ کند م پیش·ویی ساختار تابع برای را اریبی کمترین با

ͬ شود. نم فرض تغییرنگار، ساختار، تابع برای معلومͬ پیشین

فضایی فرآیند تجزیه ٣ . ٢ . ١
است {Z(s), s ∈ D} میدان در فضایی پیش·ویی و تحلیل هدف ͬ کنیم، م فرض بخش این در
تجزیه زیر به صورت ͬ توان م را فرآیند این ͬ کند. م تغییر D ⊆ R٣ در s فضایی شاخص آن در که

کرد:

Z(s) = µ(s) + δ(s) (۶ . ٣)

نشان که است تصادفͬ ͬ مانده های باق مو ̳لفه ی δ(·) و فضایی روند مو̳ لفه ی µ(·) آن در که
مارتینز و (٢٠٠١) ΁بری روی΄رد از پایان نامه این در ما است. فرآیند تصادفͬ تغییرات دهنده ی
تحلیل ولͬ ͬ کنیم م استفاده دارند نامنظم فضایی توزیع که داده هایی برای (٢٠١٧) هم΄اران و
به صورت بعد سه ͬ کنیم م فرض ͬ دهیم. م گسترش U ×V ×W بعد سه به بعد دو از را ساختار
بعدی سه  آرایه ΁ی در را داده ها ͬ گذارند. م تأثیر ͺپاس متغیر روی جمعͬ ش΄ل ΁ی در جداگانه
باشد. مشخص ͺپاس متغیر بر لایه و عرض طول، مشارکت که ͬ رود م انتظار ͬ کنیم. م مرتب

Wهستند. و V ،U سط͹ های با لایه، و ستون سطر، عوامل ترتیب به Lc و Cb ،Ra اینجا در
΁ی بعد، هر در مختصات بین فاصله ی به توجه با باشند، نامنظم داده ها فضایی مختصات اگر
م΄عبی شب΄ه ی این گیرد. قرار تحقیق منطقه ی در تا ͬ کنیم م تعریف p× q× r م΄عبی شب΄ه
مم΄ن سلول ها از بعضͬ که کنید توجه ͬ دهد. م جای خود م΄عبی سلول های در را داده ها
داده های در ͬ کند. م دریافت را گره نزدی΁ ترین مختصات داده، هر سپس باشند. خالͬ است
مقدار ΁ی با داده ها مقادیر باید کنند، اختیار را گره ΁ی مختصات داده چند اگر چندبعدی،
سه بعد برای میانه پالایش روش  به مشب΄ه بندی ٣ . ١ ش΄ل شود. جای·زین میانه مانند مناسب

است. داده نشان را بعد دو لایه، از برشͬ و



٣٩ پالایش میانه بعدی سه  کری·ینگ

(ب)

(آ)

(ج)
بعد دو (ب) سه بعد، (ج) و (آ) میانه پالایش روش به مشب΄ه بندی ΁شماتی :٣ . ١ ش΄ل

اما باشد، وابسته آن ها متقابل اثرات و مولفه ها جهت به است مم΄ن ،µ(s) داده ها، روند
روش از استفاده با (٢٠٠١) ΁بری روش پیرو گرفته ایم. نظر در ساده به صورت را اثرات اینجا در
اساس بر لایه ها و ستون سطر، اثرات م΄رر استخراج به بعدی سه  ساختار ΁ی در پالایش میانه
توسط است مم΄ن یا باشد هم·رایی است مم΄ن توقف شرط ͬ پردازیم. م قبلͬ بخش ال·وریتم
شد. داده شرح ٣ . ١ . ١ بخش در میانه پالایش ال·وریتم ریاضͬ فرمول شود. تعریف محقق خود
Z(sabc) a = ١, . . . , U, b = ١, . . . , V, c = ١, . . . ,W ،sabc ∈ D موقعیت در داده  ای برای

به صورت تصادفͬ فرآیند
Z(sabc) = µz(sabc) + δabc (٣ . ٧)

آن در که است
µz(sabc) = µ+Ra + Cb + Lc. (٣ . ٨)



بعدی سه تصادفͬ میدان های در فضایی ناپارامتری روش های ۴٠
میانگین µاین بر علاوه است. اندازه گیری فرآیندهای و طبیعͬ نوسانات از ناشͬ تغییرات δabc و
حذف به سپس است. cام لایه ی اثر و bام ستون اثر aام، سطر اثر ترتیب به Lc و Cb ،Ra و کل

برسیم. (٣ . ١) شرط به که جایی تا ͬ پردازیم م عامل سه اثرات

پالایش میانه اثرات برون یابی و درون یابی ٣ . ٢ . ٢
پس ͬ کند. م برآورد را سلول هر میانگین مقدار فقط (٣ . ٨) فرمول در داده شده µz(sabc) مقدار
داریم. نیاز پیش·ویی جدید م΄ان در روند مؤلفه ی تعریف برای برون یابی یا درون یابی از نوعͬ به

یعنͬ شب΄ه خطوط از ترکیبی و کراندار ناحیه با را s = (u, v, w) فضایی م΄ان هر بنابراین
به طوری که ͬ گیریم. م نظر در wc ≤ w < wc+١ و vb ≤ v < vb+١ ،ua ≤ u < ua+١
به صورت فضایی روند برآورد صورت این  در .c ∈ {١, . . . ,W} و b ∈ {١, . . . , V } ،a ∈ {١, . . . , U}

ͬ شود: م تعریف زیر
µ̂mpk(sabc) = µ̂+ R̂a +

u− ua
ua+١ − ua

(R̂a+١ − R̂a)

+ Ĉb +
v − vb

vb+١ − vb
(Ĉb+١ − Ĉb)

+ L̂c +
w − wc

wc+١ − wc
(L̂c+١ − L̂c).

به L̂c و Ĉb ،R̂a و است خطͬ درون یابی از حاصل µ̂mpk پالایش میانه روند برآورد این جا در
است. cام لایه ای و bام ستونͬ aام، سطری اثرهای برآورد ترتیب

نیز ما است. کرده پیشنهاد را برون یابی (٢٠٠١) ΁بری شب΄ه، از خارج روند برآورد برای
برون یابی مختلف حالت های ͬ دهیم. م گسترش بعدی سه  حالت به را او پیشنهادی برون یابی

هستند: زیر به صورت روند برآورد
w١ ≤ wc < w < wc+١ < و v١ ≤ vb < v < vb+١ < vV ،u < u١ با s = (u, v, w) وقتͬ •

داریم ،wW

µ̂mpk(sabc) = µ̂+ R̂١ +
u− u١
u٢ − u١

(R̂٢ − R̂١)

+ Ĉb +
v − vb

vb+١ − vb
(Ĉb+١ − Ĉb)

+ L̂c +
w − wc

wc+١ − wc
(L̂c+١ − L̂c).

w١ ≤ wc < w < wc+١ < و v < v١ ،u١ ≤ ua < u < ua+١ < uU با s = (u, v, w) وقتͬ •
داریم ،wW

µ̂mpk(sabc) = µ̂+ R̂a +
u− ua

ua+١ − ua
(R̂a+١ − R̂a)

+ Ĉ١ +
v − v١
v٢ − v١

(Ĉ٢ − Ĉ١)

+ L̂c +
w − wc

wc+١ − wc
(L̂c+١ − L̂c).



۴١ پالایش میانه بعدی سه  کری·ینگ
،w < w١ و v١ ≤ vb < v < vb+١ < vV ،u١ ≤ ua < u < ua+١ < uU با s = (u, v, w) وقتͬ •

داریم
µ̂mpk(sabc) = µ̂+ R̂a +

u− ua
ua+١ − ua

(R̂a+١ − R̂a)

+ Ĉb +
v − vb

vb+١ − vb
(Ĉb+١ − Ĉb)

+ L̂١ +
w − w١
w٢ − w١

(L̂٢ − L̂١).

داریم ،w١ ≤ wc < w < wc+١ < wW و v < v١ ،u < u١ با s = (u, v, w) وقتͬ •
µ̂mpk(sabc) = µ̂+ R̂١ +

u− u١
u٢ − u١

(R̂٢ − R̂١)

+ Ĉ١ +
v − v١
v٢ − v١

(Ĉ٢ − Ĉ١)

+ L̂c +
w − wc

wc+١ − wc
(L̂c+١ − L̂c).

داریم ،w < w١ و v١ ≤ vb < v < vb+١ < vV ،u < u١ با s = (u, v, w) وقتͬ •
µ̂mpk(sabc) = µ̂+ R̂١ +

u− u١
u٢ − u١

(R̂٢ − R̂١)

+ Ĉb +
v − vb

vb+١ − vb
(Ĉb+١ − Ĉb)

+ L̂١ +
w − w١
w٢ − w١

(L̂٢ − L̂١).

داریم ،w < w١ و v < v١ ،u١ ≤ ua < u < ua+١ < uU با s = (u, v, w) وقتͬ •
µ̂mpk(sabc) = µ̂+ R̂a +

u− ua
ua+١ − ua

(R̂a+١ − R̂a)

+ Ĉ١ +
v − v١
v٢ − v١

(Ĉ٢ − Ĉ١)

+ L̂١ +
w − w١
w٢ − w١

(L̂٢ − L̂١).

داریم ،w < w١ و v < v١ ،u < u١ با s = (u, v, w) وقتͬ •
µ̂mpk(sabc) = µ̂+ R̂١ +

u− u١
u٢ − u١

(R̂٢ − R̂١)

+ Ĉ١ +
v − v١
v٢ − v١

(Ĉ٢ − Ĉ١)

+ L̂١ +
w − w١
w٢ − w١

(L̂٢ − L̂١).

w١ ≤ wc < w < wc+١ < و v١ ≤ vb < v < vb+١ < vV ،uU < u با s = (u, v, w) وقتͬ •



بعدی سه تصادفͬ میدان های در فضایی ناپارامتری روش های ۴٢
داریم ،wW

µ̂mpk(sabc) = µ̂+ R̂U−١ +
u− uU−١
uU − uU−١

(R̂U − R̂U−١)

+ Ĉb +
v − vb

vb+١ − vb
(Ĉb+١ − Ĉb)

+ L̂c +
w − wc

wc+١ − wc
(L̂c+١ − L̂c).

ͬ کنیم. م عمل wW < w و vV < v حالت های برای مشابه به طور

ͬ مانده ها باق روی معمولͬ کری·ینگ ٣ . ٢ . ٣
مقدار با پالایش میانه روند برآورد مجموع از پالایش میانه کری·ینگ توسط پیش·ویی نهایت در
در پالایش میانه از آمده به دست ͬ مانده های باق روی معمولͬ کری·ینگ از حاصل پیش·ویی
است عبارت s٠ جدید م΄انͬ نقطه در میدان پیش·ویی مقدار یعنͬ ͬ آید. م به دست ͹سط همان

از
Ẑmpk(s٠) = µ̂mpk(s٠) + δ̂mpk(s٠)

که به طوری
δ̂mpk(s٠) = θ̂δ +CT

δΣδ
−١(δ − ١θ̂δ) s٠ ∈ R٣

Zmpk = (Zmpk(s١), . . . , Zmpk(sn))
T با δ = Zmpk−µmpk ،Σδ = Cov(δ) ، ١ = (١, . . . , ١)T آن در که

δ = (δ(s١), . . . , δ(sn))T ،δ٠ = δ(s٠) با Cδ = Cov(δ, δ0) ، µ̂mpk = (µ̂mpk(s١), . . . , µ̂mpk(sn))
T و

میانگین با تعمیم یافته  دوم توان های کمترین برآوردگر نشان گر θ̂δ = (١T
∑−١

δ ١١−(١T
∑−١

δ δ و
است. Σδ کوواریانس ماتریس فضایی ساختار اساس بر و δ(·) ͬ مانده های باق فرآیند برای ثابت،
با برابر نیز میانه پالایش کری·ینگ برای (MSPE) پیش·و٩ خطای دوم توان های کمترین

بنابراین است. ͬ مانده ها باق معمولͬ کری·ینگ واریانس مقدار
MSPE(Z(s٠), Ẑmpk(s٠)) ≈ MSPE(δ(s٠), δ̂mpk(s٠))
= σ̂٢

mpk(s٠) = σ٢ −CT
δΣδ

−١Cδ + (١ − ١TΣ١
δcδ)

١)/٢TΣ١
δ١)

است. تغییرنگار به داده شده برازش مدل ازاره همان σ٢ = Cov(٠) آن در که
حاصل نتایج میانه پالایش، روش اساس بر ما پیشنهادی رهیافت عمل΄رد ارزیابی به منظور
تابع برآورد آن در که عام کری·ینگ روش با شبیه سازی مطالعه ΁ی قالب در را پیش·ویی از
برآورد روش ابتدا منظور این برای کردیم. مقایسه ͬ شود، م محاسبه اسپلاین روش با روند

ͬ کنیم. م معرفͬ را اسپلاین روش با روند تابع ΁ی ناپارامتری
٩Mean squared prediction error



۴٣ اسپلاین روش

اسپلاین روش ٣ . ٣
آمیخته اثرات با مدل هایی از استفاده مرسوم روش فضایی، داده های رگرسیونͬ تحلیل در
نظر در فضایی تصادفͬ اثر ΁ی به عنوان فضایی وابستگͬ به طوری که است، پارامتری خطͬ
فرض پارامتری کوواریانس تابع و صفر میانگین با گوسͬ فرآیند ΁ی معمولا˟ و ͬ شود م گرفته
از (١٩٩٣) کرسͬ و (١٩٨١) ریپلͬ جمله از نویسندگان از بسیاری .(٢٠١٢ (استروپ، ͬ شود م
حال این با کرده اند. استفاده فضایی مدل های در آماری استنباط برای پارامتری روش های
ͬ توان نم اطمینان با را خاص پارامتری مدل ΁ی که ͬ شویم م رو به رو شرایطͬ با اوقات، اغلب

کرد. استفاده جای·زین ناپارامتری روش ΁ی از باید بنابراین گرفت. به کار
مورد فضایی روند تابع مدل بندی برای جای·زین روش ΁ی به عنوان ͬ تواند م اسپلاین روش
محاسبه ی برای که ͬ آورد م به وجود نیمه پارامتری روش ΁ی روش، این گیرد. قرار استفاده
.(٢٠٢٠ هم΄اران، و ΃لودوی) ندارد پارامتری ساختاری مشخصات به نیازی فضایی روند اثرات
برای که هستند اسپلاین ها ناپارامتری، رگرسیون هموارسازی روش های رایج ترین از ی΄ͬ
وجود اثبات برای قضیه ا  ی بار نخستین برای وی شد. معرفͬ (١٩۴۶) شوئنبرگ توسط بار اولین
اسپلاین توابع برای تکه ای چندجمله ای های مطالعه ی بعد و کرد مطرح درون یاب اسپلاین
[a, t] ∪ [t, b] مجموعه دو اجتماع به صورت ͬ توان م را [a, b] فاصله ی ،s ∈ R فرض با شد. آغاز
خطͬ تابع ΁ی فوق بازه های از ΁ی هر در که است تابعͬ ،΁ی مرتبه اسپلاین گرفت. نظر در

به صورت ͬ توان م را اول مرتبه خطͬ اسپلاین باشد. پیوسته t نقطه ی در و

µ(s) =


β٠ + β١s s ≤ t

β′٠ + β′١s s > t

(٣ . ٩)

داریم s = t نقطه ی در µ تابع پیوستگͬ شرط گرفتن نظر در با داد. نمایش
β٠ + β١t = β′٠ + β′١t

β′٠ = β٠ + β١t− β′١t
(٣ . ١٠)

داریم µ دوم ضابطه ی در β′٠ جای·ذاری با و
β′٠ + β′١s = β٠ + β١t− β′١t+ β′١s = β٠ + β١t+ β′١(s− t)

پس

µ(s) =


β٠ + β١s s ≤ t

β٠ + β١t+ β′١(s− t) s > t

(٣ . ١١)

به صورت را ضابطه ای دو تابع ͬ توان م که
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µ(s) = β٠ + β١s+ β٢(s− t)+

β٢ = β′١ − β١ و نشانگر تابع I (·) ،(s− t)+ = µ(s)(s− t, ٠) = (s− t)I (s > t) آن در که نوشت
نتیجه این به ͬ توان م به عبارتͬ ͬ دهد. م نشان را تابع دوم و اول خطوط شیب بین اختلاف
اسپلاین را اول مرتبه اسپلاین است. (s− t)+ و s ،١ پایه توابع از خطͬ ترکیب µ تابع که رسید

ͬ نامند. م نیز خطͬ
یعنͬ باشد، شده افراز زیربازه k + ١ به [a, b] اگر

[a, t١), [t١, t٢), . . . , [tK , b]

اسپلاین شرایط این با ͬ نامند. م گره را {ti}Ki=١ نقاط ،a < t١ < . . . < tK < b به طوری که
به صورت ͬ توان م را اول مرتبه

µ(s) = β٠ + β١s+
K∑
k=١

βk+١(s− tk)+

مشابه، به طور است. (s− tK)+ و . . . ،(s− t١)+ ،s ،١ پایه توابع از خطͬ ترکیب که داد نشان
چندجمله ای ΁ی مذکور بازه های از ΁ی هر اگر ͬ شوند. م تعریف بالاتر مرتبه های اسپلاین توابع
آن گاه باشند، پیوسته گره ها در d−١ تا ١ مرتبه ی از آن مشتق های و µ(·) که باشد d مرتبه ی از

به صورت ͬ توان م را d مرتبه اسپلاین تابع ͬ نامند. م d مرتبه اسپلاین ΁ی را µ(·) تابع
µ(s) = β٠ + β١s+ β٢s٢ + . . .+ βds

d +
K∑
k=١

βk+d(s− tk)
d
+

است. d مرتبه ي از توانͬ بریده شده تابع (s − tk)
d
+ = (s − tk)

dI (s > t) آن در که کرد، بیان
است. بریده شده توابع و d مرتبه چندجمله ای ΁ی از خطͬ ترکیب تابع این ساده تر، بیان به

مجموعه ی
{١, s, s٢, . . . , sd, (s− t١)d+, . . . , (s− tK)d+}

تابع باشد، d = ٣ اگر است. tk و . . . ،t٢ ،t١ گره های با d مرتبه اسپلاین فضای برای پایه ΁ی
که بالایی انعطاف پذیری دلیل به م΄عبی اسپلاین ͬ نامند. م م΄عبی١٠ اسپلاین را نظر مورد
استفاده مورد علوم از بسیاری در که اسپلاین هاست نوع پرکاربردترین و رایج ترین از ی΄ͬ دارد

ͬ گیرد. م قرار
آن در که ب·یرید، نظر در را Z = µ(s) + δ ناپارامتری رگرسیون مدل

Z = (Z١, . . . , Zn)
T

µ(s) = (µ(s١), . . . , µ(sn))T

δ = (δ١, . . . , δn)
(٣ . ١٢)

١٠Cubic spline



۴۵ اسپلاین روش
اسپلاین رگرسیون را آمده به دست رگرسیون شود، استفاده اسپلاین تابع از µ(·) تابع به جای اگر

کرد: ارائه را زیر مدل ͬ توان م بنابراین ͬ نامند. م

Zi = β٠ + β١si + β٢s٢
i + . . .+ βds

d
i +

K∑
k=١

βd+k(si − tk)
d
+ + δi i = ١, . . . , n

ماتریسͬ، نمادگذاری از استفاده با ͬ کند. م صدق رگرسیون زیربنایی پذیره های در δi آن در که
به صورت اسپلاین رگرسیون

Z = Bβ + δ

به صورت B طرح ماتریس و β = (β٠, . . . , βd+K) آن در که ͬ شود م داده نمایش

B =




١ s١ s٢١ . . . sd١ (s١ − t١)d+ (s١ − t٢)d+ . . . (s١ − tK)d+

١ s٢ s٢٢ . . . sd٢ (s٢ − t١)d+ (s٢ − t٢)d+ . . . (s٢ − tK)d+... ... ... ... ... ... ... ... ...
١ sn s٢

n . . . sdn (sn − t١)d+ (sn − t٢)d+ . . . (sn − tK)d+

n×(d+k+١)
(٣ . ١٣)

به مربوط بعدی ستون d درایه های و هستند ١ هم·ͬ اول ستون درایه های B در است.
به مربوط d + K + ١ تا d + ٢ ستون های درایه های و sd و . . . ،s٢ ،s متغیرهای مشاهدات
تعیین شده پیش از گره های ازای به (s− tK)d+ و . . . ،(s− t١)d+ متغیرهای از حاصل مشاهدات
است. خطͬ رگرسیون رده به متعلق شده تعریف اسپلاین رگرسیون است. tK و . . . ،t٢ ،t١
منحنͬ و برآورد محاسباتͬ هزینه های و است خطͬ پارامترها به نسبت µ(·) تابع به عبارتͬ
روی بر اسپلاین رگرسیون مدل ΁ی برازش که گرفت نتیجه ͬ توان م پس است. اندک رگرسیون

کرد. پیاده سازی مرسوم روش های از استفاده با ͬ توان م راحتͬ به را داده ها
β̂ = (BTB)−١BTZ به صورت β بردار برآوردگر خطا، دوم توان های کمترین روش از استفاده با
بریده شده توان پارامترهای بین هم خطͬ است، وارد برآوردگر این به که عیبی ͬ آید. م به دست

(s− t١)d+, (s− t٢)d+, . . . , (s− tK)d+

ناپایداری موضوع این و ͬ شود م BTB ماتریس بدشرطͬ یا وارون پذیری عدم موجب که است
دارد. پی در را رگرسیونͬ ضرایب

پایه های به جای B-اسپلاین از استفاده مش΄ل، این حل برای پیشنهاد شده مناسب روش ΁ی
به صورت گره K تعداد و [a, b] بازه ی است. ،i = ١, . . . ,K ،(s− ti)

d
+ بریده شده توان

a = t٠ < t١ < . . . < tK < tK+١ = b

از استفاده d مرتبه ی B-اسپلاین پایه های محاسبه ی روش متداول ترین ب·یرید. نظر در را
است: زیر بازگشتͬ رابطه ی اساس بر که است d− ١ مرتبه ی B-اسپلاین پایه های
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Bi,d(s) = (
s− ti
ti+d − ti

)Bi,d−١(s) + (
ti+d+١ − s

ti+d+١ − ti+١
)Bi+١,d−١(s), i = −d,−d+ ١, . . . ,K

B-اسپلاین پایه های تعداد .tK+١ = b و t−d = t−d+١ = . . . = t−٢ = t−١ = T٠ = a آن در که
را متعامد چندجمله ای های ͬ توان م پایه ها این از استفاده با است. d+K + ١ برابر d مرتبه ی

آورد. به دست
رهیافت کنار در B-اسپلاین توابع اساس بر و اسپلاین رگرسیون روش از پایان نامه این در
نتایج ͬ کنیم. م اجرا میانه پالایش کری·ینگ مشابه کری·ینگͬ و برآورد را روند تابع میانه پالایش،

ͬ کنیم. م مقایسه هم با را روش دو این

شبیه سازی مطالعه ۴ . ٣
منظم بعدی سه  شبیه سازی شده داده های با را پالایش میانه کری·ینگ عمل΄رد بخش این در
اسپلاین روش از استفاده با آن روند که عامͬ کری·ینگ با را روش این سپس ͬ کنیم. م بررسͬ

ͬ کنیم. م مقایسه است،  شده مدل
گرفتیم نظر در داده ها واقعͬ روند برای را غیرخطͬ و خطͬ حالت دو شبیه سازی مطالعه در

ͬ کنیم. م تشریح را آن ها ΁تفکی به که

خطͬ روند ١ . ۴ . ٣
در geoR بسته از لایه) و عرض (طول، بعدی سه  مختصات با فضایی داده ی ١٠٠٠ تولید برای
تابع ΁ی اساس بر زیر رابطه ی از را داده ها (۶ . ٣) مدل در کردیم. استفاده R نرم افزار محیط

کردیم: تولید خطͬ روند

µ = ١ − (٠٫٨ × x) + (٠٫۵ × y) + (٠٫۶ × z)

که کواریانسͬ ماتریس و صفر میانگین با گاوسͬ تصادفͬ میدان ΁ی از را δ(s) فضایی تصادفͬ اثر
شد. انتخاب ϕ = ٠٫۵ مدل پارامتر آن در که کردیم، تولید ͬ آید م دست به (١ . ٧) نمایی مدل از
پراکنش نمودارهای نظرگرفتیم. در ١ و ١ ،٠ با برابر ترتیب به نیز را ازاره و دامنه اثرقطعه ای،

شده اند. داده نمایش ٣ . ٢ ش΄ل در مختصات محور سه حسب بر داده ها و خام داده های
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(آ)، ترتیب به z و y ، x مختصات به نسبت پراکنش و خام داده های پراکنش نمودار :٣ . ٢ ش΄ل

(د). و (ج) (ب)،

ش΄ل در مختلف رهیافت سه اساس بر شده داده برازش مدل و تجربی نیم تغییرنگار نمودار
ش΄ل در خطͬ) (مدل اصلͬ داده های اساس بر شده برآورد تغییرنگار است. شده آورده ٣ . ٣
خطای بیانگر روند حدف از قبل داده ها از استفاده و نیست مانا میدان که ͬ دهد م نشان ٣ . ٢(آ)
کاملا́ داده ها در روند وجود بنابراین است. داده ها فضایی وابستگͬ ساختار برآورد در زیادی

ͬ شود. م تایید
پیشنهادی روش های عمل΄رد ارزیابی برای این کار از قبل شوند. روندزدایی ابتدا باید داده ها پس
دو به (٢٠٠١ هم΄اران، و (فریدمن ١٣LOOCV و بسته١٢ ١٠ ، بسته١١ ۵ روش سه به را داده ها
و میانه پالایش ال·وریتم دو آموزشͬ داده های با و کردیم تقسیم آزمون و آموزشͬ مجموعه

١١5 Fold
١٢10 Fold
١٣Leave one out cross validation
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اجرا ͬ مانده ها باق محاسبه و روند برآورد برای z و y ،x مختصات سه روی را خطͬ رگرسیون
را نمایی مشابه مدل روش، دو برای ͬ مانده ها باق اساس بر تغییرنگار برآورد نتیجه کردیم.

ͬ دهد. م پیشنهاد
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روی شده داده برازش خطͬ پارامتری مدل منحنͬ (آ): و نیم تعییرنگار بعدی سه  نمودار :٣ . ٣ ش΄ل
از حاصل ͬ مانده های باق روی شده داده برازش نمایی پارامتری مدل منحنͬ (ب) اصلͬ. داده های
داده برازش مدل ͬ مانده های باق روی شده داده برازش نمایی پارامتری مدل منحنͬ (ج) میانه پالایش.

خطͬ رگرسیون از استفاده با شده

و آزمون داده های  ͬ واقع مقادیر نشان  دهنده ی ۴ . ٣ ش΄ل در پراکنش نمودارهای افقͬ محور
است. عام و میانه پالایش کری·ینگ  از آمده به دست پیش·ویی مقادیر بیانگر آن ها عمودی محور
عام کری·ینگ روش چپ سمت و میانه پالایش روش از حاصل نتایج راست سمت نمودارهای
حول داده ها پراکنش توزیع روش دو هر در خطͬ) (روند حالت این در ͬ دهند. م نشان را
است. ͬ مانده ها باق ناچیز مقدار و مدل بودن مناسب بیانگر و است سوم و اول ربع نیم ساز
است. صفر با برابر خطا میانگین گرفت نتیجه ͬ توان م و دارد قرار داده ها بین نیم ساز همچنین
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را MSPE مقادیر LOOCV و و بسته ١٠ بسته، ۵ متقابل اعتبارسنجͬ روش های از استفاده با

است. شده گزارش ٣ . ١ جدول در که کردیم محاسبه روش دو برای
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کری·ینگ از استفاده با آزمون داده های واقعͬ مقادیر مقابل در پیش·ویی مقادیر :۴ . ٣ ش΄ل
(د) بسته، ۵ (ب) عام کری·ینگ از استفاده با و LOOCV (ه) و بسته ١٠ (ج) بسته، ۵ (آ) میانه پالایش

.LOOCV (و) و بسته ١٠
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MSPE مقادیر :٣ . ١ جدول

میانه پالایش کری·ینگ عام کری·ینگ
LOOCV بسته ١٠ بسته ۵ LOOCV بسته ١٠ بسته ۵

١.۶ ١.١٨ ١.٢٠ ١.١١ ١.٩١ ١.٩۶

 ۵ روش های از استفاده با میانه پالایش روش که است مشخص جدول، مقادیر اساس بر
متقابل اعتبارسنجͬ از استفاده با اما است، عام کری·ینگ روش از برتر بسته  ١٠ و بسته
روی΄رد دو در ۴ . ٣ ش΄ل پراکنش نمودارهای ͬ کند. م عمل بهتر کری·ینگ عام روش LOOCV

ͬ کنند. م تأیید را موضوع این نیز ͬ متقابل اعتبارسنج

خطͬ غیر روند ٢ . ۴ . ٣
تولید را آن ها زیر رابطه ی از و گرفتیم نظر غیرخطͬ در را داده ها روند دوم شبیه سازی در

کردیم:
µ = ١ + ٠٫٨ log(x) + ٠٫۶ sin(y)− ٠٫٨ cos(z) + ٠٫٠۵z × (−٠٫٠۵)y (١۴ . ٣)

به و خام داده های پراکنش نمودارهای کردیم. تولید خطͬ روند مشابه را فضایی تصادفͬ اثر
شده اند. آورده ۵ . ٣ ش΄ل در بعد سه ΁تفکی

خطͬ، رگرسیون روش سه از حاصل ͬ مانده های باق روی عادی بعدی سه کری·ینگ اجرای با
و محاسبه را آزمون داده های پیش·ویی متقابل اعتبارسنجͬ نتایج اسپلاین، و میانه پالایش

کردیم. گزارش ۶ . ٣ ش΄ل در آن ها پراکنش نمودار های
روش سه هر اساس بر تغییرنگار تابع روند حذف از پس ابتدا اول، شبیه سازی مشابه
اسپلاین از حاصل ناپارامتری روند با عام کری·ینگ و خطͬ روند با عام کری·ینگ میانه پالایش
پیش·ویی نتایج شد. پیاده سازی حاصل ͬ مانده های باق روی معمولͬ کری·ینگ و شدند برآورد
ش΄ل در LOOCV و بسته ١٠ بسته، ۵ روش سه از حاصل آزمون مجموعه های داده های برای
و اول ربع نیم ساز حول نسبتاً داده ها پراکنش توزیع نیز حالت این در شده اند. گزارش ۶ . ٣

است. روش ها بودن مناسب بیانگر و است سوم
شده اند. گزارش ٣ . ٢ جدول در که کردیم محاسبه مذکور روش سه برای را MSPE مقدار

MSPE مقادیر :٣ . ٢ جدول
اسپلاین روند با عام کری·ینگ میانه پالایش کری·ینگ عام کری·ینگ
LOOCV بسته ١٠ بسته ۵ LOOCV بسته ١٠ بسته ۵ LOOCV بسته ١٠ بسته ۵
٠.۶١٨ ٠.۶٢۴ ٠.۶٣۵ ١.٢١ ١.٣۴ ١.۶۵ ١.١٣ ١.٩۵ ١.٩٨



۵١ شبیه سازی مطالعه
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(ج) (ب)، (آ)، ترتیب به z و y ، x مختصات به نسبت پراکنش و داده ها پراکنش نمودار :۵ . ٣ ش΄ل

(د). و

فضایی پیش·ویی در میانه پالایش روش خطͬ، روند حالت مشابه جدول، مقادیر اساس بر
،LOOCV روش در ولͬ ͬ کند م عمل عام کری·ینگ از بهتر بسته ١٠ و بسته ۵ روش دو در
مقادیر به توجه با البته دارد. میانه پالایش کری·ینگ به نسبت بهتری عمل΄رد عام کری·ینگ
نشان که است، کرده عمل دی·ر رقیب دو از بهتر اسپلاین روش که کرد درک ͬ توان م جدول
در ۶ . ٣ ش΄ل پراکنش نمودارهای دارد. غیرخطͬ توابع برآورد در روش این بالای توانایی از

ͬ کنند. م تأیید را موضوع این نیز ͬ متقابل اعتبارسنج روی΄رد سه



بعدی سه تصادفͬ میدان های در فضایی ناپارامتری روش های ۵٢
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کری·ینگ از استفاده با آزمون داده های واقعͬ مقادیر مقابل در پیش·ویی مقادیر :۶ . ٣ ش΄ل
بسته، ۵ (ب) خطͬ روند با عام کری·ینگ ،LOOCV (ز) و بسته ١٠ (د) بسته، ۵ (آ) میانه پالایش
(ج) اسپلاین از حاصل ͬ مانده های باق روی عام کری·ینگ از استفاده با و LOOCV (ح) و بسته ١٠ (ه)

.LOOCV (ط) و بسته ١٠ (و) بسته، ۵

فشاری مقاومت ناپارامتری بعدی سه  پیش·ویی مطالعه ۵ . ٣
سنگ محوری تک

روش های از استفاده با سازند محوری تک  فشاری مقاومت بعدی سه  پیش·ویی به اینجا در
تصادفͬ به طور را UCS داده های متقابل، ارزیابی روی΄رد از به کارگیری با ͬ پردازیم. م ناپارامتری



۵٣ سنگ محوری تک فشاری مقاومت ناپارامتری بعدی سه  پیش·ویی مطالعه
ͬ توان م را تصادفͬ میدان که گفته شد پیش تر کردیم. تقسیم آزمون و آزمایشͬ مجموعه ی دو به
از استفاده با را ،µ(s) روند، ابتدا پس کرد، تجزیه Z(s) = µ(s) + δ(s), s ∈ D به صورت
مقادیر ،δ(s) با را روند شده ی برآورد مقادیر سپس کردیم، برآورد اسپلاین و میانه پالایش
فوق روش دو از حاصل ͬ مانده های باق روی معمولͬ کری·ینگ از استفاده با شده پیش·ویی
UCS آزمون مجموعه ی داده های واقعͬ مقادیر با آمده به دست مقادیر نهایت در شدند. ͽجم
و اسپلاین میانه پالایش، روش سه هر بعدی سه  پیش·ویی کارکرد بررسͬ برای شدند. مقایسه

بردیم. بهره MSPE جعبه ای نمودار و عددی مقدار از عام کری·نگ
شده اند. داده نشان ٣ . ٧ ش΄ل در مختصات محور سه حسب بر داده ها پراکنش نمودارهای

(ب) (آ)

(ج)
و (ب) (آ)، ترتیب به عمق و عرض ، طول مختصات به نسبت داده ها پراکنش نمودار :٣ . ٧ ش΄ل

(ج).

ͬ دهد، م نمایش را سه روش از حاصل ͬ مانده های باق روی نیم تغییرنگار نمودار ٣ . ٨ ش΄ل
داده های روی داده شده برازش منتخب مدل و تجربی نیم تغییرنگار نمودار که است ذکر شایان
دامنه ی و ازاره اثرقطعه ای، مقادیر همچنین شده، داده نمایش (آ)، ۵ . ٢ ش΄ل در اصلͬ



بعدی سه تصادفͬ میدان های در فضایی ناپارامتری روش های ۵۴
ارائه ٣ . ٣ جدول در مذکور روش های از آمده به دست ͬ مانده های باق روی تجربی نیم تغییرنگار

است. شده

تغییرنگار پارامترهای :٣ . ٣ جدول
اسپلاین کری·ینگ میانه پالایش کری·ینگ عام کری·ینگ

۴.۵٨١ ٠.۵٩٧ ۴.۶٠۵ ازاره
١.٣۶۴ ٠.۶١١ ١.۴۴۵ دامنه
٠.٠٣۵ ٠.۴٢٣ ٠.٠۵۴ قطعه ای اثر

پیش·ویی که گرفت نتیجه ͬ توان م شده، ارائه ۴ . ٣ جدول در که MSPE مقادیر اساس بر
این پس است، برخوردار خود رقیب دو به نسبت کوچ΁  تری MSPE از اسپلاین روش با فضایی
گرفت نتیجه ͬ توان م نهایت در دارد. برتری فضایی پیش گویی در دی·ر روش دو به نسبت روش
نیز ٣ . ٩ ش΄ل جعبه ای نمودارهای دارد. برتری میانه پالایش به نسبت عام کری·ینگ روش که
را ٣ . ٧ ش΄ل به توجه با پالایش میانه کردن عمل ضعیف دلیل ͬ کنند. م تایید را موضوع این
در که دانست، عمق و عرض طول، مختصات سه به نسبت داده ها روند بودن خطͬ ͬ توان م
میانه پالایش از کاراتر ͬ کند م عمل میانگین حسب بر که رگرسیون با روند برآورد این صورت

ͬ کند. م عمل میانه حسب بر که است

(ب) (آ)

(ج)
به شده داده برازش نمایی پارامتری مدل منحنͬ و نیم تعییرنگار بعدی سه  نمودار :٣ . ٨ ش΄ل
میانه پالایش. (ج): و درستنمایسͬ ماکسیمم (ب): اسپلاین، (آ): روش های از حاصل ͬ مانده های باق



۵۵ سنگ محوری تک فشاری مقاومت ناپارامتری بعدی سه  پیش·ویی مطالعه
تغییرنگار پارامترهای :۴ . ٣ جدول

اسپلاین کری·ینگ میانه پالایش کری·ینگ عام کری·ینگ
١.٧٨ ٩.٨٩ ٢.٧٩ MSPE مقادیر

کری·ینگ :٢ میانه پالایش، ١:کری·ینگ روش های از حاصل MSPE مقادیر جعبه ای نمودار :٣ . ٩ ش΄ل
اسپلاین. از استفاده با معمولͬ کری·ینگ :٣ و عام





۴ فصل
مدل بندی برای تقریبی بیزی رهیافت

بعدی سه فضایی

مقدمه ١ . ۴
احتمال بیان به طبیعت حالت های قطعیت عدم به  کارگیری در عقلانͬ روش ΁ی بیزی آمار
این است. کار مبنای طبیعت حالت به باورها میزان بیزی، آمار فکری چارچوب در است.
داده های گرفتن به کار با و آغاز داده مشاهده ی از قبل پیشین باورهای انتخاب با باورها از میزان
ͬ کنیم. م یاد پسین باورهای عنوان با آن از و ͬ شوند م روز به آزمایش یا مشاهده از آمده به دست

.(٢٠١٣ هم΄اران، و (گلمن است استوار پسین باورهای بر تحلیل بیزی روش های در
آن ها مقادیر که ͬ شوند م گرفته نظر در ثابت پارامترها١ درست نمایی، بر مبتنͬ استنباط در
بیزی، استنباط در کرد. اندازه گیری را آن  مقدار ͬ توان نم مستقیم به طور و است ناشناخته
(دی·ل ͬ شوند م گرفته نظر در مشاهده) غیرقابل (و مشاهده بدون تصادفͬ متغیرهای پارامترها

.(٢٠١٩ جورجͬ، و
محدودیت اما ͬ شوند، م استفاده بیزی استنباط برای گسترده به طور MCMC روش های
در به منجر داده ها، جمͽ آوری در موجود پیشرفت های است. ͬ اشان محاسبات بار در آن ها
از ”فراتر معنای به ”Beyond measurement” اصطلاح پارامتر از باستان یونان اللفظͬ تحت ١ترجمه

است. اندازه گیری”



بعدی سه فضایی مدل بندی برای تقریبی بیزی رهیافت ۵٨
فضایی، شده ی تعیین موقعیت های با که است شده بزرگ٢ داده های مجموعه بودن دسترس
نظر در برای مدل پیچید گͬ ͬ شوند. م مشخص مختلف منابع با همچنین و فضایی‐زمانͬ
برای محاسبات زمان روز چندین به منجر ͬ تواند م بزرگ داده های م΄انͬ ساختارهای گرفتن
پنهان٣ میدان بعد که زمانͬ به ویژه شود. MCMC ال·وریتم طریق از بیزی استنباط انجام
و هم·رایی ͬ های ویژگ و پنهان میدان عناصر بین همبستگͬ وجود همچنین باشد، بزرگ
و رو چالش، این بر غلبه برای ͬ کنند. م روبرو مش΄ل با را ال·وریتم ها این درهم تنیدگͬ،
جمͽ بسته آشیانه ای لاپلاس تقریب نام روش با ΁ی خود مقاله ی در ٢٠٠٩ سال در هم΄اران
و سریع جواب های به ͬ توانند م که کردند ثابت ال·وریتم این از استفاده با آن ها دادند. ارائه
کرد، به کار شروع مستقل برنامه ΁ی به صورت ابتدا INLA روش ال·وریتم یابند. دست  دقیقͬ
بین پس، آن از و گرفت قرار دسترسͬ مورد (R-INLA نام با بسته ای عنوان (به R در سپس
شد. سایت برخوردار زیادی محبوبیت از فضایی آمار زمینه در به ویژه محققان و آماردان ها
مقالات که است INLA روش زمینه ی در فعال و عالͬ سایت ΁ی http://www.r-inla.org

و سوالات ͬ توانند م محققان گفتگو تالار در و ͬ دهد م قرار کاربران اختیار در را آموزش ها و
.(٢٠١۵ کملتͬ، و (بلانگیادو کنند مطرح پاسخ·ویی، و بررسͬ برای را خود مش΄لات

(٢٠١١) هم΄اران و بروکس و (١٩٩۶) هم΄اران و گیلز همچون محققانͬ سال، چندین طͬ
اما ͬ  کردند. م استفاده مدل پارامترهای توأم پسین توزیع محاسبه ی برای MCMC روی΄رد از

ͬ شود. م محاسبه بالاتر ابعاد در توزیع که چرا دارد بالایی بسیار محاسباتͬ بار روش این
عمل سریع تر بیزی استنباط در که دادند پیشنهاد را INLA (٢٠٠٩) هم΄اران و رو بار اولین
روی ͬ توان م مدل، پارامترهای توأم پسین توزیع برآورد به جای که شدند متذکر آن ها ͬ کند. م
کناری استنباط موارد، از بسیاری در شد. متمرکز مدل پارامترهای کناری پسین توزیع های
پسین چندمتغیره توزیع به نیازی و است کافͬ پنهان اثرات و مدل پارامترهای از دانش برای
به صورت ͬ توانند م که کردند معطوف مدل هایی به را خود توجه آن ها ادامه در نیست. توأم
زمان موضوع این .(٢٠٢٠ (گومز، شوند بیان (GMRF) مارکوف۴ͬ تصادفͬ گوسͬ میدان های
به مدل ها از گسترده ای رده در INLA .(٢٠٠۵ هلد، و (رو ͬ دهد م کاهش را مدل محاسبات
که است این مستلزم رده این در عضویت دارد. کاربرد (LGMs) پنهان۵ گوسͬ مدل های نام
به .(٢٠١٨ هم΄اران، و (وانگ باشند گوسͬ توزیع دارای مدل در موجود پارامترهای از برخͬ
(٢٠١٧) هم΄اران و رو اخیراً و (٢٠١٣) هم΄اران و مارتینز جدید، روی΄رد این پیشنهاد دنبال

داده اند. ارائه رابطه این در را مقالاتͬ

٢Big datasets
٣Latent field
۴Gaussian Markov random field
۵Latent Gaussian Models

http://www.r-inla.org


۵٩ پنهان گوسͬ مدل های

پنهان گوسͬ مدل های ٢ . ۴
نوع این در هستند. سلسله مراتبی بیزی مدل های از زیرمجموعه ای پنهان گوسͬ مدل های
رده است. ابرپارامترها شرط به توأم پیشین توزیع دارای و نهفته ͹سط در پارامتر مدل ها، از
پژوهش در هم΄اران و رو هستند. جمعͬ ساختار با رگرسیونͬ مدل های از زیررده ΁ی LGMها

خانواده از اغلب و خانواده ΁ی از ،i = ١, . . . , n برای ،yi مشاهده ها توزیع کردند فرض خود
جمعͬ پیش·وی و ،µi مثل مشخص چندک ΁ی یا میانگین ͬ کنند. م تبعیت نمایی توزیع های

ͽواق در ͬ شود. م مدل بندی g(µi) = ηi به ش΄ل g(·) پیوند تابع طریق از ηi رگرسیونͬ مدل
ηi = α+

J∑
j=١

fj(ui,j) +

K∑
k=١

βkzi,k + εi (١ . ۴)

ساختاری ͬ های وابستگ برخͬ با نامعلوم ناپارامتری اثرات {fj}Jj=١ مبدا، از عرض α آن در که
zi,١, . . . , zi,K تبیینͬ متغیر های خطͬ ثابت اثرات {βk}Kk=١ ضرایب و u مشخص وزن های با خاص
خود کتاب در گومز هستند. مدل غیرساختاری خطاهای ε١, . . . , εn و است ͺپاس متغیر روی
و باشند مرتبط باهم باید yiها، مشاهدات درستنمایی تابع که است کرده اشاره ،٢٠٢٠ سال در
تابع چون مدل ها، از رده این ندارد. وجود باشند نمایی توزیع های خانواده  ی از اینکه در الزامͬ
پنهان، گوسͬ مدل های باشد. داشته زیادی کاربردهای ͬ تواند م دارد نامعلومͬ ساختار {fj}

پیشین یعنͬ است، جمعͬ پیش·وی ساختار با بیزی جمعͬ مدل های تمام از زیرمجوعه ΁ی
پنهان اثرات بردار INLA چارچوب در ͬ شود. م داده اختصاص {ϵi} و {fj} ،{βk} ،α به گوسͬ

است: پنهان ابرپارامترهای دارای که ͬ شود م داده نمایش زیر به صورت x
x = {ηi, α, βk, fj}.

شرطͬ θ = (θ١, . . . , θp)T ابرپارامترهای روی که هستند گوسͬ توأم توزیع دارای x در پارامترها
نوشت: زیر به صورت ͬ توان م را θ ابرپارامترهای و x پنهان اثرات توأم پسین توزیع است. شده

π(x,θ|y) = π(y|x,θ)π(x,θ)
π(y)

∝ π(y|x,θ)π(x,θ)

است نرمال ساز ثابت ΁ی که ͬ دهد م نشان را مدل کناری درستنمایی π(y) قبلͬ، معادله ی در
،INLA حال این با است. دشوار معمولا˟ آن محاسبه ی که چرا ͬ شود، م گرفته نادیده اغلب و
معمولا˟ ابرپارامترها .(٢٠١۶ ،΁استوروی و (هوبین ͬ دهد م ارائه را آن از دقیق تقریب ΁ی
یا همواری و همبستگͬ دامنه کناری، واریانس اغلب و نیستند گوسͬ پسین چ·الͬ دارای
LGMها ΁شماتی به صورت ͬ کنند. م مشخص را تصادفͬ اثرات همبستگͬ پارامترهای سایر
به ابرپارامترها ͹سط و پنهان ͹سط داده، ͹سط نظر از است مم΄ن متغیره ΁ی پیوند تابع با

.(٢٠٢٠ هم΄اران، و (رانکسن شوند داده نشان سلسله مراتبی گونه ی
دارای و وابسته x پنهان پارامترهای به y = (y١, . . . , yn)T مشاهدات کنید فرض داده: سطوح

چ·الͬ
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به مشاهده n توزیع شرطͬ، استقلال با ͬ شود م فرض سادگͬ برای است. π(y|x,θ)

ͬ شود: م محاسبه زیر درستنمایی وسیله ی
π(y|x,θ) =

n∏
i=١

π(yi|x,θ) (٢ . ۴)

میانگین µi آن در که µi = Qπ(yi|ηi) = g−١(ηi) با π(yi|x,θ) = π(yi|ηi,θ) به طوری که
به تنها yi از عضو هر (٢ . ۴) رابطه ی در است. Qp چندک تابع از مناسب چندک ΁ی یا

است. مرتبط x پنهان میدان از xi از عضو ΁ی
از برخͬ به بالقوه به طور و است گوسͬ پیشین چ·الͬ دارای ،x پنهان پارامتر پنهان: سطوح

به صورت است مم΄ن x چ·الͬ تابع است. وابسته ابرپارامترها
π(x|θ) = N(x|µ(θ),Σ(θ))

با x بعد برابر بعد با گوسͬ چ·الͬ راست سمت عبارات فوق، رابطه ی در شود. نوشته
هم΄اران، و (گلمن ͬ دهد م نشان را Σ(θ) کوواریانس ماتریس و µ(θ) میانگین بردار

.(٢٠١٣
هستند. π(θ) پیشین چ·الͬ دارای ،θ ابرپارامترهای ابرپارامترها: سطوح

دقت ماتریس و ٠ میانگین بردار با گوسͬ چندمتغیره توزیع دارای x ͬ کنیم م فرض
یعنͬ باشد، θ ابرپارامتر با Q(θ) = Σ−1

θ

π(x|θ) = (٢π)−n٢ |Q(θ)|
١٢ exp(− ١

٢xTQ(θ)x) (٣ . ۴)
موضوع این از هستند. مستقل شرطͬ به طور x گوسͬ میدان مولفه های که به طوری
این (٢٠٠۵) هلد و رو است. تُنُک۶ ،Q(θ) دقت ماتریس که گرفت نتیجه ͬ توان م
صورت GMRF از استفاده با استنباط که زمانͬ کردند. تعریف GMRF را خصوصیت

ͬ انجامد. م محاسبات زمان شدن کم به دقت ماتریس بودن تُنُک گیرد،
پیشین توزیع و (٣ . ۴) GMRF چ·الͬ و (٢ . ۴) درستنمایی ضرب از θ و x پسین توزیع

ͬ شود: م محاسبه زیر به صورت ابرپارامترها
π(x,θ|y) ∝π(θ)× π(x|θ)× π(y|x,θ)

∝π(θ)× π(x|θ)×
n∏

i=١
π(yi|xi,θ)

∝π(θ)× (٢π)−n٢ |Q(θ)|
١٢ exp

(
− ١

٢xTQ(θ)x

)
×

n∏
i=١

exp(log(π(yi|xi,θ)))

∝π(θ)× |Q(θ)|
١٢ exp

− ١
٢xTQ(θ)x+

n∑
i=١

log(π(yi|xi,θ))

 .

۶Sparse
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بسته ͽجم آشیانه ای لاپلاس تقریب ٣ . ۴
x پنهان گوسͬ میدان اعضای کناری پسین تقریب بیزی، استنباط هدف
π(xi|y) =

∫
π(xi,θ|y)dθ =

∫
π(xi|θ,y)π(θ|y)dθ (۴ . ۴)

ابرپارامتر بردار اعضای و
π(θj |y) =

∫
π(θ|y)dθ−j (۵ . ۴)

گام سه در تقریب این است. θj jام عضو غیاب در ابرپارامترها بردار θ−j آن در که است،
ͬ شود. م انجام

و رو ͬ شود. م محاسبه لاپلاس تقریب از استفاده با θ کناری پسین تقریب ابتدا اول: گام
π̃(θ|y) یعنͬ θ کناری پسین تقریب از INLA روی΄رد اساس معتقدند (٢٠٠٩) هم΄اران

ͬ کند. م پیروی
π̃(θ|y) ∝ π(x,θ,y)

π̃G(x|θ,y)

∣∣∣∣∣
x=x∗(θ)

(۶ . ۴)

شرطͬ مˀد مقدار x∗(θ) و x کامل شرطͬ چ·الͬ برای گوسͬ تقریب π̃G(x|θ,y) آن، در که
به صورت j = ١, . . . , J که θj (ͬشرط)ͬچ·ال تقریب است. θ داده شده مقادیر برای x

π̃(θj |y) =
∫
π̃(θ|y)dθ−j

است.
ساده تر، به طور ͬ کنیم. م محاسبه را x میدان اعضای کناری پسین لاپلاس تقریب دوم: گام

ͬ شود: م محاسبه زیر به صورت تعیین شده θهای برای π̃(xi|θ,y) لاپلاس تقریب
π̃(xi|y) =

∫
π̃(xi,θ|y)dθ =

∫
π̃(xi|θ,y)π(θ|y)dθ.

ترکیب هم با عددی انتگرال گیری از استفاده با را قبل مرحله ی دو گام، آخرین در سوم: گام
ͬ آوریم. م به دست متناهͬ ͽجم از استفاده با را پنهان میدان پسین توزیع انتگرال و کرده

داریم ͽواق در
π̃(xi|θ,y) = N{xi;µi(θ), σ٢

i (θ)}

متناظر کناری واریانس (بردار) σ٢(θ) و گوسͬ تقریب میانگین (بردار) µ(θ) آن در که
نهایت در است.

π̃(xi|y) =
n∑

k=١
π̃(xi|θk,y)π̃(θk|y)∆k (٧ . ۴)

(٢٠٠٧) مارتیونو و رو ͬ شود. م داده نسبت θk به که هستند وزن هایی ∆k آن در که
است. دقیق θ پسین کناری تقریب که دادند نشان
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ابرپارامترها بردار توأم پسین چ·الͬ تقریب ٣ . ١ . ۴
به صورت ابرپارامترها بردار توأم پسین چ·الͬ

π(θ|y) =π(θ,y)
π(y)

=
π(θ,y)

π(y)

π(x|θ,y)
π(x|θ,y)

=
π(x,θ,y)

π(y)π(x|θ,y)

=
π(y|x,θ)π(x|θ)π(θ)

π(y)π(x|θ,y)

∝π(y|x,θ)π(x|θ)π(θ)
π(x|θ,y)

(٨ . ۴)

که θ مقدار هر برای (٨ . ۴) معادله ی بسته ی ͽجم آشیانه ای لاپلاس تقریب ͬ شود. م محاسبه
ش΄ل به شد اشاره آن به (۶ . ۴) معادله ی در پیش تر

π̃(θ|y) ∝ π(y|x,θ)π(x|,θ)π(θ)
π(x|θ,y)

∣∣∣∣∣
x=x∗(θ)

(٩ . ۴)

از استفاده با ͬ شود. م حاصل گوسͬ توزیع از کسر مخرج (٩ . ۴) معادله ی در ͬ آید. م به دست
کامل شرطͬ توزیع گوسͬ، تقریب در تیلور بسط

π(x|θ,y) ∝

(
− ١

٢xTQx+
∑
i∈I

log π(yi|xi,θ)

)

محاسبه زیر به صورت x∗(θ) = (x∗١(θ), . . . , x∗m(θ)) یعنͬ ،x کامل شرطͬ توزیع مˀد حول
ͬ شود: م

π̃G(x|θ,y) ∝

(
− ١

٢xTQx+
∑
i∈I

gi(xi)

)

∝

(
− ١

٢xTQx+
∑
i∈I

(ai + bixi −
١
٢cix٢

i )

)

∝
(
− ١

٢xT (Q+ diag(c))x+ bTx

)
(١٠ . ۴)

رابطه ی در ͬ شود. م حذف تناسب از ai و bi = g′(x∗i (θ))+x
∗
i (θ)ci ،ci = −g′′(x∗i (θ)) آن در که

شناخته نیز فیشر٨ امتیازدهͬ ال·وریتم نام با که نیتون ‐رافسون٧ روش از استفاده با مˀد (١٠ . ۴)
µ
(٠)
i حول gi(xi) باشد، اولیه حدس µ(٠) اگر .(٢٠٠١ تاتز، و (فارمر ͬ شود م محاسبه ͬ شود، م

٧Newton–Raphson method
٨Fisher scoring algorithm
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نوشت ͬ توان م و ͬ شود م داده بسط دوم مرحله به

gi(xi) ≈ gi(µ
(٠)
i ) + bixi −

١
٢cix٢

i

Q+diag(c) دقت ماتریس با بهینه گوسͬ تقریب ΁ی این هستند. وابسته µ(٠) به {ci} و {bi} که
΁ی به که زمانͬ تا فرآیند این ͬ آید. م به دست Q+ diag(c)µ(١) = b رابطه ی حل از مˀد و است
(رو ͬ شود م تکرار شود، هم·را Q∗ = Q+diag(c∗) دقت ماتریس و x∗ میانگین با پنهان توزیع

.(٢٠٠٩ هم΄اران، و
x = x∗(θ) حول کسر مخرج بسط با π(θ|y) = π(x,θ,y)

π̃(x|θ,y) پسین چ·الͬ لاپلاس تقریب
به صورت

π̃LA(θ|y) =
π(x,θ,y)

π̃G(x|θ,y)

∣∣∣∣∣
x=x∗(θ)

ͬ آید. م به دست
مهمترین ͬ شود. م استفاده π̃LA(θ|y) تقریب از ،INLA روش اجرای فرآیند از مرحله سه در
بعد مرحله ی در است. پنهان میدان پسین بیزی تقریب آوردن به دست در آن کاربرد اولین و
نهایت در ͬ شود. م استفاده π(y) درستنمایی کناری تقریب محاسبه ی برای (٩ . ۴) رابطه ی از
یعنͬ ،θ ابرپارامترهای اعضای از بعضͬ پسین کناری چ·الͬ محاسبه ی جهت در تقریب این از
θ بعدی چند محدوده ی روی انتگرال گیری با که داشت توجه باید ͬ شود. م استفاده π(θi|y)
نقاط انتخاب ضرورت پس کرد. اقدام مذکور مرحله ی سه محاسبه ی برای (٩ . ۴) از ͬ توان م
طرح و توری٩ روی΄رد دو (٢٠٠٩) هم΄اران و رو است. مشهود کاملا́ انتگرال گیری مناسب
روی΄رد دادند. پیشنهاد مناسب انتگرال گیری نقاط انتخاب برای را (CCD) مرکزی١٠ مرکب
زمانͬ دارد. نقاط آن در بیشتری چ·الͬ π̃LA(θ|y) که است توری ΁ی نقاط از مشتمل توری،
بین θ بعد وقتͬ است. مناسب و دقیق بسیار روش این ،(۶ از کمتر (مثلا́ نباشد بزرگ θ بعد که
فرض مˀدی تک π̃LA(θ|y) روی΄رد، دو هر در است. مفید CCD روی΄رد از استفاده باشد، ١٢ تا ۶
ͬ شود. م داده نشان θ∗ نماد با و است نیاز π̃LA(θ|y) مˀد به انتگرال گیری فرآیند در ͬ شود. م
یا نیوتن‐رافسون بهینه سازی انتگرال گیری از ͬ توان م نظر مورد تابع پیچید گͬ به توجه با

کرد. استفاده θ∗ کردن بهینه برای شبه نیوتن١١

توری روش ٣ . ٢ . ۴
ͬ پردازیم. م آن ها بررسͬ به ادامه در که ͬ شود م انجام گام سه طͬ توری روش

شود. محاسبه π̃(θ|y) مˀد مقدار تا ͬ کنیم م بهینه θ به نسبت را log{π̃(θ|y)} مقدار اول: گام
داد. انجام نیوتن‐رافسون روش با ͬ توان م را کار این

٩Grid
١٠Central composite design
١١Quasi-Newton
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ͬ شود. م محاسبه θ∗ پی΄ره ی در متناهͬ تفاضل های از استفاده با هسین منفͬ ماترس دوم: گام
θ کوواریانس ماتریس Σ آنگاه باشیم، داشته را گوسͬ چ·الͬ اگر ،Σ = H−١ فرض با
متغیر ساده سازی برای شود، تجزیه Σ = VΛV به صورت Σ ماتریس اگر بود. خواهد

به صورت θ به جای z استاندارد
θ(z) = θ∗ +VΛ١/٢z

ͬ شود. م استفاده
ش΄ل درک، قابل و ساده توضیح برای .z متغیر از استفاده با log{π̃(θ|y)} بررسͬ سوم: گام
نشان جدید مختصات و مˀد برای است m = ٢ وقتͬ را log{π̃(θ|y)} تراز نمودار ١ . ۴
است. احتمال چ·الͬ بیشترین یافتن برای log{π̃(θ|y)} کاوش هدف ͽواق در ͬ دهد. م
به z١ مثبت راستای در گام ΁ی سپس ͬ کنیم. م شروع z = ٠ مˀد نقطه ی از این کار برای

شرط که جایی تا ͬ داریم برم δz طول
log[{π̃(θ(٠)|y)}]− log[{π̃(θ(z)|y)}] < δπ (١١ . ۴)

به وجود سیاه نقاط کار این با ͬ کنیم. م رفتار ترتیب همین به نیز z٢ برای شود. برقرار
ترکیبات با را خاکستری) (نقاط میانͬ نقاط تمام ͬ توان م روش همین از اکنون ͬ آیند. م
پژوهش در هم΄اران و رو ͬ شوند. م تولید جدید مختصات و کرد ایجاد سیاه نقاط مختلف

.(٢٠٠٩ هم΄اران، و (رو گرفتند نظر در را δπ = ٢٫۵ و δz = ١ خود،

(ب) (آ)
راهبرد با انتگرال گیری منتخب نقاط نمایش (ب) ،z مختصات سیستم و مˀد، م΄ان (آ) :١ . ۴ ش΄ل

توری

مرکزی مرکب طرح روش ٣ . ٣ . ۴
خیلͬ ͬ شود م زیاد ،m ابرپارامترها، تعداد وقتͬ توری، روش در انتگرال گیری نقاط انتخاب
π̃(θ|z) چ·الͬ اگر مثلا́ باشد. (١٢ تا ۶) متوسط ابرپارامترها تعداد اگر حتͬ است، پرهزینه
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است نیاز (٧ . ۴) آوردن به دست برای نقطه O(۵m) به آن گاه δπ = ٢٫۵ و δz = ١ و باشد گوسͬ
مرتبه ی از که است نیاز نقطه O(٣m) به شود محدود بعد هر در نقطه سه به روش این اگر و

.(٢٠٠٩ هم΄اران، و (رو است نمایی
بزرگ m های برای را محاسبات هزینه ی که ͬ شود م داده شرح CCD روی΄رد بخش این در
و ͬ شود م گرفته نظر در ͺپاس رویه ی طرح مساله ی عنوان به CCD روش ͬ دهد. م کاهش
نقاط آن در آمده به دست ͅ های پاس اساس بر و ͬ شوند م پخش بعدی m فضای روی نقاط
در را دو مرتبه از ͺپاس سطوحِ̧ تنها بخش، این در ͬ شود. م برآورد مˀد حول پسینͬ خمیدگͬ
اغلب در .(١٩۵١ ویلسون، و (باکس ͬ شود م استفاده CCD دو درجه طرح از و گرفته نظر
سیستم های فرآیند درباره ی اطلاعاتͬ کشف برای پژوهش·ران مختلف، پژوهشͬ زمینه های
،ͺپاس در تغییرات عوامل تشخیص برای آزمایش گر ͬ دهند. م انجام را آزمایش هایی خاص،
اجرا بار هر در که خاصͬ سطوح و عامل هر تغییرات دامنه ی آزمایش، در متغیر عوامل باید
عمل΄رد تعیین برای مهمͬ ابزار آزمایش، ΁ی طرح کند. تعیین را گیرند قرار استفاده مورد باید
را فرآیندی که است این آماری آزمایش طرح از منظور آمار علم در است. تولید فرآیند درست
تحلیل و جمͽ آوری آماری مختلف روش های به مناسبی داده های آن با بتوان که کنند طراحͬ

کرد.
کیفͬ یا کمͬ ͹سط دو از فقط عامل هر که هستند عاملͬ k طرح های عاملͬ، ٢k طرح
و اصلͬ اثرهای که ͬ گویند م عاملͬ طرح های به V-تجزیه١٢، عاملͬ طرح است. برخوردار
هم اثر ی΄دی·ر، با دی·ری عامل در متقابل اثرهای و اصلͬ اثرهای با  ͬ دوعامل متقابل اثرهای
طرح نقاط تعیین و تعداد حیث از اجرا باشد، زیاد طرح ها نوع این در عامل ها تعداد اگر نباشند.
(مونتگومری، است ٢١١−۴ با برابر ٣−٢١٠ V-تجزیه، عاملͬ طرح بزرگترین است. دشواری کار
مرتب سازی ماتریس از استفاده با ،(٢٠٠۵) سانچز و سانچز .(١٩٧٨ هم΄اران، و باکس ٢٠٠٠؛
طرح های تعیین برای را یادگیری راه΄ار والش١۴، اندیس و (١٩٨۴ (بیوچمپ، هادامارد١٣ شده ی

ͬ شود. م بیان ادامه در مختصر به صورت که دادند ارائه عامل، ١٢٠ تا حتͬ کسری١۵، عاملͬ
با را آن ͬ توان م که است −١ یا +١ درایه های با ٢k ×٢k ماترس ΁ی ،Hk هادامارد ماتریس

به صورت بازگشتͬ روابط

H١ = [١], H٢ =

[ ]١ ١
١ −١ , Hk+١ =

[ ]
Hk Hk

Hk −Hk
, (١٢ . ۴)

ستون هر ،N = ٢ آن در که شوند تعیین h٠, h١, . . . , hN−١ با Hk ستون های اگر کرد. محاسبه
والش اندیس گذاری برای بازگشتͬ ال·وریتم از استفاده با عاملͬ دو متقابل اثر یا اثراصلͬ به hi

١٢V-Resoulation
١٣Hadamard ordered matrix
١۴Walsh index
١۵Fractional factorial design
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که ͬ شود م انجام اندیس گذاری این مرحله k در ͬ شود. م تجزیه کسری V-تجزیه عاملͬ طرح
به xj٢ و xj١ عامل های والش اندیس اگر ͬ شود. م تعیین xi عامل اندیس آن، iام مرحله ی در
a١⊕a٢ رابطه ی از ،xj١xj٢ اثر یعنͬ عامل، دو این بین متقابل اثر اندیس باشند، a٢ و a١ ترتیب
از استفاده با ،⊕ انحصاری یای دو، به اعداد مبنای تغییر از بˀعد آن در که ͬ شود، م محاسبه

ͬ شود. م محاسبه ١ . ۴ جدول

k = ٣ برای والش هادامارد طرح نقاط :١ . ۴ جدول
A B A ⊕ B
٠ ٠ ٠
١ ٠ ١
٠ ١ ١
١ ١ ٠

٧⊕۴ = (١١١)٢ ⊕ (١٠٠)٢ = (٠١١)٢ = (٢٠×١) + (٢١×١) + (٢٣×٠) = ٣. مثال عنوان به
به صورت های Ti و Ai مجموعه ی دو i = ١, . . . , k iام، مرحله ی انتهای در

Ai = {X١, . . . , Xk عامل های اصلͬ اثرهای والش {اندیس
Ti = {Ai متناظر والش اندیس مولفه های بین عاملͬ دو متقابل {اثرهای

پیشنهاد اندیس والش، اندیس اعتبار برای ͬ شوند. م فرض تهͬ T٠ و A٠ که ͬ آید م به دست
باشد: زیر شرط دو دارای باید ͬ شود، م داده نشان b با که Xj عامل شده ی

باشد. Tj−١ و Aj−١ به متعلق نباید .١

باشند. Tj و Aj به متعلق نباید x١, . . . , xj−١ و xj بین عاملͬ دو متقابل اثرهای اندیس .٢

داده نشان توری روش و CCD روش های به انتگرال گیری منتخب نقاط ٢ . ۴ ش΄ل در
شده اند.
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(ب) (آ)
توری روش (ب) و CCD روش (آ) از بااستفاده انتگرال گیری منتخب نقاط :٢ . ۴ ش΄ل

شده است. ذکر ادامه در والش اندیس تعیین ال·وریتم

والش اندیس تعیین .٣ . ١ . ۴ ال·وریتم

.m = ١ ͬ دهیم م قرار .١

.b = max{i : i ∈ Am−١} .٢

.b = b+ ١ ͬ دهیم م قرار {∃j ∈ Am−١ : b⊕ i ∈ Am−١ ∪ Tm−١} یا b ∈ Tm−١ وقتͬ تا .٣

ͬ کنیم. م محاسبه را Tm = Tm−١ ∪{i⊕ b : i ∈ Am} و Am = {b}∪Am−١ مجموعه ی دو .۴

ͬ گردیم. برم ٢ گام به m < k وقتͬ تا و m = m+ ١ ͬ دهیم م قرار .۵

یا اصلͬ اثر ΁ی به متعلق هادامارد ماتریس ستون هر والش، روش به اندیس گذاری از بعد
اجرا ΁ی در عامل سطوح مشخص کننده ی ماتریس سطر هر و بود خواهد عاملͬ دو متقابل اثر

ͬ گویند. م طرح نقاط آن به که بود خواهد
نقاط تعداد به طرح ها این در ͬ دهد. م نشان k = ٣ برای را طرح نقاط ٣ . ۴ جدول

دارد. اجرا به نیاز طرح غیرتکراری،
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k = ٣ برای والش هادامارد طرح نقاط :٢ . ۴ جدول

١ : X١ ٢ : X٢ ٣ : X١X٢ ۴ : X٣ ۵ : X١X٣ ۶ : X٢X٣ طرح نماد
+١ +١ +١ +١ +١ +١ ١
‐١ +١ ‐١ +١ ‐١ +١ ٢
+١ ‐١ ‐١ +١ +١ ‐١ ٣
‐١ ‐١ +١ +١ ‐١ ‐١ ۴
+١ +١ +١ ‐١ ‐١ ‐١ ۵
‐١ +١ ‐١ ‐١ +١ ‐١ ۶
+١ ‐١ ‐١ ‐١ ‐١ +١ ٧
‐١ ‐١ +١ ‐١ +١ +١ ٨

کسری عاملͬ طرح در اجرا تعداد :٣ . ۴ جدول
١٧-١٢ ١١-٩ ٨-٧ ۶ ۴-۵ ٣ ٢-١ θ بعد
٢۵۶ ١٢٨ ۶۴ ٣٢ ١۶ ٨ ۴ نقاط تعداد

مرکزی م΄عب طرح در نقاط تعداد و نقاط تعیین
گروه ΁ی و مرکزی نقطه ی ΁ی با که دارد خود در را کسری عامل طرح مرکزی، مرکب طرح
مجموع از نقطه k تعداد بنابراین، است. شده ترکیب ستاره ای عنوان با نقطه ٢m از متش΄ل
نیاز مورد نقاط تعداد ،CCD طرح در مثلا́ ͬ آیند. م به دست جدید نقطه ٢m+ ١ و طرح تعداد
روش در نیاز مورد نقاط تعداد با مقایسه در که است ١۶+ (٢×۵) + ١ = ٢٧ برابر m = ۵ برای

است. اندک بسیار ٣۵ = ٢۴٣ یا ۵۵ = ٣١٢۵ توری
نقاط ͬ گیرند. م قرار √

m شعاع به بعدی m کروی ͹سط روی نقاط تمام روش، این در
٣ . ۴ ش΄ل ͬ گیرند. م قرار مبدا در مرکزی نقطه ی و محورها روی ±

√
m فاصله ی در ستاره ای

ͬ دهد. م نشان را است m = ٢ وقتͬ CCD برای را نقاط موقعیت

+ =

    
مرکزی مرکب طرح در نقاط موقعیت :٣ . ۴ ش΄ل
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استاندارد گوسͬ π̃(θ|y) که است فرض شده (٧ . ۴) در انتگرال وزن های شدن مشخص برای
کره نقاط روی انتگرال گیری وزن فرض شده، شرایط این با باشد. m برابر θTθ انتگرال و است

ͬ شود: م محاسبه زیر به صورت f٠√m شعاع به

∆k =

[
(k − ١)(f٢٠ − ١}(١ + exp(−mf

٢٠٢ )}

]−١

ویلسون، و (باکس است ١−(k−١)∆k برابر مرکزی نقطه ی انتگرال گیری وزن .f٠ > ١ آن در که
.(١٩۵١

نامتقارن گوسͬ درون یابی
نرمال توزیع ΁ی با π(θ|y) توأم توزیع تقریب با ͬ توان م را π(θk|y) کناری ͬ های چ·ال از بعضͬ
و θ∗ مˀد زیرا ندارد، اضافͬ محاسبات π(θk|y) گوسͬ تقریب کرد. محاسبه π̃(θ|y) متغیره چند

است. شده تقریب (٧ . ۴) از استفاده با H هسین منفͬ ماتریس
برای حالت، این در نیست. مناسب گوسͬ تقریب صورت این در باشد، چوله π(θk|y) اگر
نقاط با وقتͬ را f(θ) تابع ͬ شود. م عمل زیر ش΄ل به کمتر هزینه ی با گوسͬ تقریب تصحیح

کرد: تعریف زیر به صورت ͬ توان م باشند، z در فرض شده z(θ) = (z١(θ), . . . , zk(θ))

f(θ) =
m∏
k=١

fk(zk(θ)) (١٣ . ۴)

آن در که

fk(z) ∝


exp

(
− ١٢(σk+)٢ z٢) z ≥ ٠

exp
(
− ١٢(σk−)٢ z٢) z < ٠

(١۴ . ۴)

تعریف گونه ای به را ،k = ١, . . . ,m که (σk+, σk−) پارامترهای ،π̃(θ|y) نامتقارنͬ ͽرف برای
و مثبت جهت مسیر، اساس بر اما باشد، نداشته تغییری مختلف محور m پایه بر که ͬ کنیم م
΁ی در که باشیم داشته توجه باید ابتدا توابع، این محاسبه برای کند. تغییر محور هر منفͬ
این ͬ شود. م −٢ برابر معیار انحراف ͬ رسد، م ±٢ به مد وقتͬ چ·الͬ ل·اریتم در گوسͬ، توزیع
ͬ کنیم. م حساب ͬ شوند، م زده تقریب مسیرها تمام برای دقیق به طور که روشͬ در را پارامترها
که به طوری ͬ شوند، م محاسبه (١٣ . ۴) عددی انتگرال گیری با π(θk|y) تقریب های سپس
معادله ی در را fk(z) پذیری انعطاف ۴ . ۴ ش΄ل است. معلوم پارامترهای برای آن محاسبه ی

ͬ دهد. م نشان σk− و σk+ مختلف نقاط برای (١۴ . ۴)
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−۴ −۲ ۰ ۲ ۴

۰٫۰

۰٫۱

۰٫۲

۰٫۳

۰٫۴

    
مختلف مقادیر برای (١۴ . ۴) معادله ی چ·الͬ و ممتد) (خط استاندارد نرمال توزیع :۴ . ۴ ش΄ل

خط چین)  (خطوط مقیاس پارامتر

عددی انتگرال گیری ال·وریتم
به صورت عددی انتگرال گیری ال·وریتم از استفاده با π̃(θk|y) کناری پسین ͬ های چ·ال تقریب

است: زیر

π̃(θk|y) =


N(٠, σ٢

k+) σ > ٠
N(٠, σ٢

k−) σ ≤ ٠.
(١۵ . ۴)

به صورت عددی انتگرال گیری محاسبه با بدون σ٢
k− و σ٢

k+ محاسبه ی برای معادله این سپس
است. مفید عمل این برای زیر لم ͬ رود. م به کار قبلͬ، ال·وریتم

x = (x١, . . . , xn)T ∼ N(٠,Σ) فرض با .٣ . ١ . ۴ لم

− ١
٢(x١, E(x−١|x١)T )Σ−١

(
x١

E(x−١|x١)T
)

= − ١
٢
x٢١∑

١١
.

میانگین در ارزیابی شده ،θ−i یا θi از تابعͬ عنوان با θ توأم توزیع که ͬ کند م بیان لم این
بود. خواهد تقریب ΁ی محاسبه این نیست، گوسͬ x چون ͬ کند. م رفتار ،E(θ−i|θi) شرطͬ

،θ بودن گوسͬ با را E(θ−i|θi) شرطͬ میانگین ال·وریتم این k = ١, . . . ,m محور برای
وابسته توری راهبرد در Σ کوواریانس و θ∗ مˀد به تنها و خطͬ θj در که ͬ کند م محاسبه طوری
از مسیر هر در θj تقریب شده کناری پسین چ·الͬ به دستیابی برای ٣ . ١ . ۴ لم از سپس است.
که را چ·الͬ این از نقطه سه فقط باید محور این از مسیر هر برای ͬ کنیم. م استفاده محور این
دوم مشتق محاسبه برای که به طوری شوند ارزیابی شده اند، زده تقریب ٣ . ١ . ۴ لم وسیله ی به

ͬ دهند. م به دست معادله σ−k و σ+k معیارهای انحراف و است کافͬ
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پنهان میدان عناصر کناری پسین چ·الͬ تقریب ۴ . ٣ . ۴
،π̃(xi|θk,y) و π̃(θk|y) تقریب دو از استفاده با بتوان آن که برای انتگرال گیری، نقاط انتخاب از پس
ادامه، در این رو، از کرد. محاسبه را xiها کناری پسین چ·الͬ باید زد، تقریب را (۴ . ۴) چ·الͬ
π(xi|θk,y) پسین تقریب ساده شده١۶، لاپلاس و لاپلاس گوسͬ، تقریب روش سه از استفاده با

کرد. خواهیم بیان را ΁ی هر معایب و محاسن و ͬ کنیم م محاسبه را

گوسͬ تقریب الف:
است. π(xi|θk,y) تقریب محاسبه راه ساده ترین آن کناری استخراج و π̃G(x|θk,y) از استفاده
محاسبه ی همچنین و θk انتگرال گیری نقاط انتخاب مرحله در π̃(θ|y) محاسبه ی به توجه با
را کناری واریانس ͬ توان م و آمده به دست نیز میانگین بردار مقدار ،π̃G(x|θk,y) گوسͬ تقریب
بزرگ پنهان میدان بعد معمولا آن جایی که از آورد. به دست Q دقت ماتریس وارون از استفاده با
رابطه ی (٢٠٠٧) مارتیونو و رو ͬ آید. م به نظر دشوار بزرگ ابعاد با ماتریسͬ کردن وارون است،
این کردند. معرفͬ (١٩٧٣ هم΄اران، و (تاکاهاشͬ تاکاهاش١٧ͬ معادلات اساس بر را بازگشتͬ
کند. محاسبه سرعت به بزرگ ابعاد با GMRFهایی برای را کناری واریانس تا است قادر رابطه

تقریب بنابراین
π̃G(xi|θk,y) ∼ N(µi(θk), σ

٢
i (θk)) (١۶ . ۴)

قبولͬ قابل نتایج عموماً π(xi|θk,y) برای که است، xi مولفه کناری واریانس σ٢
i (θk) آن در که
ͬ دهد. م ارائه را

N(٠,Σ) توزیع دارای LTx = z معادله در x آن گاه باشد، z ∼ N(٠, I) و Q = LLT اگر
به صورت را LTx = z معادله ی ͬ توان م که است ذکر به لازم است.

liixi = zi − Σn
k=i+١Lkixk i = ١, . . . , n

درایه های آن، از گرفتن امید و j ≥ i ازای به xj در معادله این طرفین ضرب با نوشت. هم
رابطه ی توسط Σ ماتریس

Σij =
δ٢
ij

Lii
− ١
Lii

n∑
k=i+١

LkiΣkj , j ≥ i, i = n, . . . , ١ (١٧ . ۴)

،i ̸= j اگر اما بود. خواهد δii = ٠ آن گاه i = j اگر و δii = ١ آن در که ͬ شوند م محاسبه
عناصر سریع محاسبه ی به قادر که است تاکاهاشͬ معادله ی با معادل دقیقاً (١٧ . ۴) معادله ی

ͬ باشد. م آن چولس΄ͬ تجزیه از استفاده با ماتریس ΁ی وارون از معینͬ
١۶Simplified Laplace approximation
١٧Takahashi equation
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ماتریس ΁ی D نتیجه در L = VD

١٢ که گونه ای به باشد، Q = LLT = VDVT اگر ترتیب بدین
داشت خواهیم بنابراین است، ΁ی قطری درایه های با مثلثͬ پایین ماتریس ΁ی V و قطری

Σ = D−١V−١ + (I−VT )Σ (١٨ . ۴)
پس .VDVTΣ = I بنابراین QΣ = I که چرا

(VD)−١VDVTΣ = (VD)−١.

بنابراین
IVTΣ = D−١V−١.

پس
D−١V−١ −VTΣ = ٠.

نتیجه در
D−١V−١ −VTΣ+Σ = Σ.

ملاحظه که همان طور ͬ دهد. م نشان (١٨ . ۴) رابطه برای را صفر غیر نواحͬ ۵ . ۴ ش΄ل
.(D−١V −١

ii ) = (D−١)ii به طوری که است، مثلثͬ پایین ماتریس ΁ی D−١V−١ ͬ شود م
   ∑

D−۱ V −۱
∑

∗∗ +

∗+=

I V T

۰
۰

۰ ۰
۰ ۰

۰ ۰

=
۱

۱

۱

۱

۱

۱

 
تاکاهاشͬ معادله ی ماتریسͬ ΁شماتی :۵ . ۴ ش΄ل

 

ماتریس درایه های بنابراین داشت. نخواهیم V −١ محاسبه ی به نیازی خوشبختانه این رو از
به صورت Σ

Σij = D−١
ij −

n∑
k>j

VkjΣik, i ≥ j

ͬ کند. م فراهم xn تا x١ کناری واریانس های محاسبه ی برای را پایه ای که شده محاسبه



٧٣ بسته ͽجم آشیانه ای لاپلاس تقریب
لاپلاس تقریب ب:

مˀد نادرست تشخیص از ناشͬ خطای که است آن گوسͬ، تقریب به کارگیری مش΄لات از ی΄ͬ
این ͽرف برای دهد. قرار تاثیر تحت را آن مقادیر است مم΄ن توزیع، چول·ͬ نگرفتن درنظر یا

به صورت لاپلاس تقریب مش΄ل،
π̃LA(xi|θ,y) ∝

π(x,θ,y)

π̃GG(x−i|xi,x,θ,y)

∣∣∣∣∣
x−i

= x∗
−i(xi,θ) (١٩ . ۴)

است. π(x−i|xi,θ,y) شرطͬ چ·الͬ مد x∗
−i(xi,θ) و گوسͬ تقریب π̃GG آن در که شد معرفͬ

π̃ در π̃(x|θ,y) است. با متناظر شرطͬ چ·الͬ از متفاوت π̃GG که است ذکر به لازم همچنین
ابتدا π̃GG در ͬ که حال در است. xi از خطͬ تابعͬ آن میانگین و ثابت xi به نسبت دقت ماتریس
با آن دقت ماتریس که ͬ شود م محاسبه آن حول درستنمایی ل·ارتیم سپس و x∗

−i(xi,θ) مˀد
به کار سپس و xi روی کردن شرطͬ اساس بر π̃GG چ·الͬ که آن جا از ͬ کند. م تغییر xi تغییر
بر تنها که (١۶ . ۴) تقریب از است، محاسبه قابل متغیر ها سایر روی بر لاپلاس تقریب بردن

ͬ باشد. م دقیق تر است، گوسͬ تقریب اساس
زمان بر امری که کنیم محاسبه θ و xi برای را π̃GG بایستͬ (١٩ . ۴) عبارت محاسبه ی برای
تسهیل برای را تعدیل دو (٢٠٠٩) هم΄اران و رو مش΄ل، این حل برای است. طاقت فرسا و
مˀد و E[x−i|xi,θ,y] شرطͬ میانگین آن که دلیل به اول تعدیل در نمودند. ارائه محاسبات در
و بود خواهند منطبق ی΄دی·ر بر (x∗

−i|xi,θ,y) توزیع بودن گوسͬ شرط به x∗
−i(xi,θ) شرطͬ

نیز (x∗
−i|xi,θ,y) توزیع بودن گوسͬ ،π(x,θ) برای گوسͬ پیشین توزیع گرفتن درنظر دلیل به

از استفاده با بنابراین بود. نخواهد انتظار از دور چندان
x∗−i(xi,θ) ≈ Eπ̃G(x−i|xi) (٢٠ . ۴)

ͬ کنیم. م صرف نظر π̃GG(x−i|xi,θ,y) بهینه سازی گام از و استفاده مˀد به جای میانگین از
نتایج x∗

−i(xi,θ) به جای Eπ̃(x−i|xi) از استفاده که دادند نشان (٢٠٠۴) هم΄اران و هاسیو
داشت. خواهد پی  در را مشابهͬ تقریبا

بر هستند، xi همسای·ͬ در که xiهایی تنها که ͬ شود م استفاده ایده این از دوم تعدیل در
تعبیر j و i رأس دو بین وابستگͬ به xj و xi بین نزدی΄ͬ اگر ͬ گذارند. م اثر xi کناری متغیر
xi کناری چ·الͬ محاسبه ی در هستند i رأس از مشخصͬ شعاع در که xj هایی آن تنها شود،
(٢٠ . ۴) از استفاده با ͬ شود. م داده  نشان R(θ) با همسای·ͬ شعاع این که شد خواهند لحاظ

رابطه
Eπ̃G(xj |xi)− µj(θ)

σj(θ)
= aij(θ)

xi − µi(θ)

σj(θ)
(٢١ . ۴)

ساخت همسای·ͬ، شعاع تعیین برای روش ΁ی این رو از است. برقرار i ̸= j که aij بعضͬ برای
است. R(θ) = {j : |aij | > ٠٫٠٠١} به صورت R(θ) مجموعه ی



بعدی سه فضایی مدل بندی برای تقریبی بیزی رهیافت ٧۴
شده ساده لاپلاس تقریب ج:

محاسباتͬ فرآیند همچنان کنیم، استفاده مˀد به جای میانگین از اگر حتͬ لاپلاس، تقریب در
کسر مخرج π(x−i|xi) = π(x)

π(xi)
∝ π(x) و (١٠ . ۴) به توجه با بود. خواهد زمان بر و سنگین

به صورت (١٩ . ۴)
π̃GG(x−i|xi,θ,y)

∣∣∣
xi=Eπ̃G

(x−i|xi)
∝ (٢π)−n٢

∣∣Q+ diag(c)
∣∣ ١٢

× exp

(
− ١

٢xTQx+ bTx− ١
٢xT (diag(c)x)

) ∣∣∣
x−i=Eπ̃G

(x−i|xi)
(٢٢ . ۴)

x−i|xi دقت ماتریس i = ١, . . . , n هر برای بنابراین .ci = −∂
٢π(yj |xj ,θ)

∂x٢
j

آن در که است،
رابطه طرفͬ از است. Q[−i,−j] اصلͬ زیرماتریس به صورت

π(x) = π(xi)π(x−i|xi)

∝ Var(xi)
− ١٢ |Q[−i,−j]|

١٢ exp− ١
٢xTQx

به صورت ͬ توان م را (٢٢ . ۴) رابطه ی بنابراین است. برقرار
π̃GG(x−i|xi,θ,y)|x−i=Eπ̃G

(x−i|xi)

∝ (٢π)−n٢ Var(xi)−
١٢ |Q[−i,−i] + diag(c)|

١٢ exp

(
− ١

٢(xi, E(x−i|xi)T )Q
(

xi
E(x−i|xi)

))

exp

(
bT

(
xi

E(x−i|xi)

)
− ١

٢(xi, E(x−i|xi)T )(diag(c))
(

xi
E(x−i|xi)

))

∝ |Q[−i,−i] + diag(c)|
١٢ exp

(
− ١

٢(xi, E(x−i|xi)T )(diag(c))
(

xi
E(x−i|xi)

))

آن گاه ،x ∼ N(٠,Σ) اگر که دادند نشان ،(٢٠٠٩) هم΄اران و رو نوشت.
− ١

٢(xi, E(x−i|xi)T )Σ−١
(

xi
E(x−i|xi)

)
= − ١

٢
x٢
i

Σii
, i = ١, . . . , n.

بنابراین
log π̃GG(x−i|xi,θ,y)|x−i=Eπ̃GG

(x−i|xi) ∝ c٠ + ١
٢ log |Q∗ + diag(c)|. (٢٣ . ۴)

(N − ١) × (N − ١) ماتریس ΁ی xi هر برای باید (٢٣ . ۴) در موجود دترمینان محاسبه ی در
تقریب مش΄ل این حل برای (٢٠٠٩) هم΄اران و رو است. زمان بر بسیار امری که شود محاسبه
(١٩ . ۴) کسر صورت x

(s)
i = xi−µi(θ)

σi(θ)
تعریف با روش این در کردند. معرفͬ را ساده شده لاپلاس

به صورت xi = µi(θ) حول
log{π(x,θ,y)}|x−i=Eπ̃G(x−i|xi)

=

− ١
٢(x

(s)
i )٢ +

١
۶(x

(s)
i )٣

∑
j∈I

i

d
(٣)
j {µi(θ),θ}{σi(θ)aij(θ)}٣ + . . . (٢۴ . ۴)



٧۵ ارزیابی ملاک های
تصحیحͬ سوم مرتبه ی جمله ی و گوسͬ تقریب دوم و اول مرتبه ی جملات ͬ شود. م داده بسط
برای این که به توجه با (١٩ . ۴) کسر مخرج ل·ارتیم بسط در ͬ کند. م فراهم چول·ͬ برای
،(١٩٨٩ هم΄اران، و (ماردیا است برقرار ∂ log |M |

∂m = Trace(M−١ ∂M
∂m ) رابطه ی M ماتریس هر

رابطه ی
d log |Q∗ + diag(c)|

dxi
= Trace[Q∗ + diag(c)]−١d[Q∗ + diag(c)]

dxi

= Trace[Q∗ + diag(c)]−١diag[d٣(xi,θ)]
=
∑
j

Var(xj |xi)d٣
j (xi,θ)

=
∑
j

σj(θ){١ − corrπ̃G(xi, xj |θ)
٢}d٣

j (xi,θ) (٢۵ . ۴)

رابطه ی از استفاده با .Var(xj |xi) = σi(θ){١ − corrπ̃G(xi, xj |θ)٢} آن در که ͬ آید، م به دست
به صورت xi = µi(θ) حول (١٩ . ۴) کسر مخرج تیلور بسط ،(٢۵ . ۴)

log{π(x,θ,y)}|x−i=Eπ̃G
(x−i|xi) =

c٠ − ١
٢(X

(s)
i )

∑
j∈I

i

σj(θ){١ − corrπ̃G(xi, xj |θ)
٢}d(٣)j (µi(θ)i,θ)σj(θ)aij(θ) + . . . (٢۶ . ۴)

داشت خواهیم (٢۶ . ۴) و (٢۴ . ۴) به توجه با است. ثابت مقداری c٠ آن در که ͬ شود م حاصل
γ(١)(θ) = ١

٢(x
(s)
i )

∑
j∈I

i

σi(θ){١ − corrπ̃G(xi, xj |θ)
٢}d(٣)j (µi(θ)i,θ)aij(θ)

و
γ(٣)(θ) =

∑
j∈I

i

d
(٣)
j {µi(θ), θ}{σj(θ)aij(θ)}٣.

ͬ آید: م به دست زیر به صورت ساده شده لاپلاس تقریب بنابراین
π̃SLA = c٠ − ١

٢(x
(s)
i ) + γ

(١)
i (θ)(x

(s)
i ) +

١
۶ + (x

(s)
i )γ

(٣)
i (θ) + . . .

ارزیابی ملاک های ۴ . ۴
است. بیزی١٨ عامل از استفاده بیزی، تحلیل در مدل ها مقایسه برای متداول راه های از ی΄ͬ

مدل دو مقایسه ما هدف و داریم را y مشاهدات بردار کنید فرض
M١ : π١(y|θ١), M٢ : π٢(y|θ٢)

١٨Bayes factor



بعدی سه فضایی مدل بندی برای تقریبی بیزی رهیافت ٧۶
π(M٢) و π(M١) پیشین احتمالات و پارامترها برای را π٢(θ٢) و π١(θ١) پیشین توزیع های باشد.

به صورت مدل دو برای پسین ها بخت بیز، قانون اساس بر ͬ گیریم. م درنظر مدل ها برای را
π(M١|y)
π(M٢|y)

=
π(M١)
π(M٢)

.

∫
θ١ π١(y|θ١)π١(θ١)dθ١∫
θ٢ π٢(y|θ٢)π٢(θ٢)dθ٢

= مدل ها پیشین بخت × بیزی عامل

به صورت بیزی عامل مرتب سازی، از بعد است.
β(y) =

π(M١|y)
π(M٢|y)

.
π(M٢)
π(M١)

=
π(M١|y)/π(M٢|y)
π(M١)/π(M٢)

=
مدل ها پسین بخت
مدل ها پیشین بخت

آن گاه باشند، ی΄سان θ٢ و θ١ پارامتر فضای و π(M١) = π(M٢) اگر ͬ آید. م به دست
β(y) =

π(M١|y)
π(M٢|y)

.
π(M٢)
π(M١)

=

π(M١,y)
π(y)π(M١)
π(M٢,y)

π(y)π(M٢)

=
π(y|M١)
π(y|M٢)

.

استفاده با ͬ توان م را مدل ها بنابراین ͬ شود. م برابر درستنمایی ها نسبت با بیزی عامل یعنͬ
تقریب منظور این برای کرد. مقایسه π(y|Mk) و π(y|M١) یعنͬ مدل، دو درستنما یی های از

به صورت INLA روش به ،(٩ . ۴) از استفاده با π(y|Mk) درستنمایی های
π̃(y|Mk) =

∫
π̃k(x,θ,y)

π̃G(x|θ,y)
dθ, k = ١,٢ (٢٧ . ۴)

ͬ شود. م محاسبه

انحراف اطلاع ملاک ١ . ۴ . ۴
از اندازه ای که (DIC) انحراف١٩ اطلاع ملاک از پیچیده سلسله مراتبی مدل  های مقایسه برای
این که به توجه با ͬ شود. م استفاده است، مدل برازش٢١ و پارامترها) موثر (تعداد پیچیدگ٢٠ͬ
است بهتر دارد، مدل پیش·ویی قدرت و پیچیدگͬ بر مستقیمͬ تأثیر پارامترها تعداد افزایش
،(١٩٧۴) دمپستر گیرد. قرار توجه مورد نیز موثر پارامترهای تعداد مدل ها مقایسه هنگام به

١٩Deviance information criterion
٢٠Complexity
٢١Fit



٧٧ ارزیابی ملاک های
از که کرد معرفͬ پسین توزیع درستنمایی ل·اریتم اساس بر را انحراف عنوان تحت ملاکͬ
دو این از ترکیبی با نهایتا و ͬ شود م استفاده پیچیدگͬ و برازش کمیت های استخراج برای آن

.(٢٠٠٢ هم΄اران، و هالترو (اشپی·ل ͬ شود م تعریف DIC ملاک
مدل  های بین از مدل بهترین انتخاب هدف و باشد اختیار در y مشاهدات بردار کنید فرض

به صورت π(y, θ) توأم توزیع بیزی، رهیافت از استفاده با باشد. مجموعه این به برازش یافته
π(y,θ) = π(y|x)π(x|θ)π(θ)

دمپستر هستند. شرطͬ مستقل yiها ،θ و x بودن معلوم شرط با و ϕ = (x,θ) آن در که است
به صورت را انحراف ملاک ،(١٩٧۴)

D(x) = −٢ log π(y|x) + ٢ log π(y) (٢٨ . ۴)
بنابراین و است داده  ها از تابعͬ فقط که است استانداردی عبارت ،π(y) آن در که کرد، تعریف
بیزی٢٢ انحراف را (٢٨ . ۴) عبارت که است ذکر به لازم ندارد. مدل ها مقایسه در تأثیری
پسین میانگین اساس بر را برازش کمیت ،(٢٠٠٢) هم΄اران و هالترو اشپی·ل ͬ نامند. م نیز

به صورت انحرافات
D̄ = Ex|y[D]

پسین میانگین اساس بر انحراف و انحرافات پسین میانگین بین اختلاف را پیچیدگͬ کمیت و
به صورت پارامترها

pD = Ex|y[D]−D[Ex|y(x)]

= D̄ −D(x̄)

به صورت پیچیدگͬ و برازش مفهوم دو گرفتن درنظر با DIC ملاک کردند. تعریف
DIC = D̄ + pD

= D(x̄) + ٢pD
ͬ کنند. م پشتیبانͬ بهتر را داده ها کوچ΄تر، DIC با مدل های ͬ شود. م تعریف

مولفه ها شرطͬ پیش گویی ملاک ٢ . ۴ . ۴
مولفه ها٢٣ شرطͬ پیش گویی ملاک از ͬ توان م پیش گویی اعتبار نظر از مدل ها، مقایسه برای

به صورت مشاهدات برای (CPO)

CPOi = π(yi|y−i), i = ١, . . . , n
٢٢Bayesian deviance
٢٣Conditional precdictive ordinates



بعدی سه فضایی مدل بندی برای تقریبی بیزی رهیافت ٧٨
΁کوچ خیلͬ و صفر مقادیر است. iام درایه به جز y بردار همان y−i آن در که کرد، استفاده
مقایسه برای CPOi ها ل·ارتیم میانگین منهای از است. متناظر yi بودن پرت بیان گر CPO

نامیده (LogScore) متقابل٢۴ اعتبارسنجͬ ل·اریتمͬ نمره ملاک که ͬ شود، م استفاده مدل ها
پیش گویی گویای CPOiها بزرگ مقادیر این که به توجه با .(٢٠٠٧ رفتری، و (گنتینگ ͬ شود م
مناسب تر پیش گویی برای مدل باشد، ΁کوچ LogScoreمقدار هرچه بنابراین است، مدل برتر

بود. خواهد

سه بعدی فضایی داده های ۵ . ۴
فضایی آمار در مدل بندی مهم مولفه های از (GRF به (معروف گوسͬ تصادفͬ میدان های
و دی·ل ١٩٩٩؛ استین، ١٩٩٣؛ (کرسͬ، دارند زمین آمار در به ویژه برجسته ای نقش و هستند
سلسله مراتبی فضایی مدل های در GRFها همچنین .(٢٠١٢ دلفینر، و چلیس ٢٠٠٧؛ ریبریو،
اصلͬ ͬ های ویژگ که (١٩٣٨ (بارتلت، ͬ دهند م تش΄یل را مهم ساختاری مولفه ΁ی مدرن،
معدود از گوسͬ تصادفͬ میدان های ͬ شود. م بیان آن ها کوواریانس تابع توسط فضایی میدان
ͬ های ویژگ از که هستند نرمال ساز ثابت محاسبه ی قابلیت با مناسب متغیره ی چند مدل های
با بزرگ نمونه حجم های برای GRFها محاسباتͬ، منظر از اما برخوردارند. نیز خوبی تحلیلͬ
ͬ تواند م بالا بعد با (غیرتُنُک) چ·ال ماتریس های تجزیه هزینه ی زیرا ͬ شوند، م مواجه مش΄ل
اما دارد، قرار خود مم΄ن ͹سط بالاترین در محاسباتͬ قدرت اگرچه امروزه باشد. گزاف بسیار

است. کاربردی پژوهش های از بسیاری راه سد محاسبات کندی هنوز واقعیت در
مارکوفͬ فضایی، تصادفͬ میدان که است زمانͬ INLA روش کارایی و محاسباتͬ قدرت
نظر در تُنُک را است) میدان کوواریانس ماتریس عکس (که دقت ماتریس بتوان و باشد
بزرگ داده ها حجم که زمانͬ به ویژه زمین آماری داده های برای روش این بنابراین، گرفت.
تحلیل برای INLA تقریبی روش از استفاده و مش΄ل این ͽرف برای باشد. کارا ͬ تواند نم است،
دیفرانسیل معادلات عنوان با را روشͬ (٢٠١١) هم΄اران و لیندگرین زمین آماری، داده های
GMRF تقریب ΁ی با را GRF ΁ی م΄انیسمͬ با که کردند معرفͬ (SPDE) تصادف٢۵ͬ جزیی
برای را GRF مدل ΁ی ͬ توان م آن ها پیشنهادی روش با ͬ کند. م بازنویسͬ تقریبی به صورت
برای INLA روش از سپس و داد نمایش GMRF مارکوفͬ مدل ΁ی توسط زمین آماری داده های
ترکیب با بیزی تقریبی روش محاسباتͬ کارایی ش΄ل، این به برد. بهره داده ها به آن برازش

ͬ شود. م حفظ SPDE رهیافت
همسای·ͬ با ،GMRF مارکوفͬ تصادفͬ فرآیند ΁ی یافتن SPDE رهیافت اصلͬ هدف پس،
به توجه با است. پیوسته فضایی ناحیه گسسته سازی توسط Q تُنُک دقت ماتریس و فضایی
INLA+SPDE ترکیبی رهیافت از نفتͬ، میدان زمین آماری داده های تحلیل بر پایان نامه تمرکز

٢۴Cross Validated Logarithmic Score
٢۵Stochastic partial differential equation



٧٩ تصادفͬ جزئͬ دیفرانسیل معادلات رهیافت
سه فضایی داده های برای رهیافت این از استفاده ͬ کنیم. م استفاده آن ها مدل بندی برای
مختلف نر م افزارهای در غیرمتحد ابزارهای با غیرمنسجم چارچوب های در و ندرت به بعدی

کرد. اشاره (٢٠١۶) هم΄اران و ژانگ به ͬ توان م نمونه به عنوان است. شده انجام
بعدی سه داده های مختص و مذکور ترکیبی رهیافت از بار اولین برای پایان نامه، این در ما
معرفͬ را SPDE رهیافت ابتدا کار، این برای ͬ کنیم. م استفاده فضایی داده های تحلیل برای

ͬ کنیم. م

تصادفͬ جزئͬ دیفرانسیل معادلات رهیافت ۶ . ۴
کوواریانس تابع با دوم مرتبه مانای گوسͬ تصادفͬ میدان ΁ی {ω(s), s ∈ D ⊆ Rd} کنید فرض
است. ϕ مقیاس و k همواری پارامتر با اول) فصل در (١ . ٨) رابطه در ͬ شده (معرف مترن
است. شده  مشاهده ،i = ١, · · · , n ،si موقعیت های در ω(s) فرآیند کنید فرض این، بر افزون
حالت بهترین در که ͬ یابد م Q تُنُک ماتریس و فضایی همسای·ͬ با GMRF ΁ی SPDE روش
ترکیب ΁ی به صورت مترن تصادفͬ میدان رهیافت، این در است. مترن GRF ΁ی نشان دهنده
ͬ شود. م بیان است، شده تعریف D دامنه ی از مثلث بندی ΁ی بر که خطͬ تکه ای توابع از خطͬ
در حداکثر که ͬ شود م تقسیم بندی مثلث ها از مجموعه ای به D فضای دامنه ساده تر به عبارت
مثلث بندی رئوس s١, · · · , sn موقعیت های دارند. اشتراک ͽمتقاط مشترک زاویه ی یا یال ΁ی
مثلث بندی ΁ی به یافتن دست به منظور رئوس دی·ر سپس و ͬ شوند م گرفته نظر در اولیه

ͬ شوند. م اضافه اهداف سایر و فضایی پیش گویی برای مناسب
میدان های SPDE ΁ی برای پایدار جواب های تنها دادند نشان (٢٠١١) هم΄اران و لیندگرین
و مترن کوواریانس تابع با ω(s) گوسͬ تصادفͬ میدان ΁ی که به طوری هستند، مترن تصادفͬ
Kk(·) و σ٢ = Γ(k)

Γ(k+ d٢ )(۴π)
d٢ π٢k آن در که ͬ شود، م تعریف ϕ مقیاس و k هموارسازی پارامترهای

معادله ی برای پایدار جواب ΁ی .(١٩۵۴ و ١٩۵۴ (ویتل است دوم نوع شده اصلاح بسل تابع
به صورت تصادفͬ جزئͬ دیفرانسیل

(ϕ٢ −∆٢)α٢ τ(s)ω(s) =W (s), s ∈ Rd, α = k +
d

٢ , ϕ > ٠, k > ٠ (٢٩ . ۴)
همان یا دوم مرتبه دیفرانسیلͬ عمل گر ∆ سفید٢۶، نوفه تصادفͬ میدان W آن در که است،
(ϕ٢∆−٢)α٢ عبارت است. واریانس کنترل گر پارامتر τ و ،∆ =

∑d
i=١ σ٢/ω٢

i لاپلاس٢٧، عمل گر
ش΄ل به کسری٢٩ لاپلاس ΁ی فوریه، تعریف بردن کار به با است. دیفرانسیل٢٨ عمل گر جمله ی

F (ϕ٢ −∆٢)α٢ (ψ) = (ϕ٢ + ||K||٢)α٢ (Fψ)(K)

٢۶White noise
٢٧Laplacian operator
٢٨Pesudo-differential operator
٢٩Fractional Laplacian



بعدی سه فضایی مدل بندی برای تقریبی بیزی رهیافت ٨٠
ابتدا (٢٠١١) هم΄اران و لیندگرین است. Rd در تابعͬ ψ آن در که ͬ شود، م گرفته نظر در
تصادفͬ میدان ΁ی برای را (٢٩ . ۴) جزئͬ دیفرانسیل معادله ی تصادف٣٠ͬ ضعیف صورت ΁ی
گرفتند. نظر در باشد، مثلث بندی شب΄ه روی مترن تصادفͬ میدان بیان گر که گوسͬ مارکوفͬ
و معمول شب΄ه های بر مبتنͬ روش های مانند دی·ر روش های به نسبت مثلثͬ شب΄ه بندی

است. منعطف تر سنتͬ،
است متناه٣١ͬ عناصر روش جزئͬ، دیفرانسیل معادلات تقریبی حل برای عددی روش ΁ی
و (برنر است متناهͬ عناصر روش از استفاده با معادلات حل برای معمول روشͬ مثلث بندی و
دارد. بستگͬ فضایی ناحیه مثلث بندی نحوه ی به جواب ها دقت روش این در .(٢٠٠٧ اس΄ات،
صورت به خطͬ ترکیب ΁ی ،SPDE متناهͬ عناصر نمایش برای (٢٠١١) هم΄اران و لیندگرین

ω(s) =
G∑

g=١
ψg(s)ω̂g (٣٠ . ۴)

دارای خطͬ ترکیب وزن های ω̂ها پایه، توابع از مجموعه ای {ψg} آن در که کردند، تعریف
انتخاب طوری پایه توابع است. مثلث بندی رئوس کل تعداد G و صفر میانگین با گوسͬ توزیع

باشند. صفر رئوس سایر در و ΁ی برابر g رأس در که ͬ شوند م
(٢٩ . ۴) تصادفͬ جزئͬ دیفرانسیل معادله ی d = ٢ برای R-INLA نرم افزاری بسته ی در

عمومͬ به صورت
(ϕ٢(s)−∆٢)α٢ τ(s)ω(s) =W (s), s ∈ R٢, α = k +

d

٢ , ϕ > ٠, k > ٠
که میدان هایی یعنͬ ͬ شود، م شامل نیز را نامانا تصادفͬ میدان های که ͬ شود م گرفته نظر در
برای البته است. وابسته فضایی موقعیت به و نیست ثابت آن ها در ϕ پارامتر و W (s) واریانس
ͬ گیرند. م نظر در τ(s) ش΄ل به ω(s) برای را مقیاس پارامتر و ثابت را W (s) واریانس سادگͬ،
اساس بر و شد خواهد نامانا میدان نباشند، ثابت ψ و τ پارامتر دو هر یا ΁ی اگر صورت، این در
هم΄اران و لیندگرین ͬ یابد. م تغییر σ٢ = ١۴πτ٢ϕ٢ ش΄ل به میدان کناری واریانس (١ . ٨) رابطه ی
و دارند مارکوفͬ ساختار ΁ی (٣٠ . ۴) در گرفته شده نظر در گوسͬ وزن های دادند نشان (٢٠١١)
وقتͬ تولیدشده، GMRF دقت ماتریس ͬ کند. م تبدیل GMRF ΁ی به را مترن تصادفͬ میدان
و (چنگ نیومن مرزی شرایط از استفاده با ω = {ω̂١, . . . , ω̂G} وزن های برای باشد، α = ٢

به  صورت (٢٠٠۵ چنگ،
Q = τ (ϕ٢C + ٢ϕ٢G+GC−١G) (٣١ . ۴)

به صورت C ماتریس درایه های آن در که است،
Cii =

∫
ψi(s)ds

٣٠Stochastic weak formulation
٣١Finite element method



٨١ بعدی سه  فضایی مدل بندی برای INLA+SPDE رهیافت
به صورت G تُنُک ماتریس درایه های و

Gij =

∫
∇ψi(s)∇ψg(s)ds

آن درایه های و است تُنُک Q دقت ماتریس است. گرادیان عمل گر ∇ از منظور آن در که است،
نرمال توزیع با مارکوفͬ تصادفͬ فرآیند ΁ی ω ش΄ل، این به است. وابسته τ و ϕ پارامترهای به
خواهد مناسب INLA کارای محاسباتͬ اهداف برای که است Q−١ واریانس و صفر میانگین با

بود.

سه  فضایی مدل بندی برای INLA+SPDE رهیافت ٧ . ۴
بعدی

اثرات و ناپارامتری غیرخطͬ ثابت، اثرات از کدام هر برای (١ . ۴) خطͬ پیش·وی بازنویسͬ با
مولفه های از خطͬ ترکیب ΁ی به عنوان را خطͬ پیش·وی ͬ توان م فضایی)، اثرات (شامل تصادفͬ
برازش SPDE بر مبتنͬ تقریب در بتوان تا ͬ کند م ΁کم بازنویسͬ این نوشت. x پنهان اثرات

کرد. اجرا کارا و واحد به صورتͬ را INLA روش با مدل
کرد: بازنویسͬ زیر به صورت را (١ . ۴) پیش·وی ͬ توان م دقیق تر به طور

ηi =
∑
k

hk(z
k
i )

اثر یا ثابت اثر با تبیینͬ متغیر مقدار zki و است پیش·و از مولفه kامین بیان گر k آن در که
خود در را تصادفͬ اثرات به مربوط اندیس که است متغیری یا است غیرخطͬ (ناپارامتری)
ͬ زند. م پیوند معادله این مولفه kامین به را zki که است تابعͬ نیز hk(·) تابع است. داده جای
مشاهدات توزیع و است وابسته x مولفه  های خطͬ ترکیب به yi مشاهده هر موارد برخͬ در

کرد: بازنویسͬ زیر به صورت ͬ توان م را ͺپاس

yi|x,θ ∼ π

yi|∑
j

Aijx,θ

 .

مشاهده ماتریس ͬ شود. م نامیده مشاهده ماتریس که هستند A ماتریس عناصر Aij مولفه های
مشاهدات و شده) مثلث بندی مشب΄ه روی شده (تعریف فضایی پنهان میدان بین نگاشتͬ
جدید خطͬ پیش گوی ،R-INLA روش ͬ کند. م ایجاد م΄ان ها) از مجموعه ای در شده (تعریف

یعنͬ ͬ کند، م تولید η خطͬ ترکیب به صورت را η∗

η∗ = Aη



بعدی سه فضایی مدل بندی برای تقریبی بیزی رهیافت ٨٢
بنابراین ͬ شود. م مرتبط پنهان میدان به ηi به  جای η∗i به وسیله ي درستنمایی و

π(y|x,θ) =
n∏

i=١
π(yi|η∗i ,θ).

بعدی سه ناحیه مثلث بندی ٧ . ١ . ۴
نرم افزاری بسته در کرد. مثلث بندی را مطالعه تحت ناحیه باید ابتدا SPDE روش اجرای برای
در اما دارند. وجود کار این برای تعریف  شده ای توابع بعدی، دو و ΁ی حالت برای R-INLA

نظر مورد مساله طرح با است. نداشته وجود ابزاری چنین کنون تا بعدی سه عمومͬ حالت
نرم افزاری بسته ΁ی لیندگرین، فین یعنͬ ،SPDE رهیافت اصلͬ توسعه دهنده با پایان نامه این
ͬ توان م inlamesh3d نام با بسته این در شد. نوشته ͬ شود، م افزوده INLA بسته به که جدید
کرد. اجرا ͬ شود، م استفاده مثلث به جای چهاروجه٣٢ͬ از آن در که را بعدی سه مثلث بندی
است، موجود geometry نرم افزاری بسته در که دلاون٣٣ͬ مثلث بندی روش از کار این برای
در بعدی سه شده مثلث بندی ناحیه ΁ی از منتخب چهاروجهͬ ΁ی تصویر ͬ شود. م استفاده

است. شده داده نمایش ب) و (آ ۶ . ۴

(ب)
(آ)

΁ی و (آ) ͬ ها چهاروجه با بعدی سه فضای در شبیه سازی مثال ناحیه گسسته سازی :۶ . ۴ ش΄ل
(ب) منتخب چهاروجهͬ

دوبعدی حالت مشابه حالت، این در متناهͬ، عناصر روش برای لازم ساختاری ماتریس های
ماتریس ساخت برای (٣١ . ۴) رابطه اساس بر ساختاری ماتریس های این هستند. محاسبه قابل
محاسبات و داد انجام سرراست صورت به ͬ توان م را کار این هستند. لازم تقریبی میدان دقت

ندارد. نیاز را پیچیده ای
٣٢Tetrahedron
٣٣Delaunay triangulation



٨٣ بعدی سه  فضایی مدل بندی برای INLA+SPDE رهیافت
استفاده با و دوبعدی حالت شبیه نیز SPDE روش اجرای در مترن میدان پارامترهای تعیین
ارزیابی برای است. انجام قابل R-INLA بسته در مذکور روش در موجود استاندارد توابع از

ͬ کنیم. م استفاده شبیه سازی مثال ΁ی از جدید پیشنهادی روش

شبیه سازی مثال
تولید استاندارد متغیره سه نرمال توزیع از را ١٠٠٠ حجم به بعدی سه م΄انͬ نقاط مثال این در
واقعͬ مقادیر ͬ گیرند. م قرار نامنظم م΄انͬ نقطه هزار بعدی، سه ناحیه ΁ی در بنابراین کردیم.
را ١ و ١ مقادیر همچنین کردیم. انتخاب ٢ و ١٫۵ ترتیب به را واریانس و دامنه پارامترهای
گرفتیم. نظر در مترن میدان واریانس و دامنه پارامترهای پیشین توزیع های میانه به عنوان
برآورد دقت ماتریس ببینید)، را (آ) ٧ . ۴ (ش΄ل شده مثلث بندی ناحیه و نقاط این اساس بر
ش΄ل ب قسمت در و محاسبه نقاط فاصله حسب بر برآوردشده میدان کوواریانس تابع و شد
رسم نیز است نمایی تابع ΁ی که واقعͬ کوواریانس تابع منحنͬ ش΄ل این در شد. رسم ٧ . ۴
دلیل به واقعیت از انحراف کمͬ (با مرزها در به جز ͬ شود، م مشاهده که همانطور است. شده
درستͬ از نشانͬ نتیجه این دارد. تطابق واقعیت با برآوردشده کوواریانس ناحیه) محدودیت

است. مطالعه تحت ناحیه در بعدی سه گسسته سازی از حاصل GMRF تقریب
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(ب) (آ)
واقعͬ کوواریانس تابع منحنͬ (ب) شده، شبیه سازی ناحیه سه بعدی گسسته سازی (آ) :٧ . ۴ ش΄ل

 SPDE روش از حاصل تقریب همراه به شبیه سازی مثال در

میدان از تولیدشده، تصادفͬ میدان پارامترهای واقعͬ مقادیر بازیابی توانایی ارزیابی برای
ͺپاس مقادیر شده، شبیه سازی م΄انͬ نقطه ١٠٠ در Ax میانگین و مذکور دقت ماتریس با مترن
کردیم. اضافه نیز ٠٫١ معیار انحراف با نرمال نوفه ΁ی شده تولید داده های به کردیم. تولید را
گزارش ۴ . ۴ جدول در درصد ٩۵ بیزی باورمند فواصل همراه به پسینͬ میانه برآوردهای نتایج



بعدی سه فضایی مدل بندی برای تقریبی بیزی رهیافت ٨۴
معیار انحراف پارامتر ولͬ شده اند بازیابی خوبی به مترن کوواریانس تابع پارامتر دو شده اند.     

است. شده برآورد کم نوفه جمله
درصد ٩۵ بیزی باورمند فواصل همراه به پسینͬ میانه برآوردهای :۴ . ۴ جدول

باورمندپذیری فاصله برآورد واقعͬ مقدار پارامتر
U L

٢٫۶٩٩ ١٫٢۶۶ ١٫٧٨۴ ١٫۵ دامنه
٢٫٣٢۵ ١٫٧٠٢ ١٫٩٧۴ ٢ واریانس
٠٫٠٢٨ ٠٫٠٠۴ ٠٫٠٠٩ ٠٫١ نوفه معیار انحراف

نتیجه گیری ٨ . ۴
زمین آ   ماری داده های بعدی سه مدل بندی نوین روش های تشریح و ارایه پایان نامه، این اصلͬ هدف
را مختلفͬ رهیافت های این کار برای است. نفتͬ مخازن ژئوم΄انی΄ͬ داده های زمینه در به و   یژه

کرد: خلاصه زیر صورت به ͬ توان م که کردیم مطرح
روی بر و شد پرداخته آن به دوم فصل در که ΁کلاسی حالت در معمولͬ کری·ینگ روش .١

شد. پیاده سازی نفتͬ میدان ΁ی از داده مجموعه ΁ی
مطرح سوم فصل در که اسپلاین مدل بندی با عام و پالایش میانه کری·ینگ روش ها  ی .٢
میانه روش شدند. مقایسه هم با و تشریح آن ها عمل΄رد شبیه سازی مثال دو با و شدند

است. شده ارایه پایان نامه این در بار اولین برای بعدی سه مسایل در پالایش
این در که INLA+SPDE ترکیبی رهیافت از استفاده با تقریبی بیزی کری·ینگ روش .٣

شد. بررسͬ شبیه سازی مثال ΁ی در نیز روش عمل΄رد است. تازه ا  ی روش نیز زمینه
با و است نگرفته صورت زیادی پژوهشͬ کارهای زمینه این در که ͬ دهد م نشان مجموعه این
بسیار ͬ تواند م آن ها روی بر تمرکز مالͬ، هم و کاربردی جنبه از هم جذاب کاربردهای به توجه

باشد. مفید
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Abstract

The use of mechanical rock properties to study underground spaces is called geo-mechanic.
Geo-mechanic is one of the most important branches of science in exploring and drilling un-
derground reservoirs, especially oil reservoirs. Most of the data obtained in geo-mechanical
studies are geostatistical data. Modeling and analysis of such data require spatial statis-
tics methods. However, much of the geostatistical data in geo-mechanical studies are
three-dimensional, making it challenging to develop spatial statistical models and efficient
computational methods for their analysis. In this thesis, we propose two new methods for
analyzing three-dimensional spatial random fields, for the first time, to address the men-
tioned challenges. First, we introduce a nonparametric method called three-dimensional
median polish to estimate the trend function of a spatial random field. Employing this
method, we also develop a median polish kriging method. We also compare the proposed
median polish kriging’s performance with universal kriging, in which the trend function
is estimated using the spline method. The performance is assessed using both simulated
and real examples of uniaxial compressive unconfined compressive strength in one of Iran’s
oil reservoirs. Second, using a Bayesian approach, called Integrated Nested Laplace Ap-
proximation (INLA), and its combination with Stochastic Partial Differential Equations
(SPDE) method, we will develop the analysis of three-dimensional continuous indexed
spatial random fields.

Keywords: Geostatistics, Bayesian inference, three-dimensional median polish Kriging,
Integrated Nested Laplace Approximation, INLA+SPDE approach.
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