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عددی آنالیز ارشد کارشناسی پایان نامه

برای موجک‐گالرکین نویزروش های با نیمه خطی سهموی معادلات
وحدتی ایمان نگارنده:

راهنما استاد

فروش مس علی دکتر

١٣٩٩ مهر



سپاس گزاری...

دانش، و علم طریق به و بخشید هستی مان که را یکتا پروردگار بی کران، سپاس
خوشه چینی و نمود مفتخرمان دانش، و علم رهروان هم نشینی به و شد رهنمونمان

ساخت. روزیمان را معرفت و علم از
بوده  اند، پشتیبانم و یار زندگی، مراحل تمام در که مهربانم و عزیز مادر و پدر از

می کنم. مهربانیشان تقدیم را زندگیم تلاش اولین نتیجه و سپاس گزارم بی نهایت
آقای جناب عالی قدر، استاد از را خود لسانی و قلبی تشکر که می دانم لازم برخود
در و گردیدند عهده دار را پایان نامه این راهنمایی زحمت که مس فروش علی دکتر
ابراز نمودم، استفاده ایشان مدبˁرانه راهنمایی های از پایان نامه انجام مراحل تمامی

خواستارم. سعادت، و صحت با توأم را ایشان روزافزون توفیقات و دارم

وحدتی ایمان
١٣٩٩ مهر

ه



نامه تعهد
ریاضی علوم کاربردی ریاضی رشته ارشد کارشناسی دانشجوی وحدتی ایمان اینجانب
معادلات برای موجک‐گالرکین روش های عنوان با پایان نامه نویسنده شاهرود، دانشگاه

می شوم: متعهد فروش مس علی راهنمایی تحت ، نویز با نیمه خطی سهموی
برخوردار اصالت و صحت از و است شده انجام اینجانب توسط پایان نامه این در تحقیقات •

است.
شده استناد استفاده مورد مرجع به پژوهش گران، دیگر پژوهش های نتایج از استفاده در •

است.
مدرک نوع هیچ دریافت برای دیگری فرد یا خود، توسط کنون تا پایان نامه، این مطالب •

است. نشده ارایه هیچ جا در امتیازی یا
نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتی دانشگاه به اثر، این معنوی حقوق •
خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتی دانشگاه “

رسید.
بوده اند، تاثیرگذار پایان نامه اصلی نتایج آوردن به دست در که افرادی تمام معنوی حقوق •

می گردد. رعایت پایان نامه از مستخرج مقالات در
آنها) بافت های (یا زنده موجود از که مواردی در پایان نامه، این انجام مراحل تمام در •

است. شده رعایت اخلاقی اصول و ضوابط است، شده استفاده
افراد شخصی اطلاعات حوزه به که مواردی در پایان نامه، این انجام مراحل تمام در •
شده رعایت انسانی اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته دسترسی

است.
وحدتی ایمان
١٣٩٩ مهر

نشر حق و نتایج مالکیت
برنامه های کتاب، مستخرج، ( مقالات آن محصولات و اثر این معنوی حقوق تمام •
شاهرود صنعتی دانشگاه به متعلق شده) ساخته تجهیزات و نرم افزارها رایانه ای،

شود. ذکر مربوطه علمی تولیدات در مقتضی، نحو به باید مطلب این می باشد.
نمی باشد. مجاز منبع ذکر بدون پایان نامه این در موجود نتایج و اطلاعات از استفاده •

و



چکیده
را است شده اختلال دچار نویز، با که را تصادفی گرمای انتقال معادله پایان نامه، این در
تصادفی معادله ی یک به معادله اویلر، روش با زمانی گسسته سازی از بعد می گیریم. درنظر
یک با خطی تصادفی معادله ی می شود. تقسیم غیرخطی تصادفی تکاملی معادله ی یک و خطی
و شده حل معادله این درابتدا، است. شده گسسته تطبیق، غیرقابل موجک‐گالرکین روش
موجک روش یک با که شده، جایگذاری غیرخطی تصادفی تکاملی معادله ی در حاصل، جواب

می دهیم. ارایه کلی خطای برای را مربعات میانگین سپس است. شده حل تطبیقی

فرآیند براونی، حرکت نیمه خطی، سهموی مساله موجک‐گالرکین، روش کلیدی: کلمات
عملگر هیلبرت‐اشمیت، نرم کوواریانس، عملگر سوبولوف، فضای تحلیلی، نیم گروه وینر،

مقیاس. توابع تفکیکی، چند فضای روته، روش رده اثر،

ح



مطالب فهرست
ک تصاویر فهرست
١ مقدمه ١
١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تاریخچه ١. ١
١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اهداف ١. ٢
٢ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اولیه تعاریف ١. ٣
۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . نیمه خطی مسائل ۴ .١
۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . سهموی معادلات ۵ .١
۵ . . . . . . . . . . . . . . سهموی جزئی دیفرانسیل معادلات ١ .۵ .١
۶ . . . . . . . . . . . . . . . . . . . . . . نیمه خطی سهموی معادلات ۶ .١
۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . براونی حرکت ١. ٧
۶ . . . . . . . . . . . . . . . . . . . . . براونی حرکت خواص ١. ٧. ١
٩ . . . . . . . . . . . . . . . . براونی حرکت مسیرهای خواص ١. ٧. ٢
٩ . . . . . . . . . . . . براونی حرکت توابع بعضی از نمودارهایی ١. ٧. ٣
١٢ . . . . . . . . . . . . . . . . . . . . . . . . . . . تحلیلی نیم گروه ١. ٨
١٣ . . . . . . . . . . . . . . . . . . . . . . . . . کوواریانس عملگرهای ١. ٩
١۴ . . . . . . . . . . . . . . . . . . . . . . . هیلبرت‐اشمیت نرم های ١. ١٠
١۴ . . . . . . . . . . . . . . . . . . . . . . . . . . اثر رده عملگرهای ١. ١١
١۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . روته روش ١. ١٢
١۶ . . . . . . . . . . . . . . اختلال با همراه نیمه خطی سهموی معادلات ١. ١٣

٢٣ موجک تقریب ٢
٢٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقیاس توابع ٢. ١
٢۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . موجک ها ساختار ٢. ٢

٢٧ غیرخطی متغیر مسایل برای تطبیقی، موجک روش های ٣
ط



مطالب فهرست ی
٣۵ تصادفی پیچش برای خطا آنالیز ۴
۴١ محض زمانی گسسته سازی ۵
۴٧ . . . . . . . . . . . . . . . غیرخطی تصادفی مسایل برای خطا بررسی ١ .۵

۴٩ پیشنهادات و نتیجه گیری ۶
۵١ مراجع



تصاویر فهرست
٨ . . . . . . . . . . . . . . . . . . . .B(t) براونی حرکت از مسیر چهار ١. ١
١٠ . . . . . . . . . . . . . . . . . . . . . بروانی. حرکت از توابعی و نویز ١. ٢
١١ . . . . . . . . . . . . . . . . . . . . . بروانی. حرکت از توابعی و نویز ١. ٣

ک



١ فصل
مقدمه

تاریخچه ١. ١
بررسی و معرفی مسائل برای را عددی روش های همکاران، و کوهن آلبرت آقای ،٢٠٠۴ سال در

.[٢٨] می باشد موجک‐گالرکین تطبیقی گسسته سازی آن، اساس که کردند
بررسی برای را (چهارچوب) بدنه یک همکاران، و لارسون استیگ آقای ،٢٠١٢ سال در
.[٢٩] دادند ارایه نویز با تکاملی خطی معادلات برای گسسته، کاملا تقریبی طرح های خطای
حل برای تطبیقی موجک برنامه یک همکاران، و استیونسون راب آقای ،٢٠١۵ سال در

.[٣٠] دادند ارایه اول مرتبه سیستم های مربعات کوچکترین فرمول های کردن

اهداف ١. ٢
معادلات کامل حذف جزئی، دیفرانسیل معادلات تقریبی حل برای عددی روشی کار اساس
مانند عددی روش های با که معمولی، دیفرانسیل معادلات به آنها ساده سازی یا دیفرانسیل

می باشد. می شوند، حل اویلر
معادله ای به دیفرانسیل معادله که است این مهم مساله جزئی، دیفرانسیل معادلات حل در
در و اولیه داده های در خطا که معنا این به شود. ختم است، پایدار عددی نظر از که ساده

شود. تبدیل نامفهوم نتایج به که نباشد اندازه ای به حل، هنگام



مقدمه ٢
متناهی، عناصر روش های که دارد وجود کار این برای مختلف معایب و مزایا با روش هایی
پیچیده دامنه های روی جزئی دیفرانسیل معادلات حل در روش این آنهاست. بهترین از یکی
بسیار نیست الزامی دامنه جای همه در بالا دقت که وقتی یا است متغیر دامنه که هنگامی یا

می باشد. مفید
برای تقریبی یافتن دنبال به آن در که است متناهی عناصر روش های از یکی گالرکین، روش

باشد، زیر شرایط دارای به طوریکه می باشد، جواب
گرفت. انتگرال یا کرد مشتق گیری آن از بتوان به سادگی •

شود. تولید متناهی بعد با متعامد تقریبا پایه ای توابع از مجموعه ای توسط •
را است شده اختلال دچار نویز، با که را تصادفی گرمای انتقال معادله پایان نامه، این در لذا
تصادفی معادله ی یک به را معادله اویلر، روش با زمانی گسسته سازی از بعد می گیریم. درنظر
یک با خطی تصادفی معادله ی می کنیم. تقسیم غیرخطی تصادفی تکاملی معادله ی یک و خطی
و شده حل معادله این درابتدا، است. شده گسسته تطبیق، غیرقابل موجک‐گالرکین روش
موجک روش یک با که شده، جایگذاری غیرخطی تصادفی تکاملی معادله ی در حاصل، جواب

می دهیم. ارایه کلی خطای برای را مربعات میانگین سپس است. شده حل تطبیقی

اولیه تعاریف ١. ٣
را || · || : X → R آنگاه باشد. برداری فضای یک X کنید فرض نرم دار). (فضای ١. ٣. ١ تعریف

کند، صدق زیر شرایط در هرگاه گوییم X فضای روی نرم یک
.x = ٠ اگر اگروفقط ||x|| = ٠ ،x ∈ X هر به ازای •
.||x+ y|| ≤ ||x||+ ||y|| ،x, y ∈ X هر به ازای •
.||αx|| = α||x|| ،α ∈ F و x ∈ X هر به ازای •

نشان (X, || · ||) با را آن و گوییم نرم دار فضای یک ،|| · || به همراه را X برداری فضای اکنون
می دهیم.

القا متر هرگاه گوییم، باناخ فضای را (X, || · ||) نرم دار فضای باناخ). (فضای ١. ٣. ٢ تعریف
باشد. تام ،|| · || نرم توسط شده

آن، در کوشی دنباله هر هرگاه گوییم تام ،(X, d) متریک فضای روی را d متر .١. ٣. ١ ملاحظه
باشد. همگرا



٣ اولیه تعاریف
w = ⟨w١, w٢⟩ و v = ⟨v١, v٢⟩ صورت به بردار دو w و v کنید فرض داخلی). ( ضرب ١. ٣. ٣ تعریف

می شود. تعریف زیر صورت به w و v بردار دو داخلی ضرب حاصل صورت این در باشند.
v · w = ⟨v١, v٢⟩ · ⟨w١, w٢⟩ = v١w١ + v٢w٢.

F میدان روی برداری فضای یک X کنید فرض داخلی). حاصل ضرب (فضای ۴ .١. ٣ تعریف
کند، صدق زیر شرایط در هرگاه گوییم ضرب داخلی یک را ⟨·, ·⟩ : X ×X → F تابع آنگاه باشد.

.⟨x+ y, z⟩ = ⟨x, z⟩+ ⟨y, z⟩ ،x, y, z ∈ X هر به ازای •
.⟨αx, z⟩ = ⟨x, z⟩α ،α ∈ F و x, y ∈ X هر به ازای •
.⟨y, x⟩ = ⟨x, y⟩ ، x, y ∈ X •
.x = ٠ اگر اگروفقط ⟨x, x⟩ = ٠ ،x ∈ X هر به ازای •
.⟨x, x⟩ ≥ ٠ ،x ∈ X هر به ازای •

نامیم. داخلی ضرب حاصل فضای ،⟨·, ·⟩ ضرب داخلی با همراه را X فضای اکنون
مثبت معین را است n × n مربعی و متقارن که A ماتریس مثبت). (معین ۵ .١. ٣ تعریف
عددی مقدار یک zTAz حاصل سطر، n با z صفر غیر ستونی بردار هر برای هرگاه می نامیم

باشد. مثبت
نیمه معین را است n × n مربعی و متقارن که A ماتریس مثبت). (نیمه معین ۶ .١. ٣ تعریف
باشد. برقرار zTAz ≥ ٠ رابطه سطر، n با z صفر غیر ستونی بردار هر برای هرگاه می نامیم مثبت
حاصل ضرب فضای یک توسط شده القا نرمدار فضای اگر هیلبرت). (فضای ١. ٣. ٧ تعریف

نامیم. هیلبرت فضای یک را داخلی حاصل ضرب فضای آن آنگاه باشد، باناخ فضای داخلی،
انتگرال پذیر [٠, ١] بازه روی v′(x) و v(x) توابع دوم توان کنید فرض .(H١٠ (فضای ١. ٣. ٨ تعریف

می کنیم، تعریف زیر به صورت را H١٠ فضای آنگاه باشد.
H١٠ =

{
v(x) :

∫ ١
٠ (v(x)٢ + v′(x)٢)dx <∞, v(٠) = v(١) = ٠

}
.

فضای زیر، داخلی ضرب از استفاده با m ≥ ٠ ،Hm(D) فضای .(Hm(D) (فضای ١. ٣. ٩ تعریف
می باشد، هیلبرت

⟨u, v⟩ =
∑

|α|≤m

∫
D
∂αu(x)∂αv(x)dx.

.١ ≤ P <∞ بطوریکه باشد ثابت حقیقی عدد یک P کنید فرض .(LP (فضاهای ١. ٣. ١٠ تعریف
یک تشکیل می کنند، ∞∑صدق

n=١ |an|P <∞ شرط در که {an} دنباله های همه مجموعه آنگاه
نامیم. LP فضای را، فضا این که می دهند. برداری فضای



مقدمه ۴
هیلبرت فضای (L٢) یعنی P = ٢ به ازای LP فضاهای که باشید داشته توجه .١. ٣. ٢ ملاحظه

می باشند.
فضای باشد. R از باز زیرمجموعه یک Ω کنید فرض سوبولوف). (فضای ١. ٣. ١١ تعریف
Dαu مشتق ،α هر برای بطوریکه است، شده تشکیل u ∈ LP (Ω) توابع از H(Ω) ١ سوبولوف

،[٢٢] داریم را زیر عبارت ترتیب بدین می باشد. Dαu ∈ LP (Ω) و دارد وجود
H(Ω) = {u ∈ LP (Ω) : Dαu ∈ LP (Ω) , |α| ≤ k} .

مرتبه از استاندارد سوبولوف فضای یک). مرتبه از استاندارد سوبولوف (فضای ١. ٣. ١٢ تعریف
می شود، تعریف زیر به صورت Ω باز زیرمجموعه های روی یک،

H١(Ω) = {v ∈ L٢(Ω) , ∂xiv ∈ L٢(Ω) , ١ ≤ i ≤ d} .

زیر به صورت داخلی ضرب برای انتگرال پذیر، توابع از L٢
(
Ω, Ḣβ

) فضای .١. ٣. ١٣ تعریف
می باشد،

⟨f, g⟩ =
∫
Ω
f(x)g(x) dHβ.

باشیم، داشته هرگاه می باشد m مرتبه از تفکیکی چند فضای .١۴ .١. ٣ تعریف
inf

wJ∈SJ

||v − wJ ||L٢(Ω,H) ≲ ٢−mJ ||v||m;D, v ∈ Hm(D) ∩ V.

است. مستقیم اضلاع با مسطح شکل یک ضلعی چند محدب). (چندضلعی ١. ٣. ١ توضیح
بسته شکل یک و یافته اند تشکیل مستقیم خطوط از که هستند دوبعدی اشکال ضلعی ها چند
رو زاویه هیچ محدب چندضلعی در و هستند) متصل هم به خطوط (همه می شوند محسوب

نیست. درجه ١٨٠ از بیش درونی زوایای از یک هیچ دقیق تر بیان به ندارد. وجود داخلی به

نیمه خطی مسائل ۴ .١
می کند، صدق زیر معادله در که باشد خطی دیفرانسیل عملگر یک L کنید فرض .١ .۴ .١ تعریف

L(αu+ βv) = αLu+ βLv.

می گیریم. نظر در ثابت را β و α که باشید داشته توجه
٢ خطی نیمه معادله یک است. خطی ،f شده داده توابع از بعضی برای Lu = f معادله

بود، خواهد زیر بصورت
Lu = f(x, u,Du,D٢u, · · · , Dk−١u).

1Sobolev Space
2Semi Linear



۵ سهموی معادلات
احتمالی ترکیب هر شامل که است عمومی غیرخطی معادله یک راست سمت بالا، معادله در

می باشد. خطی عملگر اصلی مرتبه از کمتر مرتبه یک تا مشتقات از
و هستند خطی مرتبه، بالاترین در که است صورت این به نیمه خطی معادلات اصلی ویژگی
و هستند ساده ترین خطی، مسائل طورکلی به هستند. غیرخطی احتمالا مرتبه، پایین ترین در
انحراف یک به عنوان را نیمه خطی معادله یک می گیرند. قرار بعدی مرحله در نیمه خطی مسائل

.[١٩] می کنند مشاهده خطی معادله یک از کوچک غیرخطی (اختلال)

سهموی معادلات ۵ .١
هستند. ریاضیات در پرکاربرد زمینه های از یکی ١ سهموی معادلات .١ .۵ .١ تعریف

می کنند. توصیف را بیولوژیکی و شیمیایی فیزیکی، پدیده های از بسیاری سهموی، معادلات
و هوا آلودگی ،٢ واکنش انتشار و گرما انتقال و انتشار سیستم های شامل معادلاتی، چنین
سیستم از نوع این چون می باشند. غیرخطی گرمای معادله و ابررسانایی هواشناسی، مدل های

هستند. مهم بسیار زمینه، این در عددی، روش های لذا باشند بزرگ خیلی می توانند ها

سهموی جزئی دیفرانسیل معادلات ١ .۵ .١
های پدیده از گسترده ای طیف برای سهموی، جزئی دیفرانسیل معادلات .٢ .۵ .١ تعریف
مشتق سرمایه گذاری ابزار قیمت گذاری و ٣ ذرات انتشار گرما، انتقال جمله از زمان به وابسته

می شوند. استفاده شده
دو از u(x, y) تابع یک سهموی، جزئی دیفرانسیل معادلات نوع ساده ترین تعریف برای
و خطی ثابت، ضرایب با جزئی دیفرانسیل معادله یک بگیرید. نظر در را (x, y) مستقل متغیر

است. زیر کلی شکل به ،u برای دوم مرتبه
Auxx + ٢Buxy + Cuyy +Dux + Euy + F = ٠.

جزئی، دیفرانسیل معادله این آنگاه کنند، برآورده را B٢ − ۴AC = ٠ شرط ضرایب، اگر و
شد. خواهد طبقه بندی سهموی به عنوان

معادله و است زمان نشان دهنده y و می دهد نشان را بعدی یک موقعیت ،x معمولا
شد. خواهد حل مرزی و اولیه شرایط تحت جزئی، دیفرانسیل

ut = αuxx بعدی یک گرمای معادله سهموی، جزئی دیفرانسیل معادله یک برای پایه مثال
یک α و است نازک میله یک امتداد در x موقعیت در و t زمان در دما u(x, t) بطوریکه است.
به توجه (با است u جزئی مشتق نشان دهنده ut نماد حرارتی). (نفوذپذیری است مثبت ثابت

1Parabolic
2Reaction-Diffusion
3Particle Diffusion



مقدمه ۶
کنید توجه است. x به توجه با دوم جزئی مشتقات uxx ترتیب، همین به و .(t زمان متغیر
می کند، ایفا کلی دوم مرتبه خطی جزئی دیفرانسیل معادله در را y نقش t مثال، این برای که

هستند. صفر دیگر ضرایب و E = −١ و A = α

نیمه خطی سهموی معادلات ۶ .١
معمولی دیفرانسیل معادلات به عنوان می توان را نیمه خطی سهموی معادلات .١ .۶ .١ توضیح
خواهیم آن ها بررسی به  ادامه در که می شود، استفاده نیم گروه نظریه از رو، این از گرفت. درنظر

پرداخت.
مشاهده گرما انتقال معادلات در می  توان را مسائل گونه این رایج نمونه های بیشترین از یکی
معادله غیرخطی، گرمای معادلات در می توان نیز را غیربدیهی های نمونه از بعضی و کرد

.[١٩] کرد مشاهده   ٢ ناویراستوکس معادله و زمان به وابسته ١ شرودینگر

براونی حرکت ١. ٧
را گرده ذرات حرکت ١٨٢٨ سال در گیاه شناسی، متخصص براون، رابرت .١. ٧. ١ توضیح
و غیرعادی حالت در ذره یک که کرد مشاهده داد. شرح مایع در شده، معلق حالت به

می کند. حرکت تصادفی روش به غیرمستقیم،
مولکول های توسط ذرات، بمباران از ناشی حرکت این که کرد استدلال انیشتین، ١٩٠۵ سال در

آورد. به دست را ٣ براونی حرکت معادلات او بدین صورت و است مایع
در سهام قیمت حرکت برای مدل، یک به عنوان براونی حرکت از ،۴ بیچلیر ١٩٠٠ سال در

کرد. استفاده خود ریاضی نظریه
فرآیند یک به عنوان را براونی حرکت برای ریاضی پایه وینر، ١٩٣١ سال در سرانجام، و

می شود. نامیده ۵ وینر فرآیند نیز فرآیند این که داد انجام تصادفی
یک موقعیت نشان دهنده B(t) اگر می دهیم. نشان B(t) به صورت را براونی حرکت فرآیند
مولکول های توسط تصادفی کاملا بمباران اثر ،B(t)−B(٠) اختلاف آن گاه باشد، tزمان در ذره

.[٢٠] می باشد t زمان طول در نویز اثر یا مایع(سیال)

براونی حرکت خواص ١. ٧. ١
،[٢٠] است زیر خواص با تصادفی فرآیند یک B(t) براونی حرکت .١. ٧. ١ تعریف

1Schrodinger equation
2Navier-Stokes equation
3Brownian Motion
4Bachelier
5Wiener Process



٧ براونی حرکت
:١ مستقل نموهای .١

است. گذشته از مستقل ،t > s هر برای B(t)−B(s)

:٢ طبیعی نمو .٢
t− s واریانس و صفر میانگین با طبیعی توزیع دارای ،t > s > ٠ هر برای B(t)− B(s)

توزیع دارای است.) شده گرفته نظر در s = ٠) B(t) − B(٠) که معنا این به می باشد.
است. N(٠, t)

مسیرها: پیوستگی .٣
هستند. t از پیوسته توابعی B(t)ها ،t ≥ ٠ هر برای

بیابیم. طبیعی نموهای از استفاده با را مسیرها پیوستگی می توانیم
باشد B(٠) = x که هنگامی لذا است، نشده مشخص تعریف در براونی حرکت اولیه موقعیت

می شود. شروع x از براونی حرکت فرآیند آنگاه
به مجاز T > ٠ برخی برای است، شده تعریف [٠, T ] در براونی حرکت برای که زمانی فاصله

است.  بی نهایت
کنید، فرض اکنون

W (t) = B(t+ s)−B(s).

از شده شروع براونی حرکت یک W (t) ،t در فرآیند یک به عنوان معین و ثابت s یک برای آنگاه
١. ١ شکل در صفر، از شده شروع B = B(t) براونی حرکت از ٣ واقعیت چهار بود. خواهد صفر

می شوند. داده نمایش

1Independence of increments
2Normal increments
3Realizations



مقدمه ٨

.B(t) براونی حرکت از مسیر چهار :١. ١ شکل



٩ براونی حرکت

براونی حرکت مسیرهای خواص ١. ٧. ٢
،[٢٠] می باشد زیر خواص دارای t از تابعی به عنوان B(t) .١. ٧. ٢ تعریف

است. t از پیوسته تابع یک .١
باشد. چقدر فاصله، این که نیست مهم نیست. یکنواخت فاصله ای، هر در .٢

نیست. تشخیص قابل نقطه ای، هر در .٣
کوچک چقدر فاصله، این که نیست مهم و است فاصله هر در بی نهایت تغییرات  دارای .۴

باشد.
است. t با هم رتبه [٠, t] بازه روی دوم درجه تغییرات دارای ،t هر برای .۵

پیوسته تابع B(t)یک هرچند که هستند این بیانگر براونی، حرکت مسیرهای از ٣ و ١ ویژگی های
داد. تعمیم ∆t طول به فاصله یک از بیش برای ،∆B(t) به صورت را آن می توان اما است، t از
را براونی حرکت مینیمم و ماکزیمم توزیع براونی). حرکت مینیمم و (ماکزیمم ١. ٧. ٣ تعریف

،[٢٠] می کنیم تعریف زیر به صورت [٠, t] بازه روی بر
m(t) = min٠≤s≤t

B(s) M(t) = max٠≤s≤t
B(s).

.B(τ) = ٠ هرگاه نامیم براونی حرکت صفر را τ زمان .۴ .١. ٧ تعریف

براونی حرکت توابع بعضی از نمودارهایی ١. ٧. ٣
شده اند ارائه فرآیندها این کشیدن به تصویر به منظور براونی، حرکت توابع بعضی از نمودارهایی
٠٠١. ٠ واریانس و صفر میانگین با مستقل عادی تصادفی متغیر ١٠٠٠ آوردن به دست برای که
گرفته نظر در ٠٠١. ٠ طول به گام هایی با ،١ به ٠ از تغییر حال در گسسته، زمان شده اند. تولید

است. شده
هستند. سفید نویز فهم ،١. ٢ شکل در اول عکس دو

که می دهند نشان (١. ٢ شکل از دوم (سطر ٠٫١B(t) + t و B(t) + ٠٫١t عکس های سپس
انحراف اگر و است غالب مسیر،  انحراف است کوچک مسیر، انحراف با مقایسه در نویز وقتی

بود. خواهد غالب فرآیند، حرکت در نویز آنگاه باشد کوچک مسیر،
صفر میانگین دارای که هستند B٢(t)− t ١ مارتینگیل فهم ،١. ٣ شکل بعدی،در عکس دو

می باشند.
ترتیب بدین گشت. خواهد باز صفر به همیشه B(t) براونی، حرکت بازگشتی ویژگی طبق

گشت. خواهد باز ،−t به همیشه مدت بلند در ،B٢(t)− t

1Martingale



مقدمه ١٠
بروانی. حرکت از توابعی و نویز :١. ٢ شکل

مارتینگیل این این که با هستند. eB(t)− t٢ نمایی مارتینگیل فهم ،١. ٣ شکل در آخر عکس دو
بزرگ اعداد قانون توسط که می باشد، limt→∞ eB(t)− t٢ = ٠ اما است یک میانگین دارای
خواهد نزدیک صفر به مدت بلند در مارتینگیل، این از فهم یک بنابراین شود. دیده می تواند

.[٢٠] شد



١١ براونی حرکت

بروانی. حرکت از توابعی و نویز :١. ٣ شکل



مقدمه ١٢

تحلیلی نیم گروه ١. ٨
بازه های D و B بطوریکه g : D → X و f : B → X کنید فرض بگیرید. درنظر را X باناخ فضای

بگیرید. نظر در بی کران یا کراندار خطی عملگر یک را A و باشند حقیقی
می گیریم، درنظر می باشد تکاملی معادله یک به عنوان که را زیر عبارت اکنون

du

dt
+A(t)u = f(t).

می کنیم. تحمیل مساله بر را u(٠) = x اولیه شرایط
و کرد یاد تکاملی عملگر یک به عنوان می توان T (t) از بگیرید. درنظر را T (t) عملگر

بود، خواهد زیر نتیجه دارای شود اعمال u(t٠) بروی هنگامی که
T (t)u(t٠) = u(t٠ + t).

به دست u(t) = T (t)x به صورت بالا عبارت آنگاه شوند، گرفته درنظر اولیه شرایط اگر اکنون
خواهیم را زیر عبارت آنگاه بریم، به کار پی در پی را تکاملی معادله اگر همچنین و آمد خواهد

داشت،
T (s)T (t)x = u(t+ s) = T (t+ s)x.

می شویم. نیم گروه ها مبحث وارد بالا مطالب به باتوجه اکنون
که را آنچه اکنون می باشد. مشخصات یا معکوس خواص بدون گروه یک نیم گروه، یک

می نویسیم، زیر به صورت کردیم ارائه
T (s)[T (t)x] = [T (s)T (t)]x,

T (s)T (t) = T (s+ t).

C٠‐نیم گروه یک ،X در خطی عملگرهای کران از {T (t); t ∈ [٠,∞)} مجموعه .١. ٨. ١ تعریف
،[٢١] باشند برقرار زیر عبارات هرگاه می شود نامیده پیوسته) کاملا (نیم گروه

.∀ s, t > ٠; T (s+ t) = T (s)T (t) •
.T (٠) = I همانی) (عملگر •

{T (t)} نیم گروه از کوچک بی نهایت مولد یک A آنگاه باشد. h > ٠ کنید فرض .١. ٨. ٢ تعریف
،[٢١] باشیم داشته هرگاه می شود نامیده

Ax = lim
h→٠

T (h)x− x

h
.

باشد. A کوچک بی نهایت مولد با همراه پیوسته کاملا نیم گروه یک {T (t)} کنید فرض .١. ٨. ١ لم
،[٢١] داریم x ∈ DA هر برای آنگاه

d

dt
T (t)x = AT (t)x = T (t)Ax.



١٣ کوواریانس عملگرهای
و هستند C٠‐نیم گروه ها مجموعه بروی تحدید یک ، ١ تحلیلی نیم گروه های .١. ٨. ٣ تعریف

.[٢١] می دهند ارائه PDEها از منظم تری جواب های درحقیقت نیم گروه ها از کلاس این
بی نهایت مولد با Xهمراه باناخ فضای روی C٠‐نیم گروه یک {T (t)} کنید فرض .۴ .١. ٨ تعریف
،ϕ ∈ (٠, π٢ ) برخی برای هرگاه می شود گفته تحلیلی نیم گروه  یک {T (t)} آنگاه باشد. A کوچک

،[٢١] بطوریکه داده شود بسط ∆ϕ به T (t)
∆ϕ = {٠} ∪ {t ∈ C : |arg(t)| < ϕ}.

می باشد. t پارامتر ،arg(t) از منظور بالا، عبارت در .١. ٨. ١ ملاحظه

کوواریانس عملگرهای ١. ٩
می باشند. اساسی تابعی، داده های تحلیل و تجزیه در کوواریانس، عملگرهای .١. ٩. ١ تعریف
در مثال، به عنوان بگیرند. قرار تغییر معرض در نیز خودشان است ممکن عملگرها این

.[٢٣] شوند مقایسه بایکدیگر است قرار مختلف، تابع چندین که زمینه هایی
زیر به صورت ، EX = µX انتظار مورد مقدار با ،X تصادفی متغیر یک واریانس .١. ٩. ٢ تعریف

،[٢٣] می شود تعریف
V ar(X) = E((X − µX)٢).

،µZ و µY انتظار مورد مقدارهای با Z و Y تصادفی متغیرهای بین کوواریانس .١. ٩. ٣ تعریف
،[٢٣] می شود تعریف زیر به صورت

Cov(Y, Z) = E((Y − µY )(Z − µZ)).

می باشند، برقرار همواره زیر روابط
Cov(Y, Z) = E(Y Z)− E(Y )E(Z),

V ar(X) = E((X)٢)− E((X))٢,
Cov(Y, Z) = E(Y Z − µY Z − µZY + µY µZ =

E(Y Z)− µYEZ − µZEY + µY µZ = E(Y Z)− µY µZ .

داریم، U, V, Y, Z تصادفی متغیرهای و a, b, c, d ثوابت برای همچنین
Cov(aU + bV, cY + dZ) = acCov(U, Y ) + bcCov(V, Y ) + adCov(U,Z) + bdCov(V, Z).

1Analytic Semigroup



مقدمه ١۴

هیلبرت‐اشمیت نرم های ١. ١٠
(fj)j∈J و F برای (ei)i∈I دنباله های و باشند جداشدنی هیلبرت فضاهای G و F کنید فرض

شده اند.) فرض متناهی J و I (مجموعه های باشند. متعامد پایه های ،G برای
نرم لذا می کنیم. تعریف را M : G → F و L : G → F فشرده خطی عملگر دو اکنون

داریم، زیر به صورت را M و L عملگرهای از ١ هیلبرت‐اشمیت
||L||٢HS =

∑
j∈J

||Lfj ||٢F =
∑
i∈I

∑
j∈J

|⟨Lfj , ei⟩F |٢,

می کنیم. استفاده اول جمع در نرم ها از هریک روی پارسوال، نامساوی از بالا، معادله در
عملگرهای نگاشت و باشد متناهی نرم، این هرگاه بود خواهد هیلبرت‐اشمیت ،L عملگر
نوشته HS(G,F ) به صورت که دهند، تشکیل را هیلبرت فضای ،F به G از هیلبرت‐اشمیت

بود، خواهد زیر به صورت نیز آن داخلی ضرب و می شود
⟨L,M⟩HS =

∑
j∈J

⟨Lfj ,Mfj⟩F .

،[٢۴] می باشد زیر به صورت داخلی، ضرب این از دیگری شکل
⟨L,M⟩HS =

∑
i∈I

∑
j∈J

⟨Lfj , ei⟩F ⟨Mfj , ei⟩F .

اثر رده عملگرهای ١. ١١
خطی نگاشت های تمام مجموعه β(X,Y ) کنید فرض آنگاه باشند، نرم دار فضاهای Y و X اگر
نرم دار فضای یک نرم، عملگر توسط β(X,Y ) که می دانیم همواره لذا باشد، X → Y کراندار

بود. خواهد
اگر همچنین و می باشد باناخ فضای یک نیز β(X,Y ) آنگاه باشد، باناخ فضای Y اگر اکنون

می باشد. باناخ جبر یک β(X) = β(X,X) آنگاه باشد، باناخ فضای X
بود. خواهد C∗‐جبر یک ،β(H) آنگاه باشد، هیلبرت فضای یک H اگر درنهایت، و

می کنیم، بیان را زیر قضیه درابتدا منظور، بدین می کنیم. تعریف را ٢ اثر رده عملگر اکنون
پایه های {fα : α ∈ J} و {eα : α ∈ I} اگر باشد. هیلبرت فضای یک H کنید فرض .١. ١١. ١ قضیه

،[٢۵] داریم آنگاه باشد، A ∈ β(H) و باشند H برای متعامد
∑
α∈I

||Aeα||٢H =
∑
α∈J

||A∗fα||٢H =
∑
α∈I

||Afα||٢H .
1Hilbert-Schmidt norm
2Trace Class Operator



١۵ روته روش
آنگاه باشد، A ∈ β(H) و باشند H برای متعامد پایه های {fα : α ∈ J} و {eα : α ∈ I} اگر

داریم، ١. ١١. ١ قضیه به باتوجه
∑
α∈I

⟨|A|eα, eα⟩ =
∑
α∈I

⟨|A|
١٢ eα, |A|

١٢ eα⟩ =
∑
α∈I

|||A|
١٢ eα||٢H =

∑
α∈J

|||A|
١٢ fα||٢H =

∑
α∈J

⟨|A|
١٢ fα, |A|

١٢ fα⟩ =
∑
α∈J

⟨|A|fα, fα⟩.

عبارت که صورتی در ،A ∈ β(H) آنگاه باشد، H برای متعامد پایه ی یک {ei : i ∈ I} اگر اکنون
بود. خواهد رده اثر یک باشد، برقرار زیر

∑
i∈I

⟨|A|ei, ei⟩ <∞.

A ∈ β(H) برای می دهیم. نشان β١(H) با را β(H) در رده اثر عملگرهای مجموعه بنابراین،
می کنیم، تعریف

||A||١ =
∑
i∈I

⟨|A|ei, ei⟩.

که است واضح کاملا می باشد. ||A||١ < ∞ و A ∈ β(H) که معناست این به A ∈ β١(H)

است. ||A||١ = |||A|
١٢ ||٢٢

روته روش ١. ١٢
دانشمندان توسط و شد معرفی روته توسط ١٩٣٠ سال در ،١ روته روش .١. ١٢. ١ تعریف
است. شده شناخته پسرو اویلر روش یک به عنوان و است گرفته قرار استفاده مورد متعددی
می گیرد. قرار استفاده مورد پارابولیک(سهموی)، و هایپربولیک معادلات دو هر در همچنین
می شود، نامیده نیز نیمه گسسته روش یک یا خطی روش یک همچنین که روته، روش
می شود. بیان تکاملی مسائل از گسترده ای مقیاس حل برای کارآمد نظری ابزار یک به عنوان

داده تقریب متناسب، بیضوی مسايل با تکاملی مسائل زمان، گسسته سازی از استفاده با
می شود، ساخته اصلی، تکاملی مساله برای تقریبی جواب یک آنها، از استفاده با که می شوند
ثابت اصلی، تکاملی مساله حل برای تقریبی روش این همگرایی، ساده روش یک توسط که

.[٢۶] می باشد قوی عددی جنبه یک دارای روته روش بنابراین، است. شده
1Rothe’s Method



مقدمه ١۶

اختلال با همراه نیمه خطی سهموی معادلات ١. ١٣
را زیر نیمه خطی سهموی معادله ی شد، گفته بالا بخش های در که مفاهیمی به باتوجه اکنون

می گیریم، درنظر اختلال همراه به
du−∇ · (k∇u)dt = f(u) dt+ dW, x ∈ D, t ∈ (٠, T ),
u = ٠, x ∈ ∂D, t ∈ (٠, T ),
u(·, ٠) = u٠, x ∈ D.

(١. ١)

مرز با دامنه یک یا ١ محدب چندضلعی دامنه ی یک D ⊂ Rd, d = ١,٢,٣ و T > ٠ ،(١. ١) در
فیلتر احتمالی فضای یک روی مقدار، L٢(D) وینر فرآیند یک {W (t)}t≥٠ و می باشد ∂D صاف

می باشد. {Ft}t≥٠ نرمال فیلتراسیون به توجه با (Ω,F ,P, {Ft}t≥٠) شده ی
می کنیم. استفاده (·, ·) = (·, ·)H و || · || = || · ||H با V = H١٠(D) ،H = L٢(D) نماد از

نشان u ∈ V هر برای را Au = −∇ · (k∇u) خطی بیضوی عملگر A : V → V ′ براین، علاوه
می باشد. هموار k(x) > k٠ > ٠ بطوریکه می دهد،

a(u, υ) = ⟨Au, υ⟩ بوسیله u, υ ∈ V هر برای که را a : V ×V → R دوسویه فرم معمول، طبق
می گیریم. نظر در را است شده تعریف

D(A) = H٢(D) ∩ H١٠(D) با H در −A ٢ تحقق با که را H در تحلیلی نیم گروه ،e−tA با
می دهیم. نشان را است، شده تولید

شده فرض پیوسته لیپ شیتز بطورکلی، که است غیرخطی تابع یک f : H → H سرانجام
بطوریکه، دارد. وجود ثابت Lf یک که معنا این به است،

||f(u)− f(v)|| ≤ Lf ||u− v||, u, v ∈ H. (١. ٢)

غیرکاهشی مثبت حقیقی اعداد از دنباله ای وجود بر دلالت D دامنه و A درمورد مفروضات
بطوریکه، دارد. H از {ek}k≥١ متعامد پایه یک و {λk}k≥١

Aek = λkek, lim
k→+∞

λk = +∞.

A از را s ∈ R ،As کسری توان های ،A برای طیفی تابعک دیفرانسیل، حساب از استفاده با
می کنیم، تعریف زیر به صورت

Asv =

∞∑
k=١

λsk(v, ek)ek, D(As) =

v ∈ H : ||Asv||٢ =

∞∑
k=١

λ٢s
k (v, ek)

٢ <∞

 .

1Convex Polygonal
2Realization



١٧ اختلال با همراه نیمه خطی سهموی معادلات
و می کنیم تعریف ||v||β = ||A

β٢ v||β نرم های از استفاده با را Ḣβ = D
(
A

β٢
) فضاهای اکنون

داریم،
D
(
A

β٢
)
=

v ∈ H :
∣∣∣∣∣∣Aβ٢ v

∣∣∣∣∣∣٢ =

∞∑
k=١

λ
٢β٢
k (v, ek)

٢ <∞


=

v ∈ H :
∣∣∣∣∣∣Aβ٢ v

∣∣∣∣∣∣٢ =

∞∑
k=١

λβk(v, ek)
٢ <∞

 = Ḣβ.

داریم، β = ٠ برای مثال، به طور می باشد Ḣβ = Hβ آنگاه باشد، ٠ ≤ β < ١٢ vاگر ∈ H : ||v||٢ =
∞∑
k=١

(v, ek)
٢ <∞

 = Hβ.

برای مثال، به طور که می باشد، Ḣβ =
{
u ∈ Hβ : u|∂D = ٠} آنگاه باشد، ١٢ < β ≤ ٢ اگر و

داریم، β = ٢v ∈ H : ||Av||٢ =
∞∑
k=١

λ٢
k(v, ek)

٢ <∞

 =
{
u ∈ Hβ : u|∂D = ٠} .

است. β مرتبه ی از استاندارد سوبولف فضای دهنده ی نشان ،Hβ دراینجا
||υ||L٢(Ω,Ḣβ) =

(
E[||υ||٢β]

) ١٢ میانگین مربعات نرم های با L٢
(
Ω, Ḣβ

) فضاهای از لذا
می کنیم. استفاده

که، می کنیم فرض β ≥ ٠ بعضی ١٢−Aβ∣∣∣∣∣∣برای Q
١٢
∣∣∣∣∣∣
HS

<∞, u٠ ∈ L٢
(
Ω, Ḣβ

)
. (١. ٣)

می باشد. هیلبرت‐اشمیت نرم دهنده ی نشان || · ||HS و W ١ کوواریانس عملگر Q ،(١. ٣) در
کوواریانس عملگر در هموار فرض یک به عنوان می تواند (١. ٣) در هیلبرت‐اشمیت شرایط
برقرار β = ١ توسط آنگاه باشد، رده اثر عملگر یک ،Q اگر اینکه به خصوص شود. مشاهده Q

شد. خواهد برقرار β < ١٢ توسط آنگاه باشد، d = ١ و Q = I اگر و می شود
Aβ+α−١Q و (α > d٢ باشد.(بنابراین ∑∞

k=١ λ−α
k < ∞ هرگاه می شود، برقرار آن بطورکلی،

بیان را زیر قضیه مطلب، این درک به منظور که می باشد، H در کراندار خطی عملگر یک
داریم، می کنیم.

خطی، عملگر یک A همچنین و باشد مثبت نیمه معین ،Q ∈ β(H) کنید فرض .١. ١٣. ١ قضیه
شده تعریف ویژه، بردارهای از متعامد پایه یک توسط ،H روی متراکم و بی کران مثبت، معین

،[١٠] می باشند برقرار α > ٠ و s ∈ R برای زیر روابط آنگاه A∣∣∣∣∣∣باشد. s٢Q
١٢
∣∣∣∣∣∣٢
HS

≥ ||AsQ||Tr ≥
∣∣∣∣As+αQ

∣∣∣∣
β(H)

∣∣∣∣A−α
∣∣∣∣
Tr
,∣∣∣∣∣∣A s٢Q

١٢
∣∣∣∣∣∣٢
HS

≥
∣∣∣∣∣∣As+ ١٢QA− ١٢

∣∣∣∣∣∣
Tr
.

1Covariance Operator



مقدمه ١٨
مشترک پایه ی یک دارای Q و A اگر علاوه براین، باشند. متناهی مربوطه، نرم های براینکه مشروط

داریم، آنگاه باشد، Q = I اگر مخصوصا باشند، ویژه بردارهای A∣∣∣∣∣∣از s٢Q
١٢
∣∣∣∣∣∣٢
HS

= ||AsQ||Tr =
∣∣∣∣∣∣As+ ١٢QA− ١٢

∣∣∣∣∣∣
Tr
.

که دارد منحصربه فرد ١ میانه جواب یک (١. ١) آنگاه باشند، برقرار (١. ٣) و (١. ٢) اگر
می شود. تعریف ثابت نقطه معادله ی جواب به عنوان

u(t) = e−tAu٠ +
∫ t

٠ e−(t−s)Af(u(s))ds+

∫ t

٠ e−(t−s)AdW (s). (۴ .١)
داریم، می کنیم. بیان را زیر لم منظور، بدین

باشند، برقرار زیر روابط ،β ≥ ٠ هر برای اگر .١. ١٣. ١ ١٢−Aβ∣∣∣∣∣∣لم Q
١٢
∣∣∣∣∣∣
HS

<∞; X٠ ∈ L٢(Ω,H),

||f(x)− f(y)|| ≤ Lf ||x− y||; x, y ∈ H.

بطوریکه دارد، وجود ٠ ≤ t ≤ T برای به ویژه ،{X(t)}t≥٠ به صورت منحصربه فرد جواب یک آنگاه
،[١١]

||X(t)||L٢(Ω,H) ≤ K; K = K (T,Lf ) .

به صورت تصادفی ٢ پیچش یک w به طوریکه می شود، تقسیم u = v + w به صورت جواب
می باشد، زیر

w(t) =

∫ t

٠ e−(t−s)A dW (s), (۵ .١)
است: زیر معادله ی جواب که

dw +Aw dt = dW, ٠ < t ≤ T ; w(٠) = ٠, (۶ .١)
است: زیر تصادفی تکاملی معادله ی جواب v و

v̇ +Aν = f(v + w), ٠ < t ≤ T ; v(٠) = u٠. (١. ٧)
حل v حسب بر را مساله و می دهیم قرار (١. ٧) در را آن سپس و می کنیم محاسبه را w ابتدا،

می دهیم. تشکیل u = v + w شکل به را u و  کنیم.
زمان، به باتوجه ابتدا در که جایی می کنیم، استفاده روته روش از عددی، حل برای
فصل در که موجک روش های با را حاصل بیضوی مسایل سپس و می کنیم گسسته سازی

می کنیم. گسسته سازی پرداخت، خواهیم آن ها تعریف به ٢
1Mild Solution
2Convolution



١٩ اختلال با همراه نیمه خطی سهموی معادلات
می دهیم قرار tN = T با را tn := nτ لذا می کنیم، تعیین را τ > ٠ زمانی گام یک بنابراین،
∆Wn = و un ≈ u(tn) به باتوجه می گیریم. نظر در را (١. ١) از اویلر پسرو گسسته سازی یک و

داشت، خواهیم را زیر عبارت W (tn)−W (tn−١)

un + τAun = un−١ + τf(un) +∆Wn, ١ ≤ n ≤ N ; u٠ = u٠. (١. ٨)
تجزیه (١. ٧) و (۶ .١) از گسسته زمان روش های دریافت به منظور را un = vn + wn سپس

داریم، می کنیم.
(vn + wn) + τA(vn + wn) =

(
vn−١ + wn−١)+ τf(vn + wn) +∆Wn,

(vn + wn) + τAvn + τAwn =
(
vn−١ + wn−١)+ τfvn + τfwn +∆Wn.

نوشت، می توان به راحتی بالا، روابط به باتوجه اکنون
wn + τAwn = wn−١ +∆Wn, ١ ≤ n ≤ N ; w٠ = ٠, (١. ٩)

vn + τAvn = vn−١ + τf(vn + wn), ١ ≤ n ≤ N ; v٠ = u٠. (١. ١٠)
غیرخطی مساله ی برای ورودی، یک به عنوان نتیجه از و کرده حل را (١. ٩) خطی مساله ی ابتدا

کنیم. استفاده (١. ١٠)
یک SJ کنید فرض منظور، این برای می گیریم. درنظر را (١. ٩) از گسسته سازی اکنون،
از متناظر گالرکین تقریب {wn

J}Nn=٠ ⊂ SJ کنید فرض و باشد m مرتبه از ١ تفکیکی چند فضای
یعنی، باشد. {wn}Nn=٠

wn
J + τAJw

n
J = wn−١

J + PJ∆W
n, ١ ≤ n ≤ N ; w٠

J = ٠. (١. ١١)
وارد wn به جای (١. ١٠) در را تقریب این می کنیم. اشاره (٣) فصل به بیشتر، جزئیات برای
داریم، لذا آوریم. به دست (١. ١١) از استفاده با را wn

J باید درابتدا منظور، این برای می کنیم.
wn
J = wn−١

J − τAJw
n
J + PJ∆W

n, ١ ≤ n ≤ N ; w٠
J = ٠.

کنیم، جایگزین زیر به صورت wn به جای (١. ١٠) در را wn
J می توانیم به راحتی اکنون

vn + τAvn = vn−١ + τf
(
vn + wn−١

J − τAJw
n
J + PJ∆W

n
)
, ١ ≤ n ≤ N ; v٠ = u٠.

می کنیم، تعریف زیر صورت به را متناظر معادله ی لذا
v̄n + τAv̄n = v̄n−١ + τf (v̄n + wn

J ) , ١ ≤ n ≤ N ; v̄٠ = u٠. (١. ١٢)
1Multiresolution Space



مقدمه ٢٠
تطبیقی، موجک الگوریتم یک با (١. ١٢) در غیرخطی معادله ی ،n ≥ ١ و ω ∈ Ω هر برای
توجه است. شده حل εn تحمل قابل خطای با υnε تقریبی جواب یک به رسیدن به منظور

می کنیم. استفاده ω هر برای تحمل قابل خطای همان از که باشید داشته
زیر به صورت En دراینجا است. ῡn = En

(
ῡn−١) که می دهیم نشان دقیق تر، طور به

می باشد،
En = (I + τA− τf (·+Wn

J ))
−١ ,

است. (١. ١٢) از غیرخطی یک مرحله ای عملگر En

En از تقریبی یک Ẽn دراینجا است. vnε = Ẽn

(
vn−١
ε

) که می کنیم فرض همچنین،
بطوریکه، می باشد،

||En(υ)− Ẽn(υ)|| ≤ εn, ١ ≤ n ≤ N, υ ∈ H. (١. ١٣)
بود، خواهد زیر دنباله ی به صورت محاسبات خروجی سپس

unε = υnε + wn
J , ٠ ≤ n ≤ N. (١۴ .١)

بگیرید، درنظر را زیر عبارات حال
max٠≤tn≤T

||un − u(tn)||L٢(Ω,H) ≤ C τ
β٢ , ٠ ≤ β < ١,

max٠≤tn≤T
||vnε − v̄n||L٢(Ω,H) ≤ C

N∑
n=١

εn,

max٠≤tn≤T
||wn

J − wn||L٢(Ω,H) ≤ C ٢−J min(β,m),

max٠≤tn≤T
||v̄n − vn||L٢(Ω,H) ≤ C max٠≤tn≤T

||wn
J − wn||L٢(Ω,H).

داریم، می دانیم. همواره را زیر رابطه درستی ١. ١٣. ٢ قضیه طبق ازطرفی،

max٠≤tn≤T
||unε − u(tn)||L٢(Ω,H) ≤ C τ

β٢ + C٢−J min(β,m) + C
N∑

n=١
εn.

را بالا معادله راست سمت می توان شد، اشاره آن ها به ابتدا در که عباراتی به باتوجه اکنون
کرد، جایگذاری زیر به صورت

max٠≤tn≤T
||unε − u(tn)||L٢(Ω,H) ≤ max٠≤tn≤T

||un − u(tn)||L٢(Ω,H)

+ max٠≤tn≤T
||wn

J − wn||L٢(Ω,H) + max٠≤tn≤T
||υnε − ῡn||L٢(Ω,H).

نوشت، می توان به راحتی لذا
(unε − u(tn)) = (un − u(tn)) + (wn

J − wn) + (υnε − ῡn) + (ῡn − υn).



٢١ اختلال با همراه نیمه خطی سهموی معادلات
داریم، فوق عبارت کردن ساده با و

unε = un + wn
J − wn + υnε − vn. (∗)

است. برقرار un − vn − wn = ٠ پس می باشد، un = vn + wn می دانیم
شد، خواهد نوشته زیر به صورت (∗) معادله بنابراین،

unε = υnε + wn
J , ٠ ≤ n ≤ N.

با، است برابر کلی خطای و
unε − u(tn) = (υnε − ῡn) + (ῡn − υn) + (wn

J − wn) + (un − u(tn)).

می باشد، زیر بصورت اصلی نتیجه بنابراین،
با {wn

J}Nn=٠ ⊂ SJ کنید فرض و باشد برقرار β ≥ ٠ بعضی برای (١. ٣) کنید فرض .١. ١٣. ٢ قضیه
قابل خطای با تطبیقی موجک روش یک با {υnε }Nn=٠ و m مرتبه از تفکیکی چند گالرکین روش یک
است کراندار τLf <

١٢ برای (١۴ .١) در کلی خطای ٠ ≤ β < ١ برای آنگاه شود. محاسبه εn تحمل
با،

max٠≤tn≤T
||unε − u(tn)||L٢(Ω,H) ≤ C τ

β٢ + C٢−J min(β,m) + C
N∑

n=١
εn,

می باشد. C = C
(
||u٠||L٢(Ω,Ḣβ),

∣∣∣∣∣∣Aβ−١٢ Q
١٢
∣∣∣∣∣∣
HS

, T
) بالا، عبارت در

می شود. جایگزین δ > ٠ هر برای Cδτ
١٢−δ با عبارت ابتدا در آنگاه باشد، β ≥ ١ اگر





٢ فصل
موجک تقریب

بود، خواهند نیاز مورد ادامه در که را موجک ها اصلی ویژگی های و نمادگذاری فصل، این در
می کنیم. بیان

مقیاس توابع ٢. ١
در هرگاه می شود نامیده ١ تفکیکی چند آنالیز ،L٢(R) فضای از {Sj}j∈Z دنباله .٢. ١. ١ تعریف

،[١٧] کند صدق زیر اصل دو
.Sj ⊂ Sj+١ یعنی، باشند. تودرتو فضاهای •

یکنواخت پایدار پایه یک ،Φj :=
{
φ[j,k] : j, k ∈ Z

} هر بطوریکه باشد، داشته وجود φتابع •
باشد. {Sj}j∈Z برای

برخی و φ برای را زیر بازگشتی فرمول ،٢. ١. ١ تعریف از نتیجه یک به عنوان .٢. ١. ٢ تعریف
.[١٧] می آوریم به دست {ak ∈ R; k ∈ Z} ضرایب

φ(x) =
∑
k∈Z

akφ
(٢x− k

)
, x ∈ R.

گوییم. ٢ مقیاس تابع کند، صدق بالا بازگشتی فرمول در که φ(x) ∈ L٢(R) تابع به لذا
1Multiresolution Analysis
2Scaling Functions



موجک تقریب ٢۴
هستند. F تابع برای j ١ دقت مختلف سطوح در (fj)j≥٠ تقریبات بر مبنی مقیاس، توابع

می شوند. انتخاب ٢−j مرتبه ی از معمولا hj دقت از متناظر مقیاس های همچنین،
در نمی تواند که F از جزئیات) از ناقص(عاری تصویر یک به عنوان باید fj تقریب بنابراین،

شود. مشاهده کند، نوسان ٢j از بالاتر تناوب یک
تابع یک fj برای می توان آنگاه باشد، متغیره یک پیوسته تابع یک F اگر مثال، به عنوان

کند، صدق زیر عبارت در به طوریکه کرد انتخاب منحصربه فرد

fj(٢−j .k) = F (٢−j .k).

به دست چندمقیاسی تجزیه یک تقریب، بزرگترین به f گسترش و توسعه با رسمی، طور به
به طوریکه، می آید.

F = f٠ +
∑
j≥٠

gj .

j دقت از متوالی سطح دو بین F تابع نوسانات بیان گر و است gj = fj+١ − fj بالا، عبارت در
می باشد. j + ١ و

موجک ها ساختار ٢. ٢
در که تفکیکی چند آنالیز از مرزی، مقدار مسایل عددی جواب و گسسته سازی برای تاکنون
به عنوان همچنین تفکیکی چند آنالیز البته می کردیم. استفاده شد، اشاره آن به قبل بخش

می کند. عمل نیز موجک ها ساختار برای اصلی ابزار
می دهیم. شرح مرزی، مقدار مسایل عددی جواب برای را موجک ها ساختار اکنون

بهتری تقریب های است، شده اشاره آن به به تفصیل که ٢ جکسون تخمین از استفاده با
مرتبه ها تعداد یعنی، |Ij | ∼ ٢j بطوریکه می آوریم[١٧]. به دست بالاتر سطوح از استفاده با را

می کنند. رشد ،j سطح توسط نمایی بطور
محاسبه آنگاه نباشد دقیق کافی به اندازه شده، محاسبه تقریب یک اگر که است بدیهی
تقریب از لذا بود. خواهد دشوار و سخت بسیار بعدی بالاتر سطوح در تقریب، یک کامل
مجبور بهتر، تقریب آوردن به دست برای فقط و می کنیم استفاده دوباره قبلی، شده ی محاسبه

می شویم. مورد این به روزرسانی به
می شود. مطرح زیر سوال کار، این انجام برای بنابراین،

،Pj : L٢(Ω) → Sj بطوریکه ،fj+١ = fj + gj ،fj+١ ∈ Sj+١ و fj = Pjfj+١ توابع به باتوجه
است؟ صورت چه به Sj+١ در Sj از Wj برای پایه ای

1Resolution
2Jackson Estimate



٢۵ موجک ها ساختار
Wj برای متعامد پایه یک ساختن به ویژه و Sj+١ در Sj از Wj ساختن هدفمان بنابراین،

می باشد، زیر به صورت
Ψj :=

{
ψ[j,k] ; j, k ∈ Z

}
.

،ψ[j,k] پایه ای توابع درنتیجه و Wj مکمل فضاهای آن که بر دارد دلالت این که است بدیهی
هستند. متعامد متقابلا ،j مختلف سطوح به باتوجه

داریم، l < j هر برای درحقیقت،
Wl ⊂ Sl+١ ⊆ Sj ⊥Wj .

داریم، را زیر عبارت l ̸= j هر برای ازاین رو،
〈
ψ[j,k], ψ[l,m]

〉
٠;R = ٠.

می شود، تعریف زیر صورت به ،gl ∈Wl هر بنابراین،
gl =

∑
k∈Z

(
fj , ψ[l,k]

)
٠,R ψ[l,k].

داریم، سرانجام و
fj = f٠ +

j−١∑
l=٠

gl.

می پردازیم. موجک ها ساختار شرح به بالا، عبارات به باتوجه اکنون
می کنیم[١٧]، تعریف زیر به صورت را {bk}k∈Z مناسب ضرایب لذا می باشد، ψ ∈W٠ ⊂ S١ چون

ψ(x) =
∑
k∈Z

bk.φ(٢x− k).

می باشد. مادر موجک نشان دهنده ی ،W٠ .٢. ٢. ١ ملاحظه
مقیاس، تابع یک ساخت در شود، انجام موجک ها ساختن برای باید که کارهایی تمام

است. نهفته
نشان زیر قضیه در که همانطور متناظر موجک مقیاس، تابع یک به باتوجه درحقیقت،

می گردد. تعیین منحصربه فرد می شود، داده
شده داده زیر، عبارت توسط که دارد وجود ψ موجک ،φ مقیاس تابع به باتوجه .٢. ٢. ١ قضیه

،[١٧] است
bk = (−١)k.a١−k.

بنابراین کنیم. جایگذاری ψ(x) معادله در را {bk}k∈Z مناسب ضرایب که کافیست اکنون
داریم،

ψ(x) =
∑
k∈Z

bk.φ
(٢x− k

)
=
∑
k∈Z

(−١)k.a١−kφ
(٢x− k

)
.



موجک تقریب ٢۶
می کنیم، فرض فضا گسسته سازی برای

Ψ =
{
ψλ : λ ∈ FΨ

}
Ψ̃ =

{
ψ̃λ : λ ∈ FΨ

}
به صورت اندیس بردار یک معمولا λ دراینجا باشد، 〈ψλ, ψ̃µ

〉
H

= δδ,µ و باشند H از پایه ها  یی
می باشد. k فضای در موقعیت و j = |λ| سطح روی اطلاعات شامل که است λ = (j, k)

موجک که سطح درشت ترین به روی مقیاس توابع شامل همچنین Ψ که باشید داشته توجه
می کنیم. اشاره نیز مقیاس توابع سطح به عنوان |λ| = ٠ از همچنین می باشد. نیستند،

می کنیم، مطرح موجک پایه های در را زیر فرضیات علاوه براین،
:١ همواری •

ψλ ∈ Ht(D); λ ∈ FΨ, ٠ ≤ t < sΨ.

:٢ شدن)گشتاورها ناپدید(صفر •
((·)r, ψλ)٠;D = ٠, ٠ ≤ r < mΨ, |λ| > ٠.

موقعیت: •
diam(supp ψΛ) ∼ ٢−|λ|.

مشابه دقیقا را آن خواص و می دهیم نشان ψ̃λ به صورت را دوگان موجک پایه .٢. ٢. ١ تعریف
موجک، پایه های خواص در کافیست فقط بطوریکه می کنیم، تعریف موجک پایه ها ی خواص

کنیم. جایگذاری را m̃Ψ و s̃Ψ عبارت های ،mΨ و sΨ به جای
انتظار معمولا بلکه باشد، V در نیست لازم ψ̃λ دوگان موجک که کنید توجه .٢. ٢. ٢ ملاحظه

باشد. ψ̃λ ∈ V ′ که می رود
گرفت، خواهیم درنظر را زیر اندیس های از مجموعه هایی توسط شده تولید زیرفضا های

Λ ⊂ FΨ, ΨΛ := {ψλ : λ ∈ Λ} , SΛ := clos span (ΨΛ) .

بود. نخواهد بودن بسته به نیازی آنگاه باشد، متناهی مجموعه ی یک Λ اگر اینجا در
باشد، برقرار زیر عبارت اگر ازطرفی،

Λ = ΛJ :=
{
λ ∈ FΨ : |λ| ≤ J − ١} ,

تفکیکی چند فضای با SJ بطوریکه است، (J−١) سطح تا موجک ها همه شامل SJ := SΛJ آنگاه
یعنی، باشد. منطبق J سطح در مقیاس توابع همه با شده تولید

SJ = spanΦJ , ΦJ = {φJ,K : k ∈ FJ} , (٢. ١)
می باشد. مناسب اندیس مجموعه یک FJ اینجا در

1Regularity
2Vanishing Moments



٣ فصل
برای تطبیقی، موجک روش های

غیرخطی متغیر مسایل
حل برای اغلب ، تطبیقی متناهی عناصر روش های مانند ،١ تطبیقی روش های .٣. ٠. ١ توضیح
یک است. یکتایی دارای جواب این که می گیرند، قرار استفاده مورد بیضوی معادلات عددی
تولید برای محاسبه، از معین مرحله یک طی در آمده به دست اطلاعات از معمولی الگوریتم
u فعلی عددی جواب به تطبیقی روش بنابراین، می کند. استفاده بعدی تکرار برای جدید مش

می کنند. ایجاد را جواب از غیرخطی تقریب نوعی روش ها این اساس، این بر دارد. بستگی
مسائل حل برای تطبیقی موجک روش های درمورد را مطالب برخی [٧] از فصل، این در

می کنیم. بیان ثابت، غیرخطی متغیر
درنظر را u ∈ V کردن پیدا مساله ی باشد. غیرخطی نگاشت یک F : V → V ′ کنید فرض

بطوریکه، می گیریم.
⟨υ,R(u)⟩ := ⟨υ, F (u)− g⟩ = ٠, υ ∈ V, (٣. ١)

است. شده داده g ∈ V ′ ،(٣. ١) در
صدق (١. ١٢) در که باشد شده داده زیر رابطه ی به عنوان F کنید فرض مثال، به عنوان

کند.
⟨υ, F (u)⟩ := a(υ, u) + ⟨υ, f(u)⟩.

1Adaptive



غیرخطی متغیر مسایل برای تطبیقی، موجک روش های ٢٨
از u موجک ضرایب عبارات در را (٣. ١) با معادل فرمول یک که است این اصلی ایده ی اکنون

می دهیم، قرار بگیریم. نظر در u = uTΨ ناشناخته ی جواب
R(v) := (⟨ψλ, R(v)⟩)λ∈FΨ , v = vTΨ.

بود، خواهد زیر به صورت u ∈ ℓ٢(FΨ) یافتن به منظور ،(٣. ١) با معادل فرمول مقادیر لذا
R(v) = ٠. (٣. ٢)

با برابر ،(⟨ψλ, R(v)⟩)λ∈FΨ داخلی حاصل ضرب که معناست این به (٣. ٢) معادله .٣. ٠. ١ ملاحظه
می باشد. صفر

جایگزین و می باشد L٢
(
FΨ
) نامتناهی فضای در تکرار یک داریم، نیاز آن به که دیگری مورد

آوردن به دست به منظور تطبیقی، روش یک در متناهی تقریب های با نامتناهی عملگر کردن
است. محاسبه قابل نسخه یک

است، زیر بصورت تکرار لذا می کنیم، شروع متناهی u(٠) با
u(n+١) = u(n) −∆u(n), ∆u(n) := B(n)R

(
u(n)

) (٣. ٣)
می کند.(مانند تعیین را غیرخطی جواب روش و است شده انتخاب B(n) عملگر ،(٣. ٣) در

ریچاردسون) و نیوتن روش های
می باشد، u(n) متناهی ورودی برای حتی نامتناهی احتمالا که ∆u(n) = B(n)R(u(n)) دنباله
بطوریکه است. شده جایگزین w

(n)
η := RES[ηn,B

(n),R,u(n)] متناهی های دنباله بعضی با
u(n)∆∣∣∣∣∣∣داریم، −w(n)

η

∣∣∣∣∣∣ ≤ ηn.

به طور (ηn)n∈N٠ تحمل قابل خطای دنباله ی انتخاب و (٣. ٣) در w
(n)
η با ∆u(n) کردن جایگزین

چندین از بعد ε تحمل قابل خطای هر بطوریکه می شود، الگوریتم همگرا یک به منجر مناسب،
می شود. حاصل متناهی، گام

می دهیم، قرار می باشد، ||u− ū(ε)|| ≤ ε درحالی که را زیر عبارت اکنون
ū(ε) := SOLVE

[
ε,R,B(n),u(٠)] .

عددی جواب که معناست این به SOLVE
[
ε,R,B(n),u(٠)]عبارت بالا، رابطه در .٣. ٠. ٢ ملاحظه

باشند. معلوم [ε,R,B(n),u(٠)] مقادیر که آمد خواهد به دست صورتی در ū(ε)

عبارتند آن ها از برخی است، گرفته قرار توجه مورد گوناگونی مسایل بهینه سازی، لحاظ از
از:

؟ است ضروری ε دقت به رسیدن برای ،n(ε) تکرار چند •



٢٩
یک با را آن چگونه و است لازم عددی، تقریب دادن نشان برای ، ١ معلوم ضریب چند •

کنیم؟ مقایسه بهتر تقریب
؟ است نیاز مورد ذخیره سازی چقدر و ذخیره سازی) (محاسباتی، عملیات چند •

می گیریم، درنظر زیر به صورت را تقریبی کلاس یک آن، کردن کمی منظور به
As :=

{
v ∈ ℓ٢

(
FΨ
)
: σN (v) ≲ N−s

}
.

دارند، زیر صورت به بار N تقریب خطای که دنباله هایی تمام
σN (v) := min

{
||v −w||ℓ٢ : |supp w| ≤ N

}
.

می شوند، تجزیه زیر شکل به
suppv :=

{
λ ∈ FΨ : υλ ̸= ٠} , v = (υλ)λ∈FΨ .

باشد. خطی بیضوی دیفرانسیل عملگر یک F = A که می گیریم درنظر را نمونه ای ابتدا در
یعنی،

Au = g ∈ V ′.

است. شده مشخص u ∈ V و شده داده g ∈ V ′ و A : V → V ′ بالا، عبارت در
به طوریکه می کنیم، استفاده H در Ψ موجک یک پایه ی از گسسته سازی، برای همچنین
عملگر معادله لذا می آورند. به دست V ′ و V در ترتیب به را ریس پایه های تغییریافته، مدل های

شود، نوشته زیر معادل به طور می تواند
Au = g ∈ ℓ٢

(
FΨ
)
.

می شوند، نوشته زیر صورت به g و u ،A بالا، عبارت در
A := D−١a (Ψ,Ψ)D−١ u := D (uλ)λ∈FΨ g := D−١(g,Ψ).

٠ < s < s∗ هر برای هرگاه می شود گفته ٢ پذیر ∗s‐تراکم ،(A ∈ Cs∗)A نامتناهی ماتریس
جمع قابل دنباله های بعضی برای بطوریکه باشد، داشته وجود Aj ماتریس یک ،j ∈ N هر و

صدق کند، زیر عبارت در Aj ماتریس ،(αj)j∈N

||A−Aj || ≤ Cαj٢−js, j ∈ N.

اشاره آنها به ٢ فصل در که موجک ها گشتاورهای شدن صفر ترتیب و همواری به ،s∗ معمولا
دارد. بستگی شد،

1Active Coefficients
2Compressible



غیرخطی متغیر مسایل برای تطبیقی، موجک روش های ٣٠
wη := RESlin [η,A,g,v] بطوریکه ساخت، RES از RESlin خطی ١ همتای یک می توان لذا

کند. صدق زیر عبارات در v متناهی ورودی برای
||wη − (Av − g)||ℓ٢ ≤ η, (۴ .٣)

||wη||As ≲ (||v||As + ||u||As) , (۵ .٣)

|supp wη| ≲ η−
١
s

(
||v||

١
s
As + ||u||

١
s
As

)
. (۶ .٣)

دارند. بستگی s به فقط ،(۶ .٣) و (۵ .٣) در ثوابت بالا، عبارات در
می کنیم، استفاده زیر شبه نرم از اکنون

||v||As := sup
N∈N

N sσN (v).

می کنیم، بیان زیر صورت به را آن که می باشد روش بهینگی اثبات برای اصلی عامل که

u ∈ As عبارت در s < s∗ هر ازای به ،Au = g از u دقیق جواب و A ∈ Cs∗ اگر .٣. ٠. ١ قضیه
کرد، خواهد صدق زیر عبارات در ،ū(ε) = SOLVElin [ε] آنگاه کند، صدق

||u− ū(ε)|| ≤ ε, (٣. ٧)

|supp ū(ε)| ≲ ε−
١
s , (٣. ٨)

|supp ū(ε)| ∽ computational complexity. (٣. ٩)

دنباله یک µ اینکه بیان برای µ ≺ λ و µ ∈ FΨ نمادگذاری از درختی). (ساختار ٣. ٠. ١ تعریف
تعریف زیر عبارت به صورت متغیری یک حالت در را این لذا می کنیم. استفاده است، λ از ٢

می کنیم،
ψλ = ψj,k = ٢ j٢ψ

(٢j · −k
)
.

می باشد. ν =
(
j + ١,٢k + ١) و µ =

(
j + ١,٢k) به صورت ،λ = (j, k) ٣ دنباله بنابراین

و µ ∈ FΨ تمام برای λ ∈ J هرگاه می شود، نامیده درخت یک J ⊂ FΨ مجموعه ی سپس
کند. دلالت µ ∈ J بر λ ≺ µ

1Counterpart
2Descendant
3Children



٣١
تفاوت این با دارد وجود نیز غیرخطی مورد برای شده گفته موارد بیشتر که می رسد نظر به
معلوم ضرایب ساختار در محدودیتی ،R(v) غیرخطی عبارات تقریبی ارزیابی تحلیل و تجزیه که

می باشد. درختی ساختار دارای اینکه یعنی دارد،
بود، خواهد زیر صورت به بار N درختی تقریب خطای بالا، مطلب به توجه با

σtreeN (v) := min
{
||v −w||ℓ٢ : J := |supp w| می باشد درخت یک , |J | ≤ N

}
,

می کنیم، تعریف زیر صورت به را درختی تقریب فضای و
As

tree :=
{
v ∈ ℓ٢

(
FΨ
)
: σtreeN (v) ≲ N−s

}
,

است، زیر شبه نرم تحت شبه نرم، فضای یک که
||v||As

tree
:= sup

N∈N
N sσtreeN (v).

مانند ١ بیسوف فضاهای برخی در جواب که است بدیهی V = Ht حالت برای .٣. ٠. ٣ ملاحظه
دارد. دلالت u ∈ Ar

tree بر r < s هر برای q = (s+ ١−(١٢ ،u ∈ Bt+ds
q (Lq)

تعریف زیر ویژگی با و می باشد RES ٣ روش از ٢ ∗s‐پراکندگی ،Cs∗ ∗s‐تراکم پذیری بسط
می شود،

wη := آنگاه باشد، موجود As
tree در s < s∗ برخی برای (٣. ٢) از u دقیق جواب اگر

می کند، صدق زیر به صورت متناهی v برای RES[η,B,R,v]

||wη||As
tree

≤ C
(
||v||As

tree
+ ||u||As

tree
+ ١) ,

|supp wη| ≤ Cη
−١
s

(
||v||

١
s
As

tree
+ ||u||

١
s
As

tree
+ ١
)
,

comp.complexity ∽ C

(
η

−١
s

(
||v||

١
s
As

tree
+ ||u||

١
s
As

tree
+ ١
)
+ |J (suppv)|

)
,

شامل درخت کوچکترین نشان دهنده ی J (suppv) و است وابسته s به فقط C بالا، عبارات در
می باشد. suppv

کنیم، بیان را اصلی نتیجه ی که هستیم آماده شد گفته که مطالبی به توجه با اکنون
می کنیم. بیان را زیر قضیه بنابراین

u ∈ As
tree ،s < s∗ برخی برای و باشد ∗s‐پراکنده ،s∗ > ٠ هر ازای به ،RES اگر .٣. ٠. ٢ قضیه

کرد، خواهند صدق زیر عبارات در ū(ε) تقریب های آنگاه باشد،
||u− u(ε)|| ≤ ε, |suppū(ε)| ≤ C ε

−١
s ||u||

١
s
As

tree
, ||ū(ε)||As

tree
≤ C ||u||As

tree
,

می باشند. کراندار C ε
−١
s ||u||

١
s
As

tree
توسط عملیات ها تعداد و است وابسته s به فقط C بالا، عبارات در

1Besov Spaces
2Sparsity
3Scheme



غیرخطی متغیر مسایل برای تطبیقی، موجک روش های ٣٢
مورد عملیات های کل تعداد لذا است، برخوردار خطی ١ پیچیدگی از موجک، تبدیل چون

است. شده ذکر ٣. ٠. ٢ قضیه در که است موردی همان نیاز،
تقریبی کلاس یک به متعلق ،(١. ١٢) جواب از v̄n موجک ضرایب که داد خواهیم نشان بعدا
هم چنین و v̄n

ε پایه ی روی تخمین یک ٣. ٠. ٢ قضیه به توجه با رو، ازاین و می باشد As
tree خاص

می آوریم. به دست را آن محاسبه برای نیاز مورد عملیات تعداد
در است، As

tree به متعلق s < ١٢d−٢ هر ازای به (١. ١٢) جواب از v̄n موجک ضرایب .٣. ٠. ٣ قضیه
D می باشد. بعد ،d ≥ ٢ اینجا

و ١
q = (r−١)

d + ١٢ و می باشد، r(τA) ∈ ϕ
(
L٢(D), Br

q (Lq)
) ،r = ٣d−٢+۴ε٢d−٢+۴ε هر ازای به برهان.

است. ε > ٠
رو، این از و t = ١ که کنید توجه می شود. استنباط ٣. ٠. ٣ ملاحظه از عبارت ترتیب، بدین

می باشد. r = ١ + ds

خطای تا (١. ١٢) مرحله هر در تقریبا مرحله، n از بعد کلی خطای اینکه ارائه با را فصل این
شد، داده توضیح بالا در تطبیقی موجک الگوریتم از استفاده با که می شود، حل εn تحمل قابل

می رسانیم. پایان به
می کنیم، تعریف بنابراین

En
j = En · · ·Ej+١, En

n = I; ٠ ≤ j < n ≤ N,

داریم، لذا .Ẽn
j مشابه بطور و

vnε − v̄n = Ẽn٠ (u٠)− En٠ (u٠)

=

n−١∑
j=٠

(
En

j+١
(
Ẽj+١٠ (u٠)

)
− En

j

(
Ẽj٠(u٠)

))

=
n−١∑
j=٠

(
En

j+١
(
Ẽj+١

j

(
Ẽj٠(u٠)

))
− En

j+١
(
Ej+١

j

(
Ẽj٠(u٠)

)))

=
n−١∑
j=٠

(
En

j+١
(
Ẽj+١

(
vjε
))

− En
j+١
(
Ej+١

(
vjε
)))

.

بعضی برای En از لیپ شیتز ثابت آنگاه باشد، τLf ≤ ١٢ اگر که می دهد نشان ساده استدلال یک
می باشد. کراندار (١ − τLf )

−١ ≤ ecτLf توسط c > ٠
کراندار لیپ شیتز ثابت یک دارای En

j+١ رو این از می کنیم، استفاده ١. ١ .۵ لم از اثبات، برای
می باشد. ec(tn−tj+١) ≤ ectN توسط

1Complexity



٣٣
به دست را زیر عبارت شد، گفته بالا در که مطالبی و (١. ١٣) از استفاده با ترتیب، بدین

می آوریم،

||vnε − v̄n||L٢(Ω,H) =
n−١∑
j=٠

∣∣∣∣∣∣En
j+١
(
Ẽj+١

(
vjε
))

− En
j+١
(
Ej+١

(
vjε
))∣∣∣∣∣∣

L٢(Ω,H)

≤
n−١∑
j=٠

ec(tn−tj+١)
∣∣∣∣∣∣Ẽj+١

(
vjε
)
− Ej+١

(
vjε
)∣∣∣∣∣∣

L٢(Ω,H)

≤
n∑

j=١
ec(tn−tj)εj ≤ ectN

n∑
j=١

εj .

می باشد. ||vnε − v̄n||L٢(Ω,H) رابطه برای کرانی یافتن بالا، عبارت از کلی منظور .۴ .٣. ٠ ملاحظه
می آوریم. به دست را عبارت گرفتن، جذر از پس درنهایت و

max٠≤tn≤T
||υnε − ῡn||L٢(Ω,H) ≤ C

N∑
n=١

εn. (٣. ١٠)





۴ فصل
تصادفی پیچش برای خطا آنالیز

صدق زیر عبارت در هرگاه نامیم تصادفی پیچش یک را w تصادفی). (پیچش ٠. ١ .۴ تعریف
کند،

w(t) =

∫ t

٠ e−(t−s)A dW (s),

تفکیکی چند گالرکین تقریب باشد. (٢. ١) تفکیکی چند فضای یک ،SJ = SΛJ
کنید فرض

بطوریکه، می باشد. uJ ∈ SJ ،V ′ در Au = f معادله برای
a (uJ , vJ) = (f, vJ) ∀v ∈ SJ . (١ .۴)

می کنیم، تعریف زیر به صورت را PJ : H → SJ متعامد تصویر
(PJv, wJ) = (v, wJ), v ∈ H, wJ ∈ SJ . (٢ .۴)

AJ : SJ → عملگر یابد. تعمیم V ′ به SJ ⊂ V به توجه با و (٢ .۴) با تواند می PJ که کنید توجه
می کنیم، تعریف زیر به صورت را SJ

a(AJvJ , wJ) = a(vJ , wJ), uJ , vJ ∈ SJ .

می باشد. AJuJ = PJf صورت به SJ در ،(١ .۴) آنگاه
که است ١ ریتس عملگر RJ : V → SJ آن در که ،uJ = RJu نوشت، می توان طرفی از

می شود، تعریف زیر به صورت
a (RJv, wJ) = a(v, wJ), v ∈ V, wJ ∈ SJ .

1Ritz Projector



تصادفی پیچش برای خطا آنالیز ٣۶
باشد، برقرار زیر رابطه هرگاه می باشد، m مرتبه از تفکیکی چند فضای

inf
wJ∈SJ

||v − wJ ||L٢(Ω,H) ≲ ٢−mJ ||v||m;D, v ∈ Hm(D) ∩ V. (٣ .۴)
است، برقرار زیر رابطه ی D روی مفروضات به توجه با و بیضوی همواری از استفاده با

||v −RJv||m;D ≲ inf
wJ∈SJ

||v − wJ ||L٢(Ω,H) ≲ ٢−mJ ||v||m;D, v ∈ Hm(D) ∩ V. (۴ .۴)
دیگر، به عبارت

||uJ − u||m;D ≲ ٢−mJ ||u||m;D.

A عملگر برای را f(A) نماد ،١ هیل‐فیلیپس انتگرال و دیفرانسیل حساب .٠. ٢ .۴ تعریف
حساب می کند. مشخص X باناخ فضاهای برخی در ٠ ≤ t → T (t) پیوسته کاملا نیم گروه از
،[٢٧] بطوریکه می شود. گرفته نظر در ΦA : f → f(A) نگاشت به عنوان انتگرال و دیفرانسیل

f(A)x =

∫ ∞

٠ T (t)x dσ(t); x ∈ X, σ ∈ [٠,∞).

در کاربردی و پایه نامساوی های از یکی ریاضیات، در .(٢ هولدر (نامساوی ٠. ١ .۴ توضیح
که آلمانی، ریاضی دان ٣ هولدر اوتو افتخار به نامساوی این است. هولدر نامساوی ،LP فضای
نامیده هولدر نامساوی است، داده قرار بررسی مورد میلادی ١٨٨٩ سال در را نامساوی این

است. شده
زیر صورت به می گویند، نیز هولدر قضیه آن به گاهی که هولدر نامساوی رسمی، صورت به

می شود. بیان
همچنین باشد. ۴ اندازه پذیر فضای یک (S,∑, µ) که کنید فرض هولدر). (قضیه ٠. ١ .۴ قضیه
برقرار بینشان ١

p +
١
q = ١ رابطه که بگیرید نظر در [١,∞) بازه در حقیقی مقادیری را q و p مقدار دو

داریم، S روی g و f مثل حقیقی(مختلط) مقادیر با تابع هر برای آنگاه باشد.
||fg||١ ≤ ||f ||p ||g||q .

در بخصوص ریاضیات، در اصلی نامساوی های از یکی .(۵ جنسن (نامساوی ٠. ٢ .۴ توضیح
افتخار به نامساوی این است. جنسن نامساوی محدب، و مقعر توابع برای نامساوی ها بررسی
توابع برای را آن ١٩٠۶ سال در که است شده نام گذاری ۶ جنسن جان دانمارکی، ریاضی دان

کرد. معرفی محدب
1Hille-Phillips
2Holder Inequality
3Otto Holder
4Measurable Space
5Jensen Inequality
6John Jensen



٣٧
تابعی با محدب تابع یک انتگرال بین رابطه کردن مشخص نامساوی، این ابداع از او هدف
از غیر به دیگر زمینه های از بسیاری در نامساوی این امروزه البته بود. انتگرال یک از محدب

می رود. کار به نیز انتگرال
روی محدب تبدیل یک که داد نشان می توان جنسن، نامساوی کمک به ریاضیات در
مقعر توابع برای امر این البته است. کوچکتر محدب، تبدیل آن میانگین از همیشه میانگین،
آن میانگین از همیشه میانگین، روی مقعر تبدیل یک که معنی این به است. برعکس نیز

است. بزرگتر مقعر، تبدیل
با باشند. داشته قرار آن دامنه در نیز x١, x٢, · · · , xn اعداد و محدب تابعی ϕ کنید فرض

می شود. نوشته زیر فرم به جنسن، نامساوی ai وزن مقادیر انتخاب
φ(

∑
aixi∑
ai

) ≤ (

∑
aiφ(xi)∑
ai

).

آمد. خواهد در زیر صورت به نامساوی این آنگاه باشد، مقعر ϕ تابع اگر همچنین
φ(

∑
aixi∑
ai

) ≥ (

∑
aiφ(xi)∑
ai

).

قابل توابع از دنباله ای یک {fn : X → [٠,∞)} اگر یکنواخت). (همگرایی ٠. ٣ .۴ تعریف
برقرار f١ ≤ f٢ ≤ · · · و fn → f بطوریکه باشد X اندازه گیری قابل مجموعه روی اندازه گیری

بود، خواهد برقرار زیر رابطه آنگاه باشند،
lim
n→∞

∫
X
fn =

∫
X
f.

بیان زیر، کلی شکل به می باشد مستقل که را بعدی لم بالا، تعاریف به توجه با اکنون
می کنیم.

فضای روی را e−tB و e−tA پیوسته قوی، به طور نیم گروه هایی −B و −A کنید فرض .٠. ١ .۴ لم
و N ∈ N, τ > ٠ تمام برای آنگاه باشد، r(s) = (١ + s)−١ کنید فرض و کنند تعریف X باناخ

هستند، برقرار زیر عبارات x, y ∈ X

τ

N∑
n=١

||rn(τB)y − rn(τA)x||p ≤
∫ ∞

٠
∣∣∣∣e−tBy − e−tAx

∣∣∣∣p dt, ١ ≤ p <∞, (۵ .۴)
||rn(τB)y − rn(τA)x|| ≤ sup

t≥٠
∣∣∣∣e−tBy − e−tAx

∣∣∣∣ . (۶ .۴)

داریم، هیل‐فیلیپس انتگرال و دیفرانسیل حساب از استفاده با برهان.
rn(τB)y − rn(τA)x =

∫ ∞

٠
(
e−tτBy − e−tτAx

)
fn(t) dt, (٧ .۴)

.||fn||L١(R+) = ١ ازاین رو می باشد، f(t) = e−t پیچش توان امین n نشان دهنده fn ،(٧ .۴) در
شود. می استنباط هولدر نامساوی توسط بلافاصله (۶ .۴) نامساوی طرفی از



تصادفی پیچش برای خطا آنالیز ٣٨
رو، ازاین و است احتمالی ١ تراکم(چگالی) یک fn که داریم توجه ،(۵ .۴) فهمیدن برای

داریم، را زیر عبارات (٧ .۴) و جنسن نامساوی توسط

τ
N∑

n=١
||rn(τB)y − rn(τA)x||p = τ

N∑
n=١

∣∣∣∣∣∣∣∣∫ ∞

٠
(
e−tτBy − e−tτAx

)
fn(t) dt

∣∣∣∣∣∣∣∣p

≤ τ

N∑
n=١

∫ ∞

٠
∣∣∣∣(e−tτBy − e−tτAx)

∣∣∣∣p fn(t) dt = ∫ ∞

٠ ||e−tBy − e−tAx||p dt sup
t>٠

∞∑
n=١

fn(t).

است، شده تولید زیر رابطه از استفاده با H در −A تحقق با ،e−tA نمایی تابع .٠. ١ .۴ ملاحظه
D(A) = H٢(D) ∩H١٠(D).

را ∑∞
n=١ fn لاپلاس تبدیل کردیم، اشاره آن به که یکنواخت همگرایی توسط سرانجام

داشت، خواهیم زیر به صورت ∞∑
n=١

fn

 ˆ (λ) =

∞∑
n=١

f̂n(λ) =

∞∑
n=١

( ١
١ + λ

)n

=
١
λ
, λ > ٠.

می شود. کامل اثبات و ∑∞
n=١ fn ≡ ١ ترتیب، بدین

و می گیریم نتیجه را e−tA نیم گروه از تفکیکی چند تقریب برای خطا تخمین یک ادامه، در
می باشد. rn(τA) اویلر تقریب آن،

AJ , A کنید فرض هم چنین و باشد m مرتبه از تفکیکی چند فضای یک SJ کنید فرض .٠. ٢ .۴ لم
داریم، T ≥ ٠, N ≥ ١, τ برای آنگاه باشند، بالا مانند PJ و

(∫ T

٠
∣∣∣∣e−tAJPJv − e−tAv

∣∣∣∣٢ dt

) ١٢
≤ C٢−Jβ ||v||β−١ , ٠ ≤ β ≤ m, (٨ .۴)τ N∑

n=١
||rn(τAJ)PJv − rn(τA)v||٢

 ١٢
≤ C٢−Jβ ||v||β−١ , ٠ ≤ β ≤ m. (٩ .۴)

[۵ .٢ قضیه ،١۶] از اثبات، برای است. بدیهی متناهی، عناصر زمینه در (٨ .۴) تخمین برهان.
کند، صدق زیر روابط در Tj کنید فرض بنابراین می کنیم. استفاده

می باشد. Sj فضای روی مثبت متناهی و L٢ فضای روی مثبت نیمه متناهی عملگر Tj •
بطوریکه، دارد. وجود r ≥ ٢ مثبت صحیح عدد یک •

||(Tj − T )f || ≤ Cjs ||f ||s−٢ , ٢ ≤ s ≤ r, f ∈ Hs−٢.
1Density



٣٩
باشند، زیر معادلات جواب vj = Pjv از استفاده با ترتیب، به u و uj کنید فرض و

Tjuj,t + uj = Tjf, t > ٠, uj(٠) = vj ,

ut −∆u = f, t > ٠.
داریم، صورت ∫)دراین t

٠ ||uj − u||٢ds
) ١٢

≤ Cjr
(∫ t

٠ ||u||٢rds
) ١٢

, t ≥ ٠.
می گیریم، درنظر e از استفاده با زیر خطای معادله از را L٢ داخلی ضرب اکنون،

Tjet + e = p, p = −(Tj − T )∆u = (Rj − I)u.

می شود، مشاهده زیر عبارت لذا است، مثبت نیمه متناهی ،Tj چون و
٢(Tjet, e) = d

dt
(Tje, e).

داریم، رو این از
d

dt
(Tje, e) + ٢||e||٢ = (p, e) ≤ ||e||٢||p||٢.

می آوریم، به دست را زیر رابطه انتگرال گیری از پس و
(Tje(t), e(t)) +

∫ t

٠ ||e||٢ds ≤ (Tje(٠), e(٠)) +
∫ t

٠ ||p||٢ds.

داریم، را زیر رابطه بنابراین می باشد. برقرار Tje(٠) = ٠ عبارت ،vj = Pjv برای که داریم توجه
(Tje(٠), w) = (Pjv − v, Tjw) = ٠, ∀w ∈ L٢.

داریم، لذا می باشد، Tjw ∈ Sj چون ∫و t

٠ ||e||٢ds ≤
∫ t

٠ ||p||٢ds.

می شود، اثبات زیر رابطه از استفاده با آمده، بدست نتیجه اکنون
||v −Rjv|| ≤ Cjs||v||s, ٢ ≤ s ≤ r.

تقریب ویژگی از کردن استفاده منظور به یکسان، کاملا روش یک در است ممکن هم چنین و
باشد. شده اثبات درونیابی، و (٣ .۵) سهموی کردن هموار ، RJ ریتس روش از (۴ .۴)

(٨ .۴) از (٩ .۴) ،B = AJ و y = PJv ،x = v توسط ،٠. ١ .۴ لم از استفاده با سرانجام،
یعنی، شود. می τاستنباط N∑

n=١
||rn(τAJ)PJv − rn(τA)v||٢

 ١٢
≤
∫ ∞

٠
∣∣∣∣e−tAJPJv − e−tAv

∣∣∣∣٢ dt ≤ C٢−Jβ ||v||β−١ .

است.) T از مستقل C که کنید (توجه



تصادفی پیچش برای خطا آنالیز ۴٠
بگیریم. نظر در را (١. ٩) در wn از تفکیکی چند تقریب که هستیم آماده اکنون

انتگرال و دیفرانسیل حساب در مفید قضیه یک ،Itôایزومتری .(Itôایزومتری) ٠. ٣ .۴ توضیح
فراهم براونی حرکت به توجه با تصادفی انتگرال محاسبه در را اساسی ابزاری که است تصادفی

کند. می
(١. ٩) جواب های wn

J و w و باشد m مرتبه از تفکیکی چند فضای یک SJ کنید فرض .٠. ٢ .۴ قضیه
داریم، آنگاه باشد. برقرار ٠ ≤ β ≤ m برخی برای ∣∣∣∣∣∣Aβ−١٢ Q

١٢
∣∣∣∣∣∣
HS

<∞ اگر باشند. (١. ١١) و
(
E
[
||wn

J − wn||٢
]) ١٢ ≤ C٢−Jβ

∣∣∣∣∣∣Aβ−١٢ Q
١٢
∣∣∣∣∣∣
HS

.

داریم، استقرا و (١. ١١) ،(١. ٩) توسط باشد. k = ٠, . . . , n و tk = kτ کنید فرض برهان.
wn
J − wn =

[
wn−١
J + PJ∆W

n − τAJw
n
J

]
−
[
wn−١ +∆Wn − τAwn

] (١٠ .۴)
=

n∑
k=١

∫ tk

tk−١

[
rn−k+١(τAJ)PJ − rn−k+١(τA)

]
dW (s),

می آوریم، به دست را زیر عبارت ،Itô ایزومتری توسط رو این از
E
[
||wn

J − wn||٢
]
=

n∑
k=١

∫ tk

tk−١

∣∣∣∣∣∣[rn−k+١(τAJ)PJ − rn−k+١(τA)
]
Q

١٢
∣∣∣∣∣∣٢
HS

ds

=
n∑

k=١
τ
∣∣∣∣∣∣[rk(τAJ)PJ − rk(τA)]Q

١٢
]∣∣∣∣∣∣٢

HS
.

را زیر عبارت ٠. ٢ .۴ لم از استفاده با آنگاه باشد، H از متعامد پایه یک {el}∞l=١ کنید فرض
می آوریم، به دست

E
[
||wn

J − wn||٢
]
=

∞∑
l=١

n∑
k=١

τ
∣∣∣∣∣∣[rk(τAJ)PJ − rk(τA)

]
Q

١٢ el
∣∣∣∣∣∣٢

≤ C

∞∑
l=١

٢−٢Jβ ∣∣∣∣∣∣Q ١٢ el
∣∣∣∣∣∣٢
β−١ = C٢−٢Jβ ∣∣∣∣∣∣Aβ−١٢ Q

١٢
∣∣∣∣∣∣٢
HS

.

کند. می کامل را اثبات این لذا،



۵ فصل
محض زمانی گسسته سازی

بعضی برای e−tA تحلیلی نیم گروه درمورد شده، شناخته روابط از اغلب زیر، اثبات های در
یعنی، کرد. خواهیم استفاده C = C(α)∣∣∣∣Aαe−tA

∣∣∣∣ ≤ Ct−α, α ≥ ٠, t > ٠, (١ .۵)∣∣∣∣(e−tA − I
)
A−α

∣∣∣∣ ≤ Ctα, ٠ ≤ α ≤ ١, t ≥ ٠, (٢ .۵)
ببینید. را [۴ .۶ قضیه دوم، فصل ،١۴] مثال، برای

کنیم، ثابت را زیر عبارت می توانیم ∫همچنین t

٠
∣∣∣∣∣∣A ١٢ e−sAv

∣∣∣∣∣∣٢ ds ≤ ١
٢ ||v||٢, v ∈ H, t ≥ ٠. (٣ .۵)

داریم، بنابراین می کنیم. استفاده A روی فرضیات از (٣ .۵) اثبات ∫برای t

٠ ||T (s)v||٢ ds ≤ ١
٢ ||A− ١٢ v||٢, v ∈ H, t ≥ ٠,∫ t

٠ ||Th(s)Phv||٢ ds ≤ ١
٢ ||A− ١٢

h Phv||٢, v ∈ H, t ≥ ٠
(۴ .۵)

می باشد. e−sA عبارت ،T (s) از منظور بالا، عبارت در .٠. ١ .۵ ملاحظه
می کنیم. قول نقل [٣. ١ لم ،١١] از را پایدار نتیجه و منحصربه فردی وجود، ادامه، در

برقرار ∣∣∣∣∣∣Aβ−١٢ Q
١٢
∣∣∣∣∣∣
HS

<∞ رابطه ی ،(١. ٢) و u٠ ∈ L٢(Ω,H) و β ≥ ٠ برخی برای اگر .٠. ١ .۵ لم
supt∈[٠,T ] E ||u(t)||٢ ≤ که دارد وجود (١. ١) از {u(t)}t≥٠ به صورت یکتا میانه جواب یک آنگاه باشد،

می باشد. K = K(u٠, T, Lf ) به طوریکه K



محض زمانی گسسته سازی ۴٢
داریم، فرضیات از استفاده با −A∣∣∣∣∣∣برهان. ١٢Q

١٢
∣∣∣∣∣∣
HS

<∞,

دارد، دلالت زیر رابطه بر بالا، عبارت (۴ .۵) به توجه با ∫که t

٠
∣∣∣∣∣∣T (s)Q ١٢

∣∣∣∣∣∣٢
HS

ds <∞.

بطوریکه، باشد داشته وجود K > ٠ کنید فرض اکنون
|F (x)− f(y)| ≤ K |x− y| , x, y ∈ H.

بگیرید، نظر در را زیر تصادفی دیفرانسیل معادله همچنین و
du(t) = Au(t) + F (u(t))dt+BdW (t),

u(٠) = x ∈ H.
(۵ .۵)

u ∈ CW ([٠, T ];H) تصادفی فرآیند یک ،[٠, T ] باره روی (۵ .۵) از میانه جواب یک از منظور حال،
بطوریکه، می باشد.

u(t) = etAx+

∫ t

٠ e(t−s)AF (u(s))ds+WA(t). (۶ .۵)
می باشد. u ∈ CW ([٠, T ];H) بصورت یکتا میانه جواب یک دارای (۵ .۵) ،x ∈ H هر برای سپس

می دهیم، قرار منظور این برای
ZT = CW ([٠, T ];H),

می باشد. ZT در زیر معادله با معادل (۶ .۵) رابطه
u(t) = etAx+ γ(u)(t) +WA(t), t ∈ [٠, T ],

می باشد، زیر بصورت γ(u)(t) بالا، عبارت در
γ(u)(t) =

∫ t

٠ e(t−s)AF (u(s))ds, u ∈ ZT , t ∈ [٠, T ],
می کند، ترسیم زیر بصورت را ZT نگاشت γ

||γ(u)− γ(u١)| |ZT
≤ TMT ||u− u١| |ZT

, u, u١ ∈ ZT ,

می باشد. MT = supt∈[٠,T ] ||etA|| بصورت MT بالا، عبارت در که کنید توجه .٠. ٢ .۵ ملاحظه
همگرایی(فشردگی) یک γ آنگاه ،T١MT < ١ بطوریکه باشد T١ ∈ (٠, T ] کنید فرض اکنون

است. [٠, T ] روی یکتا میانه جواب یک دارای (۵ .۵) بنابراین، می باشد. ZT١ روی ١
1Contraction



۴٣
آنگاه باشد. برقرار ∣∣∣∣∣∣A−ηQ

١٢
∣∣∣∣∣∣
HS

<∞ رابطه ی ،η ∈
[٠, ١٢

] بعضی برای کنید فرض .٠. ١ .۵ قضیه
با [٠,∞) بازه روی پیوسته هولدر مجذور میانگین ،w(t) := ∫ t٠ e−(t−σ)A dW (σ) تصادفی پیچش

یعنی، می باشد. ١٢ − η هولدر توان و C = C(η) هولدر )ثابت
E||w(t)− w(s)||٢

) ١٢ ≤ C|t− s|
١٢−η, t, s ≥ ٠.

کم بدون و η ∈
[٠, ١٢

) کنید فرض می شود. استنباط ٠. ١ .۵ لم از نتیجه η = ١٢ برای برهان.
داریم، W نمو استقلال با اکنون باشد. s < t کنید فرض کلیت، از شدن
E||w(t)− w(s)||٢ = E

∣∣∣∣∣∣∣∣∫ t

s
e−(t−σ)A dW (σ)

∣∣∣∣∣∣∣∣٢ +
E
∣∣∣∣∣∣∣∣∫ t

٠ e−(t−σ)A − e−(s−σ)A dW (σ)

∣∣∣∣∣∣∣∣٢ = I١ + I٢.

می شود، استنباط زیر عبارات ،(١ .۵) و Itô ایزومتری از بااستفاده
I١ =E

∣∣∣∣∣∣∣∣∫ t

s
Aηe−(t−σ)AA−η dW (σ)

∣∣∣∣∣∣∣∣٢ =

∫ t

s

∣∣∣∣∣∣Aηe−(t−σ)AA−ηQ
١٢
∣∣∣∣∣∣٢
HS

dσ

≤ C

∫ t

s
(t− σ)−٢η ∣∣∣∣∣∣A−ηQ

١٢
∣∣∣∣∣∣٢
HS

dσ ≤ C

١ − ٢η (t− s)٢−١η ∣∣∣∣∣∣A−ηQ
١٢
∣∣∣∣∣∣٢
HS

.

داریم، (٣ .۵) و (٢ .۵) توسط آنگاه باشد، H از متعامد پایه یک ،{ek}∞k=١ کنید فرض سرانجام،
I٢ =

∫ s

٠
∣∣∣∣∣∣(e−(t−σ)A − e−(s−σ)A)Q

١٢
∣∣∣∣∣∣٢
HS

dσ

=
∞∑
k=١

∫ s

٠
∣∣∣∣∣∣(e−(t−s)A − I

)
A−( ١٢−η)A

١٢−ηe−(s−σ)AQ
١٢ ek
∣∣∣∣∣∣٢ dσ

≤ C(t− s)٢−١η ∞∑
k=١

∫ s

٠
∣∣∣∣∣∣A ١٢ e−(s−σ)AA−ηQ

١٢ ek
∣∣∣∣∣∣٢ dσ

≤ C(t− s)٢−١η ∞∑
k=١

∣∣∣∣∣∣A−ηQ
١٢ ek
∣∣∣∣∣∣ = C(t− s)٢−١η ∣∣∣∣∣∣A−ηQ

١٢
∣∣∣∣∣∣٢
HS

.

(٧ .۵)

می یابد. انتقال نیمه خطی، مساله جواب به ،w همواری که می دهد نشان بعدی، قضیه ی
آنگاه باشد، ∣∣∣∣∣∣Aβ−١٢ Q

١٢
∣∣∣∣∣∣
HS

< ∞ و u٠ ∈ L٢(Ω, Ḣβ) ،٠ ≤ β < ١ برخی برای اگر .٠. ٢ .۵ قضیه
می کند، صدق زیر رابطه ی در ،(١. ١) از u جواب به طوریکه دارد وجود C = C(T, u٠, β)(

E||u(t)− u(s)||٢
) ١٢ ≤ C|t− s|

β٢ , t, s ∈ [٠, t].
داریم، (۴ .١) از آنگاه باشند، ٠ ≤ s < t ≤ T و T > ٠ کنید فرض برهان.

u(t)− u(s) =
(
e−tA − e−sA

)
u٠ +

∫ t

s
e−(t−r)Af (u(r)) dr

+

∫ s

٠
(
e−(t−r)A − e−(s−r)A

)
f(u(r))dr + w(t)− w(s).



محض زمانی گسسته سازی ۴۴
داریم، ٠ ≤ β ≤ ٢ برای

E
∣∣∣∣(e−tA − e−sA

)
u٠
∣∣∣∣٢ ≤ C|t− s|βE ||u٢||٠β .

می باشد. ||f(u)|| ≤ C(١ + ||u||) پس است، لیپ شیتز ،f چون
داریم، ٠. ١ .۵ لم و e−tA نیم گروه نرم کرانداری به بنا

E
∣∣∣∣∣∣∣∣∫ t

s
e−(t−r)Af(u(r))dr

∣∣∣∣∣∣∣∣٢ ≤ C|t− s|٢
(

١ + sup
r∈[٠,t]

E||u(r)||٢
)

≤ C|t− s|٢.

به دست را زیر عبارات ،(٢ .۵) و (١ .۵) و ٠. ١ .۵ لم توسط ٠ ≤ β < ١ هر برای هم چنین،
می آوریم،

E
∣∣∣∣∣∣∣∣∫ s

٠
(
e−(t−r)A − e−(s−r)A

)
f(u(r))dr

∣∣∣∣∣∣∣∣٢ ≤ sE
∫ s

٠
∣∣∣∣∣∣(e−(t−r)A − e−(s−r)A

)
f(u(r))

∣∣∣∣∣∣٢ dr
≤ Cs

(
١ + sup

r∈[٠,T ]
E||u(r)||٢

)∫ s

٠
∣∣∣∣∣∣e−(t−r)A − e−(s−r)A

∣∣∣∣∣∣٢ dr
≤ Cs

∫ s

٠
∣∣∣∣∣∣Aβ٢ e−(s−r)A

(
e−(t−s)A − I

)
A−β٢

∣∣∣∣∣∣٢ dr
≤ C|t− s|βs٢−β ≤ C|t− s|β.

می آوریم، به دست را زیر عبارت ،η = −β−١٢ توسط و ٠. ١ .۵ قضیه به باتوجه سرانجام،
E||w(t)− w(s)||٢ ≤ C|t− s|β.

بیان را زیر قطعی خطای تخمین های ،(١. ٨) پسرو اویلر زمانی گام مرتبه ی بررسی برای
می باشد. r(τA) = (I + τA)−١ آنها در که می کنیم،

داریم، می باشند. برقرار ،tn = nτ > ٠ برای زیر خطای تخمین های .٠. ٢ .۵ لم
∣∣∣∣[e−nτA − rn(τA)

]
v
∣∣∣∣ ≤ Cτ

β٢ ||v||β ; ٠ ≤ β ≤ ٢, (٨ .۵)∣∣∣∣[e−nτA − rn(τA)
]
v
∣∣∣∣ ≤ Cτt−١

n ||v|| ; (٩ .۵)
n∑

k=١
τ
∣∣∣∣∣∣[rk(τA)− e−kτA

]
v
∣∣∣∣∣∣٢ ≤ Cτβ||v||٢β−١ ; ٠ ≤ β ≤ ٢. (١٠ .۵)

شده اند. داده نشان [٧ فصل ،١۶] در مثال برای ،(٩ .۵) و (٨ .۵) تخمین های برهان.
[٢. ٨ لم ،١٨] در (٢. ١٧) مانند مشابه روش یک در می تواند ،(١٠ .۵) تخمین همچنین

شود. اثبات



۴۵

برقرار ∣∣∣∣∣∣Aβ−١٢ Q
١٢
∣∣∣∣∣∣
HS

< ∞ و u٠ ∈ L٢
(
Ω, Ḣβ

) ،٠ ≤ β < ١ بعضی برای اگر .٠. ٣ .۵ قضیه
از u جواب های ،٠ < τ < ١٢Lf

هر برای طوریکه به دارد، وجود C = C(T, u٠, β) آنگاه باشند،
می کنند، صدق زیر عبارت در ،(١. ٨) از un و (۴ .١)

(
E||u(tn)− un||٢

) ١٢ ≤ Cτ
β٢ , tn = nτ ∈ [٠, T ].

داریم، en := u(tn)− un از استفاده با برهان.

en =
[
e−tnA − rn(τA)

]
u٠ +

n∑
k=١

∫ tk

tk−١

[
e−(tn−s)A − rn−k+١(τA)

]
dW (s)

+

n∑
k=١

∫ tk

tk−١
e−(tn−s)Af(u(s))− rn−k+١(τA)f(uk)ds = e١ + e٢ + e٣.

می باشد. کراندار زیر، به صورت (٨ .۵) از استفاده با به آسانی، e١ خطای

E||e٢||١ = E
∣∣∣∣[e−tnA − rn(τA)

]
u٠
∣∣∣∣٢ = E

∣∣∣∣[e−nτA − rn(τA)
]
u٠
∣∣∣∣٢ ≤ CτβE||u٢||٠β.

می کنیم، تجزیه زیر به صورت را e٢ درابتدا لذا می باشد، خطی تصادفی خطای ،e٢ ١ سهم

e٢ =

n∑
k=١

∫ tk

tk−١

[
e−tn−k+١A − rn−k+١(τA)

]
dW (s)

+
n∑

k=١

∫ tk

tk−١

[
e−(tn−s)A − e−tn−k+١A

]
dW (s) = e٢١ + e٢٢.

داریم، (١٠ .۵) همچنین و W نمو استقلال ،Itô ایزومتری از بااستفاده اکنون

E||e٢||٢١ =
n∑

k=١
τ
∣∣∣∣∣∣[rk(τA)− e−kτA

]
Q

١٢
∣∣∣∣∣∣٢
HS

≤=
∞∑
l=١

n∑
k=١

τ
∣∣∣∣∣∣[rk(τA)− e−kτA

]
Q

١٢ fl
∣∣∣∣∣∣٢

≤ C
∞∑
l=١

τβ
∣∣∣∣∣∣Q ١٢ fl

∣∣∣∣∣∣٢
β−١ = Cτβ

∣∣∣∣∣∣Aβ−١٢ Q
١٢
∣∣∣∣∣∣٢
HS

, ٠ ≤ β ≤ ٢.

عبارت صورت به ،(٧ .۵) در که همانطور مشابه، استدلال یک از استفاده با می تواند ،e٢٢ عبارت
باشد. کراندار می باشد، زیر

E||e٢||٢٢ ≤ Cτβ
∣∣∣∣∣∣Aβ−١٢ Q

١٢
∣∣∣∣∣∣٢
HS

, ٠ ≤ β ≤ ٢.
1Contribution



محض زمانی گسسته سازی ۴۶
داریم، لذا کنیم، تجزیه بیشتر را e٣ می توانیم ادامه، در

e٣ =
n∑

k=١

∫ tk

tk−١
rn−k+١(τA) [f(u(tk))− f(uk)] ds

+

n∑
k=١

∫ tk

tk−١

[
e−tn−k+١A − rn−k+١(τA)

]
f(u(tk))ds

+
n∑

k=١

∫ tk

tk−١
e−tn−k+١A[f(u(s))− f(u(tk))]ds

+
n∑

k=١

∫ tk

tk−١

[
e−(tn−s)A − e−tn−k+١A

]
f(u(s))ds

= e٣١ + e٣٢ + e٣٣ + e٣۴.

داریم، ،f روی لیپ شیتز شرایط و rn(τA) پایداری به توجه با

E ||e٢||٣١ ≤ ٢L٢
fτ

٢E ||en||٢ + ٢L٢
fτ

٢n
n−١∑
k=١

E
∣∣∣∣∣∣ek∣∣∣∣∣∣٢

≤ ٢L٢
fτ

٢E||en||٢ + Cτ

n−١∑
k=١

E
∣∣∣∣∣∣ek∣∣∣∣∣∣٢ .

داریم، τt−١
n−k+١ = (n− k + ١−(١ = l−١ عبارت از همچنین و ٠. ١ .۵ لم و (٩ .۵) از استفاده با

E||e٢||٣٢ ≤ CE

 n∑
k=١

ττt−١
n−k+١||f(u(tk))||

٢
≤ Cτ٢ n∑

l=١
١
l٢

n∑
k=١

E||f(u(tk))||٢

≤ Cτ٢ n∑
k=١

(١ + E||u(tk) ||٢) ≤ Cτtn ≤ Cτ.

داریم، ٠. ٢ .۵ قضیه به بنا علاوه براین،

E||e٢||٣٣ ≤ tn

n∑
k=١

∫ tk

tk−١
E||f(u(s))− f(u(tk))||٢ds

≤ Ct٢nτβ ≤ Cτβ, ٠ ≤ β ≤ ١.
tn−k+١ = tn − tk−١ این که به توجه با و ٠. ١ .۵ لم از دوباره استفاده با ،e٣۴ تخمین به منظور

داریم، را زیر عبارت می باشد،

E||e٣۴||٢ = E

 n∑
k=١

∫ tk

tk−١

∣∣∣∣∣∣[Aβ٢ e−(tn−s)A
(
I − e−(s−tk−١)A

)]
A−β٢ f(u(s))

∣∣∣∣∣∣ ds
٢

≤ Ctn

n∑
k=١

∫ tk

tk−١
(tn − s)−βτβE||f(u(s))||٢ds ≤ Cτβ, ٠ ≤ β < ١.



۴٧ غیرخطی تصادفی مسایل برای خطا بررسی
داریم، بنابراین می دهیم. قرار هم دیگر کنار در را عبارات اکنون،

E||en||٢ ≤ cτβ + ٢L٢
fτ

٢E||en||٢ + Cτ

n−١∑
k=١

E
∣∣∣∣∣∣ek∣∣∣∣∣∣٢ , ٠ ≤ β < ١.

داریم، گسسته ١ گرونوال لم از استفاده با آنگاه باشد، τ < ١٢Lf
اگر سرانجام،

E||en||٢ ≤ CτβeCtn ≤ Cτβ, ٠ ≤ β < ١.

غیرخطی تصادفی مسایل برای خطا بررسی ١ .۵
شرایط از بنابراین، می آوریم. به دست E

[
||v̄n − vn||٢

] عبارت برای کرانی بخش، این در
می کنیم، بیان زیر به صورت را ١. ١ .۵ لم منظور، بدین می کنیم. استفاده ،(١. ٢) کلی لیپ شیتز

داریم، می باشد. ،C = ٢LfTe
٢LfT این که از استفاده با باشد، τLf ≤ ١٢ کنید فرض .١. ١ .۵ لم

max١≤n≤N

(
E
[
||v̄n − vn||٢

]) ١٢ ≤ C max١≤n≤N

(
E
[
||wn

J − wn||٢
]) ١٢

.

داریم، (١. ١٢) و (١. ٩) از استفاده با آنگاه باشد، en := v̄n − vn کنید فرض برهان.
en + τAen = τ (f(v̄n + wn

J )− f(vn + wn)) + en−١.

می باشد، برقرار همواره زیر عبارت چون
e٠ := v̄٠ − v٠ = ١ − ١ = ٠

می آوریم، به دست را زیر عبارت استقرا از استفاده با لذا
en = τ

n∑
j=١

(I + τA)−(n+١−j)
(
f
(
v̄j + wj

J

)
− f

(
vj + wj

))
.

می شوند، زده تخمین زیر، به صورت نتایح این ،(١. ٢) کلی لیپ شیتز شراط نظر از
||en|| ≤ Lfτ

n∑
j=١

∣∣∣∣∣∣(I + τA)−(n+١−j)
∣∣∣∣∣∣ ∣∣∣∣∣∣v̄j + wj

J − vj + wj
∣∣∣∣∣∣

≤ Lfτ
n∑

j=١

(∣∣∣∣∣∣wj
J − wj

∣∣∣∣∣∣+ ∣∣∣∣ej∣∣∣∣) .
می آوریم، به دست را زیر عبارت ترتیب، به این می باشد. ∣∣∣∣∣∣(I + τA)−١∣∣∣∣∣∣ ≤ ١ ازاین رو،

||en|| ≤ (١ − Lfτ)
−١
Lfτ

 n∑
j=١

∣∣∣∣∣∣wj
J − wj

∣∣∣∣∣∣+ n−١∑
j=١
∣∣∣∣ej∣∣∣∣

 .

شد. کامل اثبات استاندارد، گسسته گرونوال لم از استفاده با همچنین، و Lfτ ≤ ١٢ توسط
1Gronwall





۶ فصل
پیشنهادات و نتیجه گیری

،||u٠||L٢(Ω,Ḣβ) به (١. ٣) به توجه با C ثابت به طوریکه می باشد، کراندار زیر شرح به ١ فصل هر
باشد. τLf <

١٢ کنید فرض همچنین و دارد بستگی T و ∣∣∣∣∣∣Aβ−١٢ Q
١٢
∣∣∣∣∣∣
HS.کرد تصدیق را (١. ١٣) که شد داده شرح تطبیقی موجک الگوریتم یک ،٣ فصل در ابتدا

کردیم. تحلیل و تجزیه را (١. ١٢) برای شده اعمال الگوریتم ،(٣. ٠. ٣) قضیه در همچنین
گرفتیم، نتیجه زیر عبارت دادن نشان با فصل از سرانجام،

max٠≤tn≤T
||υnε − ῡn||L٢(Ω,H) ≤ C

N∑
n=١

εn. (١ .۶)
(٠. ٢ .۴) قضیه از و دادیم قرار مطالعه مورد را تصادفی پیچش از تفکیکی چند تقریب ،۴ فصل در

که، گرفتیم نتیجه
max٠≤tn≤T

||wn
J − wn||L٢(Ω,H) ≤ C ٢−J min(β,m). (٢ .۶)

که، ثابت کردیم و قرار دادیم مطالعه مورد را گسسته زمان خطای ،(٠. ٣ .۵) قضیه ،۵ فصل در
max٠≤tn≤T

||un − u(tn)||L٢(Ω,H) ≤ C τ
β٢ , ٠ ≤ β < ١. (٣ .۶)

زیر عبارت و کردیم تحلیل و تجزیه را غیر خطی عبارت اختلال ١ .۵ بخش ،۵ فصل در سرانجام
به دست آوردیم، را

max٠≤tn≤T
||ῡn − υn||L٢(Ω,H) ≤ C max٠≤tn≤T

||wn
J − wn||L٢(Ω,H). (۴ .۶)

1Contributions



پیشنهادات و نتیجه گیری ۵٠
هستند. بزرگ نسبتا حاضر حال در غیرخطی تصادفی سهموی معادلات برای عددی، نوشتجات
گسسته سازی درباره در را [١٣،١٨] و محض زمانی گسسته سازی مورد در را [١۵] مثال، برای
عناصر توسط ابتدا در گسسته سازی آن، در که می کنیم. ذکر خطی روش اساس بر کامل

می شود. گسسته حاصل، متناهی ابعاد تکاملی مساله سپس و می شود انجام متناهی
در تصادفی پیچش از تطابق) (بدون تقریب آن، در که شده اند برده بکار [١٢] در موجک ها

است. شده گرفته نظر
همراه روته روش از استفاده با فضایی تطابق جهت در کوشش و تلاش اولین پایان نامه، این
حاصل، غیرخطی بیضوی مسائل کردن حل به منظور تطبیقی، شده شناخته های روش با

می باشد.
گرفت. قرار بررسی مورد [٢و٣] در تصادفی PDEهای جواب های از فضایی، بیسوف همواری
تطبیقی، آیا که است این نشان دهنده ی به ترتیب بیسوف، همواری و سوبولوف مقایسه ی

خیر؟ یا است سودمند
به β برای (١. ٣) در (که محدب ضلعی چند یا صاف کران با دامنه هایی روی مسائل برای
انتظار شود. تقسیم u = υ + w به صورت می تواند جواب است)، دسترس در بالا کافی اندازه
کافی سوبولوف، همواری لذا نباشدٰ، نیاز مورد w تصادفی پیچش برای تطبیقی، که داریم
که هنگامی می کنیم. اعمال (١. ٧) تصادفی تکاملی مساله برای فقط را آن بنابراین، است.
است ممکن تطبیقی نیست، کران منطبق نویز، یا نیست هموار کران، یا نیست محدب دامنه،

بگیرد. قرار استفاده مورد (١. ٩) خطی مساله جواب برای همچنین
تکاملی مساله دو هر برای روته روش کامل خطای بررسی برای تلاش اولین ،[١] مقاله
از بنابراین نیست، زیاد خیلی پایان نامه، این با آن اشتراک لذا می باشد. جبری و تصادفی

می گیریم. بهره نویز، با معادلات خاص ویژگی های
می توان گالرکین، روش برای پایه به عنوان موجک ها از استفاده با و روش این انجام با
دیگر پایه های بر مبتنی تقریب های و پایه این با گالرکین روش از حاصل تقریب میان مقایسه  ای

کرد. مقایسه را تقریب دقت و سرعت همچنین، و داد انجام
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Aabstract

We consider the semilinear stochastic heat equation perturbed by noise. After time-

discretization by Euler’s method the equation is split into a linear stochastic equation and

a non-linear random evolution equation. The linear stochastic equation is discretized in

space by a non-adaptive wavelet-Galerkin method. This equation is solved first and its

solution is substituted into the nonlinear random evolution equation, which is solved by

an adaptive wavelet method. We provide mean square estimates for the overall error.

Keywords: Wavelet-Galerkin Method, Semilinear Parabolic Problem, Brownian Mo-

tion, Wiener Process, Analytic Semigroup, Sobolev Space, Covariance Operator, Hilbert-

Schmidt Norm, Trace Class Operator, Rothe’s Method, Multiresolution Space, Scaling

Functions.
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