


ریاضͬ علوم دانش΄ده
کاربردی ریاضͬ رشته

ارشد کارشناسͬ پایان نامه

کدهای اندازه مینیمم و گراف هاتعداد روی شناسایی
چهارطاقͬ موسوی عاطفه سیده نگارنده:

راهنما استادان
علیشاهͬ میثم دکتر
آل هوز عبدالʓه دکتر

مشاور استاد
هاشمͬ ابراهیم دکتر

١٣٩٩ مهر ماه
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زمان امام آقا و مولا محضر به “تقدیم
الʓه” عجل

خود غیرت با که بزرگوارم پدر به تقدیم
آموخت من به را زندگͬ الفبای

آفرینش، اول از که فداکارم مادر به تقدیم
کند معنͬ را او مهر نتوانسته ای واژه هیچ

ش΄ستند صدا بی آنانکه
باشند. گر نظاره را سپیده طلوع تا

ز



تش΄ر
ب΄اود تا فرمود عطا عمل و اندیشه را آدمͬ فضلش به که را متعال خدای ثنای و حمد

بخشد. روشنͬ را خویش هستͬ و برافروزد چراغͬ آگاهیش و علم از و بداند و
به که است استادی سخن همه ادبمان علم و سخنان اوست. از همه دارم آنچه

است. بخشیده نشاط و شادی را آن و نشسته دل
بزرگوار، دو راهنمایی با آل هوز دکتر و علیشاهͬ دکتر آقای جناب ارجمند استادان
مͬ اینجانب اطلاعات رسانͬ بروز و باروری در عزیزان زحمات حاصل پایانامه این که

سپاس گزارمباشد.

است بزرگ مردان آن از بزرگ دردهای که آموخت من به که او « بزرگوارم پدر »
من به و ΁کوچ مردان آن از ΁کوچ دردهای و کنند مͬ یاد کوچ΄ͬ به آن از لی΄ن

. کنم انتخاب تا آموخت
گذاشت خواهم تو دست های پینه بر ای غنچه تلاش و ͷرن مظهر ای ، پدر ای

کنم مͬ یارت و همراه علͬ دست شام و صبح کنم مͬ نثارت بوسه سبد ΁ی
های سرمایه رویش روشنͬ و کلامش گرمͬ ، نگاهش فروغ که او « مهربانم مادر »
وجود برابر در ، مادر . است عزیزترین برایم پرمهرش وجود و است من زندگͬ جاودانه
بر متواضعانه محبت و عشق از مالامال دلͬ با و نهم مͬ زمین به ادب زانوی نازنینت

. زنم مͬ بوسه دستانت

چهارطاقͬ موسوی عاطفه سیده
١٣٩٩ مهر ماه

ح



نامه تعهد
کاربردی ریاضͬ رشته ارشد کارشناسͬ دانشجوی چهارطاقͬ موسوی عاطفه سیده اینجانب
کدهای اندازه مینیمم و تعداد عنوان با پایان نامه نویسنده شاهرود، دانش·اه ریاضͬ علوم
متعهد آل هوز عبدالʓه دکتر و علیشاهͬ میثم دکتر راهنمایی تحت ، گراف ها روی شناسایی

ͬ شوم: م
برخوردار اصالت و صحت از و است شده انجام اینجانب توسط پایان نامه این در تحقیقات •

است.
شده استناد استفاده مورد ͽمرج به پژوهش گران، دی·ر پژوهش های نتایج از استفاده در •

است.
مدرک نوع هیچ دریافت برای دی·ری فرد یا خود، توسط کنون تا پایان نامه، این مطالب •

است. نشده ارایه هیچ جا در امتیازی یا
نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتͬ دانش·اه به اثر، این معنوی حقوق •
خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتͬ دانش·اه “

رسید.
بوده اند، تاثیرگذار پایان نامه اصلͬ نتایج آوردن به دست در که افرادی تمام معنوی حقوق •

ͬ گردد. م رعایت پایان نامه از مستخرج مقالات در
آنها) بافت های (یا زنده موجود از که مواردی در پایان نامه، این انجام مراحل تمام در •

است. شده رعایت اخلاقͬ اصول و ضوابط است، شده استفاده
افراد شخصͬ اطلاعات حوزه به که مواردی در پایان نامه، این انجام مراحل تمام در •
شده رعایت انسانͬ اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته دسترسͬ

است.
چهارطاقͬ موسوی عاطفه سیده
١٣٩٩ مهر ماه

نشر حق و نتایج مال΄یت
برنامه های کتاب، مستخرج، ( مقالات آن محصولات و اثر این معنوی حقوق تمام •
شاهرود صنعتͬ دانش·اه به متعلق شده) ساخته تجهیزات و نرم افزارها رایانه ای،

شود. ذکر مربوطه علمͬ تولیدات در مقتضͬ، نحو به باید مطلب این ͬ باشد. م
ͬ باشد. نم مجاز منبع ذکر بدون پایان نامه این در موجود نتایج و اطلاعات از استفاده •

ط



چ΄یده
،r ≥ ١ عدد هر و v ∈ V هر برای باشد. V رأس های مجموعه با ساده گراف ΁ی G کنیم فرض
r کد ΁ی C ⊆ V مجموعه ͬ دهیم. م نشان BG,r(v) نماد با را r شعاع به و v مرکز به گوی
هم·ͬ ،v ∈ V هر برای ،BG,r(v) ∩ C مجموعه های هرگاه ͬ نامیم م G گراف در شناسایی ‐
قابل ‐ r گراف ΁ی را باشد شناسایی ‐ r کد دارای که G گراف باشند. متمایز و غیرتهͬ
id(G) با را G گراف در شناسایی ‐ r کد کوچ΄ترین اندازه این حالت در و ͬ نامند م شناسایی
ͬ باشد م دارا G گراف که C بهینه شناسایی ‐ r کدهای اندازه نامه پایان این در ͬ دهیم. م نشان
سعͬ و ͬ باشند، م |C| = id(G) ویژگͬ دارای که r‐شناسایی کدهای یعنͬ ͬ کنیم، م بررسͬ را
گراف برای باشند. کدهایی چنین این از ”تعدادزیاد” دارای که بسازیم گراف هایی ͬ کنیم م
حاصل D جهت دار گراف های تمام روی id(D) اندازه ی کوچ΄ترین idor(G) کنیم فرض ،G
و بالا کران های برخͬ نامه، پایان این در باشد. G گراف از مم΄ن مختلف ͬ های جهت ده از
،G گراف هر برای که ͬ دهیم م نشان ͬ آوریم. دست م به idor(G) پارامتر برای را پایین کران های
مسأله ΁ی ،idor(G) محاسبه مسأله که ͬ دهیم م نشان همچنین .idor(G) ≤ ٣٢ id(G) داریم
برای idor(G) ≤ |V (G)|k نامساوی آیا اینکه تصمیم مسأله ی که حالͬ در بوده، سخت ‐ NP

ͬ باشد. م جمله ای چند زمان در حل پذیر مسأله ΁ی نه، یا ͬ باشد م برقرار ،k ثابت عدد هر

رأس فاقد گراف های جهت دهͬ، شناسایی، قابل گراف های شناسایی، کد کلیدی: کلمات
کامل. ‐NP دوقلو،

ک



مطالب فهرست
١ مقدماتͬ قضایای و تعاریف ١
١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ١. ١
١ . . . . . . . . . . . . . گراف نظریه از لازم مقدماتͬ قضایای و تعاریف ١. ٢
٧ . . . . . . . . . . . . کدگذاری نظریه از لازم مقدماتͬ قضایای و تعاریف ١. ٣
٩ . . . . . . . . . . . رمزنگاری نظریه از لازم مقدماتͬ قضایای و تعاریف ۴ .١

١١ قلو دو رأس فاقد گراف در بهینه شناسایی کدهای ٢
١١ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ٢. ١
١١ . . . . . . . . . . . . شناسایی کدهای ͬ های ویژگ و کاربردها از برخͬ ٢. ٢
١٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اصلͬ نتایج ٢. ٣
١٨ . . . . . . . . . . . . . . . . . بهینه r− شناسایی کدهای از تعدادی ۴ .٢

٢٧ گراف ͬ های جهت ده تمام روی شناسایی کدهای اندازه کوچ΄ترین ٣
٢٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ٣. ١
٢٧ . . . . . . . . . . . . . . . شناسایی کد های از اولیه ͬ های ویژگ برخͬ ٣. ٢
٣۴ . . . . . . . . . مختلف پارامترهای از استفاده با idor(G) برای کران ها ٣. ٣
٣۴ . . . . . . . . . . . . . . . . . . . . . . . . . بالا کران های ٣. ٣. ١
٣٧ . . . . . . . . . . . . . . . . . . . . . . . . پایین کران های ٣. ٣. ٢
٣٨ . . . . . . . . . . . . . . . . . . . . . . . . . . . درختان ٣. ٣. ٣
۴٣ . . . . . . . . . . . . . . . . . . idor پارامتر و id پارامتر بین ارتباط ۴ .٣
۴٨ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیچیدگͬ ۵ .٣
۴٨ . . . . . . . . . . . . . . . . . . . . . . . IDOR پیچیدگͬ ١ .۵ .٣
۵١ . . . . . . . . . . . . . . . . . . . . . IDOR ‐ LARGE ٢ .۵ .٣
۵٣ . . . . . . . . . . . . . . . . . . . . . . . . . IS CODE ٣ .۵ .٣

۶١ انگلیسͬ به فارسͬ واژه نامه
م



مطالب فهرست ن
۶٣ فارسͬ به انگلیسͬ واژه نامه



تصاویر فهرست
غیر مجموعه زیر چهار و G٠ گراف بعدی سه م΄عب :(f)− (a) م΄عب های ٢. ١
تنها ١‐جداکننده کدهای :(g)− (h) م΄عب های هستند؛ متمایز همریخت

١٧ . . . . . . . . . . . ͬ باشند. م G٠ گراف در سه اندازه از همریخت غیر
رنگ به واژه ها کد آمده اند. ٢ .۴ .٢ قضیه اثبات در که T٣,۴ و T۴,٢ درخت های ٢. ٢
΁ی C کد (a) درخت در هستند. سفید رنگ به کدواژه ها غیر هستند، سیاه
زیرا نیست، ۴‐شناسایی کد ΁ی C کد b درخت در است؛ ٢‐شناسایی کد

١٩ . . نیست. ۴‐پوششͬ کد ΁ی C توسط a٢,۴ بنابراین است، C ∩ V٢ = ∅

۴۵ . . . . . . . . . . . . . . . . . . . . . . . . . شده افرازبندی گراف ٣. ١
۴۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . R گراف ٣. ٢
۴٩ . . . . . . . . . . . . . . . . . . . . . .e = uv یال برای Fe یال ابزار ٣. ٣

دو هر و چپ) (سمت است S در e رأس که وقتͬ Fe یال ایزار جهت دهͬ ۴ .٣
S در که آن هایی سیاه رأس های راست). هستند(سمت S در e رأس پایان

۵٠ . . . . . هستند. C در که آن هایی خاکستری و سیاه رأس های و هستند
۵۴ . . . . . راست) (سمت CGj جمله ابزار و چپ) (سمت V Gi متغییر ابزار ۵ .٣

س



جداول فهرست
.p = n

kr+١ با و ( ٣ ≤ k ≤ ۶ و ، r = ١٠، ٢ ≤ r ≤ ۶ ) r و k مقدار هر برای ٢. ١
سطر در و (٢. ١١) رابطه در که Sk,r قسمت های از تعدادی اول سطر در
است. شده داده (٢. ١٢) برابری در که Sp,k,r از تعدادی تقریبی طور به دوم

٢۴ . . . . . . . . . است. شده داده r برای Sp,k,r مقدار بیشترین گلوله ها

ف



١ فصل
مقدماتͬ قضایای و تعاریف

مقدمه ١. ١
نظریه و گراف نظریه از نماد  گذاری ها و قضایا مفاهیم، از برخͬ بیان به ابتدا فصل این در
تعاریف اول، بخش در ͬ گیرند. م قرار استفاده مورد آتͬ فصل های در که ͬ پردازیم م کدگذاری
از برگرفته بخش این تعاریف و مطالب که ͬ کنیم م بیان را گراف نظریه از لازم اولیه مفاهیم و
بیان را گذاری کد نظریه از لازم اولیه مفاهیم و تعاریف دوم، بخش در ͬ باشد. م [١] ͽمرج

ͬ باشد. م [٢] ͽمرج از گرفته بر بخش این مطالب که کرد خواهیم

گراف نظریه از لازم مقدماتͬ قضایای و تعاریف ١. ٢
آن در که ،G = (V (G), E(G), IG) مرتب تایی سه از است عبارت ساده گراف .١. ٢. ١ تعریف
است، (وقوع) نگاشت ΁ی IG و ،V (G) از مجزا مجموعه ای E(G) ناتهͬ، مجموعه ای V (G)

رأس ها(گره ها را V (G) عناصر ͬ کند. م نظیر V (G) از نامرتب زوج ΁ی E(G) عضو هر به که
عنوان به ͬ توان م را ساده گراف ΁ی بنابراین نامیم. ،G یال ها را E(G) عناصر و ،G نقاط) یا
مجموعه ای E(G) و رأس ها ناتهͬ مجموعه V (G) آن در که ،G = (V (G), E(G)) مرتب زوج
رأس های بین G گراف در یال گرفت. نظر در نامیم، یال ها که V (G) نامرتب زوج های از

ͬ شود. م داده نمایش xy یا yx ،{y, x} ،{x, y} صورت به و ͬ باشد، م x, y ∈ V (G)



مقدماتͬ قضایای و تعاریف ٢
گوییم. مشترک رأس در طوقه ΁ی را باشند ی΄سان آن پایان دو که یال ΁ی .١. ٢. ٢ تعریف

ͬ دهیم. م نمایش |V (G)| با و ͬ گوییم م آن مرتبه را گراف ΁ی رأس های تعداد .١. ٢. ٣ تعریف
ͬ دهیم. م نمایش |E(G)| با و گوییم آن اندازه را گراف ΁ی یال های تعداد .۴ .١. ٢ تعریف

uو پایان های با G از یال اگر گوییم G در ی΁ دی·ر با مجاور را v و u رأس های .۵ .١. ٢ تعریف
باشد. داشته وجود v

باشند. مشترک رأس ΁ی در اگر گوییم مجاور را f و e یال دو
برای که است، x١x٢ · · ·xn متمایز رأس های از دنباله ای P = x١x٢ · · ·xn مسیر .۶ .١. ٢ تعریف
ͬ باشد. م n− ١ یعنͬ آن یال های تعداد Pn طول باشد. xixi+١ یال ΁ی i ∈ {١,٢, · · · , n− ١}

صورت به که را G گراف r‐ام توان باشد. گراف G = (V,E) کنیم فرض .١. ٢. ٧ تعریف
ͬ کنیم م تعریف زیر صورت به و ͬ دهیم م نشان Gr(V,Er)

Er = {xy : x ∈ V, y ∈ V, dG(x, y) ≤ r}

نامیم. دور را بسته مسیر .١. ٢. ٨ تعریف
است. n مرتبه از دور١ گراف ،Cn گراف .١. ٢. ٩ تعریف

است. n مرتبه از مسیر٢ گراف ،Pn گراف
در ،E(H) ⊆ E(G) و V (H) ⊆ V (G) هرگاه نامیم G زیرگراف٣ را H گراف .١. ٢. ١٠ تعریف

است. H شامل G ͬ گوییم م و H ⊆ G ͬ نویسیم م این حالت
وجود آنها بین مسیری y و x رأس دو هر برای اگر گوییم همبند را G گراف .١. ٢. ١١ تعریف

ͬ گوییم. م ناهمبند را گراف صورت این غیر در باشد، داشته
مسیری که صورتͬ در ،y و x رأس دو بین فاصله  ͬ توانیم م G همبند گراف در .١. ٢. ١٢ تعریف
dG(x, y) با ͬ کنیم، م تعریف y و x بین مسیر کوتاهترین اندازه باشد، داشته وجود آنها بین

ͬ دهیم. م نمایش
dG(x, y) = ∞ داد قرار از استفاده با داد گسترش ͬ توان م ناهمبند گراف به را تعریف این

باشد. نداشته وجود y و x بین مسیری هرگاه
با که v مرکز و r شعاع با گوی ،r ≥ ١ صحیح عدد و v ∈ V رأس هر برای .١. ٢. ١٣ تعریف

باشد: مͬ v از r حداکثر فاصله با رأس ها همه ی مجموعه  ͬ دهند، م نشان BG,r (v)

BG,r (v) = {x ∈ V : dG(v, x) ≤ r}.
1Cycle
2Path
3Subgraph



٣ گراف نظریه از لازم مقدماتͬ قضایای و تعاریف
که ،v رأس ( باز همسای·ͬ (یا همسای·ͬ باشد. گراف ΁ی G کنیم فرض .١۴ .١. ٢ تعریف
دی·ر عبارت به هستند v رأس مجاور که رأس هایی مجموعه  ، ͬ دهیم م نشان N(v) نماد با

.N(v) = {x ∈ V |vx ∈ E}

تعریف N(v) ∪ {v} برابر ͬ دهیم م نشان N [v] نماد با که ،v ∈ V رأس بسته۴ همسای·ͬ
ͬ کنیم. م

گوییم. دوقلو −(G, r) را ،BG,r (x) = BG,r (y) که طوری به y و x رأس دو .١۵ .١. ٢ تعریف
.N [x] = N [y] اگر گوییم دوقلو۵ G گراف در yوx رأس دو باشد r = ١ که حالتͬ در

یعنͬ باشند، دوقلو −(G, r) که y و x رأس های بدون گراف ΁ی G گراف اگر .١۶ .١. ٢ تعریف
باشیم: داشته اگر

∀ x, y ∈ V با x ̸= y, BG,r (x) ̸= BG,r (y)

مشخص G گراف که زمانͬ ͬ گوییم. م پذیر شناسایی −r یا دوقلو رأس فاقد −r را G گراف آنگاه
ͬ کنیم. م استفاده Br(v) نماد از خلاصه طور به باشد،

x ∈ Br(y) یعنͬ باشند، G گراف در ی΄دی·ر از r فاصله در y و x رأس دو هرگاه .١. ٢. ١٧ تعریف
هستند. ی΄دی·ر پوشش۶ −r را y و x که ͬ گوییم م ،y ∈ Br(x) و

و x ∈ Br(z) که گونه ای به باشند داشته وجود x, y, z رأس های کنیم فرض .١. ٢. ١٨ تعریف
باشیم داشته توجه ) ͬ گوییم. م G گراف در y و x رأس دو جداکننده٧ −r را z رأس ،y /∈ Br(z)

گراف در y و x رأس دو برای جداکننده −r مجموعه ΁ی را z مجموعه ( z = x است مم΄ن که
باشد. رأس ΁ی حداقل حاوی هرگاه گوییم G

آن رأس دو هر بین هرگاه گوییم کامل٨ گراف را G جهت بدون و ساده گراف .١. ٢. ١٩ تعریف
رأس های تمامͬ به یالͬ توسط رأس هر آن در دی·ر عبارت به باشد. داشته وجود یال ΁ی دقیقاً

ͬ دهیم. م نشان Kn با را n مرتبه از کامل گراف باشند. متصل دی·ر
دو به بتوان را G رأس های مجموعه ی هرگاه گوییم دوبخش٩ͬ را G گراف .١. ٢. ٢٠ تعریف
Y در آن دی·ر پایان و X در G یال هر پایان ΁ی که طوری کرد افراز Y و X ناتهͬ مجموعه
سازی دوبخشͬ با G گراف گوییم. G دوبخشͬ گراف سازی دوبخشͬ ΁ی را (X,Y ) زوج باشد.

ͬ دهیم. م نشان G(X,Y ) با را (X,Y )

4Closed neighbourhood
5Twin
6Cover
7Separate
8Complete graph
9Bipartite graph



مقدماتͬ قضایای و تعاریف ۴
با X در رأس هر هرگاه گوییم کامل١٠ دوبخشͬ گراف را G(X,Y ) دوبخشͬ ساده ی گراف
آنگاه باشد، |Y | = q و |X| = p با کامل گراف G(X,Y ) اگر باشد. مجاور Y رأس های همه ی

ͬ دهیم. م نشان Kp,q با را G(X,Y )

است (V (H), E(H)) صورت به افرازی G دوبخشͬ گراف از Hوقوع١١ گراف .١. ٢. ٢١ تعریف
باشد. e پایانͬ رأس v اگر تنها و اگر دارد وجود e ∈ E(H) و v ∈ V (H) بین یال های که جایی

ͬ دهیم. م نشان En با را رأس n با ته١٢ͬ گراف .١. ٢. ٢٢ تعریف
v رأس با مجاور یال های تعداد .v ∈ V (G) و باشد گراف ΁ی G کنیم فرض .١. ٢. ٢٣ تعریف
به ͬ توان م ساده گراف های در ͬ دهیم. م نشان deg(v) نماد با و گوییم v رأس درجه را G در
که ،G گراف درجه حداکثر کرد. تعریف را آن نیز v رأس ( (باز همسای·ͬ اعضای تعداد صورت

ͬ کنیم: م تعریف زیر صورت به را ͬ دهیم، م نمایش ∆(G) نماد با
∆(G) = max{deg(v) | v ∈ V (G)}.

ͬ کنیم: م تعریف زیر صورت به را ͬ دهیم، م نشان δ(G) نماد با که ،G گراف درجه حداقل
δ(G) = min

{
deg(v) | v ∈ V (G)

}
.

نامیم. درخت١٣ را دور بدون همبند گراف ΁ی .٢۴ .١. ٢ تعریف
ͬ نامیم. م قطر١۴ را G گراف در رأس دو بین مم΄ن فاصله بیشترین .٢۵ .١. ٢ تعریف

ترین طولانͬ در که است یال هایی تعداد ͬ شود، م گفته نیز عرض آن به که درخت در قطر
دارد. وجود رأس دو بین مسیر

که صورتͬ در گوییم ( منتظم ‐ r یا ) r درجه از منتظم١۵ گراف را G گراف .٢۶ .١. ٢ تعریف
باشد. deg(v) = r ،G گراف در v رأس هر برای

هرگاه فراگیر١۶گوییم را G از H گراف زیر باشد. گراف ΁ی G کنیم فرض .١. ٢. ٢٧ تعریف
.V (H) = V (G)

بلوک ΁ی ͬ نامیم. م بلوک١٧ را ندارد رأسͬ برش هیچ که G همبند گراف .١. ٢. ٢٨ تعریف
بلوک هایش از اجتماعͬ گراف هر و است گراف آن از ماکزیمال و همبند زیرگرافͬ گراف، از

ͬ باشد. م
10Complete bipartite graph
11Incidence graph
12Empty graph
13Tree
14Diameter
15Regular
16Spanning subgraph
17Block



۵ گراف نظریه از لازم مقدماتͬ قضایای و تعاریف
هر که طوری به است جهت بدون گراف رأس های از مجموعه ای زیر خوشه، .١. ٢. ٢٩ تعریف
باشد. کامل گراف آن روی القایی گراف زیر دی·ر عبارت به باشند، هم مجاور آن متمایز رأس دو
رأس های تعداد بیشترین با برابر که ͬ دهیم م نشان ω(G) با را G گراف خوشه ای١٨ عدد

است. G گراف از خوشه ΁ی
را G طوقه ی بدون گراف از E(G) یال های مجموعه ی از M مجموعه ی زیر .١. ٢. ٣٠ تعریف

نباشند. مجاور G در M یال دو هیچ اگر گوییم مستقل
است. G یال ها ی از مستقل مجموعه ی ΁ی G گراف ΁ی از جورسازی١٩ ΁ی .١. ٢. ٣١ تعریف
M توسط e از v و u پایانͬ رأس های گوییم باشد، G از M جورسازی در یال ΁ی e = uv اگر

ͬ شوند. م جور
است. ٢|E(G)|

|V (G)|
برابر که ͬ دهیم م نشان Ad(G) با را G گراف درجه٢٠ میانگین .١. ٢. ٣٢ تعریف
صورت به  و ͬ دهیم، م نشان Mad(G) با را G گراف درجه٢١ میانگین حداکثر

Mad(G) =
{
Ad(H) | G از مجموعه ای زیر H

}
ͬ کنیم. م تعریف

طوری به کرد رسم طوری صفحه در را G بتوان اگر نامیم ٢٢͹مسط را G گراف .١. ٢. ٣٣ تعریف
نکنند. ͽقط رأس از غیر نقطه ای در را ی΄دی·ر G یال دو هیچ که

عبارتͬ به باشند. ٣ درجه از رأس ها تمام آن در هرگاه است م΄عبی٢٣ G گراف .٣۴ .١. ٢ تعریف
هستند. معروف گانه سه نمودار های به که است منتظم ‐ ٣ گراف ΁ی

و خوشه ΁ی به را رأس ها ͬ توان م آن در که که است گرافͬ تقسیم٢۴، گراف .٣۵ .١. ٢ تعریف
کرد. تقسیم مستقل مجموعه ΁ی

با K١ رأس تنها گراف از ͬ توان م که است گرافͬ پذیر٢۵ تحویل م΄مل گراف .٣۶ .١. ٢ تعریف
کوچ΁ ترین پذیر تحویل م΄مل گراف های خانواده یعنͬ کرد. تولید آن از مجزا اجتماع و م΄مل
ͬ شود. م بسته آن مجزا اجتماع و م΄مل تحت و ͬ گیرد برم در را K١ که است گراف هایی از کلاس
دارای ۶ حداقل طول به آن دور هر اگر گوییم وتری٢۶ را دوبخشͬ گراف ΁ی .١. ٢. ٣٧ تعریف

باشد. وتر حداقل
18Clique number
19Matching
20Average degree
21Maximum average degree
22Planar graph
23Cube
24Split
25Cograph or Complement reducible graph
26Chordal graph



مقدماتͬ قضایای و تعاریف ۶
J(v) باز بازه ΁ی آن، از v رأس هر ازای به که است گرافͬ G بازه ای٢٧ گراف .١. ٢. ٣٨ تعریف

.J(u) ∩ J(v) ̸= ∅ اگر تنها و اگر uv ∈ E(G) که دارد وجود حقیقͬ خط از
طول به دور فاقد جهت بدون گرافͬ هرگاه گوییم مثلث٢٨ فاقد را G گراف ΁ی .١. ٢. ٣٩ تعریف

باشد. ٣
رأس ها مجموعه از S مانند زیرمجموعه  ای ،G گراف ΁ی در رأس٢٩ͬ پوشش .۴١. ٢. ٠ تعریف
به باشد. داشته S مجموعه در پایانͬ رأس ΁ی دارای G گراف از یال هر که طوری به است

باشد. مجاور S مجموعه از رأس ΁ی حداقل با G گراف یال هر دی·ر عبارت
مثال عنوان (به ͬ دهیم. م نشان vc(G) نماد با را G گراف از رأسͬ پوشش ΁ی اندازه حداقل
مجموعه ای V١ آن در که ͬ گیریم م نظر در H = G− (V١ ∪N(V١)) گراف ،G گراف رأس پوشش
V١است). مجموعه رأس های به مجاور راس های مجموعه N(V١) و ١ حداکثر درجه از رأس ها از
G٢ و G١ اجتماع را E = E١ ∪E٢ و V = V١ ∪ V٢ آن در که G = (V,E) گراف .۴١. ٢. ١ تعریف
با را باشند، مجزا G٢ و G١ رأس های مجموعه که هنگامͬ ͬ دهیم. م نشان G١ ∪G٢ با و نامیم

نامیم. G٢ و G١ گراف دو مجزا٣٠ اجتماع را آن و ͬ دهیم م نشان G١ +G٢
پیوند٣١ صورت این در باشند. مجزا رأس های مجموعه با گراف هایی G٢ و G١ کنیم فرض
G٢ رأس هر با G١ رأس هر که طوری به G١ +G٢ زبرگراف از است عبارت G٢ و G١ از ،G١ ∨G٢

ͬ دهیم. م نشان G١ ⊕G٢ با را آن ها پیوند باشند. مجاور
را درخت در برگ ها تعداد است. ١ درجه از رأس ΁ی درخت، ΁ی در برگ٣٢ .۴١. ٢. ٢ تعریف

ͬ نامیم. م گره٣٣ را نیست برگ که درخت از رأس ΁ی ͬ دهیم. م نمایش leav(T ) نماد با
درخت٣۴ͬ عرض را گراف ها درختͬ تجزیه در رأسͬ مجموعه بزرگترین اندازه .۴١. ٢. ٣ تعریف

ͬ گویند. م گراف
ͬ دهیم. م نمایش Sn با و ͬ نامیم م ٣۵ ستاره را K١,n گراف .۴۴ .١. ٢ تعریف

V (D) آن در که است D = (V (D), A(D)) مرتب دوتایی D جهت دار٣۶ گراف .۴۵ .١. ٢ تعریف
،V (D) از مجزا مجموعه ای A(D) ͬ شود؛ م نامیده D رأس های مجموعه ی که ناتهͬ مجموعه ای

27Interval
28Triangle-free graph
29Vertex cover
30Disjoint union
31Join
32Leaf
33Node
34Treewith
35Star
36Directed graph



٧ کدگذاری نظریه از لازم مقدماتͬ قضایای و تعاریف
دی·ری رأس به را رأس ΁ی جهت دار گراف در کمان ͬ شود. نامیده م D کمان های مجموعه ی که

ͬ نامیم. م نیز دی گراف٣٧ را جهت دار گراف ͬ کند. م وصل
ͬ نامیم. م سودار٣٨ گراف را باشد ٢ طول به دور فاقد که جهت داری گراف خاص طور به

هرگاه گوییم D جهت دار گراف ΁ی زیرگراف را D
′ جهت دار گراف .۴۶ .١. ٢ تعریف

A(D
′
) ⊆ A(D) و V (D

′
) ⊆ V (D).

کمان ΁ی uv اگر که طوری به است G جهت دار گراف ΁ی متقارن٣٩، گراف .۴١. ٢. ٧ تعریف
است. G جهت دار گراف در کمان ΁ی نیز vu آنگاه باشد G در

که ،G گراف به وابسته متقارن جهت دار گراف باشد. گراف G کنیم فرض .۴١. ٢. ٨ تعریف
دو با یال هر جای·زینͬ با G گراف از که است جهت د   ار گرافͬ ͬ شود، م داده نشان DG نماد با

ͬ آید. بدست م مخالف جهت های در کمان
اینصورت در ،S ⊆ V (G) و باشد جهت دار گراف یا گراف G کنیم فرض .۴١. ٢. ٩ تعریف
رأس های مجموعه با زیرگرافͬ که ͬ دهیم، م نشان G⟨S⟩ نماد با ،S توسط G القایی۴٠ زیرگراف
تمام شامل G⟨S⟩ بنابراین است. {uv | u, v ∈ S, uv ∈ E(G)} صورت به یال ها مجموعه و S

هستند. S در آن ها سر دو هر پایان که است G یال های تمام و S رأس های
Y و X متمایز مجموعه زیر دو با D مانند است جهت داری گراف ،N شب΄ه ΁ی .۵١. ٢. ٠ تعریف
مجموعه های که است این بر فرض و است شده تعریف D کمان های مجموعه روی که رأس ها از
شب΄ه ۴٢΁چاه ΁ی را Y رأس هر و شب΄ه منبع۴١ را X رأس هر هستند. ناتهͬ و مجزا Y و X

ͬ نامیم. م
،v رأس بسته۴٣ بیرونͬ همسای·ͬ باشد. جهت دار گراف ΁ی D کنیم فرض .۵١. ٢. ١ تعریف

{v} ∪ {x|xv ∈ E(D)}. با است برابر ͬ دهیم م نشان ،N+[v] نماد با که
.N+[u] = N+[v] هرگاه گوییم دوقلو را D جهت دار گراف در v و u رأس دو .۵١. ٢. ٢ تعریف

کدگذاری نظریه از لازم مقدماتͬ قضایای و تعاریف ١. ٣
باشد A = {a١, a٢, . . . , aq} صورت به q‐عنصری مجموعه ΁ی A کنیم فرض .١. ٣. ١ تعریف

نامیم. کد سمبل را A عناصر از ΁ی هر و نامیم کد۴۴ الفبای را A مجموعه صورت این در
37Digraph
38Oriented graph
39Symmetric graph
40Induced graph
41Source
42Sink
43Closed out-neighbourhood
44Code alphabet



مقدماتͬ قضایای و تعاریف ٨
W = صورت به دنباله ای ͽواق در ،A الفبای روی n طول با q‐آرایه ای۴۵ کلمه .١. ٣. ٢ تعریف
را کلمه هر ͬ توان م همچنین .١ ≤ i ≤ n هر برای wi ∈ A که جایی ͬ باشد. م w١, w٢, . . . , wn

گرفت. نظر در نیز W = (w١, w٢. . . . , wn) برداری صورت به
مانند تهͬ نا مجموعه ای ،A مجموعه روی n طول با آرایه ای۴۶ ‐q بلوکͬ کد .١. ٣. ٣ تعریف

است. n ی΄سان طول از آن کلمات تمام که ͬ باشد م q‐ آرایه ای کلمات از متش΄ل C

ͬ نامیم. م C کد از کدواژه۴٧ ΁ی C مجموعه از عنصر هر .۴ .١. ٣ تعریف
ͬ دهیم. م نمایش |C| نماد با و نامیده C کد اندازه را C کد کدواژه های تعداد .۵ .١. ٣ تعریف

در V از مجموعه ای زیر را C کد و باشد گراف ΁ی G = (V,E) کنیم فرض .۶ .١. ٣ تعریف
،C کد به توجه با ،v رأس از r‐شناسایی مجموعه ،v ∈ V رأس هر برای ͬ گیریم. م نظر
صورت به و ͬ دهیم م نشان IG,C ,r (v) با و گوییم v رأس r‐پوششͬ کدواژه های از مجموعه ای

ͬ کنیم: م تعریف زیر
BG,r (v) ∩ C = IG,C ,r (v)

و ͬ گوییم م ( G در C به (نسبت v رأس ۴٨ شناساگر را N [v] ∩ C مجموعه r = ١ که حالتͬ در
باشد. مشخص G گراف که جایی (I(v) (یا IC(v) خلاصه طور به یا ͬ دهند، م نشان IC,G(v) با
مجموعه ی ،v ∈ V هر برای اگر ͬ گوییم م G در r‐احاطه گر کد ΁ی را C کد .١. ٣. ٧ تعریف

باشد. تهͬ غیر IG,C ,r (v),

IG,C ,r (v) مجموعه ی v ∈ V هر برای اگر گوییم r‐شناسایی کد ΁ی را C کد .١. ٣. ٨ تعریف
جفت هر و واژه کد ΁ی حداقل با r‐پوششͬ رأس هر دی·ر، عبارت به باشد: متمایز و تهͬ غیر
تهͬ) (غیر شناسایی مجموعه به توجه با باشد. واژه کد ΁ی حداقل با کننده r‐جدا رأس ها از
کنیم( بازیابی را v رأس منحصربفرد طور به توانیم  ͬ م ،v ∈ V نا شناخته رأس از IG,C ,r (v)

( ͬ گوییم م v رأس r‐شناسایی همچنین
هر برای اگر است G گراف در شناسایی۴٩ کد ΁ی C ⊆ V (G) مجموعه r = ١ که حالتͬ در
N [u]∩C ̸= N [v]∩C ،u, v ∈ V (G) متمایز رأس دو هر برای و N [v]∩C ̸= ∅ ،v ∈ V (G) راس

باشد.
آنگاه باشد شناسایی کد دارای G گراف اگر باشد. دلخواه گراف G کنیم فرض .١. ٣. ٩ تعریف
G گراف اگر و ͬ کنیم، م تعریف G گراف روی شناسایی کد کوچ΄ترین اندازه عنوان به را id(G)

.id(G) = ∞ باشد شناسایی کد فاقد
است. برقرار نیز D جهت دار گراف برای کردیم بیان ساده گراف برای که تعاریفͬ

45Q-array word
46Q-array block code
47Code words
48Identifier
49Identifying code



٩ رمزنگاری نظریه از لازم مقدماتͬ قضایای و تعاریف
ͬ گوییم. م بهینه۵٠ را ،|C| = id(G) که G گراف از C r‐شناسایی کد هر .١. ٣. ١٠ تعریف

اگر گوییم r‐جداکننده را C کد باشد. گراف ΁ی G = (V,E) کنیم فرض .١. ٣. ١١ تعریف
برای اگر گوییم تنها r‐جداکننده را C کد باشد؛ متمایز IG,C ,r (v) مجموعه ی ،v ∈ V برای

باشد. تهͬ آنها از ی΄ͬ و متمایز IG,C ,r (v) مجموعه های همه ی ،v ∈ V هر
وجود گراف در کدی چنین که وقتͬ G گراف در تنها r‐جداکننده کد کوچ΄ترین اندازه
گوییم بهینه تنهای r‐جداکننده کد ΁ی را C کد و ͬ دهیم، م نشان χS

r (G) با را باشد داشته
.|C| = χS

r (G) اگر
برای اگر است D جهت دار۵١ گراف در شناسایی کد ΁ی C ⊆ V (G) مجموعه .١. ٣. ١٢ تعریف
N+[u] ∩ C ̸= ،u, v ∈ V (G) متمایز رأس دو هر برای و N+[v] ∩ C ̸= ∅ ،v ∈ V (D) راس هر

.N+[v] ∩ C

با و ͬ گوییم م ( D در C به (نسبت v رأس شناساگر را N+[v] ∩ C مجموعه .١. ٣. ١٣ تعریف
(یا IC(v) خلاصه طور به باشد مشخص D جهت دار گراف که جایی ͬ دهیم، م نشان IC,D(v)

ͬ دهیم. م نشان (I(v)

رمزنگاری نظریه از لازم مقدماتͬ قضایای و تعاریف ۴ .١
NP به متعلق را ( است متناهͬ الفبای ΁ی ∑ که (جایی L ∈

∑∗٠ زبان .١ .۴ .١ تعریف
که باشند موجود چنان P (n) جمله ای چند ΁ی و M قطعͬ تورینگ ماشین ΁ی هرگاه ۵٢گوییم

باشیم: داشته x ∈
∑∗٠ هر برای همچنین و TM (n) ≤ P (n) اولا˟

M ماشین و |y| ≤ P (n) که باشد موجود چنان y ∈
∑∗٠ تصدیق ΁ی آنگاه ،x ∈ L اگر (١

.( باشد ”yes” ،x− y ورودی روی M (خروجͬ کند تصدیق را x− y ورودی
باشد. ”NO” ،x− y ورودی روی M خروجͬ y ∈

∑∗٠ رشته هر برای آنگاه ،x ∈ L اگر (٢
هرگاه گوییم NP‐کامل۵٣ را L

L ∈ NP (١
.∀L′ ∈ NP,L

′ ≤M L (٢
است. L به L′ مسأله چندجمله ای کاهش معنͬ به ≤M اینجا در که

الفبای ΁ی ∑ که جایی ͬ باشد م L ∈
∑∗×N زبان ΁ی پارامتری مسأله ΁ی .٢ .۴ .١ تعریف

ͬ شود. م نامیده مسأله پارامتر دوم، مؤلفه است. متناهͬ
50Optimal
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53NP-complete



مقدماتͬ قضایای و تعاریف ١٠
را ،” خیر یا ͬ باشد م L در (x, k) آیا ” که سوال این اگر ، نامیم FPT را L پارامتری مسأله
وابسته دلخواه تابع ΁ی f که جایی کنیم، گیری تصمیم f(k).|x|o(١) پردازش زمان در بتوانیم

ͬ نامند. م ۵۴FPT را فوق مسأله متناظر محاسباتͬ پیچیدگͬ بنابراین است. k به
در L مسأله هر برای هرگاه است NP‐سخت۵۵ مسأله ΁ی H تصمیم مسأله .٣ .۴ .١ تعریف
که است این معادل تعریف باشد. داشته وجود H به L از جمله ای چند زمان کاهش ΁ی ،NP

دارد. H برای اوراکل۵۶ ماشین توسط جمله ای چند زمان در NP در L مسأله هر حل به نیاز
به را اوراکلͬ ماشین چنین بتواند که کنیم فکر ال·وریتمͬ به ͬ  توانیم م صوری، غیر طور به
فرض که درصوتͬ کند. حل جمله ای چند زمان در را L و بنامد H حل برای روند زیر عنوان

ͬ کشد. م طول محاسبه برای قدم ΁ی فقط روند زیر کنیم
داریم. نیاز H به G NP‐کامل مسأله ΁ی از جمله ای چند زمان کاهش به دی·ر عبارت به
به نوبه خود به L ͬ یابد، م کاهش G به جمله ای چند زمان در NP در L مسأله هر که همانطور

دارد. دلالت اولیه تعریف به تعریف این ͬ یابد،بنابراین م کاهش جمله ای چند زمان در H

ساده بازگشت به نسبت سازی بهینه ΁ی کلͬ طور به پویا۵٧ نویسͬ برنامه .۴ .۴ .١ تعریف
ی΄سان ورودی های برای م΄رر تماس های که بازگشتͬ بینیم راه حل ΁ی که کجا هر است.
سادگͬ به که است این ایده کنیم. بهینه پویا نویسͬ برنامه از استفاده با را آن ͬ توانیم م دارد،
بهینه این نیستیم. آن ها مجدد محاسبه به مجبور بنابراین کنیم. ذخیره را برنامه ها زیر نتایج
اگر مثال عنوان به ͬ شود. م جمله ای چند به نمایی از زمانͬ ͬ های پیچیدگ کاهش باعث سازی
برخوردار نمایی زمانͬ پیچیدگͬ از ما بنویسیم، ساده باگشتͬ حل راه فیبونانچͬ اعداد برای
خطͬ به زمان پیچیدگͬ کنیم، بهینه برنامه ای زیر راه حل های ذخیره با را آن اگر و ͬ شویم م

ͬ یابد. م کاهش

54Fixed-parameter tractable
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٢ فصل
فاقد گراف در بهینه شناسایی کدهای

قلو دو رأس

مقدمه ٢. ١
یعنͬ ͬ باشد، م دارا G گراف که را C مختلف بهینه r‐شناسایی کدهای تعداد فصل، این در
ͬ کنیم م سعͬ و ͬ باشند، م |C| = id(G) ویژگͬ دارای که ͬ کنیم م بررسͬ را r‐شناسایی کدهای
پارامتر ،G گراف برای باشند. کدهایی چنین از زیاد” ”تعداد دارای که بسازیم گراف هایی
ͬ های جهت ده از حاصل D جهت دار گراف های تمام روی id(D) اندازه ی کوچ΄ترین idor(G)

ͬ کنیم. م تعریف G گراف از مم΄ن مختلف

شناسایی کدهای ͬ های ویژگ و کاربردها از برخͬ ٢. ٢
گراف ها از خانواده ای یا گراف ها در بهینه r‐شناسایی کد ΁ی آوردن بدست هدف بخش این در
شود. مͬ شامل را شناسایی کدهای به شده داده اختصاص مطالعات از مهمͬ بخش که است
قرار بررسͬ مورد [٣]ͽمرج در که ͬ باشد م سخت ‐ NP مسأله ΁ی مسأله این کلͬ، طور به

است. گرفته
در را r = ١ حالت کنید: توجه زیر مثال به شناسایی کد های از کاربرد ΁ی عنوان به



قلو دو رأس فاقد گراف در بهینه شناسایی کدهای ١٢
را موزه این شود. محافظت دود حس گر از استفاده با موزه، ΁ی کنیم فرض و ͬ گیریم م نظر
بین در های یال ها اتاق ها، آن رأس های که جایی گرفت نظر در گراف ΁ی عنوان به ͬ توان م
یا اتاق ها از ی΄ͬ در دود که وقت هر و قرارگرفته اند اتاق ها از بعضͬ در حس·رها هستند. اتاق ها
قرار حس·ر های و باشد اتاق ΁ی در دود اگر ͬ دهد، م هشدار زنگ باشد داشته وجود مجاور اتاق
که حس گرهایی به توجه با ͬ توانیم م سپس باشد ١‐شناسایی کد ΁ی به شبیه دراتاق ها گرفته

دهیم. تشخیص را ͬ کشند م سی·ار افراد از برخͬ که اتاقͬ ͬ دهند م هشدار زنگ
” متمایز کاملا کد های ” از مفهومͬ ادامه در [١۴،١۵] ͽمراج به توجه با فصل، دراین
که گراف هایی ͬ خواهیم م دهیم، قرار بحث مورد را است بی نهایت شب΄ه های چارچوب در که
.(۴ .٢ بخش ) آوریم بدست هستند بهینه مختلف r‐شناسایی کدهای آن ها از زیادی تعداد
بهینه r‐شناسایی  کدهای ٢α.n تعداد که بسازیم n مرتبه از گرافهایی باید معمول، طور به
α برای نتیجه در نزدی΁  کنیم. ١ به را α است مم΄ن ک تاجایی داریم قصد و دارد، مختلف

ͬ آوریم: م بدست را زیر حالت های
)؛ ١ .۴ .٢ قضیه ) ≈ ٢٠/٧٧٠٠٣n داریم r = ١ برای •

،(٢ .۴ .٢ نتیجه ) ⌊٢(
١+log ٢۵

۵ −ϵ)n⌋ داریم ϵ > ٠ هر و r ≥ ١ برای •
. ١+log٢ ۵

۵ ≃ ٠/۶۶۴ که ͬ دانیم م
از مم΄ن تعداد کمترین از فقط ͬ خواهیم نم یعنͬ موزه، مثال مجدد نظرگرفتن در با

کنیم. انتخاب مطلب این برای بیشتری تعداد ͬ خواهیم م کنیم، استفاده حس گرها
گراف در که ب·یریم نظر در را r‐شناسایی کد های از تعدادی ͬ توانیم م باشیم داشته توجه
از استفاده با سپس ،( سازی بهینه به نیاز بدون کند( صدق کردیم بیان α برای که شرایطͬ با

ͬ آوریم م بدست گراف این برای را بالا کران قبل از لمͬ
n∑

i=[log٢(n+١)]

(
n

i

)
= ٢n −

[log٢(n+١)]−١∑ (
n

i

)
.

و V = Zq × Zq با G = (V,E) گراف گرفتن درنظر با دی·ر طرف از
E = {x = (a, b), y = (c, d) : a = c یا b = d}

آنها اگر اگروتنها هستند مجاور رأس دو هر آن در که رأس ها، از آرایه ای q× q مربع ΁ی G یعنͬ
مطالعه مورد [٧] ͽمرج در گراف ها این در شناسایی کدهای ) باشند ستون یا ردیف ΁ی در
کد ΁ی ستون هر و سطر هر در رأس دو حداقل حاوی V از زیرمجموعه هر .( گرفته اند قرار
سطر ΁ی به متعلق واژه کد دو ١‐شناسایی مجموعه آن در که v رأس است: ١‐شناسایی
v ترکیب و است، برقرار صورت همین به نیز ستون ها برای است، سطر این در خود دارد، را
بهینه کدها که باشیم داشته توجه [٧] ͽمرج مشاهده با ͬ شود( م تعیین منحصربفرد طور به



١٣ اصلͬ نتایج
وجود راس ΁ی از بیش با رأس ها از زیرمجموعه (q + ٢(١q٢−q دقیقا حاضر حال در .( نیستند
‐١ که دارند وجود کد q٢(q + ٢(١q٢−q حداکثر بنابراین و دارند، قرار اول سطر در که دارند،
اگر هستند: ‐شناسایی کدهای V از ٢q٢ مجموعه های زیر همه ی تقریبا نیستند، شناسایی

حداقل پس دهیم، قرار n = q٢ مجموعه

٢n
(١ − n(

√
n+ ١)

٢√
n

)
داریم. G گراف در ١‐شناسایی کدهای

در ͬ آوریم: م بدست ١‐احاطه گر کدهای برای هستند کم اینکه به توجه با نتایج از برخͬ
کدهای تعداد ٢٠/۶۵١n حداقل که دارند وجود رأسͬ n گراف های که است شده ثابت [۶] ͽمرج
کدهای تعداد ٢٠/٧٧٩n از بیش حداقل که هستند رأسͬ n گراف همچنین و داریم، ‐احاطه گر
با پایین کران و است، بدیهͬ بهینه کدهای این برای نیز بالا کران دارند؛ وجود ١‐شناسایی
مثال رأسͬ n خوشه [۴] ͽمرج به توجه با ͬ آید. م بدست نیز بهینه کدهای ساختار به توجه
١‐احاطه گر کدهای رأس ها، از تهͬ غیر مجموعه های زیر ٢n − ١ همه ی  که است واضحͬ

هستند.
ͬ کنیم، م مطالعه گراف ΁ی در را بهینه r‐شناسایی کدهای تمام مجموعه  [١١] ͽمرج در
و ١‐احاطه گر کدهای برای را کار این ͬ آوریم. م بدست را بهینه کدهای بین فاصله  ویژه به
در م΄انͬ ١‐احاطه گر کدهای که ͬ آوریم م بدست م΄انͬ ١‐احاطه گر کدهای برای همچنین

است. شده اشاره آن ها به کوتاهͬ قسمت [١٠] ͽمرج

اصلͬ نتایج ٢. ٣
به r‐شناسایی کدهای برای را نتایجͬ ͬ خواهیم م گزاره ها و لم ها از استفاده با بخش دراین

ͬ پردازیم. م آن ها اثبات و بیان به ادامه در آوریم. دست

در (rs)‐شناسایی ΁ی C کد باشد. صحیح عدد دو s ≥ ١ و r ≥ ١ کنیم فرض .٢. ٣. ١ لم
باشد. Gs گراف در r‐شناسایی اگروتنهااگر است G گراف

در u, v رأس دو برای بنابراین است Gs گراف در (r)‐شناسایی ΁ی C کد ͬ کنیم م فرض برهان.
.dG(u, v) ≤ rs که ͬ گیریم م نتیجه گراف s‐ام توان تعریف به توجه با dGS (u, v) ≤ r داریم V

است. برقرار طریق همین به نیز آن عکس حالت

از مجموعه ای زیر C و گراف ΁ی G کنیم فرض همچنین ،r ≥ ١ کنیم فرض .٢. ٣. ٢ لم
متوالͬ زوج رأس های همه ی و C توسط r‐پوششͬ رأس ها همه ی اگر باشد. G رأس های

است. G گراف در r‐شناسایی کد ΁ی C کد آنگاه باشند، C توسط r‐جداکننده



قلو دو رأس فاقد گراف در بهینه شناسایی کدهای ١۴
‐r کد ΁ی آنگاه باشد، داشته وجود G گراف در تنها r‐جداکننده کد ΁ی اگر .٢. ٣. ٣ لم

داریم: براین علاوه دارد، وجود نیز شناسایی
id(G) ≥ χ(G) ≥ id(G)− ١, (٢. ١)

تنها r‐جداکننده بهینه r‐جداکننده کدهای همه ی , χ(G) = id(G)− ١ باشیم داشته اگر و
هستند.

باشد داشته وجود G گراف در r‐شناسایی کد اگر یعنͬ نیست برقرار لم این عکس برهان.
از نمونه هایی p۴ و p٣ مسیرهای مثال برای ندارد وجود گراف این در تنها r‐جداکننده کد آنگاه
΁ی C کد اگر نیستند. تنها ١‐جداکننده کد ولͬ هستند ١‐شناسایی کد که هستند گراف ها
نیست، r‐پوششͬ کد ΁ی C توسط که باشد v رأس دارای G گراف در تنها r‐جداکننده کد
.id(G) ≤ |C| = که ͬ گیریم م نتیجه استدلال این از است؛ G در r‐شناسایی کد C ∪{v} آنگاه

ͬ شود. م ثابت نابرابری پس χ(G) + ١
بهینه r‐شناسایی کدهای S٠ که باشد، n٠ مرتبه از گراف ΁ی G٠ کنیم فرض .۴ .٢. ٣ لم
کنیم فرض ،p ≥ ١ برای ͬ  گیریم. م نظر در متمایز بهینه تنها r‐جداکننده کدهای σ٠ و متمایز
ͬ باشد، م رأس n = pn٠ دارای G پس است. G٠ گراف از نوعͬ که باشد p شامل گراف ΁ی G
تعداد و است p id(G٠) آن ها اندازه که ،(S٠)p = ٢ log S٠

n٠ n برایر بهینه r‐شناسایی کدهای تعداد
آن ها اندازه که ،pσ٠(S٠)P−١ برایر متمایز بهینه تنها کدهایr‐جداکننده

χ(G٠) + (p− ١)id(G٠)

ͬ باشد. م
کد ΁ی نوع هر در که است گونه ای به G گراف در r‐شناسایی کد ΁ی ساخت راه تنها برهان.
ͬ گیریم. م نظر در را بهینه کد ΁ی از نوع هر در سازی بهینه برای و باشیم داشته r‐شناسایی

΁ی نوع ΁ی در که است گونه ای به G گراف در تنها کننده r‐جدا کد ΁ی ساخت راه تنها
در سازی بهینه برای و باشند r‐شناسایی کد ΁ی از دی·ر نوع هر در و تنها r‐جداکننده کد

ͬ گیریم. م نظر در را بهینه کد ΁ی از نوع هر
هستند. مستقل انتخاب ها همه ی مورد، هر در

ͬ کنیم. م اثبات r = ١ حالت در را بعدی لم و گزاره
١‐شناسایی کدهای s٠ که باشد، n٠ ≥ ٢ مرتبه از گراف ΁ی G٠ کنیم فرض .٢. ٣. ١ گزاره

که کنیم فرض ͬ گیریم. م نظر در متمایز بهینه تنها ١‐جداکننده کدهای σ٠ و متمایز بهینه
χ(G٠) = id(G٠)− ١. (٢. ٢)



١۵ اصلͬ نتایج
است. G٠ از نوعͬ که باشد Pشامل گراف ΁ی G = (V,E) کنیم فرض P ≥ ٢ برای باشد، برقرار
V (x) = V ∪ {x} رأس مجموعه با گراف ΁ی G(x) و نباشد V در که باشد رأسͬ x کنیم فرض
تعداد ͬ نامیم.) م کلͬ رأس ΁ی را x (رأس باشد؛ E(x) = E ∪ {{x, y}; y ∈ V } یال مجموعه و
) S(G(x)) با را G(x) گراف در تنها) جداکننده ‐ ١ ) متمایز بهینه ١‐ شناسایی کدهای

ͬ دهیم. م نشان (σ(G(x))

١‐شناسایی کدهای از  ζ مجموعه و است رأس n = pn١+٠ دارای G = (x) گراف بنابراین
از اجتماعͬ با است برابر G(x) در بهینه

،G در بهینه ١‐شناسایی کدهای همه ی از  ζ١ مجموعه •
در بهینه تنها ١‐جداکننده کد ΁ی C که جایی , {x} ∪ C همه ی مجموعه  ζ٢ مجموعه •

است. G
با برابر نیز S(G(x)) راس های تعداد هستند. Pid(G٠) اندازه از کدها این

S(G(x)) = (S٠)P + Pσ٠(S٠)P−١ (٢. ٣)
است. G(X) در بهینه تنها ١‐جداکننده کدهای همه ی ζ٣ مجموعه همچنین است،

هستند. G در بهینه تنها ١‐جداکننده کدهای همه ی  ζ۴ مجموعه •
با برابر σ(G(x)) رأس های تعداد هستند، P id− ١ اندازه از کدها این

σ(G(x)) = pσ٠(S٠)P−١ (۴ .٢)
است.

مجموعه های , v ∈ V هر برای باشد: G در ١‐شناسایی کد ΁ی C کنیم فرض الف) برهان.
G(x) گراف در C کد همان کنیم فرض حال هستند. تهͬ غیر و متمایز همه IG,C (v)

مجموعه های همه ی از تهͬ غیر مجموعه این و , IG(x),C (x) = C داریم ب·یریم؛ نظر در
نوع ΁ی پس دارد، وجود G٠ از نوع دو حداقل زیرا است، متمایز دی·ر ١‐شناسایی
ͬ باشد. م G(x) در ١‐شناسایی نیز C یعنͬ باشد. کدواژه ها همه ی حاوی ͬ تواند نم

.id(G(x)) ≤ id(G) بنابراین
ͬ تواند نم x که ازآنجایی باشد. x شامل G(x) در بهینه ١‐شناسایی کد ΁ی C کنیم فرض ب)
که است این کدواژه عنوان به آن هدف تنها باشد، G در رأس ها جفت هر کننده ١‐جدا
١‐پوششͬ دی·ری کدواژه هیچ توسط رأس ها از برخͬ که صورتͬ در باشد ١‐پوششͬ
رأس ها از ی΄ͬ تنها هستند، ١‐جداکننده کد ΁ی C توسط رأس ها این زیرا نیستند؛
به ͬ تواند م پس ͬ نامیم. م v را آن کردیم بیان که است شرایطͬ دارای ͬ گیریم م نظر در
١‐شناسایی و بهینه نیز C∗ = C {x} ∪ {v} بنابراین باشد. IG(x),C ,r (v) = {x} صورت
در شناسایی ‐ ١ کد ΁ی C∗ و ͬ گیریم م نظر در C∗ ⊆ V حال است. G(x) گراف در

.id(G) ≤ id(G(x)) بنابراین است. G گراف



قلو دو رأس فاقد گراف در بهینه شناسایی کدهای ١۶
در ١‐شناسایی کد ΁ی G در بهینه ١‐شناسایی کد هر ب، و الف قسمت به توجه با ج)

رابطه و است، ζ١ ⊆ ζ که کردیم ثابت بنابراین است، G(x)

id(G(x)) = id(G). (۵ .٢)
است. برقرار

مجموعه های , v ∈ V هر برای باشد: G در تنها ١‐جداکننده کد ΁ی C کنیم فرض د)
اینکه دلیل به ،v٠ منحصربفرد رأس برای جز به هستند، تهͬ غیر و متمایز همه IG,C (v)

ͬ گیریم، م نظر در G(x) در ١‐شناسایی کد ΁ی C∗ = C ∪ {x} حال .IG,C (v٠) = ∅

هستند؛ برابر ١‐شناسایی مجموعه های با IG(x),c (v٠) = {x} و IG(x),C (x) = C∗ زیرا
١‐شناسایی مجموعه ΁ی عنوان به C∗ دارای ͬ تواند نم x از دی·ری رأس هیچ بنابراین
از نوع ΁ی ͬ توانند نم همه C در واژه ها کد باشد، دو حداقل اندازه دارای G٠ زیرا باشد،

.(P ≥ ٢) باشند P
داریم (۵ .٢) برابری و (٣. ٢) فرض ،r = ١ با (٢. ٨) لم از استفاده با G برای حال

χS١ (G) = χS١ (G٠) + (P − ١)id(G٠) = P id(G٠)− ١
= id(G)− ١ = id(G(x))− ١. (۶ .٢)

کد ΁ی C ∪ {x} پس باشد، G در بهینه تنها ١‐جداکننده کد ΁ی C اگر بنابراین،
ͬ شود. م ثابت ζ٢ ⊆ ζ نتیجه در و است pγID١ (G٠) اندازه از G(x) در بهینه ١‐شناسایی
G(x) در بهینه ١‐شناسایی کد ΁ی C کنیم فرض .ζ ⊆ ζ١ ∪ ζ٢ ͬ کنیم م ثابت اکنون ز)
است، نیز G گراف در ١‐شناسایی کد ΁ی C پس نباشد، x رأس شامل C کد اگر باشد.
باشد، x رأس شامل C اگر است. بهینه G گراف در C کد ،(۵ .٢) برابری به توجه با و
΁ی x رأس اینصورت، درغیر است( تنها ١‐جداکننده کد ΁ی G گراف در C \ {x} پس
و (۵ .٢) برابری به توجه با و است)، بهینه G(x) در C کد و است استفاده بدون واژه کد

است. Gبهینه گراف در C \ {x} ͬ گیریم م نتیجه ،٣. ١ برابری راست سمت
در بهینه ١‐شناسایی کدهای از تعدادی بنابراین، .ζ = ζ١ ∪ ζ٢ ͬ کنیم م ثابت حال س)
همچنین هستند، G گراف در بهینه ١‐شناسایی کدهای از تعدادی با برابر G(x) گراف
با برابر دی·ر تعدادی و برابرند، G در بهینه تنها ١‐جداکننده کدهای از تعدادی با

ͬ کند. م ثابت را ٢. ٣ برابری این ͬ باشد. م Pσ٠(S٠)P−١

مجموعه های , v ∈ V هر برای باشد: G گراف در تنها ١‐جداکننده کد ΁ی C کنیم فرض م)
اینکه دلیل به ،v٠ منحصربفرد رأس برای جز به هستند، تهͬ غیر و متمایز همه IG,C (v)

مجموعه های همه ی از متمایز IG(x),C (x) = C مجموعه بنابراین است. IG,C (v٠) = ∅

ͬ توانند نم همه کدواژه ها باشد، دو حداقل اندازه از G٠ اندازه زیرا است، دی·ر ١‐شناسایی



١٧ اصلͬ نتایج
G(x) گراف در تنها ١‐شناسایی کد ΁ی C کد بنابراین P)؛ ≥ ٢) باشند P از نوع ΁ی

است.
داریم: (۶ .٢) و (٣. ١) برابری راست سمت از بااستفاده

, χS١ (G(x)) ≤ id(G(x))− ١ = χS١ (G)

کد ΁ی پس باشد، G گراف در بهینه تنها ١‐جدکننده کد ΁ی C اگر که ͬ دهد م نشان
کردیم ثابت نتیجه در )؛ χS١ (G(x)) = χS١ (G)) است G(x) در بهینه تنها ١‐جداکننده

است. P id(G٠)− ١ کدها این اندازه کرده ایم مشاهده اکنون تا است. ζ۴ ⊆ ζ٣ که
در بهینه تنها ١‐جداکننده کد ΁ی C کد کنیم فرض .ζ٣ ⊆ ζ۴ کنیم ثابت ͬ خواهیم م ن)
G در تنها ١‐جداکننده کد ΁ی C کد ͬ باشد، نم x رأس شامل C کد پس باشد. G(x)

است. بهینه G گراف در که ͬ دهد م نشان اندازه  ها در قبلͬ استدلال همان و است،
.σ(G(x)) = Pσ٠(S٠)P−١ که ͬ گیریم م نتیجه (۴ .٢) برابری به باتوجه ی)

مجموعه زیر چهار و G٠ گراف بعدی سه م΄عب :(f) − (a) م΄عب های :٢. ١ ش΄ل
غیر تنها ١‐جداکننده کدهای :(g) − (h) م΄عب های هستند؛ متمایز همریخت غیر

ͬ باشند. م G٠ گراف در سه اندازه از همریخت

خواهیم استفاده بعدی ساختارهای در که ͬ کنیم، م مطالعه را م΄عب از خواصͬ اکنون
کرد.

S٠ = ۵۶ از گراف این باشد. بعدی سه م΄عب ΁ی G٠ = (V٠, E٠) گراف کنیم فرض .۵ .٢. ٣ لم
گرفته متمایز بهینه تنها ١‐جداکننده کدهای σ٠ = ٣٢ و متمایز بهینه ١‐شناسایی کدهای

است. شده
از متمایز نوع شش هستند، متقارن حدودی تا و id(G٠) = ۴ ͬ کنیم م مشاهده بدرستͬ برهان.
اگر است. شده حاصل (f)−(a) م΄عب های ٣. ١ ش΄ل در که هستند V٠ رأس مجموعه زیر چهار
هستند، ١‐شناسایی کدهای f و d،c،a پس باشند، کدواژه ها دهنده نشان مش΄ͬ رأس های
٨ و ۶ ترتیب به دارای (e) و (b) م΄عب های است، ٢ و ۶,٢۴,٢۴ ترتیب به کدها این تعداد که
همچنین و نیست ١‐پوششͬ واژه ها کد توسط u زیرا نیستند: ١‐شناسای که ͬ باشند م کد

نیستند. ١‐جداکننده واژه ها کد توسط w و v بین زیرا است برقرار قبل مطلب نیز e در



قلو دو رأس فاقد گراف در بهینه شناسایی کدهای ١٨
ش΄ل در که دارد: وجود آنها از نوع دو و هستند سایز سه در تنها ١‐جداکننده کدهای
بهینه کد (۴ × ۶) + ٨ = ٣٢ تعداد که طوری به ͬ شود، م مشاهده (g) − (h) م΄عب های ٣. ١

دارند. وجود

بهینه r− شناسایی کدهای از تعدادی ۴ .٢
درختان از استغاده با r = ١ حالت در را بهینه r‐شناسایی کدهای از تعدادی بخش دراین
را نتایجͬ کلͬ حالت در همچنین و ͬ آوریم، م بدست هستند قبل ش΄ل در که م΄عب هایی و

ͬ کنیم. م بیان کدها از تعداد این برای
بیان (۵ .٢. ٣) لم در که کنیم استفاده بعدی سه م΄عب های از داریم قصد r = ١ حالت .١
رأس با آن از دی·ری نوع k١ از متش΄ل گرافͬ اول، مرحله در بلوک صورت به کردیم،
ͬ گیرد م قرار استفاده مورد دوم مرحله بلوک صورت به جدید گراف بسازیم. x١ کلͬ
روند این و ͬ سازیم م x٢ عمومͬ رأس با آن از دی·ری نوع k٢ از متش΄ل گراف ΁ی که
و رأس ها از تعدادی داشتن با است، همبند گراف مرحله، هر در ͬ دهیم. م ادامه را
کدهای از تعدادی و بهینه ١‐شناسایی کدهای از تعدادی ،(٢. ٣. ١) گزاره به باتوجه
اندازه با بهینه ١‐شناسایی کد اندازه  که واقعیت این همانند داریم، تنها ١‐جداکننده
که ͬ دهد م را توانایی این مطلب این است، برابر ΁ی بعلاوه تنها ١‐جداکننده کد ΁ی

کنیم. محاسبه را تعداد این و رفته بعدی مرحله به
رأس ٨k١ + ١ با گراف ΁ی که ͬ کنیم، م k١ ≥ ٢ با م΄عب نوعͬ k١ ساختن به شروع حال

حداقل با برابر ͬ شود، م حاصل
۵۶k١ + ٣٢.k١.۵۶k١−١ (٢. ٧)

و ۴k١ اندازه از بهینه ١‐شناسایی  کد
٣٢.k١.۵۶k١−١ (٢. ٨)

،k٢ ≥ ٢ برای بعدی، مرحله در هستند. ۴k١ − ١ اندازه از بهینه تنها جداکننده ‐ ١ کد
حداقل که ͬ آوریم، م بدست رأس  k٨)٢k١ + ١) + ١ با گراف ΁ی

(۵۶k١ + ٣٢.k١.۵۶k١−١)k٢ + k٢(۵۶k١ + ٣٢.k١.۵۶k١−١)k١.٣٢−٢.k١.۵۶k١−١ (٢. ٩)
و ۴k١k٢ اندازه از بهینه ١‐شناسایی کدهای

k٢(۵۶k١ + ٣٢.k١.۵۶k١−١)k١.٣٢−٢.k١.۵۶k١−١ (٢. ١٠)



١٩ بهینه r− شناسایی کدهای از تعدادی

a١,٢
T۴,٢

a

a a٣,٢

a٢,٢

a۴,١

a۴,٢

b

a١,۴ a

a٣,۴ T٣,۴

a٢,٢

a٢,۴
V٢

به واژه ها کد آمده اند. ٢ .۴ .٢ قضیه اثبات در که T٣,۴ و T۴,٢ درخت های :٢. ٢ ش΄ل
کد ΁ی C کد (a) درخت در هستند. سفید رنگ به کدواژه ها غیر هستند، سیاه رنگ
C ∩ V٢ = ∅ زیرا نیست، ۴‐شناسایی کد ΁ی C کد b درخت در است؛ ٢‐شناسایی

نیست. ۴‐پوششͬ کد ΁ی C توسط a٢,۴ بنابراین است،

تا ͬ دهیم م ادامه را روند این و داریم، ۴k١k٢ − ١ اندازه در تنها ١‐جداکننده کدهای
کدهای از تعدادی و رأس ها از تعدادی که جایی شویم، متوقف h مشخص مرحله در
طوری به ͬ کنیم، م تعریف , k,js صورت به ١ ≤ j ≤ h برای که داریم، بهینه ١‐شناسایی 
از تعدادی که جایی بسازیم گراف ΁ی مرتبه برحسب k,js و بهینه h اصل در ͬ توان م که
n که جایی است شده نوشته ٢α.n عنوان به آوریم، بدست بهینه ١‐شناسایی  کدهای

است. α مقدار بیشترین دارای که است نهایی گراف مرتبه
آن از  ͬ نوع p ͬ توان م آوردیم، بدست n٠ ثابت مرتبه با بهینه زیر یا بهینه گراف که همین
(۴ .٢. ٣) لم به توجه با آورد، بدست n = pn٠ مرتبه با گراف ها از متناهͬ خانواده ΁ی و

داریم. بهینه ‐ شناسایی ١ کدهای (٢α.n٠)p = ٢α.n تعداد
بهترین استخراج که ͬ دهد م نشان (٢. ١٠) ‐ (٢. ٧) فرمول های در موجود عبارت های
نظر در را ١٠ مرحله انتخاب برای اگر است. دشوار محاسباتͬ و تحلیلͬ نظر از α ضریب
به اینکه برای ب·یریم، k١٠ = ۴ و k١ = k٢ = · · · = k٩ = ٣ که بهتراست بنابراین ب·یریم،
استفاده با ͬ توان رام گراف این نهایت، در رأس). ۶۶٩٢٢١ برای ) برسیم α ≈ ٠٫٧٧٠٠٣
ͬ شود م ساخته α نتیجه در ملاحظه ای قابل تغییر بدون که کرد متصل کلͬ رأس ΁ی از

است. برقرار طریق همین به زیر قضیه در سپس و
٢٠/٧٧٠٠٣.n با برابر تقریبا که دارند وجود رأس n با   زیادی همبند گراف های .١ .۴ .٢ قضیه

است. متمایز بهینه ١‐شناسایی کدهای

s٠ = ٢α.n٠ گراف این اگر داریم، رأس n٠ با  G٠ گراف که کنیم فرض .١ .۴ .٢ ملاحظه
کدهای σ٠ دارای نیز G٠ گراف و α ∈ [٠, ١] بعضͬ ازای به بهینه ١‐شناسایی کدهای



قلو دو رأس فاقد گراف در بهینه شناسایی کدهای ٢٠
رسیدن برای ͽواق در فرض کنیم، id(G٠)−١ برابر را آن اندازه باشد، بهینه کننده ١‐جدا
اگر باشیم. داشته id(G٠)− ١ اندازه از تنها ١‐جداکننده کد ΁ی فقط کافیست هدف به
که ͬ آوریم، م بدست رأس n = pn٠ با   G گراف ΁ی ب·یریم، نظر در G٠ از نوعͬ P٠
اضافه G گراف به x کلͬ رأس ΁ی اگر اما است. بهینه ١‐شناسایی کدهای ٢α.n دارای
دارای ͬ باشد، م pn٠ +١ آن مرتبه که G(x) گراف (٢. ٣. ١) گزاره از استفاده با پس کنیم،
بزرگ کافͬ اندازه به p برای حاضر حال در است، راه حل (s٠)p + pσ٠(s٠)p−١ = ٢β(n+١)

داریم: , σ٠ > ٠ و (p > s٠ σ٠ یعنͬ )
n٠ log٢

(١ + p
σ٠
s٠

)
> n٠ ≥ αn٠ = log٢(s٠),

که است معنͬ این به این
p log٢(s٠) + log١)٢ + pσ٠

s٠ )
pn٠ + ١ >

p log٢(s٠)
pn٠ ,

که ͬ دهد م نشان این
log٢((s٠)p + pσ٠(s٠)p−١)

n+ ١ >
log٢((s٠)p)

n
,

نگه ثابت G٠ گراف در شرایط از برخͬ که شرطͬ به که است معنͬ این به .β > α یعنͬ
یابد. بهبود را α ضریب کمͬ ͬ تواند م که شوند، داشته

از استفاده با شده ساخته گراف های و بعدی سه م΄عب با شرایط که باشیم داشته توجه
است. برقرار دادیم توضیح بالا در که م΄عب ها

متمایز بهینه ١‐شناسایی  کدهای از تعدادی در نابدیهͬ بالای کران ͬ خواهیم م ادامه در
آوریم. بدست را باشد گراف ΁ی ͬ تواند م که

تعداد بزرگ، n برای است؛ (nn٢ ) بالا کران ΁ی که دهیم، نشان (
n
id

) با را بالا کران
id(G)/n در دودویی آنتروپی از که آورد، بدست استرلینگ فرمول با تقریبا ͬ توان م (

n
id

)
ͬ کند م ایجاد ℓ = [n٢ − λn, n٢ + λn] صورت به بازه ای خود نوبه به این ͬ شود. م استفاده
آوریم. بدست α ≈ ٠/٧٧٠٠٣ از بهتری ضریب بخواهیم اگر باشد باید id(G) آن در که
صورت به پس کنیم، استفاده آن از بخواهیم که زمانͬ است زیاد خیلͬ بازه این متاسفانه
تعداد بیشترین با G گراف های که ͬ زنیم م حدس ͬ آوریم. م بدست ℓ ≈ [٠/٢٢n, ٠/٧٨n]
برگردیم عقب به اگر هستند. n٢ به ΁نزدی id(G) دارای بهینه ١‐شناسایی کدهای
زیرا است، نامبرده متمایز بهینه ١‐شناسایی کدهای از تعدادی برای بالا کران ٢٠/٧٩٩n
١‐شناسایی  کدهای به مستقیم طور به ͬ توان نم که است، بوده نظر مورد نتیجه بهینگͬ
ال·وریتم طریق از کران است،  r‐احاطه گر کد ΁ی r‐شناسایی کد اینکه با کنیم، اعمال
فهرست رأسͬ n گراف در ١‐احاطه گر کدهای همه ی حداقل که ͬ آید م بدست بازگشتͬ
دشوار بسیار ١‐شناسایی کدهای با روش این انطباق که است؛ استقرا پایه و ͬ کنیم م

است.



٢١ بهینه r− شناسایی کدهای از تعدادی
قضیه ها از استفاده با را بهینه r‐شناسایی کد ΁ی کلͬ حالت قسمت این در کلͬ حالت .٢

ͬ کنیم. م بیان
که دارد، وجود n = kr+ ١ مرتبه از Tk,r ،درخت k ≥ ٣ و r ≥ ٢ هر برای .٢ .۴ .٢ قضیه

دارای

Sk,r = k(

(
k

٢
)r−١

−
(
k − ١

١
)r−١

) (٢. ١١)
است. ٢(r − ١) + k − ١ اندازه از متمایز بهینه r‐شناسایی  کد

رأس ها مجموعه  ͬ بینید)؛ م ٣. ٢ ش΄ل در که ͬ شود( م ساخته زیر صورت به Tk,r درخت برهان.
صورت به مجموعه ای

Vk,r = {ai,j : ١ ≤ i ≤ k, ١ ≤ j ≤ r} ∪ {a}

صورت به یال ها مجموعه  و

Ek,r =
k∪

i=١
{{a, ai,j}, {ai,j , ai,j+١} : ١ ≤ j ≤ r − ١}

ͬ باشد. م
صورت به Vi مجموعه کرد. تقسیم بار r−١ به شاخه  k با ستاره  ای به ͬ توان م را Tk,r درخت
k بنابراین ͬ گیرد. قرارم j مرحله در ai,j رأس ͬ دهیم. م نشان {ai,j : ١ ≤ j ≤ r} مجموعه

هستند. r مرحله از رأس ها که درخت برگ های
هستند، کننده r‐جدا دوبه دو اول مرحله در رأس  k مرحله این در که ͬ کنیم م مشاهده ابتدا
این که دید ͬ توان م ادامه در هستند. r مرحله در رأس  k−١ حداقل دارای r‐شناسایی کد هر

ͬ کنیم، م انتخاب C در واژه کد صورت به ( بیشتر (یا برگ k − ١
همه ی برای r‐جداکننده کد ΁ی C کد توسط و r‐پوششͬ کد ΁ی C کد توسط a رأس .١

K؛ ≥ ٣ زیرا است دی·ر رأس های
.i ̸= l که است Vl رأس هر از r‐جداکننده کد ΁ی C توسط Vi در رأس هر .٢

ͬ کنیم: م بیان را است لازم اثبات ادامه در که آنچه هر بنابراین
کد ΁ی هستند؛ r‐جداکننده دوبه دو Vi,j رأس های ١ ≤ j ≤ r برای ،Vi مجموعه هر در .١

است. برگ ها جز به Vi در رأس ها همه ی r‐پوششͬ لزوما
دوباره نباشد r‐پوششͬ کد در است مم΄ن که را برگ اول، مرحله از پس لزوم درصورت .٢

ͬ کنیم. م کد وارد و داده پوشش



قلو دو رأس فاقد گراف در بهینه شناسایی کدهای ٢٢
رأس های مرحله دراین که ͬ کنیم م مشاهده لم(٢. ٣. ٢)، تطبیق و استفاده با ادامه در
به r‐جداکننده کد به متوالͬ رأس های جفت r − ١ کافیست هستند، Vi درون r‐جداکننده

صورت
ai,r و ai,r−١, ai,r−١ و ai,r−٢, . . . , ai,r−٢ و ai,١

r‐جداکننده کد ai,r−j و ai,r−j+١ رأس های ١ ≤ j ≤ r−١ مرحله در این علاوه بر کنیم. تقسیم
برای باید کار این که ازآنجایی هستند. شده انتخاب گزینه تنها l ̸= i با al,j رأس های هستند.
درنتیجه کنیم. انتخاب j مرحله در کدواژه دو j ∈ {١, . . . , r−١} هر برای باید شود، انجام vi هر

id(Tk,r) ≥ ٢(r − ١) + k − ١
شامل  C کد هر اینصورت در .
است، برگ k − ١ دارای .١

دارد، j ͹سط در رأس دو ،j ∈ {١, . . . , r − ١} هر برای .٢
همه ی C توسط بنابراین ) دارد وجود Vi مجموعه هر در کدواژه ΁ی حداقل همچنین .٣

.( هستند پوششͬ ‐ r برگ ها
(١) خاصیت از روش k ͬ توان م است. Tk,r درخت در بهینه r‐شناسایی کد ΁ی C کد این که
طوری به i٠ با C کدهای (٣) خاصیت که حالͬ در آورد، بدست (٢) خاصیت از روش (

k٢
)r−١ و 

نیست، قبولͬ قابل ترکیب دارای k
(
k−١٢

)r−١ همچنین نیستند. قبول قابل C ∩ Vi٠ = ∅ که
وجود Tk,r درخت در متمایز بهینه r‐شناسایی کدهای k(

(
k٢
)r−١ − (

k−١٢
)r−١

) تعداد بنابراین
دارند.

وجود n = p(kr + ١) مرتبه از Fp,k,r جنگل ΁ی k ≥ ٣ و r ≥ ٢ ،p ≥ ١ هر برای .١ .۴ .٢ نتیجه
تعداد که دارد،

Sp,k,r = ٢ n
kr+١ log٢(k((k٢)

r−١
−(k−١٢ )

r−١
)) (٢. ١٢)

داریم. p(٢(r − ١) + k − ١) اندازه از متمایز بهینه ‐ شناسایی r کدهای
ͬ  آید. م بدست (۴ .٢. ٣) لم کردن اعمال و Tk,r درخت از نوعͬ p گرفتن نظر در با برهان.

عدد حداکثر ͬ یابد،  م کاهش Sp,۴,٢ = ٢ n٢k+١ log٢(k٢−k) صورت به (٢. ١٢) برابری  ، r = ٢ برای
متمایز بهینه ٢‐شناسایی کدهای Sp,k,٢ = ٢ log٢ ١٢

٩ n ≈ ٢٠٫٣٩٨n تعداد به k = ۴ برای صحیح
ͬ رسیم. م

Sp,۵,٣ = ٢ log٢ ٣٢٠
١۶ n ≈ تعداد به k = ۵ برای صحیح عدد حداکثر (٢. ١٢) برابری ، r = ٣ برای

ͬ رسیم. م بهینه متمایز ٣‐شناسایی کدهای ٢٠٫۵٢٠n



٢٣ بهینه r− شناسایی کدهای از تعدادی
تعداد حداکثر k = ۵ برای ،r = ٢ از غیر r مقدار اولین که ͬ دهد م نشان (٢. ١) جدول

ͬ شود. م تعیین Fp,k,r درخت در r‐شناسایی کدهای
به ͬ توان م  ، r = ١ جمله از r مقادیر همه برای که ͬ کنیم م مشاهده حاضر درحال
٢ توان محاسبات مرحله اولین کاری، چنین انجام برای میل کند: ٢ ١+log٢ ۵

۵ n ≈ ٢٠٫۶۶۴n
اگر ͬ گیرد: م انجام متغییر r و ثابت k برای (٢. ١٢) برابری در

α =
n

kr + ١ log٢(k(
(
k

٢
)r−١

−
(
k − ١

٢
)r−١

)),

آنگاه
α =

n

kr + ١ log٢
(k(k − ١)r−١

٢r−١ (kr−١ − (k − ٢)r−١)
)

=
n

kr + ١ log٢
(kr(k − ١)r−١

٢r−١
(١ −

(
(
k − ٢
k

)r−١))
=

n

kr + ١ log٢
kr(k − ١)r−١

٢r−١ + n
log١)٢ − (k−٢

k )r−١)
kr + ١ .

،r ≥ r١ هر برای که طوری به دارد وجود r١ ΁ی ،ϵ١ > ٠ هر برای که دید ͬ توان م حال
داریم

α >
n

kr + ١ log٢
(kr(k − ١)r−١

٢r−١
)
− nϵ١ =

n

kr + ١
(
r log٢ k + (r − ١) log٢

k − ١
٢

)
− nϵ١

= n
log٢ k + log٢(k − ١)− ١

k
− n

( log٢ k
k(kr + ١) +

k + ١
k(kr + ١) log٢

k − ١
٢

)
− nϵ١.

داریم ،r ≥ max(r١, r٢) هر برای که طوری به دارد وجود r٢ ΁ی ،ϵ٢ > ٠ هر برای
α > n

log٢ k + log٢(k − ١)− ١
k

− nϵ١ − nϵ٢.

ͬ آوریم، م بدست k = ۵ بزرگترین برای log٢ k+log٢(k−١)−١
k که ͬ گیریم م فاکتور n از بالا عبارت در

ͬ گیریم. م نتیجه را زیر قضیه بنابراین برابراست، ١+log٢ ۵
۵ ≈ ٠٫۶۶۴ جایی

عدد هر برای که طوری به دارد وجود صحیح r٠ ΁ی حقیقͬ، ϵ > ٠ هر برای .٣ .۴ .٢ قضیه
⌊٢(

١+log٢ ۵
۵ −ϵ)n⌋ تعداد دارد، وجود رأس n = p(۵r + ١) با جنگل زیادی تعداد ،r ≥ r٠ صحیح

دارند. متمایز بهینه r‐شناسایی کدهای
تمام برای که است (٣ .۴ .٢) قضیه از نتیجه ΁ی حاضر حال در بخش این اصلͬ نتیجه

آید. بدست همبند های گراف توسط تواند مͬ و است برقرار ،r = ١ جمله از ،r مقادیر
همبند گراف های زیادی تعداد باشد. حقیقͬ ϵ > ٠ و صحیح r ≥ ١ کنیم فرض .٢ .۴ .٢ نتیجه

دارند. بهینه متمایز r‐شناسایی کدهای ⌊٢(
١+log٢ ۵

۵ −ϵ)n⌋ تعداد که دارد وجود رأس n با



قلو دو رأس فاقد گراف در بهینه شناسایی کدهای ٢۴
.p = n

kr+١ با و ( ٣ ≤ k ≤ ۶ و ، r = ١٠، ٢ ≤ r ≤ ۶ ) r و k مقدار هر برای :٢. ١ جدول
طور به دوم سطر در و (٢. ١١) رابطه در که Sk,r قسمت های از تعدادی اول سطر در
مقدار بیشترین گلوله ها است. شده داده (٢. ١٢) برابری در که Sp,k,r از تعدادی تقریبی

است. شده داده r برای Sp,k,r

r k = ٣ k = ۴ k = ۵ k = ۶
٢ ۶ ١٢ ٢٠ ٣٠

٢٠٫٣۶٩n •٢٠٫٣٩٨n ٢٠٫٣٩٢n ٢٠٫٣٧٨n

٣ ٢۴ ١٠٨ ٣٢٠ ٧۵٠
٢٠٫۴۵٩n ٢٠٫۵١٩۶n •٢٠٫۵٢٠٢n ٢٠٫۵٠٢n

۴ ٧٨ ٧۵۶ ٣٩٢٠ ١۴٢۵٠
٢٠٫۴٨٣n ٢٠٫۵۶٣n •٢٠٫۵۶٨n ٢٠٫۵۵٣n

۵ ٢۴٠ ۴٨۶٠ ۴٣۵٢٠ ٢۴٣٧۵٠
٢٠٫۴٩۴n ٢٠٫۵٨٣n •٢٠٫۵٩٣n ٢٠٫۵٧٧n

۶ ٧٢۶ ٣٠١٣٢ ۴۶١١٢٠ ٣٩۵۶٢۵٠
٢٠٫۵٠١n ٢٠٫۵٩۶n •٢٠٫۶٠٧n ٢٠٫۵٩٢n

١٠ ۵٩٠۴۶ ۴٠٢٣٢٠۵٢ ۴٩۴٩۶١١۵٢٠ ٢٢۴۶۶٠١۵۶٢۵٠
٢٠٫۵١١n ٢٠٫۶١٧n •٢٠٫۶٣٢n ٢٠٫۶١٨n

R ≥ R٠ برای کرده ایم: اعمال p = ١ با (٣ .۴ .٢) قضیه شرایط در R٠ کنیم فرض برهان.
تعداد که دارد،  وجود مرتبه n = ۵R + ١ با همبند گراف ΁ی دارد، یعنͬ وجود T درخت ΁ی
چند R ≥ R٠ انتخاب با ͬ آید. م بدست متمایز بهینه R‐شناسایی کدهای ⌊٢(

١+log٢ ۵
۵ −ϵ)n⌋

ͬ گیریم م نظر در :T q صورت به که  ،T درخت از qام توان گرفتن نظر در و ،R = qr :r از برابر
کدهای ⌊٢(

١+log٢ ۵
۵ −ϵ)n⌋ و رأس n = ۵R + ١ = ۵qr + ١ تعداد بنابراین است، همبند T q پس

کد ΁ی T درخت در R‐شناسایی کد هر ،(٢. ٣. ١) لم به باتوجه داریم، بهینه r‐شناسایی

برعکس. و ͬ باشد م R = qr که جایی است T q درخت در r‐شناسایی



٢۵ بهینه r− شناسایی کدهای از تعدادی
‐





٣ فصل
شناسایی کدهای اندازه کوچ΄ترین

گراف ͬ های جهت ده تمام روی

مقدمه ٣. ١
آوریم. دست به idor(G) پارامتر برای را پایین و بالا کران های برخͬ داریم قصد فصل، این در
همچنین .idor(G) ≤ ٣

٢ id(G) داریم همواره ،G گراف هر برای که ͬ دهیم م نشان خصوص، به
که حالͬ در بوده، سخت ‐ NP مسأله ی ΁ی ،idor(G) محاسبه مسأله ی که ͬ دهیم م نشان
برقرار ،k ثابت صحیح عدد هر برای idor(G) ≤ |V (G)| − k نامساوی آیا اینکه تصمیم مسأله

است. چندجمله ای زمان در حل پذیر مسأله ی ΁ی نه، یا ͬ باشد م

شناسایی کد های از اولیه ͬ های ویژگ برخͬ ٣. ٢
برای گراف این در بنابراین باشد، v و u مانند قلو دو رأس دو دارای G گراف اگر ، وضوح به

C ⊆ V (G) مجموعه زیر هر
دوقلو١ رأس فاقد G گراف اگر برعکس، .IC(u) = IC(v) زیرا ندارد وجود شناسایی کد هیچ
لذا ͬ باشد. م شناسایی کد ΁ی خود V (G) یعنͬ گراف رأس های تمام مجموعه آنگاه باشد،

1Twin-free



گراف ͬ های جهت ده تمام روی شناسایی کدهای اندازه کوچ΄ترین ٢٨
داریم. را زیر گزاره

باشد. دوقلو رأس فاقد اگروتنهااگر است شناسایی کد دارای گراف .٣. ٢. ١ گزاره
دوقلو رأس فاقد G گراف اگروتنهااگر است متناهͬ id(G) گفت ͬ توان م (٣. ٢. ١) گزاره به بنا

باشد.
قرار مطالعه مورد وسیعͬ طور به ،[٢٣] ͽمرج در آن ها معرفͬ از بعد شناسایی، کد های
در که پردازنده چند سیستم های در خطا تشخیص نظیر مختلفͬ مسائل در آن ها از و گرفتند
اضطراری حس·ر شب΄ه های ، [٢۴،٢۵] ͽمراج در شب΄ه ها در فشرده یابی مسیر ،[٢٣] ͽمرج
ͬ توان م [٣٧] ͽمرج در RNA ثانویه ساختارهای تحلیل و تجزیه یا ،[٣۵] ͽمرج در تأسیسات در
برای id(G) مقدار دقیق تعیین مسأله که است شده ثابت [١٢] ͽمرج در خصوص، به برد. نام

است. سخت ‐ NP مسأله ΁ی G گراف
این اما، گرفت. قرار مطالعه مورد جهت بدون گراف های در بار اولین شناسایی کدهای
[١١،١۴] ͽمراج در که یافت گسترش سودار٣ و جهت دار٢ گراف های به طبیعͬ طور به مفهوم

دید. ͬ توان م
زیر هر برای گراف این در آنگاه باشد، v و u مانند قلو دو رأس دو دارای D جهتدار گراف اگر
گراف اگر برعکس، .IC(u) = IC(v) زیرا ندارد وجود شناسایی کد هیچ C ⊆ V (D) مجموعه
زیر گزاره لذا هستند. شناسایی کد V (D) رأس های مجموعه آنگاه است، دوقلو رأس فاقد D

ͬ کنیم. م بیان را
به باشد. دوقلو رأس فاقد اگروتنهااگر است شناسایی کد دارای جهت دار گراف .٣. ٢. ٢ گزاره

است. شناسایی کد ΁ی جهت دار هرگراف دی·ر عبارت
فاقد D جهت دار گراف اگروتنهااگر است متناهͬ id(D) گفت ͬ توان م (٣. ٢. ٢) گزاره به بنا

باشد. دوقلو رأس
شناسایی کد ΁ی اگروتنهااگر است G گراف در شناسایی کد ΁ی C مجموعه وضوح، به
روی شناسایی کدهای برای بدست آمده نتایج همه  ازاین رو باشد. DG جهت د  ار گراف برای
دید. متقارن۴ جهت د         ار گراف های روی شناسایی کدهای نتایجͬ عنوان به ͬ توان م را گراف ها
‐ NP مسأله ΁ی نیز متقارن جهت دار گراف ΁ی برای id(D) دقیق مقدار تعیین خصوص، به
D اگر حتͬ کردند محاسبه id(D) دقیق مقدار [١٢] ͽمرج در هاردی و چارن ͬ باشد. م سخت

باشد. نیز سودار گراف D اگر ویژه به و باشد، دور فاقد دوبخشͬ جهتدار گراف ΁ی
این صورت در باشد. n مرتبه از دوقلو رأس فاقد جهت دار گراف D کنیم فرض .٣. ٢. ١ لم

log٢(n+ ١) ≤ id(D) ≤ n. (٣. ١)
2Directed
3Oriented
4symmetric digraph



٢٩ شناسایی کد های از اولیه ͬ های ویژگ برخͬ
مجموعه های اینصورت در باشد، D جهت دار گراف از شناسایی کد ΁ی C کنید فرض برهان.

بنابراین هستند، C شناسایی کد مجزا تهͬ غیر مجموعه های زیر شناساگر
n ≤ ٢|C| − ١ =⇒ ٢|C| ≥ n+ ١ =⇒ log٢ ٢|C| ≥ log٢(n+ ١) =⇒ |C| ≥ log٢(n+ ١).

داریم بنابراین است. V (D) از زیرمجموعه ای C که جایی |C| ≤ n طرفͬ، از
log٢(n+ ١) ≤ id(D) ≤ n.

از حاصل گراف D ͬ خواهیم م ما باشد، n مرتبه از جهت بدون گراف G کنیم فرض
id(D) که باشد طوری حاصل D جهت دار گراف که گونه ای به بدست آوریم را G گراف جهت دهͬ
ͬ های جهت ده از id(D) مقدار کمترین ͬ کنیم م فرض که باشد. ΁کوچ دارد ام΄ان اندازه هر تا

ͬ دهیم. م نشان idor(G) نماد با را G از D مم΄ن
ͬ آید بدست م زیر نتیجه مستقیم به طور idor(G) ≤ id(D) واینکه (٣. ١) رابطه از پس

log٢(n+ ١) ≤ idor(G) ≤ n. (٣. ٢)
،idor(En) = n رابطه باشد n مرتبه از تهͬ گراف های ،En اگر است. دقیق رابطه دراین کران ها
(در ͬ کند م صدق idor(Kn) = ⌈log٢(n + ١)⌉ رابطه باشد، n مرتبه از کامل گراف ،Kn اگر و
کران و بالا۵ کران که واقعیت این قبل مطالب به توجه با کرد). خواهیم ثابت ٣. ٢. ٣ گزاره
این به ͬ آید، بدست م کامل گراف های و تهͬ گراف های توسط ترتیب به idor پارامتر پایین۶

است). داده نشان ۵ .٣. ٢ گزاره (در ͬ یابد م کاهش یال افزایش با idor پارامتر که دلیل
ͬ آوریم. بدست م گرافͬ مختلف پارامترهای از استفاده با بیشتری بالا کران های ،٣ بخش در
حداقل مرتبه از T درخت برای ͬ دهیم م نشان ͬ گیریم: م نظر در را درخت ها از برخͬ همچنین

داریم ۵
|V (T )|+ ١

٢ ≤ idor(T ) ≤ ۴
٣α(T ),

است. T پایدار مجموعه ΁ی اندازه حداکثر α(T ) آن در که
صورت به ͬ دهیم. م قرار بررسͬ مورد را idorو id پارامترهای بین ارتباط ،۴ بخش در
.log٢(n+١) ≤ id(G) ≤ n داریم G دوقلو رأس فاقد گراف هر برای ،٣. ١ رابطه به توجه با مشابه،
دوقلو رأس فاقد گراف هر که کردند ثابت [٣٣] ͽمرج در Moncel و Gravier براین، علاوه
،٣. ٢ رابطه از استفاده با این رو، از ͬ کند. م صدق id(G) ≤ n−١ رابطه در n مرتبه از G تهͬ غیر
.id(G) ≤ ٢idor(G)−٢ و idor(G) ≤ ٢id(G)−١ ͬ آوریم بدست م G دوقلو رأس فاقد گراف هر برای
در نه. یا هستند دقیق کران های بدست آوردیم که کران هایی این آیا که ͬ رسیم م سوال این به

5bound upper
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گراف ͬ های جهت ده تمام روی شناسایی کدهای اندازه کوچ΄ترین ٣٠
کران ͬ دهیم م نشان ،١ .۴ .٣ گزاره در و ،idor(G) ≤ ٣٢ id(G) که ͬ کنیم م ثابت ٢ .۴ .٣ قضیه
وجود G دوقلو رأس فاقد گراف های که ͬ دهد م نشان [١٠] ͽمرج در Foucaud است. دقیق

دید. ͬ  توان م ٢ .۴ .٣ گزاره در که داریم، id(G) ≤ ٢idor(G) − ٢ آن ها مورد در که دارند
با متناظر تصمیم مسأله و idor(G) پارامتر مقدار تعیین محاسباتͬ پیچیدگͬ ،۵ بخش در

ͬ کنیم. م بررسͬ را آن
IDOR

صحیح. عدد k و گراف G : ورودی
idor ≤ k آیا : سوال

مقدار k اگر طرفͬ، از .(١ .۵ .٣ قضیه ) است کامل ‐ NP مسأله این که ͬ کنیم م ثابت
چند زمان ΁ی در ͬ تواند م idor(G) ≤ K زمانͬ چه اینکه تعیین آنگاه باشد، ثابت عددی
صدق idor(G) ≤ K شرط در که گرافͬ ،٣. ٢ رابطه به توجه با ،ͽواق در شود. انجام جمله ای
اگر ͬ کنیم م ارسال را ’NO’ جواب ما لذا ͬ باشد. م ٢k − ١ حداکثر مرتبه دارای ͬ کند. م
ͬ کنیم م بررسͬ |V (G)| ≤ ٢k − ١ که حالتͬ برای را مم΄ن حالت  های همه ی و |V (G)| ≥ ٢k

حداکثر آن ها از ΁ی هر برای و دارد وجود مم΄ن جهت دهͬ ٢|E(G)| ≤ ٢|E(G)|٢ حداکثر )
ͬ دهد م نشان فوق روند این .( دارد وجود رأس ها k از متش΄ل مجموعه  ای ( ٢

|V (G)|
)
≤

( ٢٢k−١
)

شده بندی پارامتر k پارامتر توسط که جایی شود انجام FTP زمان در ͬ تواند م فوق مسأله که
پایین کران به ΁نزدی idor(G) زمانͬ چه کنیم بررسͬ که است این جالب مسأله ΁ی باشد.

log٢(|V (G)|+ ١) + ١
ͬ باشد. م

باشد شده پارامتربندی k توسط که جایی زیر مسأله محاسباتͬ پیچیدگͬ .٣. ٢. ١ مساله
چیست؟

SMALL− IDOR

باشد. منفͬ نا صحیح عدد k و گراف G ورودی:
idore(G)؟ ≤ log٢(|V (G)|+ ١) + k آیا سوال:

ͬ باشد م |V (G)| بالا کران به ΁نزدی idore(G) زمانͬ چه آیا اینکه تعیین متناظر، صورت به
است. جالبی مسأله نیز

IDOR ‐ LARGE
باشد. منفͬ نا صحیح عدد k و گراف G ورودی:

idore(G) ≥ |V (G)| − k? سوال:
پارامتر توسط که جایی دارد قرار XP کلاس در مسأله این که ͬ کنیم م ثابت ٢ .۵ .٣ قضیه در
فوق مسأله k ثابت مقدار هر برای LARGE − IDOR مسأله یعنͬ، باشد. شده بندی پارامتر k

ͬ شود. م مطرح زیر سوال طبیعͬ صورت به لذا ͬ شود. م حل جمله ای چند زمان در



٣١ شناسایی کد های از اولیه ͬ های ویژگ برخͬ
پارامتربندی k توسط که جایی FTP مسأله ΁ی LARGE − IDOR پارامتر آیا .٣. ٢. ٢ مساله

است. ͬ شود م
ͬ دهیم. م نشان [n] صورت به را {١, . . . , n} مجموعه ،n مثبت صحیح عدد هر برای

.idore(Kn) = ⌈log٢(n+ ١)⌉ .٣. ٢. ٣ گزاره
ͬ دهیم. م نشان [i] با را {١, . . . , i} مجموعه برهان.

مجموعه ای X = {x١, . . . , xk} کنیم فرض ͬ گیریم. م نظر در را k = ⌈log٢(n+١)⌉ مجموعه
به KnX شده القا گراف یال های باشد. Y = V (Kn) \ X و Kn کامل گراف از رأس k از
فرض باشد. j > i اگروتنهااگر است کمان xixj یعنͬ ͬ کنیم، م جهت دهͬ متعدی صورت
در که [k] مجزا غیرتهͬ مجموعه زیر با را Y رأس های اگر .I = {[i] | ١ ≤ i ≤ k} کنیم
n ≤ ٢k − ١ زیرا داد انجام ͬ توان م را برچسب گذاری ͬ کنیم. م گذاری برچسب نیستند I

سرانجام، ͬ کنیم. م جهت دهͬ دلخواه صورت رابه Y پس .n − k ≤ ٢k − ١ − k بنابراین
در ینͬ باشد y گذاری برچسب در i اگروتنهااگر ͬ کنیم م جهت دهͬ xi به y از را yxi یال
.Ly ̸= Ly′ آنگاه y ̸= y

′ اگر که ͬ دانیم م باشند. داشته قرار i ∈ Ly = ({١, . . . , k} \ {∅} ∪ I)

ͬ دهیم. م نشان D با را Kn کامل گراف برای حاصل شده جهت دهͬ نتیجه حال
هر برای دهیم نشان باید لذا است. D برای شناسایی کد ΁ی X کنیم ثابت ͬ خواهیم م

ͬ گیریم: م نظر در را زیر حالت سه بنابراین ،N+[x] ̸= N+[y] داریم x ≠ y که x, y ∈ V (Kn)

اینصورت در i < j که x = xi, y = yi ∈ X اگر .١
N+[xi] ∩X = {xα | ١ ≤ α ≤ i} = {x١, . . . , xi}

N+[xj ] ∩X = {xβ | ١ ≤ β ≤ i}{x١, . . . , xj}

هستند. برابر متمایز Lyها چون نیستند برابر هم با که
اینصورت در z ∈ Y و xi ∈ X اگر .٢

N+[xi] ∩X = {xα | ١ ≤ α ≤ i} = {x١, . . . , xi}

N+[xj ] ∩X = {xβ | β ∈ Ly}

.Ly /∈ I زیرا نیستند برابر هم با
اینصورت در x ̸= z که z, y ∈ Y ٣.اگر

N+[y] ∩X = {xα | α ∈ Ly}

N+[z] ∩X = {xβ | β ∈ Lz}

است k اندازه از شناسایی کد ΁ی X لذا هستند. برابر متمایز Lyها چون نیستند برابر هم با که
ͬ گیریم م نتیجه ،٣. ٢ رابطه به توجه با طرفͬ از idore(Kn) ≤ id(D) ≤ k پس

idor(Kn) ≥ ⌈log٢(n+ ١)⌉



گراف ͬ های جهت ده تمام روی شناسایی کدهای اندازه کوچ΄ترین ٣٢
ͬ شود. م ثابت ح΄م اخیر رابطه دو از بنابراین

کران ΁ی ٣. ٢ رابطه از log٢(n + ١) ≤ idor(G) پایین کران که دادیم نشان گزاره این در
کران ΁ی ٣. ٢ رابطه از idor(G) ≤ n بالا کران که ͬ دهد م نشان تهͬ گراف های است. دقیق
کامل طور به idor(G) = n آن ها برای که n مرتبه از G گراف های تمام برای حال است. دقیق

ͬ کنیم. م اثبات و بیان داریم نیاز آن به که زیر مهم لم ادامه در ͬ کنیم. م بندی دسته
Gi = G⟨Vi⟩ مجموعه و ،G رأس های از افرازی (V١, V٢) باشد، گراف G کنیم فرض .٣. ٢. ٢ لم

بنابراین باشد.
idor(G) ≤ idor(G١) + idor(G٢).

دارای که باشد Gi گراف جهت دهͬ از حاصل ی·راف Di کنید فرض ،i = ١,٢ برای برهان.
G گراف از حاصل جهتدار گراف D کنید فرض حال است. idor(G) مرتبه از Ci شناسایی کد
V٢ به V١ از که V٢ و V١ بین یال های همه ی که گونه ای به ͬ آید بدست م D٢ و D١ از که باشد
است ͹واض است. D از شناسایی کد ΁ی C١ ∪C٢ که ͬ کنیم م ثابت حال ͬ کنیم. م جهت دهͬ
دو v و u کنید فرض هستند. تهͬ غیر IC٢(v) یا IC١(v) زیرا IC(v) ̸= ∅ داریم v رأس هر برای که
v و u اگر .IC(u) = IC٢(u) ̸= IC٢(v) = IC(v) سپس باشند، V٢ در دو هر v و u اگر باشد. رأس
.IC(u) ̸= IC(v) پس ،IC(u)∩V١ ̸= IC١(u) ̸= IC٢(v) = IC(v)∩V١ بنابراین باشند C١ در دو هر
.IC(u) ̸= IC(v) بنابراین ،IC(v) ∩ V١ = ∅ و IC(u) ∩ V١ ̸= ∅ سپس ،v ∈ V٢ و u ∈ V١ اگر

هستند. متمایز (C به (نسبت شناسه ها همه ی علاوه براین،

H شده القا گراف زیر دارای G اگر باشد. صحیح عدد k و گراف G کنید فرض .٣. ٢. ١ نتیجه
.idor(G) ≤ |V (G)| − k بنابراین باشد ،idor(H) ≤ |V (H)| − k که طوری به

دراینصورت باشند. گراف دو G٢ و G١ کنیم فرض .٣. ٢. ٢ نتیجه
idor(G١ +G٢) = idor(G١) + idor(G٢)

نشان کافیست .idor(G١ + G٢) ≤ idor(G١) + idor(G٢) داریم ،٣. ٢. ٢ لم به توجه با برهان.
حاصل D جهت دار گراف از C شناسایی کد حال .idor(G١+G٢) ≥ idor(G١)+idor(G٢) دهیم
و Ci = C ∩ V (Gi) ͬ کنیم م فرض ،i = ١,٢ برای ͬ گیریم. م نظر در G١ + G٢ جهت دهͬ از
برای ابتدا است، Di جهت دار گراف برای شناسایی کد ΁ی Ci که ͬ دهیم م نشان .Di = D⟨Ci⟩

که ͬ کنیم م بررسͬ حال است. برقرار نیز C٢ برای که ͬ کنیم م ثابت C١ کدشناسایی یعنͬ i = ١
از N [u]∩C١ ̸= ∅ که ͬ دهیم م نشان V (G١) در u راًس هر است. G١ گراف برای کدشناسایی C١
از ،u ∈ V (G) ͬ گیریم م نتیجه G = G١+G٢ چون u ∈ V (G١) اینکه از .C١ = C∩V (G١) طرفͬ
اینکه به توجه با بنابراین N [u]∩C ̸= ∅ پس است G = G١+G٢ برای شناسایی کد ΁ی C طرفͬ
N [u]∩C ⊆ V (G) چون N [u]∩C١ = N [u]∩(C∩V (G)) = (N [u]∩C)∩V (G) داریم u ∈ V (G)



٣٣ شناسایی کد های از اولیه ͬ های ویژگ برخͬ
راًس دو حال ͬ باشد. م ناتهͬ ٣. ٢ بنابه که است N [u] ∩ C برابر اخیر تساوی بنابراین است،
به توجه با N [u] ∩ C١ ̸= N [v] ∩ C١ که ͬ دهیم م نشان ͬ گیریم م نظر در u, v ∈ V (G١) مجزا
بنابراین است. G گراف برای کدشناسایی ΁ی C چون u, v ∈ V (G) پس u, v ∈ V (G١) اینکه

داریم حال N [u] ∩ C ̸= N [v] ∩ C

N [u] ∩ C١ = N [u] ∩ (C ∩ V (G١)) = (N [u] ∩ C) ∩ V (G١) = N [u] ∩ C

به توجه با N [v] ∩ C١ = N [v] ∩ (C ∩ V (G١)) = (N [v] ∩ C) ∩ V (G١) = N [u] ∩ C همچنین و
است. G١ گراف برای کدشناسایی C١ بنابراین N [u]∩C١ ̸= N [v]∩C١ که ͬ گیریم م نتیجه ٣. ٢
برای کدشناسایی C٢ چون و idor(G١) ≤ |C١| پس است G١ گراف برای کدشناسایی C١ چون

بنابراین .idor(G٢) ≤ |C٢| پس است G٢ گراف
idor(G١ +G٢) = |C١|+ |C٢| ≥ idor(G١) + idor(G٢).

G اگر تنها و اگر idor(G) = n بنابراین باشد. n مرتبه از G گراف کنیم فرض .۴ .٣. ٢ گزاره
است. K٢ از نوعͬ و K٢ از نوعͬ از مجزا اجتماع ΁ی

.idor(G) = n آنگاه باشد، K٢ از نوعͬ و K١ از نوعͬ مجزا اجتماع G اگر که است ͹واض برهان.
K٢ از نوعͬ و K١ از نوعͬ از مجزا اجتماع ΁ی G آنگاه idor(G) = n اگر ͬ دهیم م نشان حال

است.
به بنابراین نیست. K٢ از نوعͬ و K١ از نوعͬ از مجزا اجتماع ΁ی G که ͬ کنیم م فرض
صورت به که است ΁ایزومورفی شده القا گراف زیر دارای G گراف ͬ کنیم م فرض خلف برهان
چرخه صورت به را K٣ کامل گراف است. ٣ مرتبه از کامل گراف K٣ یا ،٣ مرتبه از مسیری P٣
این ͬ کنیم. م جهت دهͬ −→

P٣ جهت دار مسیر صورت به P٣ و ͬ کنیم م جهت دهͬ −→
C٣ جهت دار

.idor(K٣), idor(P٣) ≤ ٢ این رو از هستند، ٢ اندازه از شناسایی کد دارای جهت دار گراف دو
.idor(G) ≤ n− ١ داریم ،٣. ٢. ١ نتیجه به توجه با بنابراین،

از G گراف آیا که گرفت تصمیم جمله  ای چند زمان در ͬ توان م که ͬ کند م بیان گزاره این
که داد خواهیم نشان بخش٣. ۵. ٢، زیر در ͬ کند. م صدق idor(G) ≤ n − ١ رابطه در n مرتبه
آیا ب·یریم تصمیم که ͬ شود م حل جمله ای چند زمان در فوق مسأله ،k ثابت مقدار هر برای

ͬ کند. م صدق idor(G) ≤ n− k رابطه در n مرتبه از G گراف برای

این بنابر باشد. G از فراگیر گراف زیر H و گراف G کنیم فرض .۵ .٣. ٢ گزاره
idor(G) ≤ idor(H).



گراف ͬ های جهت ده تمام روی شناسایی کدهای اندازه کوچ΄ترین ٣۴
پس دهیم. نشان است یال ها از برخͬ e = xy آن در H = G \ e برای را اثبات کافیست برهان.

ͬ کنیم. م ثابت استقرا با را نتیجه
از C شناسایی کد دارای که باشد H فراگیر گراف از جهت دهͬ ΁ی D گراف کنیم فرض
رأس برای حال U = V (G) \ C ͬ کنیم م فرض .|C| = idor(H) یعنͬ باشد idor(H) اندازه
جهت     د   هͬ ΁ی D′ بنابراین ،y ∈ C ب·یرد قرار U در y مثلا ͬ افتد. م اتفاق دوحالت ،e انتهایی
داریم v ∈ V (G) هر برای ͬ آید. بدست م xy کمان کردن اضافه با D از که G گراف از اصل
به پس است U در e یال انتهایی راًس چون .IC,D′ (v) = IC,D(v) =⇒ N [u] ∩ C ̸= N [v] ∩ C

D
′ جهت دار گراف برای شناسایی کد ΁ی C ازین رو است. برقرار اخیر برابری و ندارد تعلق C

یعنͬ دی·ر حالت .idor(G) ≤ |C| = idor(H) داریم idor تعریف به بنا ترتیب این به ͬ باشد. م
قرار C کد در y و x راًس دو هر یعنͬ نگیرد( قرار U در e انتهایی راًس دو هر که کنیم فرض
باشد. xy کمان کردن اضافه با D گراف از بدست آمده جهت دهͬ ΁ی D′ کنیم فرض دارند).
،N [u] ∩ C ̸= N [v] ∩ C یعنͬ IC,D′ (v) = IC,D(v) داریم v ∈ V (G) \ {x} راًس دو هر برای
IC,D′ (x) ̸= IC,D′ (v) پس v ∈ V (G) و x ̸= v اگر ͬ افتد م اتفاق حالت دو x راًس برای حال
گراف در u مانند راًس ΁ی باشد داشته وجود اگر ͬ باشد. م D

′ برای کدشناسایی ΁ی C آنگاه
فرض ابتدا .N+

D′ [u] ∩ C = IC,D′ (u) = IC,D′ (x) = N+
D′ [x] ∩ C پس x ̸= u که گونه ای به G

U در باید حتما u رأس بنابراین u /∈ C ͬ گیریم م نتیجه ٣. ٢ رابطه به توجه با x ∈ C کنیم
فرض کند. احاطه را y رأس باید u رأس احاطه گر مجموعه خاصیت به توجه با و گیرد، قرار
بنابراین ͬ آید. بدست م yu به uy کمان دادن تغییر با که G از حاصل جهت دهͬ ΁ی D′′ کنیم
در و ،IC,D′ (x) = IC,D(u) پس ،IC,D′′ (v) = IC,D(v) داریم ،v ∈ V (G) \ {x, u} راًس هر برای
حال است. D′′ جهت دار گراف برای کدشناسایی ΁ی C ازاین رو .IC,D′ (u) = IC,D(x) نیجه
که ͬ گیریم م نتیجه حالت دو هر در پس .idor(G) ≤ idor(H) = |C| داریم idor تعریف بنابه

.idor(G) ≤ idor(H)

مختلف پارامترهای از استفاده با idor(G)برای کران ها ٣. ٣
درختان ͬ الخصوص عل گراف ها از رده  ای هم و پایین کران بالا، کران بررسͬ به بخش، این در

ͬ پردازیم. م idor(G) پارامتر برای

بالا کران های ٣. ٣. ١
ͬ کنیم م بیان ادامه در که گزاره ای در ͬ آوریم. م بدست idor(G) پارامتر برای را بالا کران ابتدا
و ٣. ٢. ٣ گزاره ͬ کنیم. م مطرح آن خوشه ای عدد و G گراف اندازه از استفاده با را بالا کران

ͬ کنند. م اشاره زیر گزاره به دقیق طور به ٣. ٢. ١ نتیجه



٣۵ مختلف پارامترهای از استفاده با idor(G) برای کران ها
داریم G گراف های تمام برای .٣. ٣. ١ گزاره

idor(G) ≤ |V (G)| − ω(G) + ⌈log٢(ω(G) + ١)⌉.
کامل گراف و K٢ از نوعͬ ،K١ از نوعͬ مجزا اجتماع و کامل گراف های برای ٣. ٣. ١ گزاره
داشته انتظار دی·ر گراف های برای را بهتری بالا کران های است مم΄ن بنابراین، است. دقیق

برد. نام ͬ توان م را مثلث فاقد جهت دار گراف های برای مثال عنوان به باشیم،
بحث این ازاین رو .δ(G) ≥ ٢ تنهااگر اگرو idor(G) ≤ n− ١ که ͬ دهد م نشان ۴ .٣. ٢ گزاره
با را بالا کران زیر گزاره در که ͬ دهیم. م گسترش بزرگتر درجه حداقل با گراف هایی برای را

ͬ آوریم. م بدست گراف درجه حداقل و گراف اندازه
.idor(G) ≤ |V (G)| − δ(G)/٢ + ١ داریم ،G گراف هر برای .٣. ٣. ٢ گزاره

بنابه آنگاه ،δ(G) ≤ ١ که وقتͬ بنابراین ͬ کنیم، م ثابت |V (G)| روی استقرا با را نتیجه برهان.
۴ .٣. ٢ گزاره به توجه با ،١ ≤ δ(G) ≤ ۴ که وقتͬ .idor(G) = n ≤ n − δ(G)/٢ + ١ ،۴ .٣. ٢

.idor(G) ≤ n− ١ ≤ n− δ(G)/٢ + ١ داریم
است. دور دارای G گراف لزوم صورت در باشد. δ(G) ≥ ۵ با گراف G کنیم فرض حال
که جایی .G′

= G−C کنیم فرض همچنین باشد. G گراف در دور کوتاهترین C کنیم فرض
است. C در همسای·ͬ سه حداکثر دارای V (G

′
) در G رأس هر پس است، دور کوتاهترین C

دقیقا C در ͽواق راًس هر بنابراین است القایی C لذا است G در دور کوچ΄ترین C که آنجا از
u١, u٢, u٣, u۴ همسای·ͬ ۴ دارای و باشد C از خارج راًس v اگر ولͬ است همسایه دو دارای
مسیر حذف از حاصل دور آنگاه گرفته اند). قرار ترتیب به دور روی راًس ها باشد(این C در
تناقض این که است کمتر طول با دوری u١vu۴ مسیر کردن اضافه و C دور از u١...u٢...u٣...u۴

.δ(G′
) ≥ δ(G)− ٣ بنابراین است.

استقرا، فرض به توجه با .δ(G′
) ≥ δ(G)− ٢ که ͬ کنیم م فرض حال

δ(G
′
) ≤ |V (G

′
)| − δ(G

′
)/٢ + ١ ≤ |V (G)| − δ(G)/٢ + ٢.

،٣. ٢. ٢ لم به توجه با ازاین رو idor(C) ≤ |V (C)|−١ داریم گزاره٣. ٢. ۴، به توجه با براین علاوه
که ͬ گیریم م نتیجه

idor(G) ≤ idor(G
′
)+ idor(c) ≤ |V (G)| − δ(G)/٢+٢+ |V (C)| − ١ ≤ |V (G)| − δ(G)/٢+ ١.

سه دارای که دارد وجود G
′ گراف از v راس .δ(G′

) = δ(G) − ٣ که ͬ کنیم م فرض حال
.|C| = ٣ که ͬ دهد م نشان این است، دور کوتاهترین C که جایی است. C در همسای·ͬ
جایی ͬ نامیم. م K = {t, u, v, w} که است، رأس چهار در خوشه K ΁ی V (C)

∪
{v} بنابراین

w
و′ v مجاور v

′ که طوری به دارند وجود G − K در w
′ و v

′ متمایز رأس های ،δ(G) ≥ ۵ که
گراف D کنیم فرض ͬ گیریم. نظرم در را H = G⟨K ∪ {v′

, w
′}⟩ مجموعه است. w مجاور



گراف ͬ های جهت ده تمام روی شناسایی کدهای اندازه کوچ΄ترین ٣۶
جهت دار دور ΁ی (u, v, w, u) است، منبع ΁ی t که طوری به باشد H گراف از حاصل جهت دار
{u′

, w
′} سمت به {u′

, w
′} و {u, v, w} بین دی·ر یال های همه ی و {v′

v, w
′
w} ⊂ A(D) است،

صورت به که D جهت دار گراف از شناسایی کد ΁ی {u, v, w} مجموعه ͬ کنیم. م جهت دهͬ
I(w

′
) = {w} و ،I(v′

) = {v} ،I(w) = {w, u} ،I(v) = {v, w} ،I(u) = {u, v} ،I(t) = {u, v, w}

استقرا، فرض به توجه با δ(G−H) ≤ δ(G)− ۶ که است بدیهͬ .idor(H) ≤ ٣ بنابراین است.
idor(G−H) ≤ |V (G−H)|−δ(G−H)/١+٢ ≤ |V (G)|−۶δ(G−۶)/١+٢ ≤ |V (G)|−δ(G)/٢−٢.

داریم ،٣. ٢. ٢ لم به باتوجه بنابراین،
idor(G) ≤ idor(H) + idor(G−H) ≤ ٣ + |V (G)| − δ(G)/٢ − ٢ ≤ |V (G)| − δ(G)/٢ + ١.

حداقل درجه کمترین با (القایی) گراف زیر ΁ی شامل گراف هر (Folklore) .٣. ٣. ٣ گزاره
است. Ad(G)/٢

ͬ آید. بدست م زیر نتیجه ۴ .٣. ٢ و ٣. ٣. ٣، ٣. ٣. ٢ گزاره های به توجه با
داریم ،G گراف هر برای .٣. ٣. ١ نتیجه

idor(G) ≤ |V (G)| −Mad(G)/۴ + ١ ≤ |V (G)| −Ad(G)/۴ + ١.
ͬ کنیم: م مطرح را زیر کلͬ مسأله قبل نتیجه به توجه با

G گراف هر برای idor(G) ≤ |V (G)| − g(k) که طوری به g(k) مقدار حداکثر • .٣. ٣. ١ مساله
است؟ چقدر δ(G) ≥ k با

Ad(G) ≥ با G گراف هر برای idor(G) ≤ |V (G)|−g١(α) که طوری به g١(α) مقدار حداکثر •

است؟ چقدر α

با G گراف هر برای idor(G) ≤ |V (G)| − g٢(α) که طوری به g٢(α) مقدار حداکثر •

است؟ چقدر Mad(G) ≥ α

:g١ = g٢ که ͬ دهیم م نشان قبل مساًله به توجه با
Ad(G) ≥ α که باشد دلخواه گراف ΁ی G کنیم فرض Mad(G) ≥ α که Gهایی همه برای

که است مم΄ن مقدار بیشترین g٢(α) چون Ad ≤ Mad که آنجایی از
idor(G) ≤ |V (G)| − g٢(α),

.g١(α) ≥ g٢(α) بنابراین
G از H گراف زیر بنابراین باشد. Mad(G) ≥ α با دلخواه گرافͬ G کنیم فرض برعکس،

پس است G گراف زیر H که آنجایی از .Mad(G) = Ad(H) که دارد وجود چنان
Mad(G) = Ad(H) ≤ Mad(H) ≤ Mad(G).



٣٧ مختلف پارامترهای از استفاده با idor(G) برای کران ها
با بنابراین ،idor(H) ≤ |V (H)| − g١(α) سپس .Ad(H) = Mad(H) = Mad(G) ≥ α بنابراین
باشد دلخواه گراف ΁ی G کنیم فرض .idor(G) ≤ |V (G)| − g١(α) داریم ،٣. ٢. ١ لم به توجه
داریم سوم مسʽله تعریف بنابه بنابراین .idor(G) ≤ |V (G)| − g١(α) آنگاه Mad(G) ≥ α که
اگر ،٣. ٣. ١ به بنا این رو از g١(α) = g٢(α) داریم ٣. ٣. ١ و ٣. ٣. ١ به بنا پس g١(α) ≤ g٢(α)

داریم بنابراین Mad(G) ≥ α

idor(G) ≤ |V (G)| − (Mad(G)/۴ − ١) ≤ |V (G)| − α/۴ + ١.
.g٢(α) ≥

α

۴ − ١ پس g٢(α) تعریف به توجه با
ͬ آیند. بدست م g١(α) ≥ α۴ −١ و g(k) ≥ α٢ −١ پایین کران های ٣. ٣. ١ نتیجه و ٣. ٣. ٢ گزاره از

ͬ کنیم. م معرفͬ را بالا کران های از برخͬ حال
.idor(Kk,n−k) ≥ n− ٢k + ١ .۴ .٣. ٣ گزاره

|B| = n − k و |A| = k با Kk,n−k دوبخشͬ کامل گراف از افرازی (A,B) کنیم فرض برهان.
Kk,n−k بخشͬ دو گراف از حاصل D جهت دار گراف از شناسایی کد ΁ی C کنیم فرض باشد.
ͬ گیریم. نظرم در را q = |Q| و ،p = |P | ،Q = B \ C ،P = A ∩ C مجموعه های باشد.
بنابراین .q ≤ ٢p − ١ پس هستند. P از غیرتهͬ متمایز زیرمجموعه  Q در رأس ها شناساگر

.|C| ≥ −٢k + ١ آنگاه ،p ∈ [k] اگر حال .|C| = n− k − q + p ≥ n− k − ٢p + p+ ١
،δ(Kk,n−k) = k آنگاه ،n ≥ ٢k اگر که  ͬ کنیم م مشاهده

Ad = (Kk,n−k) = Mad(Kk,n−k) = ٢k − ٢k
n
.

.g١(α) ≤ ٢⌊α/٢⌋−١ بنابراین g(k)؛ ≤ ٢k − ١ سپس

پایین کران های ٣. ٣. ٢
قضیه در ͬ آوریم. بدست م گراف ها ͬ های ویژگ از برخͬ با idor پارامتر برای را پایین کران حال

ͬ کنیم. م بیان گراف درجه حداکثر و گراف اندازه از استفاده با را پایین کران زیر
.idor(G) ≥ ٢

∆+٢ |V (G)| بنابراین باشد. ∆ درجه حداکثر با گراف G کنیم فرض .٣. ٣. ١ قضیه
استفاده با باشد. G گراف از حاصل D جهت دار گراف از کدشناسایی ΁ی C کنیم فرض برهان.
بدست آوردن برای اغلب روش این .|C| ≥ ٢

∆+٢ |V (G)| که ͬ کنیم م ثابت تخلیه روش از
، ͬ شود م استفاده بی نهایت شب΄ه های مخصوصا شناسایی، کدهای اندازه در پایین کران های

کنید. نگاه [٢،۶،٧،٨،٩] به مثال برای
شارژ راس هر سپس است. |V (G)| هزینه کل زین رو ͬ دهیم. م v رأس هر ابه اولیه بار ΁ی
زیر قانون دی·ر، عبارت به ͬ کند. م توزیع آن شناسه در رأس ها به ی΄نواخت صورت به را خود

ͬ کنیم. م ارسال I(v) از رأس هر به ١
|I(v)| راس هر ͬ کنیم: م اعمال را



گراف ͬ های جهت ده تمام روی شناسایی کدهای اندازه کوچ΄ترین ٣٨
همه ی سپس ،v /∈ C اگر ͬ گیریم. م نظر در را رأس ΁ی از ω(v) نهایی شارژ حاضر حال در
آنها همه ی سپس ،v ∈ C اگر .ω(v) = ٠ پس ͬ کند، نم دریافت چیزی هیچ و شارژ را آن
رسید. ͬ توان م آن) خود جمله (از v شامل آن شناسه که رأس هایی تمام از اما ͬ شوند. م شارژ
رأس این مقدار بیشترین و دارد، وجود رأس هایی چنین ∆ + ١ بیشتر که ͬ کنیم م مشاهده
ͬ کند. م دریافت دی·ر تمام از ١٢ بیشتر و رأس، ΁ی حداکثر v بنابراین . دارد {v} شناسه برای

. ω(v) ≤ ١ + ∆٢ = ∆+٢٢ بنابراین
پس است، تغییر بدون کامل شارژ

|V (G)| =
∑

v∈V (G)

ω(v) =
∑
v∈C

ω(v) ≤ |C|∆+ ٢
٢

.idor(G) ≥ ٢
∆+٢ |V (G)| بنابراین،

داد. خواهیم نشان زیر گزاره در که است، دقیق قضیه(٣. ٣. ١) در ٢
∆+ ٢ |V (G)| کران

.idor(G) =
٢

∆+ ٢ |V (G)| بنابراین باشد، منتظم ‐ ∆ گراف از وقوع گراف G اگر .۵ .٣. ٣ گزاره
در را p = |V (H)| مجموعه باشد. G وقوع گراف از منتظم ‐ ∆ گراف ΁ی H کنیم فرض برهان.
گراف D کنیم فرض حال .|V (G)| = (∆+ ٢)p

٢ بنابراین و ،|E(H)| = ∆p

٢ داریم ͬ گیریم. نظرم
جهت دهͬ V (H) سمت به E(H) از یال ها همه ی آن در که باشد G گراف از حاصل جهت دار
دارای v ∈ V (H) هر ͽواق در است. G گراف از شناسایی کد ΁ی V (H) مجموعه ͬ شود. م
که ͬ گیریم م نتیجه بنابراین است. {u, v} شناساگر دارای e = uv ∈ E(H) هر و ،{v} شناساگر
دو از .idor(G) ≥ ٢

∆+ ٢ |V (G)| داریم قضیه٣. ٣. ١ به باتوجه .idor(G) ≤ p =
٢

∆+ ٢ |V (G)|

.idor(G) =
٢

∆+ ٢ |V (G)| که ͬ گیریم م نتیجه اخیر رابطه

درختان ٣. ٣. ٣
از برخͬ به متعلق G گراف که جایی آید بدست  است مم΄ن بهتری بالا و پایین کران های
ارائه درختان برای را دقیقͬ بالا و پایین کران های بخش، این در است. گراف کلاس های

گرفته اند. قرار مطالعه مورد [٨] ͽمرج در درختان شناسایی کدهای ͬ دهیم. م
ͬ پردازیم. م داریم نیاز آن به که مهمͬ لم به ادامه در

دارای که طوری به باشد u, v, w رأس سه با درخت دارای گراف ΁ی G کنیم فرض .٣. ٣. ١ لم
G گراف از حاصل جهت دهͬ هر از شناسایی کد هر است. N(v) = {u,w} و N(u) = {v} ویژگͬ
idor(G) اندازه از مجموعه ای براین، علاوه است. {u, v, w} مجموعه در رأس دو حداقل دارای
گراف ͬ های جهت ده از حاصل D جهت دار گراف از شناسایی کد ΁ی که دارد وجود w شامل

است. G



٣٩ مختلف پارامترهای از استفاده با idor(G) برای کران ها
هر از شناسایی کد هر هستند، متمایز غیرتهͬ شناساگر های دارای v و u که آنجا از برهان.

است. {u, v, w} مجموعه در رأس دو حداقل دارای G گراف از حاصل جهت دهͬ
G گراف جهت دهͬ از حاصل D جهت دار گراف از شناسایی کد ΁ی C که کنیم فرض حال
C

′
= (C {v}) ∪ {w} داریم کنیم فرض .{u, v} ⊆ C بنابراین نباشد، w شامل C کد اگر است.

(در جهت تغییر با D جهت دار گراف از که باشد G گراف جهت دهͬ از حاصل D
′ کنیم فرض و

به ͬ آید. م بدست هستند رأس این از دور که v رأس بر منطبق یال های تمام لزوم) صورت
است. D′ گراف از شناسایی کد ΁ی C ′ که که کرد بررسͬ ͬ توان م راحتͬ

.idor(T ) ≥ ⌈(n+ ٢/(١⌉ بنابراین باشد، n ≥ ٢ مرتبه از درخت ΁ی T اگر .٣. ٣. ٢ قضیه
برای چون است بدیهͬ n ≤ ٣ که وقتͬ نتیجه ͬ کنیم، م اثبات n روی استقرا با را نتیجه برهان.
،N [v١]∩{v١} = {v١} ̸= N [v٢]∩{v١} = ∅ زیرا نیست کدشناسایی {v١} ⊆ {v١, v٢} داریم n = ٢
حال نداریم. ΁ی اندازه از کدشناسایی پس نیست شناسایی کد طریق همین به نیز {v٢} برای و

زیرا نیست کدشناسایی {v١} ⊆ {v١, v٢, v٣} داریم n = ٣ برای
N [v١] ∩ {v١} = {v١} ̸= N [v٢] ∩ {v١} = {v١} = ∅

بررسͬ n ≥ ۴ برای را استقرا حال نیستند. کدشناسایی روش همین به نیز {v٣} و {v٢} برای ،
ثابت راًس n کمتر درخت های برای را ح΄م باشد راًسͬ n درخت ΁ی T کنیم فرض . ͬ کنیم. م
T در ماکسیمم مسیر P) ͬ گیریم م نظر در T درخت قطر P = (v١, . . . , vk) مسیر است. شده
است، ΁ی درجه دارای L راًس هر که است ͹واض .L = N(v٢) \ {v٣} ͬ دهیم م قرار و است،
΁ی x آنگاه باشد ٢ مساوی یا بزرگتر x درجه اگر خلف برهان به باشد دلخواه x ∈ L کنیم فرض
مسیر طرفͬ از است، دور فاقد T زیرا باشد P مسیر روی ͬ تواند نم y دارد. x ̸= y٢ همسای·ͬ

است. تناقض در P انتخاب با این که است P از تر طولانͬ مسیر ΁ی P ′
= (y, v١, . . . , vk)

کنیم فرض باشد. T درخت از حاصل D جهت دهͬ ΁ی از شناسایی کد ΁ی C کنیم فرض
ND[x] ⊆ {x, v٢} که است ͹واض ͬ کنیم. م فرض دلخواه را x ∈ L .L ⊆ C بنابراین .v /∈ C که
.x ∈ C پس v /∈ C که ͬ دانیم م ولͬ .{x, v٢}∩C ̸= ∅ لذا است شناسایی کد ΁ی C که آنجا از و

علاوه براین،
x ∈ V (D−(L∪{v٢})) اگر زیرا است. D′

= D−(L∪{v٢}) از کدشناسایی ΁ی C ′
= L\C

v٢ آنها همسایه تنها و هستند ΁ی درجه L در ͽواق راًس های همه زیرا .ND(x) ∩ L = ∅ آنگاه
داریم v٢ /∈ C به توجه با لذا است.

ND(x) ∩ (x) = (ND(x) ∩ L) ∪ (ND(x) ∩ C \ L) = ND(x) ∩ (x) = ND′ (x) ∩ C \ L.

به بنا حال است. چنین نیز D′ برای C ′ لذا است، شناسایی کد ΁ی D برای C چون بنابراین
استقرا فرض

|C| ≥ ⌈|V (D
′
)|+ ١

٢ ⌉ =⇒ |C|−|L| ≥ |C \ | ≥ |V (D)| − |L| − ١ + ١
٢ =⇒ |C| ≥ |V (D)| − |L|

٢



گراف ͬ های جهت ده تمام روی شناسایی کدهای اندازه کوچ΄ترین ۴٠
باشد. v٢ ∈ C که ͬ کنیم م فرض حال .|C| ≥ |V (D)|+ ١

٢ داریم v ∈ L زیرا |L| ≥ ١ که آنجا از
ͬ کند. م احاطه D در را L ∩ C در ͽواق راًس های همه ی v٢ که کرد فرض ͬ توان م براین علاوه
با آنگاه باشد (x, v٢) ∈

−→
E (D) اگر زیرا (v٢, x) ∈

−→
E (D) آنگاه x ∈ L ∩ C اگر دی·ر عبارت به

D
′ برای کدشناسایی ΁ی C هنوز که ͬ سازیم م را D

′ جهت دار گراف D در xv٢ یال جهت تغییر
اینکه به توجه با یافته اند. تغییر D′ و D در N(x) و N(v٢) فقط زیرا است.

ND(x) ∩ C = {x, v٢}, N
′
D(x) ∩ C = {x}

هر برای که کنیم دقت .{x, v٢} ⊆ N
′
D[v٢]∩C بنابراین x /∈ ND[v٢]∩C, x ∈ N

′
D[v٢]∩C داریم

چنان z و y باید لذا نباشد کدشناسایی D
′ برای C برای اگر .N ′

D[v٢] ∩ C ̸= ∅ داریم ،v راًس
داریم: حالت چند حال .N ′

D[z] ∩ C = N
′
D[y] ∩ C که باشد داشته وجود

بنابراین است x ∈ N
′
D[y] ∩ C ولͬ {x} = N

′
D[v٢] ∩ C آنگاه y ̸= v٢ و z = x ١.اگر

N
′
D[y] ∩ C ̸= N

′
D[z] ∩ C

{x} = N
′
D[y] ∩ C ̸= N

′
D[z] ∩ C = {x, v٢} آنگاه y = v٢ و z = x ٢.اگر

N
′
D[y]∩C ̸= N

′
D[z]∩C نتیجه در x ∈ ND[y]∩C, x /∈ N

′
D[z]∩C آنگاه y = v٢ و z /∈ x ٣.اگر

ND[y] = N
′
D[y] ∩ C ̸= N

′
D[z] ∩ C = ND[z] ∩ C آنگاه y /∈ v٢ و z /∈ x اگر .۴

غیر به L رأس های تمام هستند، شناساگر عنوان به v٢ دارای رأس ΁ی حداکثر که آنجا از
هستند. C کد در رأس ΁ی از

ͬ کنیم. م بررسͬ نه یا است |L| ≥ ٢ آیا اینکه به توجه با را حالت دو
D − v١ از شناسایی کد ΁ی C \ {v١} پس ،L ⊆ C اگر .|L| ≥ ٢ کنیم فرض اول: حالت
فرض به توجه با بنابراین، است. D − v١ شناساگر در L از رأس ΁ی دارای v٢ که وقتͬ است،
رأس ΁ی که ͬ کنیم م فرض این رو، از .|C| ≥ ⌈(n + ٢/(١⌉ پس ،|C \ {v١}| ≥ ⌈n/٢⌉ استقرا،
C \ L این رو، از .I(v١) = {v٢} که ͬ کنیم م مشاهده نباشد. C در که نامیم، {v١} که ،L در
آن شناساگر و است شده احاطه v٢ رأس توسط v٣ رأس زیرا است D − L از شناسایی کد ΁ی
احاطه v٣ رأس توسط v٢ رأس یا است، D گراف در کد ΁ی C زیرا نیست {v٢} از D − L در
،|C \L| ≥ ⌈(n−|L|+١)/٢⌉ استقرا، فرض به توجه با سپس نیست. v٢ شامل I(v٣) و ͬ شود م

.|L| ≥ ٢ ≥ زیرا ،|C| = |C|+ |L| − ١ ≥ ⌈(n+ ٢/(١⌉ بنابراین
اگر .v٣ ∈ C که ͬ کنیم م فرض لم(٣. ٣. ١)، به توجه با .|L| = ١ کنیم فرض دوم: حالت
توسط v٢ رأس خصوص، به .I(v٢) = {v٢, v٣} لزوم، صورت در .I(v١) = {v٢} پس ،v١ /∈ C

D − {v١, v٢} از شناسایی کد ΁ی C \ {v٢} نتیجه، در است. شده احاطه D گراف در v٣ رأس
.|C| ≥ ⌈(n+ ٢/(١⌉ بنابراین ،|C \ {v٢}| ≥ ⌈(n− ٢/(١⌉ استقرا، فرض به توجه با پس، است.
توسط v٢ رأس که ͬ کنیم م فرض کلیت، دادن دست از بدون .v١ ∈ C ͬ کنیم م فرض این رو، از
توجه با پس، است. D − v١ از کدشناسایی ΁ی C \ {v١} بنابراین است. شده احاطه v١ رأس

.|C| ≥ ⌈(n+ ٢/(١⌉ بنابراین ،|C \ {v١}| ≥ ⌈n/٢⌉ استقرا، فرض به



۴١ مختلف پارامترهای از استفاده با idor(G) برای کران ها
نیز مسیرها برای ͬ کنیم م بیان ادامه در که گزاره ای است. دقیق ٣. ٣. ٢ قضیه در کران

ͬ دهیم: نشان م
داریم صورت این در باشد. n مرتبه از مسیر ΁ی Pn کنیم فرض .۶ .٣. ٣ گزاره

idor(Pn) = ⌈(n+ ٢/(١⌉.
ͬ گیریم. م نظر در را Pn = (v١, ·, vn) مجموعه برهان.

زوج i اگروتنهااگر vi −→ vi+١ که جایی باشد Pn مجموعه از جهت دهͬ ΁ی Dn کنیم فرض
ͬ گیریم: م نظر در را حالت دو حال است.

i اگر است: Pn مجموعه از شناسایی کد ΁ی {vi | i فرد } سپس باشد، فرد n اول حالت
.I(vi) = {vi−١, vi+١} بنابراین است زوج i اگر و ،I(v − i) = {vi} بنابراین است فرد

است: Pn مجموعه از شناسایی کد ΁ی {vi | i فرد }∪ {vn} سپس باشد، زوج n دوم حالت
،I(vi) = {vi−١, vi+١} بنابراین است i < n و زوج i اگر ،I(v− i) = {vi} بنابراین است فرد i اگر
داریم ٣. ٣. ٢ قضیه از استفاده با .idor(Pn) ≤ ⌈(n + ٢/(١⌉ این رو از .I(vn) = {vn−١, vn} و

.idor(Pn) ≥ ⌈(n+ ٢/(١⌉
.idor(Pn) = ⌈(n+ ٢/(١⌉ که ͬ گیریم م نتیجه اخیر رابطه دو از

گزاره در این رو، از هستند. idor(T ) = |V (T )| که طوری به T درختان K١ و K٢ گراف های
بنابراین ،T = P۴ اگر گزاره(٣. ٣. ۶)، به توجه با هستند. ی΄ͬ آن ها که دادیم نشان (۴ .٣. ٢)

ͬ کند. م صدق رابطه این نیز ستاره ها در .idir(T ) = |V (T )| − ١
.idor(Sn) = n− ١ داریم باشد. رأس n با ستاره Sn کنیم فرض .٣. ٣. ٧ گزاره

V (Sn)\u١ = C مجموعه باشند. ستاره برگ های u١, u٢, . . . , un−١ و مرکز c کنیم فرض برهان.
{(u١, c)}∪{c, ui | ٢ ≤ i ≤ n−١} کمان مجموعه با Sn گراف ͬ های جهت ده از شناسایی کد ΁ی

داریم u١, u٢ ∈ V (Sn) \ u١ رأس دو برای زیرا ͬ گیریم، م نظر در
N [u١] ∩ C = c ̸= N [u٢] ∩ C = u٢.

است. Sn گراف ͬ های جهت ده از حاصل D جهت دار گراف از شناسایی کد ΁ی C حال
ͬ کنیم م فرض ادامه در .|C| ≥ n− ١ پس هستند، C در Sn برگ های تمام ͬ کنیم م فرض ابتدا

(u١, c) ∈ A(D) داریم ،c ∈ C برای پس ،I(u١) ̸= ∅ که جایی نباشد. C کد در u١ برگ که
بدست I(ui) = I(u١) رابطه ،٢ ≤ i ≤ n − ١ برای که جایی این، بر علاوه .I(u١) = c و

.|C| ≥ n− ١ بنابراین .ui ∈ C داریم پس ͬ آید م
درخت  پارامترهای از برخͬ طریق از idor(T ) = |V (T )| − ١ بالا کران ͬ توانیم م این رو، از

.leav(T ) ≤ |V (T )| − ١ داریم ،|V (T )| > ٢ که وقتͬ دهیم. گسترش



گراف ͬ های جهت ده تمام روی شناسایی کدهای اندازه کوچ΄ترین ۴٢
.idor(T ) ≤

⌊
|V (T )|+ leav(T )

٢
⌋

بنابراین باشد،  درخت ΁ی T اگر .٣. ٣. ٣ قضیه
بنابراین است. درخت T − L باشد. آن برگ های مجموعه L و درخت، T کنیم فرض برهان.
گراف ͬ کنیم م فرض است.

⌈
|V (T − L)|

٢
⌉

حداقل اندازه از S ثابت مجموعه دارای درخت این
به V (T )\S و S بین آن یال های تمام که طوری به باشد T درخت ͬ های جهت ده از حاصل D

ͬ کنیم. م جهت دهͬ S سمت
هر ͽواق در است. D جهت دار گراف از شناسایی کد ΁ی C = V (T )\S که ͬ کنیم م ادعا
گراف در آن ها بیرونͬ همسای·ͬ که است T درخت در همسای·ͬ دو حداقل دارای S رأس
c ∈ C رأس هر شناساگر زیرا است، تهͬ غیر رأس هر شناساگر بنابراین است. D جهت دار
آنها از ی΄ͬ اگر ͬ گیریم. م نظر در را V (T ) از v و u متمایز رأس دو علاوه براین، است. c شامل
دو) (حداقل به مجاور رأس تنها u اما .NT (u) = I(u) بنابراین باشیم، داشته S در u مانند
و u اگر .I(u) ̸= I(v) بنابراین است. دوری غیر T زیرا است، T درخت در NT (u) رأس های
ͬ کنیم م فرض کلیت، دادن دست از بدون دارند. وجود C کد در پس نباشند، S در دو هر v

نشان این .I(u) ̸= I(v) بنابراین ،v ∈ I(v)\I(u) سپس و احاطه نشود v رأس توسط u رأس
این رو از است. D گراف از کدشناسایی ΁ی C که ͬ دهد م

idor(T ) ≤ |C| = |V (T )| − |V (S)| ≤ |V (T )| −
⌈
|V (T − L)|

٢
⌉
≤

⌊
|V (T )|+ leav(T )

٢
⌋
.

ͬ آید. م بدست نیز مسیرها و ستاره ها برای ٣. ٣. ٣ قضیه در کران که ͬ کنیم مشاهده م
طور به حال .|V (T )|/٢ ≤ α(T ) و leav(T ) ≤ α(T ) که علاوه براین باشید داشته توجه

ͬ کنیم. م بیان را زیر نتیجه مستقیم
.idor(T ) ≤ ٣α(T )

٢ بنابراین است، درخت ΁ی T اگر .٣. ٣. ٢ نتیجه
آنها ازاین رو،  ͬ آید. م بدست  ۴ ٢و مرتبه از ترتیب به P۴ و P٢ های مسیر برای بالا کران

هستند. ی΄ͬ
بنابراین باشد. P۴ و P٢ مسیرهای از متفاوت درخت T کنیم فرض .۴ .٣. ٣ قضیه

idor(T ) ≤ ۴α(T )
٣ .

خصوص، به است. درست |V (T )| ≤ ۵ برای نتایج ͬ کنیم. م ثابت استقرا با را نتیجه برهان.
.V (T ) ≥ ۶ که کنیم فرض حال .idor(T ) ≤ ۴α(T )

٣ داریم ،۵ مرتبه از T درخت هر برای
که است ͹واض ͬ شود. م v٢ و v١ برگ دو حداقل شامل v ∈ T رأس از برخͬ ͬ کنیم م فرض
توجه با .idor(T ) ≤ idor(T − v١) + ١ داریم (٣. ٢. ٢) لم به توجه با و α(T ) = α(T − v١) + ١

.idor(T ) ≤ ۴
٣α(T ) نتیجه در است. idor(T − v١) ≤

۴
٣α(T − v١) + ١ استقرا فرض به



۴٣ idor پارامتر و id پارامتر بین ارتباط
به توجه با است. برگ ΁ی حداکثر مجاورت  T درخت رأس هر ͬ کنیم م فرض این رو، از

ͬ کنیم: م بررسͬ را متمایز حالت سه leav(T ) مقدار
idor(T ) ≤ ٢

٣n =
۴
٣ .

n

٢ ≤ ۴α(T )
٣ و ͬ بریم م ب΄ار را ٣. ٣. ٣ قضیه باشد، leav(T ) ≤ n

٣ اگر •
ͬ آید. م بدست

نیست. مجاور برگ هر به که دارد وجود v ∈ T گره پس باشد، n

٣ < leav(T ) <
n

٢ اگر •
مجموعه ای C وضعیت که جایی ͬ کنیم، م جهت دهͬ v ریشه از شاخه ای صورت به T درخت
در ͬ باشند م ١ اندازه از شناساگر دارای v و برگ ها تمام که ͬ کنیم م مشاهده است. گره ها از
idor(T ) ≤ بنابراین هستند. ٢ اندازه از شناساگر دارای v از متمایز گره های تمام که حالͬ

ͬ گیریم. م نتیجه n− leav(T ) ≤ ٢
٣n ≤ ۴α(T )

٣
برگ رأس هر از استفاده با قبلͬ صورت به را ͬ ها جهت ده سپس باشد، leav(T ) = n

٢ اگر •
v رأس و T درخت گره های تمام شامل C کد مجموعه و ͬ کنیم،  م تعریف ریشه صورت به v

برگ ها تمام که حالͬ در ͬ باشند م ٢ اندازه از شناساگر دارای گره ها تمام بنابراین ͬ شود. م
که ͬ دهد م نشان این n > ۵ که وقتͬ هستند. ١ اندازه از شناساگر دارای

idor(T ) ≤ n

٣ + ١ ≤ ٢
٣n ≤ ۴α(T )

٣ .

٢p از اجتماعͬ که است درختͬ A۶p ͽواق در است. مم΄ن حالت بهترین ۴ .٣. ٣ قضیه
راحتͬ به است. P = (p١, p٢, · · · , p٢p) مسیر و ١ ≤ i ≤ ٢p ،Qi = (ai, bi, ci) مجزا مسیرهای
{ci | ١ ≤ i ≤ ٢p} ∪ {a٢j | ١ ≤ j ≤ ٢p} مجموعه که A٢p از جورسازی حداکثر دید ͬ توان م
گراف جهت دهͬ هر از C کد هر برای دی·ر، طرف از .α(A۶p) = ٣p بنابراین ͬ آید، م بدست
٣. ٣. ١ لم به توجه با {ai, bi, ci} هر در C از رأس دو حداقل باید ،A۶p از حاصل D جهت دار

.idor(A۶p) ≥
۴
٣α(A۶p) نتیجه در .idor(A۶p) ≥ ۴p این رو از باشد. داشته

idor پارامتر و id پارامتر بین ارتباط ۴ .٣
بدست ͬ کنیم م بیان ادامه در که مفید قضیه چند با را idor پارامتر و id پارامتر بین ارتباط

ͬ آوریم. م
با یال ها مجموعه  اینصورت در باشد، V (G) از تهͬ غیر مجموعه زیر دو B و A کنیم فرض

ͬ دهیم. م نشان (A,B) نماد با را B در آن دی·ری رأس و A در آن رأس ΁ی که رأس٧ پایان

.idor(G) ≤ ٢id(G) داریم G مانند گراف ها تمام برای .١ .۴ .٣ قضیه
7End vertex



گراف ͬ های جهت ده تمام روی شناسایی کدهای اندازه کوچ΄ترین ۴۴
آنگاه باشد، دوقلو گراف های از برخͬ دارای G گراف اگر باشد. گراف ΁ی G کنیم فرض برهان.
دوقلو رأس فاقد گراف G گراف که کنیم فرض حال است. بدیهͬ نتیجه در و id(G) = +∞

همچنین و باشد id(G) اندازه با G گراف از کد ΁ی C کنیم فرض است. id(G) < +∞ که است،
حاصل جهت دهͬ ΁ی D کنیم فرض همچنین ͬ گیریم. م نظر در را U = V (G) \ C مجموعه
هر برای پس ͬ کنیم. م جهت دهͬ C سمت به E(U,C) از یا ل ها تمام که طوری به G گراف از
نتیجه w ∈ IC,D(w) رابطه ،w ∈ C رأس هر برای و IC,D(u) ∩ C = IC,G(u) ̸= ∅ داریم ،u ∈ U

.IC,G(v) ̸= ∅ داریم ،v ∈ V (G) هر برای بنابراین ͬ گیریم. م
داریم ،u١, u٢ ∈ U متمایز رأس دو هر برای پس

IC,D(u١) ∩ C = IC,G(u١) ̸= IC,G(u٢) = IC,D(u٢) ∩ C,

IC,D(w١) ̸= داریم ،C کد در w١, w٢ رأس دو برای براین علاوه .IC,D(u١) ̸= IC,G(u٢) بنابراین
ͽمان که چیزی تنها است. D جهت دار گراف از شناسایی کد ΁ی تقریباً C این رو از .IC,G(w٢)
IC,D(w) = IC,G(u) که طوری به (u,w) ∈ U × C مرتب های زوج باشد کد ،C کد که ͬ شود م
داریم ،(u, v) بد مرتب زوج هر برای ͬ نامیم. م بد مرتب های زوج  را مرتب ها زوج  چنین است.
حداکثر بنابراین است، بد مرتب زوج ΁ی از بیش در w ∈ c رأس براین، علاوه .(u, v) ∈ A(D)

اولین که باشد U رأس های از مجموعه ای U
′ کنیم فرض دارد. وجود بد مرتب های زوج |C|

است D جهت دار گراف از کدشناسایی ΁ی C ′
= C∪U

′ بنابراین هستند. بد مرتب زوج از رأس
،|U ′ | ≤ |C| براین علاوه هستند. متمایز که بد مرتب زوج از عضو دو آن شناساگر که جایی

.idor(G) ≤ ٢id(G) که ͬ گیریم م نتیجه بنابراین .|C ′ | ≤ ٢|C| پس
.idor(G) ≤ ٣

٢ id(G) Gداریم مانند گراف ها تمام برای .٢ .۴ .٣ قضیه
ͬ کند. م پیروی زیر لم از مستقیم طور به قضیه٣. ۴. ٢

از حاصل D جهت دار گراف باشد. C شناسایی کد دارای گراف ΁ی G کنیم فرض .١ .۴ .٣ لم
است. |C ′ | ≤ ٣

٢ |C| و C ⊆ C
′ با C ′ شناسایی کد دارای که دارد وجود G گراف جهت دهͬ

ͬ گیریم. م نظر در U = V (G) \ C مجموعه برهان.
صورت به را گراف سپس ͬ کنیم. م جهت دهͬ C سمت به E(U,C) از را یال ها تمام ابتدا
U١ := U,C١ := C مجموعه فرض کنیم ͬ کنیم. م افرازبندی ͬ شود م بیان ادامه در که فرایندی
در همسای·ͬ دو حداقل دارای دارد وجود Ui در رأسͬ که زمانͬ تا ͬ گیریم. م نظر در i = ١ و

زیر مجموعه ͬ کنیم. م انتخاب را ui رأس است. Ci

Bi = N(ui) ∩ C, Si = N(Bi) ∩ Ui \ {ui}, Ci+١ = Ci \Bi, Ui+١ = Ui \ (Si ∪ {ui}),

Bi سمت به E(Ci+١, Bi) یال های و ui سمت به را E(ui, Bi) یال های داریم. i : := i + ١ و
کنید. نگاه ٣. ١ ش΄ل به ͬ دهیم. م جهت  تغییر



۴۵ idor پارامتر و id پارامتر بین ارتباط

شده افرازبندی گراف :٣. ١ ش΄ل

در همسای·ͬ دارای Up رأس هر ͬ کند. م متوقف را فرایند که باشد i اندیس p کنیم فرض
 C کد در ١ درجه دارای ازاین رو دارد. تعلق Siها از برخͬ به اینصورت غیر در نیست C\Cp

داریم باشد. آن همسای·ͬ c(u) کنیم فرض ،u ∈ Up هر برای است.  Cp در آن همسای·ͬ و
فرض است. c(u) ̸= c(u

′
) ͬ گیریم م نتیجه u, u′ ∈ Up تمام برای بنابراین ،IC,G(u) = {c(u)}

مجموعه صورت به یعنͬ است،  Up در همسای·ͬ دارای که باشد Cp رأس های مجموعه Bp کنیم
ͬ کنیم. م جهت دهͬ C\Bp سمت به را E(Bp, Cp\Bp) یال های تمام است. Bp = {c(u)|u ∈ Up}

یال های ͬ کنیم. م انتخاب را H در rH ٣، رأس حداقل مرتبه از GBp از H همبند مؤلفه هر برای
١ حداقل بیرونͬ درجه دارای rH به جز H رأس های تمام که طوری به ͬ کنیم م جهت دهͬ را H

تمام مجموعه  W کنیم فرض باشد. c(wH) = rH که طوری به Up رأس wH کنیم فرض و باشند،
ͬ گیریم، م درنظر را c(u٢) و c(u١) رأس های با ٢ مرتبه از GBp Hاز همبند مؤلفه های باشد. wH

وجود bH ∈ {c(u١), c(u٢)} رأس است، IC,G(u٢) = {c(u٢)} و IC,G(u١) = {c(u١)} که آنجا از
رأس aH کنیم فرض است. C\{c(u١), c(u٢)} در رأس ΁ی شامل IC,G(bH) که طوری به دارد

ͬ کنیم. م جهت دهͬ bH سمت به را aHbH یال  باشد. {c(u١), c(u٢)} از دی·ری
به E(U\U ′

, U
′
) یال های ͬ گیریم. درنظرم را U

′
= U\({u١, · · · , up−١} ∪ W ) مجموعه

دلخواه طور به نشده داده جهت یال های تمام جهت نهایت در ͬ کنیم. م جهت دهͬ U
′ سمت

مجموعه ͬ کنیم. م جهت دهͬ G گراف جهت دهͬ از حاصل D جهت دار گراف به
C

′
= C ∪ {u١, ·, up−١} ∪W

ͬ گیریم م نتیجه بنابراین ، |{u١, ·, up} ∪W | ≤ |C|/٢ که ͬ کنیم م مشاهده ͬ گیریم. م درنظر را
است. D جهت دار گراف از شناسایی کد ΁ی C ′ که کنیم ثابت باید .|C ′ | ≤ ٣|C|/٢

خصوص، به .IC,G(u) = IC′ ,G(u) داریم ،u ∈ U
′ رأس هر برای که ͬ کنیم م مشاهده ابتدا

هستند،  تهͬ غیر قطعͬ طور به C ′ رأس های شناساگر که آنجایی از است. تهͬ غیر IC′ ,G(u)

شناساگرها تمام که ثابت کنیم ͬ خواهیم م کنیم فرض هستند. تهͬ غیر شناساگرها تمام بنابراین
هستند. متمایز

U
′ از رأس دو u

′ و u
′ اگر هستند. مشخص متمایز شناساگر های دارای C

′ در رأس دو
.IC′ ,G(u

′

١) = IC,G(u
′

١) ̸= IC,G(u
′

٢) = IC′ ,G(u
′

٢) بنابراین باشند،



گراف ͬ های جهت ده تمام روی شناسایی کدهای اندازه کوچ΄ترین ۴۶
دلیل به باشد، v ∈ ({u١, · · · , up−١}∪W ) اگر ͬ گیریم. م نظر در v ∈ C

′ و u ∈ U
′ رأس حال

v ∈ IC′ ,D(v)\IC′ ,D(u) بنابراین ͬ  کنیم م جهت دهͬ U
′ سمت به E(U\U ′

, U
′
) یال های تمام اینکه

؛ ui ∈ IC′ ,D(v)\IC′ ,D(u) بنابراین باشد،  ١ ≤ i ≤ p − ١ از برخͬ برای Bi در v اگر است؛
.v ∈ IC′

,D(v)\IC′
,D(u) بنابراین نباشد، کمان uv اگر

که باشیم داشته توجه است. c(u) = v و u ∈ Up, v ∈ Bp که ͬ کنیم م فرض ادامه در
باشد، ٣ حداقل مرتبه از H اگر باشد. G⟨Bp⟩ در v مؤلفه  H کنیم فرض است. IC′ ,G(u) = {v}

همسای·ͬ دارای v که آنجایی از uاست. ∈ U
′ باشد u ̸= wH که وقتͬ زیرا است v ̸= rH سپس

یا aH در v پس باشد، ٢ مرتبه از H اگر ͬ باشد. م IC′ ,G(u) ̸= {v} بنابراین و است H در بیرونͬ
پس باشد v = bH اگر ͬ شود. م احاطه bH توسط v بنابراین باشد v = aH اگر است. دی·ر bH

G⟨Bp⟩ از مؤلفه ای  H که آنجایی از است. C\{aH} در w همسای·ͬ ΁ی دارای G گراف در v

در ͬ شود. م احاطه Dدر ترسیم با w توسط v بنابراین و w ∈
∪p−١

i=١ Bi لزوم صورت در است،
C در w رأس به مجاور v سپس باشد، ١ مرتبه از H اگر است. IC′ ,G(v) ̸= {v} مورد، دو هر
w ∈

∪p−١
i=١ Bi بنابراین است، مجزا GBp در v که آنجا از .IC,G(v) = IC,G(u) ̸= {v} زیرا است،

.IC′ ,G(v) ̸= {v} نتیجه در ͬ شود. م احاطه با Dدر ترسیم با w رأس توسط v رأس و
شده داده نشان ٣. ٢ ش΄ل در R گراف در که همانطور است، دقیق (٢ .۴ .٣) قضیه کران

است. آن از مجزایی نوع شده ساخته گراف و است
صورت این در باشد. ٣. ٢ ش΄ل در شده داده نشان گراف R کنیم فرض .١ .۴ .٣ گزاره

است. id(R) = ۴ و idor(R) = ۶

b٢a١b١

a۴

b۴

a٢

b٣a٣

c١ c٢
c۴ c٣

R گراف :٣. ٢ ش΄ل

باشد، {bi, ci} مجموعه هر در رأس ΁ی حداقل شامل باید G گراف از شناسایی کد هر برهان.
،ͽواق در است. G گراف از شناسایی کد ΁ی {c١, c٢, c٣, c۴} مجموعه id(G)است. ≥ ۴ بنابراین
و ،I(bi) = {ci} ،( هستند ۴ پیمانه به (اندیس ها I(ai) = {ai, ai+١} نتیجه در iها، تمام برای

است. id(R) = ۴ بنابراین ͬ باشد. م I(ci) = {ci−١, ci, ci+١}



۴٧ idor پارامتر و id پارامتر بین ارتباط
idor(R) ≥ ۶ که کنیم ثابت باید حال .idor(R) ≤ ۶ داریم ،(٢ .۴ .٣) قضیه به توجه با

است.
دارای G گراف از جهت دهͬ ΁ی شامل D جهت دار گراف که کنیم فرض خلف برهان به
به ͬ گیریم م نظر در (D,C) مرتب زوج براین علاوه است. ۶ از کمتر مرتبه از C شناسایی کد

است. ماکزیمم C ∩ {c١, c٢, c٣, c٣, c۴} که طوری
شناساگر دارای bi بنابراین باشد، ci /∈ C اگر است. {c١, c٢, c٣, c٣, c۴} ⊆ C که ͬ کنیم م ادعا
گراف D

′ کنیم فرض و باشد C
′
= (C\{bi} ∪ {ci}) کنیم فرض است. bi ∈ C به ویژه و {bi}

ͬ دهیم. م جهت تغییر ci سمت به bici یال که طوری به D جهت دار گراف از آمده بدست جهت دار
حداکثر با تناقض در (D

′
, C

′
) بنابراین و است D′ جهت دار گراف از شناسایی کد ΁ی C ′ بنابراین

ͬ کند. م ثابت را ما ادعای این است. (D,C)

دست از بدون .|C ∩ {a١, a٢, a٣, a۴, b١, b٢, b٣, b۴}| ≤ ١ داریم است، |C| < ۶ که آنجا از
i ∈ برای بنابراین باشد. C ∩ {a١, a٢, a٣, b١, b٢, b٣} = ∅ که ͬ کنیم م فرض کلییت، دادن
حال .I(ai) = {ci, ci+١} داریم ،i ∈ {١,٢} برای نتیجه در .I(bi) = {ci} داریم {١,٢,٣}
بنابراین و c٢ /∈ I(c٣) نتیجه در ͬ باشد. م (c٢, c٣) ∈ A(D) بنابراین است، I(c٢) = {c١, c٢, c٣}
b۴ ∈ I(b۴) ⊆ C بنابراین و ،I(a٣) = {c۴} حال است. {c٣} = I(b٣) زیرا I(c٣) = {c٣, c۴}

است. تناقض که است، {c١, c۴} شناساگر دارای a۴ و c١ نتیجه در هست.
چیست: زیر مسائل محاسباتͬ پیچیدگͬ .١ .۴ .٣ مساله

است. idor(G) < ٣٢ id(G) آیا اینکه مورد در گیری تصمیم •
از حاصل D جهت دار گراف آیا که ͬ گیریم م تصمیم ،C شناسایی کد با G گراف به توجه با •
|C ′ | < ٣

٢ |C| و C ⊆ C
′ که طوری به D جهت دار گراف از C ′ شناسایی کد و G گراف جهت دهͬ

است.
زیر، گزاره .id(G) ≤ ٢idor(G) − ٢ داریم G دوقلو رأس فاقد گراف هر برای که داریم به یاد
فرض است. دقیق کران این که ͬ دهد م نشان که است شده بیان FlorentFoucaud توسط
است. p اندازه از جورسازی حذف با رأس ٢p+١ با کامل گراف از حاصل گراف ΁ی J٢p+١ کنیم

اینصورت در باشد. صحیح عدد k ≥ ١ کنیم فرض .٢ .۴ .٣ گزاره
idor(J٢k−١) = k و id(J٢k−١) = ٢k − ٢.

Foucaud توسط باشد id(G) = |V (G)| − ١ که طوری به دوقلو رأس فاقد گراف های برهان.
آن ها از نمونه ای J٢p+١ گراف های است. گرفته  قرار بررسͬ مورد [٨] ͽمرج در هم΄ارانش و

است. id(J٢k−١) = ٢k − ٢ بنابراین هستند،
V (J٢p−١)\C با C که طوری به باشد J٢p+١ گراف از رأسͬ k مجموعه  C کنیم فرض حال
جهت دار گراف دلخواه طور به دارد. وجود J٢p+١ تعریف با مجموعه ای چنین ͬ شود. م کامل
همسای·ͬ از مجموعه ای F ͬ کنیم م فرض ͬ کنیم. م جهت دهͬ را GC گراف از حاصل DC



گراف ͬ های جهت ده تمام روی شناسایی کدهای اندازه کوچ΄ترین ۴٨
فرض است. DC : F = {N+

DC
(v)|v ∈ C} صورت به مجموعه ای باشد: DC در بسته بیرونͬ

نیستند F در که C از متمایز تهͬ غیر زیرمجموعه های با را V (J٢p−١)\C رأس های کنیم
٢k − ١ دارای J٢p+١ گراف زیرا داد انجام ͬ توان م را برچسب گذاری این کنیم. برچسب گذاری
DC گراف از که باشد G گراف جهت دهͬ از حاصل D جهت دار گراف کنیم فرض است. رأس
وتنهااگر اگر ͬ آید م بدست v به u از v ∈ C و u ∈ V (J٢p−١)\C با uv یال کردن جهت دهͬ با
جهت دهͬ V (J٢p−١)\C در رأس پایان دو هر با یال ها دلخواه طور به و باشد، u از برچسبی v
idor(J٢k−١) = k نتیجه در است. D جهت دار گراف از شناسایی کد ΁ی C بنابراین ͬ کنیم. م

است.

پیچیدگͬ ۵ .٣
ISCODE پارامتر و LARGE− IDOR پارامتر و IDOR پارامتر برای را پیچیدگͬ بخش این در

ͬ کنیم. م محاسبه

IDOR پیچیدگͬ ١ .۵ .٣
NP‐سخت مسأله ΁ی جهت دار گراف یا گراف در شناسایی کد اندازه کوچ΄ترین کردن پیدا
عنوان به شوند، محدود جهت دار گراف های یا گراف ها کلاس های از برخͬ به اگر حتͬ است
ثابت idor پارامتر برای مشابهͬ نتایج حال ͬ کنیم. م مشاهده [١٢،٩،٧،١١] ͽمراج در مثال

ͬ کنیم. م
گراف های به که صورتͬ در حتͬ است، NP‐کامل مسأله ΁ی IDOR پارامتر .١ .۵ .٣ قضیه

باشد. شده محدود ٣ درجه حداکثر از ٩͹مسط دوبخشͬ گراف های یا و م΄عبی٨ دوبخشͬ
ͬ شود، م k نامنفͬ صحیح عدد ΁ی و G گراف ΁ی شامل که رأسͬ پوشش کاهش برهان.
مسأله این نه. یا است k حداکثر اندازه  از رأسͬ پوشش دارای G گراف آیا که ͬ گیریم م تصمیم
است. شده ثابت Karp توسط [٣٣] ͽمرج در و است NP‐کامل که اولیه مسأله ٢١ از ی΄ͬ
گراف های به که زمانͬ حتͬ است NP‐کامل مسأله ΁ی مسأله این که است شده شناخته
شده محدود ٣ درجه حداکثر از [٢٧] ͽمرج در ͹مسط گراف های یا و [٢٨] ͽمرج در م΄عبی
گراف های به که زمانͬ ͬ ماند م باقͬ است NP‐کامل مسأله که ͬ دهیم م نشان به راحتͬ باشد.
΁ی G کنیم فرض باشد. شده محدود ٣ حداکثر درجه و ٢ حداقل درجه کمترین با ͹مسط
یال ابزار با یال هر کردن جای·زین با G گراف از بدست آمده گراف H کنیم فرض باشد. گراف

است. شده داده نشان ؟؟ ش΄ل در که Fe

8Bipartite cubic graph
9Bipartite planar graph



۴٩ پیچیدگͬ
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ue
v
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v
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.e = uv یال برای Fe یال ابزار :٣. ٣ ش΄ل

سپس باشد م΄عبی G گراف اگر براین علاوه است. دوبخشͬ H گراف که ͬ کنیم م مشاهده
حداکثر و ٢ حداقل درجه کمترین با ͹مسط گراف  G گراف اگر و است، م΄عبی نیز H گراف
بدست نتیجه که idor(H) = vc(G) + ٢|E(G)| که ͬ کنیم م ادعا است. نیز H گراف باشد ٣

ͬ آید. م

یال هر برای ͬ کنیم. م استفاده است شده نوشته ش΄ل در که صورتͬ به را رأس ها نام
است. {xeu, xev} صورت به مجموعه ،e = uv

است. S رأس پوشش دارای G گراف که کنیم فرض

،|{u, v}∩S| = ١ اگر .|{u, v}∩S| ≥ ١ داریم باشد. G گراف از یال ΁ی e = uv کنیم فرض
اگر و ͬ کنیم، م جهت دهͬ است داده نشان چپ سمت ۴ .٣ ش΄ل صورت رابه Fe یال های
جهت دهͬ است داده نشان راست سمت ۴ .٣ ش΄ل صورت رابه Fe یال های ،|{u, v} ∩ S| = ٢
C = مجموعه است. G گراف جهت دهͬ از حاصل D جهت دار گراف در نتیجه این ͬ کنیم. م
D جهت دار گراف در شناسایی کد ΁ی C مجموعه بنابراین ͬ گیریم. نظرم در را S∪

∪
e∈E(G)Xe

I(w) = NH(w) ،w ∈ V (G)\S تمام برای ،I(v) = {v} داریم ،v ∈ S تمام برای ،ͽواق در است.
،I(yev) = {xev} ،I(yeu) = {xeu, xev} ͬ گیریم م نتیجه ،v ∈ S با e = uv یال هر برای ͬ باشد، م
I(xeu) = {xeu} اینصورت غیر در و I(xeu) = {xeu, u} داریم باشد u ∈ S اگر و I(xev) = {xev, v}

دارد براین دلالت ٢ حداقل درجه کمترین دارای G گراف که حقیقت این اینجا در ) است.
بنابراین است). دی·ر شناساگر های از متمایز و تهͬ غیر I(w) ،w ∈ V (G) \ S تمام برای

.idor(H) ≤ |C| = vc(G) + ٢|E(G)|



گراف ͬ های جهت ده تمام روی شناسایی کدهای اندازه کوچ΄ترین ۵٠

دو هر و چپ) (سمت است S در e رأس که وقتͬ Fe یال ایزار جهت دهͬ :۴ .٣ ش΄ل
و هستند S در که آن هایی سیاه رأس های راست). هستند(سمت S در e رأس پایان

هستند. C در که آن هایی خاکستری و سیاه رأس های

اندازه از C شناسایی کد ΁ی با را H گراف از حاصل D جهت دار گراف متقابل، طور به
رأس ها تعداد که ͬ گیریم م نظر در را شناسایی کد ، براین علاوه . ͬ گیریم م نظر در idor(H)

ͬ رساند. م حداکثر به V (G) در
برای باشند. نداشته C در پایانͬ رأس هیچ که باشد G گراف از یال ها مجموعه ی E

′ اگر
S = (C ∩ V (G)) ∪ {xe|e ∈ E

′} اگر ͬ کنیم. م انتخاب را e از xe پایانͬ رأس e ∈ E
′ هر

یال هر برای علاوه براین، ͬ کنیم. م ترسیم G از رأسͬ پوشش صورت به را S مجموعه باشد.
ی΄ͬ اینصورت درغیر است {xeu, xev, yeu, yev} در رأس دو حداقل شامل C کد ،G گراف از e = uv

سه حداقل باشد، e ∈ E
′ اگر علاوه براین، هستند. ی΄سان دو هر یا تهͬ yev و yeu شناسه های از

{xeu, xev, yeu, yev}∩C در رأس چهار این شناسه های بنابراین دارد: وجود {xeu, xev, yeu, yev} در رأس
متمایز تهͬ غیر مجموعه زیر چهار تا باشد ٣ حداقل اندازه از باید مجموعه این و دارند، وجود
بنابراین .|C| ≥ |C ∩ V (G)| + ٢|E(G)| + |E′ | = |S| + ٢|E(G)| نتیجه، در باشند. داشته

.idor(H) ≤ |C| = vc(G) + ٢|E(G)|

حداکثر با گراف هایی برای جمله ای چند زمان در ͬ توان م را idor که ͬ کنیم م مشاهده
نتیجه در هستند. دور ها و مسیرها از اجتماعͬ نمودار هایی چنین ͽواق در کرد. حل ٢ درجه
استفاده با ( گراف مرتبط اجرای محاسبه برای نیاز مورد (زمان خطͬ زمان در ͬ توان م را idor

کرد. محاسبه زیر گزاره و (۶ .٣. ٣) گزاره ،(٣. ٢. ٢) نتیجه از
و ،idor(Cn) = ⌈n/٢⌉ بنابراین n ̸= ۴ اگر باشد. n طول به دور Cn اگر .١ .۵ .٣ گزاره

است. idor(C۴) = ٣
که ͬ گیریم م نتیجه ،(٣. ٣. ١) قضیه به باتوجه است. n ̸= ۴ که فرض کنیم ابتدا برهان.
΁چاه و ⌊n/٢⌋ منابع با Cnاز حاصل D جهت دار گراف کنیم فرض است. idor(Cn) = ⌈n/٢⌉
D گراف از شناسایی کد ΁ی منبع که D جهت دار گراف از رأس  ⌈n/٢⌉ مجموعه  باشد. ⌊n/٢⌋



۵١ پیچیدگͬ
نتیجه (٣. ٢) برابری از .n = ۴ که ͬ کنیم فرض م حال .idor(Cn) = ⌈n/٢⌉ بنابراین نیست.

است. idor(C۴) ≤ ٣ که ͬ دهد م نشان (۴ .٣. ٢) گزاره و idor(C۴) ≥ ٣ ͬ گیریم م
به دارند. ٢ حداکثر درختͬ عرض دارای ٢ درجه حداکثر با گراف ها که ͬ کنیم م مشاهده
محدود درختͬ عرض با گراف ها برای جمله ای چند زمان در ͬ تواند م IDOR پارامتر کلͬ، طور

شود. حل
حل قابل جمله ای چند زمان در IDOR پارامتر ،t ثابت صحیح عدد هر برای .٢ .۵ .٣ گزاره

شود. محدود t حداکثر درختͬ عرض با گراف ها از T t کلاس به که زمانͬ است
گراف زیر HB کنیم فرض ،B کیسه هر برای پویا. استاندارد نویسͬ برنامه از استفاده با برهان.
هر برای است. گرفته قرار B ریشه با درخت زیر از کیسه هایی در رأس  ها شامل باشد القایی
از حاصل C جزیی کد ΁ی اندازه حداقل ،B نامرتب زو ج های  از P مجموعه و A مجموعه زیر
در {U, V } زوج هر و B ∩C = A که طوری به HB\E(GB) مجموعه زیر از DB جهت دار گراف

.(N+
D (u) ̸= N+

D (v) (یعنͬ ͬ شود م مشخص P

IDOR ‐ LARGE ٢ .۵ .٣
پارامتر که هست XP ΁ی LARGE − IDOR پارامتر کنیم ثابت که است این بخش این هدف

است. زیر عبارت با معادل این است. k
است. حل قابل جمله ای چند زمان در زیر مسأله منفͬ، نا ثابت k هر برای .٢ .۵ .٣ قضیه

k − LARGE − IDOR

باشد. گراف ΁ی G ورودی:
idor(G)؟ ≥ |V (G)| − k سؤال:

idor(G) = اگر است k‐اتم ΁ی G گراف است. اتم مفهوم براساس قبل قضیه اثبات
است. برقرار G از H شده القا زیرگراف های همه برای idor(H) > |V (H)| − k و |V (G)| − k

هر که است معنͬ این به (٣. ٢. ١) نتیجه ͬ کنیم م مشاهده باشد. k‐اتم از مجموعه ای Ak اگر
القایی گراف زیر ΁ی صورت به K‐اتم ΁ی شامل idor(G) ≤ |V (G)| − k که طوری به G گراف
مجموعه  idor(G) > |V (G) − k| که طوری به گراف ها از مجموعه ای دی·ر، عبارت به است.

هستند. Ak‐مستقل گراف های
brute−force ال·وریتم بنابراین است. متناهͬ Ak مجموعه k هر برای که کرد خواهیم ثابت
k−LARGE−IDOR جمله ای چند زمان در (١+k)‐اتم شامل G گراف آیا اینکه بررسͬ برای

کرد. خواهد حل را
(
k٢
)
+ مرتبه بیشترین دارای k‐اتم هر باشد. مثبت صحیح عدد k کنیم فرض .٣ .۵ .٣ قضیه

است. ٢k + ١



گراف ͬ های جهت ده تمام روی شناسایی کدهای اندازه کوچ΄ترین ۵٢
جهت دهͬ از حاضل D جهت دار گراف دارای باشد. n مرتبه از گراف ΁ی G کنیم فرض برهان.
نظر در U = V (G)\C مجموعه دارد. n − k مرتبه از C شناسایی کد ΁ی که است G گراف

ͬ گیریم. م
وجود (

k٢
)
+ k + ١ حداکثر اندازه از C ′ مجموعه ΁ی که کنیم ثابت کافیست اثبات برای

D
′ برای است. GU ∪ C

′ جهت دهͬ از حاصل D
′ جهت دار گراف از شناسایی کد ΁ی که دارد

کرد. خواهیم بررسͬ زیر ویژگͬ چهار ،C ′ و
.IC′ (v) ̸= ∅ داریم ،v ∈ V (D

′
) رأس هر برای (P١)

.IC′ (u) ̸= IC′ (u
′
) داریم ،u, u′ ∈ U متمایز رأس دو برای (P٢)

.IC′ (v) ̸= IC′ (v
′
) داریم ،v, v′ ∈ C

′ متمایز رأس دو برای (P٣)
.IC′ (v) ̸= IC′ (u) داریم ،v ∈ C و u ∈ U هر برای (P۴)

مجموعه ͬ کنیم. م انتخاب IC(u)△IC(u
′
) در s(u, u

′
) رأس ،u, u′ ∈ U متمایز رأس دو برای

علاوه .|S| ≤ (
k٢
) داریم بنابراین ͬ گیریم. م نظر در S = {s(u, u′

)|Uاز مجموعه زیر ‐٢{u, u′}}

است. IC(u) △ IC(u
′
) زیرا ͬ شود م احاطه D گراف در u

′ یا u توسط s(u, u
′
) رأس این، بر

داشته وجود u٠ رأس اگر نیستند. S بیرونͬ همسایه دارای U از رأس ΁ی حداکثر بنابراین
عبارت به باشد. C٠ = S ∪ {t(u٠)} کنیم فرض و باشد C در بیرونͬ همسای·ͬ t(u٠) اگر باشد،
D٠ و Ci مجموعه به را C٠ حال باشد. D٠ = D < Ci ∪ U > کنیم فرض است. C٠ = S دی·ر
ͬ دهیم. م گسترش است G < Ci ∪ U > گراف جهت دهͬ از حاصل Di جهت دار گراف ΁ی که

ͬ آید. بدست م را زیر خواص که
(P٢) و (P١) مسیرهای در که شده اند ساخته گونه ای به D٠ و C٠ که ͬ کنیم م مشاهده
صدق کد در عضو دو از جهت دار گراف هر برای (P٣) مسیر براین، علاوه ͬ کنند. م صدق
صورت در D٠ و C٠ گراف های حال، این با نیست. دی·ری شناساگر در آن ها از ی΄ͬ ͬ کند،  م
زوج B = {(u١, v١), · · · , (up, vp)} مجموعه کنیم فرض است. برقرار (P۴) مسیر در کامل لزوم
آنجا از .(IC٠(ui) = IC٠(vi) (یعنͬ ͬ کند م صدق (P۴) مسیر که باشند U × C٠ از مرتب هایی

است. P ≤ k بنابراین و هستند، متمایز uiها همه بنابراین است، برقرار (P٣) که
T = کنیم فرض ͬ کنیم. م انتخاب IC(ui) △ IC(vi) در t(ui, vi) رأس ،i = ١, · · · , p برای
بین یال های همه حال است. T ∩ C٠ = ∅ که باشیم داشته توجه باشد. {t(ui, vi)|١ ≤ i ≤ p}

اگر نهایت، در ͬ کنیم. م جهت دهͬ U سمت به U و T بین یال های همه و T سمت به T و C٠
نتیجه این ͬ دهیم. م تغییر (vi, t(ui, vi)) در {vi, t(vi)} جهت بنابراین نباشد، یال {vi, t(ui, vi)}

است. G < S ∪ T ∪ U > جهت دهͬ از حاصل D
′ جهت دار گراف که ͬ دهد م

D
′ و C

′ بنابراین است. D′ گراف از شناسایی کد ΁ی C
′
= C٠ ∪ T کد ͬ کنیم م فرض

است. برقرار نیز P۴ که کرده ایم ثابت کنیم فرض ͬ دهد. م نتیجه P٣ و P٢، P١ مسیرهای
باشند. C و U در رأس دو ترتیب به v و u کنیم فرض

پس ،IC٠(u) ̸= IC٠(v) بنابراین باشد، (u, v) /∈ B اگر ͬ گیریم. م نظز در v ∈ C٠ ابتدا
نتیجه و است G در یال ΁ی {u, t(u, v)} سپس باشد، (u, v) ∈ B اگر است. IC′ (u) = IC′ (v)
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t(u, v) ∈ N+[u]\N+[v] و نیست G در یال ΁ی {u, t(u, v)} یا ،t(u, v) ∈ N+[v]\N+[u] ͬ گیریم م
اندیس ͬ گیریم. م نظر در v ∈ T حال است. برقرار IC′ (u) ̸= IC′ (v) حالت، دو هر در است.
سپس و v /∈ N+[u] بنابراین باشد، u ̸= ui اگر است. v = t(ui, vi) که طوری به دارد وجود i

نیست. G در یال ΁ی {vi, v} یا ،v /∈ N+[u] بنابراین باشد، u = ui اگر داریم. IC′ (u) ̸= IC′ (v)

.IC′ (u) ̸= IC′ (v) داریم مورد، دو هر در

است. ١‐اتم مجموعه {K٣, P٣} مجموعه که ͬ گیریم م نتیجه ۴ .٣. ٢ گزاره به توجه با

IS CODE ٣ .۵ .٣
زیر: مسأله پیچیدگͬ .١ .۵ .٣ مساله

IS CODE
باشد. C ⊆ V (G) مجموعه و گراف ΁ی G ورودی:

کد ΁ی C کد که دارد وجود G گراف جهت دهͬ از حاصل D جهت دار گراف ΁ی سؤال:
است؟ شناسایی

است. NP‐کامل مسأله ΁ی IS CODE مسأله .۴ .۵ .٣ قضیه

در G گراف جهت دهͬ از حاصل D جهت دار گراف است. NP در IS CODE مسأله برهان.
است. شناسایی کد ΁ی C آن در که ͬ گیریم م نظر

مسأله به را مسأله است. NP‐سخت مسأله ΁ی IS CODE مسأله ͬ کنیم م ثابت اکنون
بیشتر متغییر هر که ͬ رسد م مواردی به SAT ‐ ٣ کاهش این که ͬ دهیم م کاهش SAT‐٣،۴
است. NP‐کامل داده نشان [٢٣] ͽمرج در Tovey توسط مسأله این ͬ دهد. م رخ بار ۴ از

‐٣،۴ دستور برای را جمله هر بار اولین برای ͬ گیریم. م نظر در را SAT‐٣،۴ دستور
به متغییر n در C١, · · · , C٢m صورت به جمله ٢m با برابر که ͬ گیریم م نظر در F معادل SAT

رأس ها از مجموعه ای زیر C و گراف ΁ی G کنیم فرض ͬ آوریم. م بدست  x١, · · · , xi صورت
مجموعه  با V Gi متغییر ابزار ،xi متغییر هر برای باشد. ͬ کنیم م بیان ادامه در که صورتͬ به
جمله هر برای ͬ کنیم. م ایجاد x١

i yi, x
٢
i yi, x

١
i yi, x

٢
i yi بال مجموعه و ،{x١

i , x
٢
i , x

١
i , x

٢
i , yi} رأس 

یا ل های مجموعه و ،{l١j , l٢j , l٣j , zj} رأس های مجموعه با CGj جمله ابزار ΁ی ،Cj = l١j ∨ l٢j ∨ l٣j
باشد، lkj , k ∈ [٣] اگر براین، علاوه کنید. نگاه ٣ .۵ .٣ ش΄ل به ͬ کنیم. م ایجاد l١jzj , l٢j zj , l٣j zj
xi مخالف کلمه lkj اگر و کنیم، متصل هم به x١

i و x٢
i به را lkj سپس و است xi مخالف کلمه

ͬ کنیم. م متصل x٢
i و x١

i به lkj رأس بنابراین نباشد
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x٢
i x١

i x١
i x٢

i

yi

ℓ١
j ℓ٢

j ℓ٣
j

zj

راست) (سمت CGj جمله ابزار و چپ) (سمت V Gi متغییر ابزار :۵ .٣ ش΄ل

ͬ کنیم. م تعریف C =
∪n

i=١ V (V Gi) ∪
∪٢m

j=١ V (CGj) مجموعه
جهت دار گراف هر در که شویم مطمعن ͬ خواهیم م هستند: شبیه بسیار اصل در ابزار دو
دارای جمله یا متغییر ابزار هر است، شناسایی کد ΁ی C آن در که G گراف جهت دهͬ از حاصل
رأس های بنابراین اند. شده دور آن از همه ابزار خروجͬ یال های که است رأس ΁ی حداقل
فرض ،{x١

i , x
٢
i , x

١
i , x

٢
i } در v رأس هر برای ͬ کنیم. م اضافه (C در نه (اما G گراف در جدید

است. P [v] = NG[v]\{yi} کنیم
است؛ yi منحصربفرد همسای·ͬ که ͬ کنیم م اضافه رأس ΁ی ،xi متغییر هر برای •
است؛ zj منحصربفرد همسای·ͬ که ͬ کنیم م اضافه رأس ΁ی ،Cj جمله هر برای •

v ∈ رأس ازای به است P [v] از تهͬ غیر دقیق مجموعه زیر که S مجموعه هر برای •

است. S منحصربفرد همسای·ͬ که ͬ کنیم م اضافه رأس ΁ی ،∪n
i=١{x١

i , x
٢
i , x

١
i , x

٢
i }

که ͬ کنیم م ایجاد V (G)\C از رأس ΁ی ،lkj هر برای ، آخر مرحله در که ͬ کنیم م مشاهده
است. lkj منحصربفرد همسای·ͬ

زیر ٢٩ −٢ = ۵١٠ حداکثر ͬ شود، م ͽواق جمله ٨ حداکثر در متغییر هر باشیم داشته توجه
از G بنابراین دارد. وجود v ∈

∪n
i=١{x١

i , x
٢
i , x

١
i , x

٢
i } هر برای P [v] از تهͬ غیر اکید مجموعه

است. ٢٠۴۶n+ ٢m حداکثر اندازه
آن در که جهت دهͬ ΁ی دارای G اگروتنهااگر است برقرار F که ͬ دهیم م نشان کنیم فرض

است. شناسایی کد ΁ی C
G گراف جهت دهͬ از حاصل D جهت دار گراف در شناسایی کد ΁ی C که کنیم فرض ابتدا
،I(v) = NG(v) ͬ دهد م نتیجه این که است v ∈ V (G)\C رأس هر که ͬ کنیم م مشاهده است.

ͬ کنیم. م جهت دهͬ C سمت به E(V (G)\C,C) از یال هر و
است. {v} شناساگر دارای که دارد وجود V (G)\C در رأس ΁ی ،v ∈ C رأس هر برای
بنابراین باشند. داشته C در بیرونͬ همسای·ͬ ΁ی حداقل باید C رأ س های همه نتیجه، در
است. {x١

i , x
٢
i , x

١
i , x

٢
i } در بنابراین باشد C در باید که دارد بیرونͬ همسای·ͬ ΁ی yi رأس هر

نظر در {x١
i , x

٢
i , x

١
i , x

٢
i } در بیرونͬ همسای·ͬ ΁ی دقیقاً yi رأس برای ͬ توانیم م براین، علاوه
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از شناسایی کد ΁ی که ͬ شود م خارج C سمت به yi کمان های از برخͬ ترتیب به زیرا ب·یریم
کنیم فرض .( دارد نگه را بیرونͬ ͬ های همسای· از ی΄ͬ yi که ͬ کنیم م (ثابت است D گراف
{x١

i , x
٢
i , x

١
i , x

٢
i } مجموعه در شد بیان قبل که همانطور باشد. yi از بیرونͬ همسای·ͬ ΁ی wi

یال های همه که واقعیت این و کردن ترسیم با اکنون دارد. قرار P [wi] در wi شناساگر است.
΁ی مجموعه این از S اکید مجموعه زیر هر ͬ کنیم، م جهت دهͬ C سمت به E(V (G)\C,C)

قرار P [wi] در wi شناساگر بنابراین است. V (G)\C در رأس ΁ی شناساگر و است همسای·ͬ
ͬ شود. م احاطه جمله ابزارهای در خود همسای·ان همه توسط شناساگر این دارد.

ͬ دهیم م نماش ϕ(xi) = true صورت به که باشد درست حالت در مسأله ای ϕ کنیم فرض
ͬ خواهیم م کنیم فرض است. ϕ(xi) = false اینصورت غیر در و باشد wi ∈ {x١

i , x
٢
i } اگر یعنͬ

است. ϕ نتیجه که کنیم ثابت
همسای·ͬ ΁ی دارای zj رأس ،D گراف در باشد. F از جمله ΁ی Cj = l١j∨l٢j ∨l٣j کنیم فرض
است. xi متغییر مخالف با متناظر l + jk کلمه که کنیم فرض ͬ نامیم. م lkj که است بیرونͬ
از اما دارد. وجود {lkj , x١

j , x
٢
j } در آن شناساگر بنابراین داریم. NG(l

k
j ) = {zj , x١

j , x
٢
j } رأس پس

{lkj , x١
i } ، {lkj } پس ،( کرده ایم برابر دو را جمله ها (زیرا است جمله دو در حداقل xi که آنجا

مجموعه سه این بنابراین است. P [x٢
i ] و P [x١

i ] از اکید مجموعه های زیر ترتیب به {lkj , x١
i } و

است. {lkj , x١
j , x

٢
j } برایر lkj شناساگر بنابراین است. V (G)\C رأس های از برخͬ شناساگر های

بنابراین نیست. {x١
j , x

٢
j } مجموعه در wi نتیجه در و ͬ شود م احاطه x٢

i و x١
i توسط lkj بنابراین

است. درست کلمه شامل Cj بنابراین ͬ کنیم. م تعریف ϕ(lkj ) = ϕ(xi) = true صورت به
D جهت دار گراف کنیم فرض ͬ دهد. م نتیجه F درست حالت در ϕ ͬ کنیم م فرض حال
اول حالت ͬ آید. م بدست ͬ شود م بیان ادامه در که صورتͬ به باشد G گراف جهت دهͬ از حاصل
،xi متغییر هر برای دوم حالت ͬ کنیم. م جهت دهͬ C سمت به E(V (G)\C,C) یال های همه
ϕ(xi) = true اگر ͬ کنیم م جهت دهͬ yi سمت به yix٢

i و yix
١
i یال های و yi از yix٢

i و yix
١
i یال های

هر برای نهایت، در ͬ چرخانیم. م دی·ری جهت در را یال ها باشد ϕ(xi) = false اگر و باشد
این بر علاوه ͬ کنیم. م جهت دهͬ درست جهت سمت به را  zj رأس ، Cj = l١j ∨ l٢j ∨ l٣j جمله
جهت دهͬ lkj از دور متغییرها ابزار در رأس ها و lkj بین یال های همه باشد، ϕ(lkj ) = true اگر
کد ΁ی C کد بنابراین ͬ دهیم. م جهت lkj سمت به را یال ها همه غیراینصورت، در ͬ کنیم. م

است. D گراف از شناسایی
چند زمان در ͬ توان م را IS CODE که دارد وجود زیادی موارد قبل، قضیه بر علاوه
باشد ٢|C| − ١ < V (G) اگر و ”بله” بی درنگ ͺپاس باشد C = V (G) اگر کرد. حل جمله ای
G < C > اگر یا ، باشد G از پایدار مجموعه ΁ی C اگر است. ” ”نه بی درنگ جواب بنابراین
با جمله ای چند زمان در را آن ͬ توان م بنابراین داریم، یال ها از محدودی تعداد دارای باشد

داد. خواهیم توضیح ادامه در که کرد، حل جورسازی از استفاده
جهت دهͬ از حاصل DC جهت دار گراف و C ⊆ V (G) مجموعه ،G گراف به توجه با .١ .۵ .٣ لم
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جمله ای چند زمان در ͬ توان م آیا کنیم بررسͬ ͬ خواهیم م است، شده داده G < C > گراف
که طوری به دارد وجود G گراف جهت دهͬ از حاصل D جهت دار گراف ΁ی که کرد بررسͬ

است. D گراف از شناسایی کد ΁ی C کد و D < G >= DC

برای پس باشد، D < G >= DC که طوری به D جهت دار گراف که کنیم فرض ابتدا برهان.
.IC,D(v) = N+[v] ∩ C داریم v ∈ C هر

P (v) و v پتانسیلͬ شناساگرهای مجموعه  P (v) کنیم فرض ،v ∈ V (G) رأس هر برای
Pاست؛ (v) = ١ و P (v) = {N+[v] ∩ C} بنابراین باشد، v ∈ C اگر است: آن اندازه که باشد
و N(v) ∩ C از تهͬ غیر مجموعه های زیر همه شامل P (v) بنابراین باشد، v ∈ V (G)\C اگر
قابل جمله ای چند زمان در ͬ تواند م P (v) که باشیم داشته توجه است. p(v) = ٢|N(v)∩C| − ١

باشد. حل
متمایز دوبدو I(v) که طوری به دهیم اختصاص P (v) در I(v) مجموعه ΁ی v رأس هر برای
ͬ دهیم، م نسبت  رأس ها دی·ر برای باشد p(v) ≥ |V (G)| اگر که ͬ کنیم م مشاهده هستند.
بنابراین، باشد. متمایز I(u) از u ̸= v برای که کنیم پیدا P (v) در I(v) مجموعه ای ͬ توان م

ͬ دهیم. م نسبت پایان در مرتب طور به رأس ها چنین
مشاهدات به توجه با باشد. p(v) ≥ |V (G)| که طوری به رأس ها از مجموعه ای A کنیم فرض
΁ی کنیم فرض دهیم. نسبت A در را رأس ها به مربوط شناساگرهای که است کافͬ ، قبل
زیر از مجموعه ای B با (A,B) رأس مجموعه از افرازی کنیم. ایجاد H معین بخشͬ دو گراف
|V (G)|٢ از کمتر اندازه دارای B که باشیم داشته توجه است. ∪v∈A P (v) در C مجموعه های

صورت به H یال  مجموعه .p(v) < n داریم v ∈ A هر برای زیرا است
E(H) = {ab|a ∈ A, b ∈ P (a)}

اشباع سازی جور کردن پیدا معادل A در رأس ها برای متمایز شناساگرهای کردن پیدا است.
عنوان به مجارستانͬ شده شناخته روش با جمله ای، چند زمان در ͬ توان م است. H در A

داد. انجام مثال
اگر کرد حل جمله ای چند زمان در ͬ توان م را IS CODE مسأله که ͬ دهد م نشان قبل لم

است. P ثابت جمله ای چند log٢(P (|V (G)|)) حداکثر دارای که باشد، داشته یال  چند C
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Abstract

Let G be a simple graph with vertex set V . For v ∈ V and r ≥ 1, we denote by BG,r(v) the

ball of radius r and centre v. A set C ⊆ V is said to be an r - identifying code in G if the sets

BG,r(v)∩C, for v ∈ V , are all nonempty and distinct. A graphG which admits an r - identifying

code is called r - identifiable, and in this case the smallest size of an r - identifying code in G is

denoted by γIDr (G). We study the number of different optimal r - identifying codes C, i.e., such

that |C| = γIDr (G), that a graph G can admit, and try to construct graphs having ‘‘many’’ such

codes. For a graph G, let idor(G) be the minimum of id(D) over all orientations D of G. We

give some lower and upper bounds on idor(G). In particular, we show that idor(G) ≤ 3

2
id(G)

for every graph G. We also show that computing idor(G) is NP -hard, while deciding whether

idor(G) ≤ |V (G)| − k is polynomial-time solvable for every ¿xed integer k.

Keywords: Identifing code; identifiable graphs; orientation; twin-free graphs; NP-complete.
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