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චاری ণپاس໋�

تا ساخت راهم رفیق را توفیق که را خدایͬ سپاس و شͺر همه از بیش و همه از پیش
پیمودن که عزیزانͬ تمام از مͬ�دانم لازم خود بر رسانم. پایان به را تحقیق این انجام
آقای جناب بزرگوارم، اساتید از کنم. قدردانͬ و تشͺر کردند آسان�تر برایم را مسیر این
و بردباری نهایت با مسیر این در که صالحͬ مهدی سید دکتر آقای و نزاکتͬ احمد دکتر

سپاس�گزارم. بͬ�نهایت فرمودند بهره�مند خویش ارزنده راهنمایͬ�های از مرا مهربانͬ
راهنمایͬ�هایشان و علم از تحصیلم از دوره این طͬ در که آمار، گروه محترم اساتید از

سپاس�گزام. متواضعانه بردم، بهره
دکتر آقای جناب سبزوار)، حͺیم (دانشͽاه زاده مهدی مهدی دکتر آقای محترم، اساتید از
که شاهرود)، صنعتͬ (دانشͽاه باغیشنͬ حسین دکتر آقای جناب و ربیعͬ محمدرضا

سپاس�گزارم. شدند، متقبل را رساله این داوری و تصحیح زحمت
آمار گروه محترم مدیر و قوتمند مهدی دکتر آقای جناب ریاضͬ دانشͺده ریاستمحترم از
و راهنمایͬ�ها خدمات، دلیل به غزنوی مهرداد دکتر آقای جناب شاهرود، صنعتͬ دانشͽاه
اهدافم به رسیدن در مرا که خوبم همͺلاسͬ�های و دوستان از سپاس�گزارم. زحمات�شان

مͬ�کنم. سربلندی و موفقیت آرزوی برایشان و کرده تشͺر کرده�اند، ͷکم
که مهربانم خانواده به�ویژه کرده�اند، یاری مرا بدین�جا تا که عزیزانͬ همه از نهایت، در
عزیزان این حق ادای عهده از بتوانم امیدوارم سپاس�گزارم. بوده�اند، من پشتیبان همواره

برآیم.
عیب�ها دارم تقاضا عزیز خوانندگان از لذا نقصنیست. و عیب بدون مجموعه این یقیناً

برسانند. اینجانب اطلاع به ١ͬͺترونیͺال پست طریق از را رساله این کاستͬ�های و
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نامه تعهد
شاهرود، صنعتͬ دانشͽاه ریاضͬ علوم آمار رشته دکتری دانشجوی صادق�پور امینه اینجانب
دار رتبه مجموعه�ی نمونه براساس تنش-مقاومت پارامتر برآورد عنوان با پایان�نامه نویسنده

مͬ�شوم: متعهد نزاکتͬ احمد دکتر راهنمایͬ تحت ، رکوردی

برخوردار اصالت صحتو از استو شده انجام اینجانب توسط پایان�نامه این در تحقیقات •
است.

شده استناد استفاده مورد مرجع به پژوهش�گران، دیͽر پژوهش�های نتایج از استفاده در •
است.

یا مدرک نوع هیچ دریافت برای دیͽری فرد یا خود، توسط کنون تا پایان�نامه، این مطالب •
است. نشده ارایه هیچ�جا در امتیازی

“ نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتͬ دانشͽاه به اثر، این معنوی حقوق •
رسید. چاپخواهد به “ Shahrood University of Technology “ یا “ شاهرود صنعتͬ دانشͽاه

بوده�اند، تاثیرگذار پایان�نامه اصلͬ نتایج آوردن به�دست در که افرادی تمام معنوی حقوق •
مͬ�گردد. رعایت پایان�نامه از مستخرج مقالات در

آنها) بافت�های (یا زنده موجود از که مواردی در پایان�نامه، این انجام مراحل تمام در •
است. شده رعایت اخلاقͬ اصول و ضوابط است، شده استفاده

دسترسͬ افراد اطلاعاتشخصͬ حوزه به مواردیکه در پایان�نامه، این انجام مراحل تمام در •
است. شده رعایت انسانͬ اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته
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نشر حق و نتایج مالͺیت
برنامه�های کتاب، مستخرج، (�مقالات آن محصولات و اثر این معنوی حقوق تمام •
شاهرود صنعتͬ دانشͽاه به متعلق شده) ساخته تجهیزات و نرم�افزارها رایانه�ای،

شود. ذکر مربوطه علمͬ تولیدات در مقتضͬ، نحو به باید مطلب این مͬ�باشد.

نمͬ�باشد. مجاز منبع ذکر بدون پایان�نامه این در موجود نتایج و اطلاعات از استفاده •

ح



چͺیده

فشار برابر در آزمایش مورد مؤلفه�های مقاومت میزان ارزیابͬ دنبال به آزمایش�ها از برخͬ در
مقاومت تنش- مدل ͷی اعتماد، قابلیت مباحث در را حالتͬ چنین مͬ�باشیم. متغیرها سایر
و مهندسͬ علوم صنعت، در تنش-مقاومت اعتماد قابلیت کاربردهای به توجه با مͬ�گویند.
تعمیم نمایͬ توزیع در تنش-مقاومت پارامتر فاصله�ای و نقطه�ای برآوردهای رساله این در ،ͬͺپزش
همچنین است. گرفته قرار مطالعه مورد رکوردی رتبه�دار مجموعه�ی نمونه�ی طرح براساس یافته
رکوردهای با رکوردی رتبه�دار مجموعه�ی نمونه�ی طرح از حاصل برآوردگرهای کارایͬ میزان
و محاسبه متناسب معͺوس خطر نرخ الͽوی تحت معͺوس نمونه�گیری روش از حاصل معمولͬ

شده�اند. مقایسه

مجموعه�ی نمونه�ی معͺوسمتناسب، خطر نرخ مدل تنش-مقاومت، پارامتر کلیدی: کلمات
یافته. تعمیم نمایͬ توزیع رکوردی، داده�های رکوردی، رتبه�دار

د



پایان�نامه از مستخرج مقالات فهرست

1. Sadeghpour, A., Salehi, M. and Nezakati, A. (2020). Estimation of stress-strength reliability

using record ranked set sampling scheme under the generalized exponential distribution,

Journal of Statistical Computation and Simulation, 90, 51–74.

2. Sadeghpour, A., Nezakati, A. and Salehi, M. (2020). Comparison of two sampling schemes

in estimating the stress-strength reliability under the proportional reversed hazard rate

model, Statistic,Optimization Information Computing. DOI: 10.19139/soic-2310-5070-

781.

3. Sadeghpour, A., Nezakati, A. (1398). Estimation of stress-strength reliability using record

ranked set sampling scheme from the inverse Rayleigh distribution.14th Iranian Statistics

Conference, p 853, Shahrood, Iran.

تنش-مقاومت پارامتر نقطه�ای ”برآورد ،(١٣٩۶) م. صالحͬ، ا.، نزاکتͬ، ا.، صادق�پور، .۴
کنفرانس رکوردی”، رتبه�دار مجموعه�ی نمونه�ی براساس پارامتری دو نمایͬ توزیع در

همدان. ص٢۵، صنعتͬ، آمارهای و بیمه�ای �گذاری قیمت در مدرن روش�های

در تنش-مقاومت پارامتر نقطه�ای ”برآورد ،(١٣٩۶) م. صالحͬ، ا.، نزاکتͬ، ا.، صادق�پور، .۵
سمینار یازدهمین رکوردی”، رتبه�دار مجموعه�ی نمونه�ی براساس یافته تعمیم نمایͬ توزیع

قزوین. ص٣۵٩، تصادفͬ، فرآیندهای و احتمال
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پیشͽفتار

شͺست عدم احتمال دیͽر عبارت به یا مؤلفه ماندن سالم احتمال تنش-مقاومت، اعتماد قابلیت
بیان�گر X تصادفͬ متغیر اگر حقیقت در مͬ�شود. تعریف R = Pr(X < Y به�صورت( و مͬ�باشد
فشار برابر در آن مقاومت نشان�دهنده�ی Y تصادفͬ متغیر و مؤلفه ͷی بر شده وارد (فشار) تنش
رخ شͺست نتیجه در و افتاده کار از مؤلفه آن�گاه باشد، X > Y اگر این�صورت در باشد، X

مͬ�دهد. ادامه خود عملͺرد به مؤلفه آن باشد، X < Y اگر برعͺس مͬ�دهد.
در تنش-مقاومت مدل مورد در استنباط علاقه مورد موضوعات از ͬͺی اعتماد قابلیت مبحث در
در که آن�جا از دارند. یͺدیͽر از مستقل توزیع�های Y و X تصادفͬ متغیرهای که است حالتͬ
رکوردهای تعداد معمولا˟ و مͬ�شوند گزارش رکوردها مقادیر فقط دنباله�ای آزمایش�های از بسیاری
مورد در استنباط برای است ناچار محقق است، ͷکوچ دنباله�ای آزمایش ͷی در شده مشاهده

کند. استفاده رکوردی آماره�ی محدودی تعداد از آماری جامعه�ی توزیع
جايͽزين مͬ�تواند موارد بعضͬ در رکوردی رتبه�دار مجموعه�ی نمونه�ی طرح این�که به توجه با
پارامتر فاصله�ای و نقطه�ای برآوردهای رساله این در باشد، معمولͬ رکوردهای طرح برای مناسبͬ
گرفته�است. قرار مطالعه� مورد رکوردی رتبه�دار نمونه�یمجموعه�ی طرح از استفاده تنش-مقاومتبا
معͺوس خطر نرخ الͽوی از آماری جامعه�ی توزیع چنانچه کرد خواهیم مشاهده رساله این در
مجموعه�ی نمونه�ی طرح از آمده به�دست فاصله�ای و نقطه�ای برآوردهای کند، پیروی متناسب
کاراتر معمولͬ، رکوردهای طرح به نسبت کم�تر بسیار آزمایش�های تعداد با رکوردی، رتبه�دار

آمده�است. زیر در آن از خلاصه�ای که مͬ�باشد فصل پنج شامل مجموعه این مͬ�باشند.

رساله در استفاده مورد اولیه تعاریف و مفاهیم برخͬ اجمالͬ معرفͬ به اول، فصل در •
تنش- مدل یعنͬ نظریه، این در مطرح مباحث از ͬͺی و اعتماد قابلیت نظریه مͬ�پردازیم.
به همچنین مͬ�کنیم. معرفͬ مͬ�کند ایفا کلیدی نقش رساله این سرتاسر در که مقاومت
توجه با مͬ�پردازیم. آن تاریخچه�ی و تنش-مقاومت اعتماد قابلیت از کاربردهایͬ بیان
که مͬ�باشد رکوردی رتبه�دار مجموعه�ی نمونه�ی رساله این در شده استفاده طرح به�این�که
رکوردها مورد در مطالبͬ ادامه در است، رکوردی آماره�های و رتبه�دار مجموعه�ی از تلفیقͬ
رتبه�دار مجموعه�ی نمونه�ی طرح نهایت در و رتبه�دار مجموعه�ی نمونه�ی و آن ویژگͬ�های و
اطمینان فواصل برخͬ از بعدی فصل�های در این�که به توجه با شده�است. بیان رکوردی

س



ش

پارامتر، این معرفͬ به کرده�ایم، استفاده تنش-مقاومت پارامتر برآورد برای بوت�استرپ
شده ارائه خطر نرخ خانواده�های از تعریفͬ پرداخته�ایم. مربوط الͽوریتم�های و تعاریف

شده��است. معرفͬ رساله در شده استفاده شبیه�سازی روش�های برخͬ پایان در و است

و X جوامع پایه توزیع عنوان به تعمیم�یافته نمایͬ توزیع گرفتن نظر در با دوم، فصل در •
ماکسیمم درستنمایͬ برآوردگر رکوردی، رتبه�دار مجموعه�ی نمونه�ی طرح از استفاده با و Y
فاصله نمودیم. محاسبه را تنش-مقاومت پارامتر واریانس کمترین با نااریب برآوردگر و
آوردیم به�دست را بوت�استرپ اطمینان فواصل برخͬ و براساسکمیتمحور دقیق اطمینان
مثال ͷی در را فصل این در شده مطرح موارد سپس پرداختیم. فوق فواصل مقایسه به و

کردیم. بررسͬ واقعͬ

تنش- پارامتر بیزی استنباط�های به دوم فصل مفروضات گرفتن نظر در با سوم فصل در •
برای و آوردیم دست به را تنش-مقاومت پارامتر بیزی برآوردگر پرداخته�ایم. مقاومت
(HPD) پسین چͽال�ترین و بیزی فاصله�ای برآوردگرهای ناسره، و سره پیشین توزیع�های
فوق موارد بررسͬ به واقعͬ مثال و شبیه�سازی مطالعات از استفاده با و آوردیم به�دست را

پرداخته�ایم.

،Y و X جوامع توزیع عنوان به متناسب معͺوس خطر نرخ فرضمدل با چهارم، فصل در •
در شد، مشاهده آمده، دست به نتایج به توجه با نمودیم. برآورد را تنش-مقاومت پارامتر
نظر در با لذا ندارد. ͬͽبست پایه توزیع به محاسبات تمام متناسب، معͺوس خطر نرخ مدل
متناسب، معͺوس خطر نرخ خانواده از توزیعͬ عنوان به تعمیم�یافته نمایͬ توزیع گرفتن
نقطه�ای براوردگرهای و شد واقع بررسͬ مورد رکوردی رتبه�دار مجموعه�ی نمونه�ی کارایͬ
معمولͬ رکوردهای و رکوردی رتبه�دار مجموعه�ی نمونه�ی طرح دو از حاصل فاصله�ای و

رساندیم. پایان به واقعͬ مثال ͷی ذکر با را فصل این نهایت در و شدند مقایسه

و ماکسیمم درستنمایͬ برآوردگر پارمتری دو نمایͬ توزیع گرفتن درنظر با نیز پنجم فصل در •
مختلف حالت�های در تنش-مقاومت پارامتر برای را واریانس کمترین با نااریب برآوردگر

کردیم. محاسبه
رساله، صفحات کاذب افزایش از جلوگیری و شده استفاده برنامه�های زیاد حجم علت به

است. شده آورده (الف) ضمیمه در R برنامه�نویسͬ کدهای از ͷکوچ گزیده�ای



مطالب فهرست

ع تصاویر لیست

ف جداول لیست

ک نمادها فهرست

ل اختصاری کلمات فهرست

١ اولیه مفاهیم و مقدمات ١
١ . . . . . . . . . . . . . . . . . . . . . . . . . . . اعتماد قابلیت نظریه ١.١
٢ . . . . . . . . . . . . . . . . . . . . . . . . . . تنش-مقاومت پارامتر ٢.١
۴ . . . . . . . . . . . . . تنش-مقاومت اعتماد قابلیت کاربردهای ١.٢.١
۴ . . . . . . . . . . . . . . . . . . . . . . آن�ها کاربرد و مرتب آماره�های ٣.١
۵ . . . . . . . . . . . . . . . . . . . . . . . . . آن ویژگͬ�های و رکوردها ۴.١
٨ . . . . . . . . . . . . . . . . . . . . . . . . رتبه�دار مجموعه�ی نمونه�ی ۵.١
١١ . . . . . . . . . . . . . . . . رکوردی رتبه�دار مجموعه�ی نمونه�ی معرفͬ ۶.١
١۵ . . . . . . . . . . . . . . . . RRSS روش از حاصل ویژگͬ�های ١.۶.١
١۶ . . . . . . . . . . . . . . . . . . . . . . �استرپ بوت روش بر مقدمه�ای ٧.١
١٧ . . . . . . . . . . . . . . . . . . . بوت�استرپ اطمینان فواصل ١.٧.١
١٧ . . . . . . . . . . . . . . . . . . . . . . . . . . خطر نرخ خانواده�های ٨.١
٢٠ . . . . . . . . . . . . . . . . . . . . . . . . . . سازی شبیه روش�های ٩.١
٢٠ . . . . . . . . . . . . . . . . . . . . . . . . کارلو مونت روش ١.٩.١
٢١ . . . . . . . . . . . . . . . مهم نقاط از نمونه�گیری با کارلو مونت روش ١٠.١

٢٣ RRSS از استفاده با یافته تعمیم نمایͬ توزیع در R پارامتر برآورد ٢
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١ فصل

اولیه مفاهیم و مقدمات

مͬ�پردازیم. رساله در استفاده مورد اولیه تعاریف و مفاهیم برخͬ اجمالͬ معرفͬ به فصل این در
نظریه ابتدا گرفته�است، قرار توجه مورد رساله این در تنش-مقاومت اعتماد قابلیت که آن�جا از
در که طرحͬ شد. خواهد مطرح آن کاربردهای و مقاومت تنش- پارامتر ادامه در و اعتماد قابلیت
مͬ�باشد، رکوردی آماره�های و رتبه�دار مجموعه�ی نمونه�ی از تلفیقͬ شده�است استفاده رساله این
خواهد ارائه رکوردی رتبه�دار مجموعه�ی نمونه�ی نهایت در و فوق مفاهیم از تعریفͬ ابتدا بنابراین
مقاومت تنش- پارامتر برآورد برای را بوت�استرپͬ اطمینان فواصل برخͬ این�که به توجه با شد.
نهایت در کرد. خواهیم بیان را فوق فواصل به مربوط الͽوریتم�های و تعاریف کرده�ایم، استفاده

کرد. خواهیم ارائه را شده�است استفاده رساله این در که تͺراری الͽوریتم�های از تعریفͬ

اعتماد قابلیت نظریه ١.١
نهفته اعتماد قابلیت نظریه در تصادفͬ، پدیده�های رفتار نمایش منظور به آمار کاربردهای از ͬͺی
به دستͽاه�ها عمر طول تعیین و مهندسͬ مانند مواردی در بیشتر نظریه این که آنجایͬ از است.
یا سیستم ͷی کنید فرض مͬ�گویند. نیز اعتماد قابلیت مهندسͬ آن به گاهͬ مͬ�شود گرفته کار
مͬ�تواند که است تصادفͬ متغیر ͷی T حقیقت در باشد، T عمر طول دارای ͬͺتریͺال قطعه ͷی
سیستم اگر مثال برای باشد. گسسته یا پیوسته تواند مͬ T متغیر بͽیرد. مقدار (٠,∞) فاصله در
در را مقدار هر که است T تصادفͬ متغیر ͷی آن عمر طول بͽیریم نظر در فلورسنت لامپ را
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آن، عمر طول بͽیریم نظر در فتوکپͬ دستͽاه ͷی را سیستم اگر حال مͬ�گیرد. (٠,∞) فاصله
اعتماد قابلیت مبحث در محوری تابع مͬ�شود. گرفته خرابͬ از قبل که است کپͬ�هایͬ تعداد
تابع یا اعتماد قابلیت تابع است. اعتماد قابلیت تابع ،T عمر طول متغیر خواص تعیین جهت

مͬ�شود: تعریف زیر صورت به که مͬ�دهند نمایش S(t) با را t > ٠ لحظه در T بقای

S(t) = Pr(T > t) =

∫ ∞

t
f(x)dx = ١− F (t)

زمان در یعنͬ ،S(٠) = ١ که است واضح است. احتمال توزیع تابع F و چͽالͬ تابع f آن در که
مͬ�افتد. کار از سیستم مدت دراز در یعنͬ S(∞) = ٠ و است ͷی سیستم اعتماد قابلیت t = ٠
،S(t١) ≥ S(t٢) آنͽاه ٠ < t١ < t٢ اگر که معنͬ این به است، غیرصعودی تابع ͷی S(t) همچنین
طول مفهوم است ذکر به لازم نیست. t٢ زمان از کمتر سیستم اعتماد قابلیت t١ زمان در یعنͬ
قابلیت مبحث اهمیت موضوع این که برد بͺار توان مͬ نیز بیماران بخصوص افراد برای را عمر

مͬ�دهد. نشان را داروسازی و ͬͺپزش در اعتماد
است، معروف نیز شͺست نرخ تابع به عمر طول و اعتماد قابلیت مباحث در که خطر، نرخ تابع
h(t) با را T عمر طول متغیر خطر نرخ تابع مͬ�کند. ایفا بقا تحلیل�های اغلب در اساسͬ نقش

مͬ�شود: تعریف زیر صورت به و مͬ�دهند نمایش

h(t) =
f(t)

S(t)
, t > ٠.

نرخ کمیت این حقیقت در نیست، سیستم افتادن کار از احتمال خطر، نرخ تابع داشت توجه باید
است. سالخوردگͬ اندازه�گیری برای معیاری و مͬ�دهد نشان t زمان در را سیستم کارافتادگͬ از

تنش-مقاومت پارامتر ٢.١
نشان Y تصادفͬ متغیر و مؤلفه ͷی بر شده وارد (تنش) فشار بیان�گر X تصادفͬ متغیر اگر
کار از مؤلفه آن�گاه ،X > Y اگر این�صورت در باشد، X فشار برابر در آن مقاومت دهنده�ی
ادامه خود عملͺرد به مؤلفه آن ،X < Y اگر برعͺس، مͬ�دهد. رخ شͺست نتیجه در و افتاده
عبارت به یا مؤلفه ماندن سالم احتمال همان تنش-مقاومت اعتماد قابلیت نتیجه، در مͬ�دهد.

مͬ�شود. تعریف R = Pr(X < Y ) صورت به و است شͺست عدم احتمال دیͽر
را آن شروع نقطه�ی دارد. ناپارامتری وضعیت در ریشه بیشتر تنش-مقاومت مدل تاریخͬ لحاظ به
اصلͬ هدف کرد. ملاحظه (١٩۴٧) ٢ ویتنͬ و من و (١٩۴۵) ویلͺاکسون١ کارهای در مͬ�توان
آن از پس بود. آن�ها رفتار به مربوط نتایج شرح و Y و X تصادفͬ متغیرهای مقایسه آن�ها تحقیق
دهه�ها این در شده انجام های فعالیت که شد انجام زمینه این در بسیاری مطالعات ١٩٨٠ سال تا

١Wilcoxon
٢Whitney



٣ تنش-مقاومت پارامتر

مͬ�توان آن�ها بین از بوده�است. تنش-مقاومت تصادفͬ متغیرهای استقلال پذیره تحت بیشتر
(١٩٧۴)اشاره ۶͹تان و (١٩۶۴) اون۵ ،(١٩۵٨) کارت۴ͬ ͷم و باوم بیرن باوم٣(١٩۵۶)، به
انجام اعتماد قابلیت خصوصسیستم�های در مطالعاتͬ نیز (١٩٧۴)٧ جانسون و باتاچاریا کرد.
روی مطالعاتͬ و گردید ارائه متغیره دو نمایͬ توزیع از مختلفͬ تعاریف آن، از پس داده�اند.
به مͬ�توان جمله از شدند. مطرح ͬͽوابست مختلف انواع با وابسته نمایͬ تصادفͬ متغیرهای
تا کلͬ طور به کرد. اشاره (١٩٨۵) ٩ باسو و کلین و (١٩٨١) ٨ همͺاران و اواد کارهای
روی مختلف توزیعͬ پذیره��های تحت R پارامتر برآورد خصوص در بسیاری پژوهش�های کنون
مورد شده، سانسور داده�های و کامل داده�های جمله از داده�ها از گوناگونͬ انواع برای Y و X
است. زمینه این در مفیدی مرجع (٢٠٠٣) همͺاران ١٠و کاتز کتاب که گرفته�اند قرار مطالعه
هر که مستقل مؤلفه�ی n شامل سیستمͬ در را تنش-مقاومت اعتماد قابلیت (٢٠٠٨) ١١ اریلماز
قابلیت مطالعه�ی به ٢٠١٠ سال در همچنین وی آورد. به�دست را بود مؤلفه زیر m شامل مؤلفه
با ارتباط در اخیر پژوهش�های جمله از پرداخت. منسجم سیستم�های در تنش-مقاومت اعتماد
،(٢٠١٠) همͺاران و رضائͬ ،(٢٠٠٧) ١٣ کایا و ١٢ ساراکوگلو به مͬ�توان تنش-مقاومت پارامتر
بصیرت ،(٢٠١٣) همͺاران و اصغرزاده ،(٢٠١۴) ١۵ آسلان کیزیل و ندار ،(٢٠١۴) ١۴ بͺلیزی
تنش- اعتماد قابلیت افزایش برای (٢٠١٨) احمدی و پاکدامن کرد. اشاره (٢٠١۶) همͺاران و
که شده�است انجام راستا این در نیز تحقیقاتͬ پرداخته�اند. مقاومتͬ سیستم طراحͬ به مقاومت

برد. نام را (١٣٩۴) صالحͬ و (١٣٩٣) بصیرت دکتری رساله مͬ�توان

٣Birnbaom
۴McCarty
۵Own
۶Tong
٧Batacharya and Johnson
٨Awad
٩Klein and Basu
١٠Kotz
١١Eryilmaz
١٢Saracoglu
١٣Kaya
١۴Baklizi
١۵Nadar and Kizilaslan



اولیه مفاهیم و مقدمات ۴

تنش-مقاومت اعتماد قابلیت کاربردهای ١.٢.١
است. ͬͺپزش و مهندسͬ علوم صنعت، در تنش-مقاومت اعتماد قابلیت عمده کاربردهای
از برخͬ به که شده�اند ارائه (١٩٨٨) ١۶ جانسون در تنش-مقاومت کاربردهای از مثال�هایͬ

مͬ�کنیم. اشاره آن�ها

متغیر Y و ͷموش ͷی موتور پیستون بر وارده فشار بیشترین تصادفͬ متغیر X فرضکنید •
روشن اینصورتRاحتمال در باشد، شده وارد فشار برابر در پیستون آن مقاومت تصادفͬ

است. موتور آمیز موفقیت شدن

B و A ترتیب به ͬͺترونیͺال قطعه�های عمر طول تصادفͬ متغیرهای Y و X کنید فرض •
شود. خراب B از زودتر A که است این احتمال R صورت این در باشند،

روش دو از که باشد سرطانͬ بیماران بهبود دفعات تعداد نشان�دهنده�ی Y و X فرضکنید •
فوق روش دو بین مقایسه�ای R صورت این در کنند. مͬ استفاده متفاوت درمانͬ شیمͬ

است. درمان مؤثر روش یافتن برای

مͬ�تواند R باشند، مهندسͬ طراحͬ ͷی در ماده دو استحͺام نشان�دهنده�ی Y و X اگر •
است. Y استحͺام از کمتر X استحͺام که باشد این بیانͽر

فرض اگر است. زلزله برابر در کافͬ مقاومت داشتن ایده�آل، ساختمان مشخصات از ͬͺی •
متغیر و �لرزه زمین هنͽام در ساختمان ͷی مقاومت نشان�دهنده Y تصادفͬ متغیر کنید
ساختمان ͷی طراحͬ احتمال مͬ�تواند R آن�گاه باشد، لرزه زمین از ناشͬ فشار X تصادفͬ

باشد. ایمن

متغیر و پل پایه�های مقاومت نشان�دهنده�ی Y تصادفͬ متغیر اگر نیز پل�ها طراحͬ در •
R آن�گاه مͬ�شود، وارد پایه�ها بر که باشد پل وزن از ناشͬ فشار نشان�دهنده�ی X تصادفͬ

مͬ�باشد. پل آمیز موفقیت طراحͬ احتمال

آن�ها کاربرد و مرتب آماره�های ٣.١
و کنیم مرتب صعودی ترتیب به را آن�ها اگر باشند. تصادفͬ متغیر n ،X١, . . . , Xn کنید فرض
،X(j) صورت این در دهیم، نشان X(١) ≤ X(٢) ≤ · · · ≤ X(n) صورت به را شده مرتب مقادیر
آماره بزرگ�ترین و کوچ�ͷترین گویند. n حجم به نمونه�ای در مرتب آماره jامین را ،j = ١, · · · , n
هستند. توجه مورد بیشتر آماری مطالعات در و معروفند فرین مقادیر به X(n) و X(١) یعنͬ مرتب،

١۶Johnson



۵ آن ویژگͬ�های و رکوردها

که� مͬ�باشند کاربرد دارای آمار، علم استنباطͬ و توصیفͬ مختلف قسمت�های در مرتب آماره�های
کرد. ذکر ذیل به�شرح را مورد چند مͬ�توان

در که آن�جا از و هستیم مرتب آماره�های از استفاده نیازمند تجربͬ توزیع تابع محاسبه در •
توزیع تابع و تجربͬ توزیع تابع بین تغییرات روی تمرکز اغلب برازش، نیͺویͬ آزمون�های

دارند. اساسͬ نقش آزمون�ها این در مرتب آماره�های است، فرضͬ

میانͽین نمودار از اغلب تولید، بودن کنترل در بررسͬ برای کیفیت کنترل موضوعات در •
میانه محاسبه برای که مͬ�شود استفاده تغییرات دامنه و میانه نمودار از یا تغییرات دامنه و

مͬ�باشیم. مرتب آماره�های از استفاده به ناچار تغییرات دامنه و

برآوردگرهای و مͬ�شوند معرفͬ بسنده آماره�های عنوان به موارد از بسیاری در مرتب، آماره�های •
مجهول پارامترهای برای آزمون پرتوان�ترین و اطمینان فواصل واریانس، کمترین با نااریب

مͬ�کنند. فراهم را

شرکت امͺان مالͬ، اعتبار یا زمان قبیل از عواملͬ دلیل به اغلب عمر، طول آزمایشات در •
واحدها تمام عمر طول مشاهده بنابراین ندارد. وجود آزمایش در واحدها تمام دادن
مرتب آماره�های و مͬ�شوند استفاده سانسور روش�های از دلیل همین به نیست، امͺان�پذیر

دارند. سانسورها در مهمͬ نقش

دیوید کتاب�های به مͬ�توان آن�ها، کاربرد و مرتب آماره�های خواص مورد در بیشتر جزئیات برای
کرد. مراجعه (٢٠٠٨) همͺاران و آرنولد١٨ و ناگاراجا١٧(٢٠٠٣) و

آن ویژگͬ�های و رکوردها ۴.١
براین عموم تصور و مͬ�افتیم ورزشͬ رشته�های مسابقات یاد به مͬ�شنویم را رکورد کلمه وقتͬ
مشاهدات با هرگاه استکه این حقیقت اما مͬ�باشد. ورزشͬ مختصرشته�های واژه این که� است
قرار توجه مورد مͬ�باشند بیشتر یا کمتر خود قبلͬ مقادیر از که مشاهداتͬ داریم، سروکار متوالͬ
مثلا́ توانند مͬ دنباله�ای مشاهدات این شود. مطرح مͬ�تواند رکورد موضوع نتیجه در و مͬ�گیرند
در تصادفات تعداد متوالͬ، ماه�های در بارش میزان متوسط و متوالͬ ماه�های در دما متوسط
بیشتر رکوردها اصلͬ کاربرد باشند. متوالͬ هفته�های در مراکز از بازدیدکنندگان متوالͬ، هفته�های
رکوردی مقادیر فقط و نیستند دسترس در اولیه داده�های موارد از بسیاری در که است خاطر این به
رکوردی مقادیر از مشاهدات توزیع مورد در استنباط برای است ناچار محقق لذا مͬ�شوند. ثبت

١٧David and Nagaraja
١٨Arnold



اولیه مفاهیم و مقدمات ۶

عاری نیز ما کشور سیلاب�ها. و زلزله�نͽاری ،ͷژئوفیزی هواشناسͬ، داده�های مانند کند. استفاده
مختلف مناطق در فراوانͬ سیل�های شاهد اخیر سال�های در جمله از نیست. حوادث این از
انسان هزاران جان که ایم بوده بم در ١٣٨٢ سال زلزله و ذهاب سرپل ١٣٩٧ سال زلزله کشور،
و رکوردها از استفاده و مطالعه بررسͬ، لذا داشت. پͬ در زیادی مالͬ خسارت و افتاد خطر به

مͬ�باشد. اهمیت حائز آماری روش�های طریق از آن�ها کنترل و پیش�بینͬ
ͷگلی شد. انجام (١٩۵٢) چاندلر١٩ توسط ابتدا رکوردی داده�های خصوص در آماری مطالعات
برآورد موضوع به بسیاری محققین داد. قرار بررسͬ مورد را رکوردها جامع طور به (١٩٧٨) ٢٠

٢١ بوج و اله احسن جمله از پرداخته�اند، رکوردی مشاهدات ͷکم به ناپارامتری و پارامتری
(١٩٩٠،١٩٩۶) ٢٣ کوچار مانند پژوهشͽران از تعدادی .(١٩٩٣) ٢٢ گلفند و کارلین و (١٩٩۶)
دیͽر از پرداخته�اند. رکوردی مقادیر یͺتائͬ خواص مطالعه به نیز (١٩٨٨) ٢۴ کرمانͬ و گوپتا و
و رزمخواه و (٢٠٠١) ارقامͬ و احمدی به مͬ�توان رکوردها مبنای بر استنباطͬ پژوهش�های
کتاب و (١٩٩٨) همͺاران٢۵ و آرنولد اثر رکورد�ها کتاب کرد. اشاره ش) ١٣٨۶) همͺاران
(٢٠٠٣) ٢۶ پاجت و گولاتͬ از رکورد شͺست داده�های براساس ناپارامتری و پارامتری استنباط
همͺاران و احمدی هستند. رکوردها نظریه�ی زمینه در اصلͬ منبع دو به�عنوان حاضر حال در
و گرفتند درنظر متناسب خطر نرخ تابع تحت توابع از کلͬ رده در را K-رکوردها (٢٠٠٩)
مͺان-مقیاس توزیع�های خانواده در رکوردها براساس را پیتمن ͬͺنزدی معیار (٢٠١٠) سال در

کردند. بررسͬ

کاربردی مثال
آماره�های تنها و مͬ�شوند انجام دنباله�ای صورت به آزمایش�ها که دارند وجود متعددی موارد
استنباط�های استدر ناچار محقق بنابراین نداریم. اطلاعͬ داده�ها تمامͬ از و ثبتمͬ�شوند رکوردی
زیر کاربردی مثال دو به کند. استفاده رکوردی مشاهدات یعنͬ موجود، اطلاعات تنها از خود
صالحͬ، از (برگرفته کنید توجه هستند شده ثبت مشاهدات تنها رکوردی آماره�های آن�ها در که

.(١٣٩۴

میͺرومتر ͷی از استفاده با (X) شده تولید کالای ͷی ضخامت اندازه�گیری روند .١.۴.١ مثال

١٩Chandler
٢٠Glick
٢١Ahsanullah and Bhoj
٢٢Carlin and Gelfand
٢٣Kochar
٢۴Gupta and Kirmani
٢۵Arnold
٢۶Gulati and Padget



٧ آن ویژگͬ�های و رکوردها

کالا ͷی شده، تولید کالای n اولین میان در کالا نازک�ترین اندازه�گیری برای بͽیرید. نظر در را
مͬ�کنند. اندازه�گیری میͺرومتر از استفاده با را آن ضخامت و کرده انتخاب تصادفͬ طور به را
ایجاد فاصله�ی دیͽر، عبارت به یا (L١) کالا این ضخامت .L١ = X١ با است برابر آن ضخامت
در بعدی کالاهای ضخامت اندازه�ی برای شاخص عنوان به را میͺرومتر دهنه�ی دو بین شده
شاخص از کالایͬ ضخامت که مͬ�گیرد صورت زمانͬ بعدی دقیق اندازه�گیری مͬ�گیرند. نظر
کنید فرض مثال عنوان به گیرد). قرار میͺرومتر دهنه�ی دو بین کالا (قطر باشد کم�تر مذکور
بعد، به این از .L٢ = X١٠ داریم یعنͬ پذیرد، صورت کالا دهمین برای دوم دقیق اندازه�گیری
تعداد دهیم، انجام nام کالای تا را روند این اگر بود. خواهد L٢ بعدی دقیق اندازه�گیری شاخص
L٧ = Xn−۵ فرضکنید مثال طور به بود. خواهد n از کم�تر زیاد بسیار احتمال با دقیق اندازه�گیری
ضخامتکالاها، دسترساز در اطلاعات تنها بنابراین، باشد. شده انجام دقیق اندازه�گیری آخرین
اگر حال مͬ�باشند. X جامعه�ی از پایین رکوردهای همان که است ،i = ١, · · · ,٧،Li یافته�های
را پایین رکوردهای از محدودی تعداد فقط باشد، فوق روش با کالا نازک�ترین اندازه�گیری هدف

داشت. خواهیم اختیار در

تصادفͬ متغیر Y کنید فرض و بͽیرید نظر در را چوبͬ الوارهای شͺستن آزمون .٢.۴.١ مثال
فشار تحت آنقدر الوار اولین که است ترتیب بدین شده یاد آزمایش باشد. الوارها مقاومت میزان
در باشد، آن شͺستن زمان تا الوار اولین مقاومت میزان L١ کنید فرض بشͺند. تا مͬ�گیرد قرار
قرار فشار معرض در دیͽری از پس ͬͺی الوارها بقیه آن از بعد .L١ = Y١ داریم صورت این
برابر در الواری چنانچه بͽیرند. قرار L١ میزان به فشاری تحت یا بشͺنند. که زمانͬ تا مͬ�گیرند،
مورد دوم دست یا سالم ی نمونه ͷی عنوان به و شده خارج آزمایش از نشͺند، L١ وارده�ی فشار
ͷی یعنͬ بشͺند، بͽیرد قرار L١ معادل فشار تحت این�که از قبل اگر اما مͬ�گیرد، قرار استفاده
که مͬ�پذیرد انجام زمانͬ تا عمل این .L٢ = Y١٠ داریم مثال طور به و داده�است رخ پایین رکورد
از پایین رکورد m همان که الوارها مقاومت آزمایش، این در واقع در شون�د. ثبت (L١, . . . , Lm)

مͬ�شوند. آوری جمع که هستند آماری جامعه�ی از اطلاعاتͬ تنها مͬ�باشند، Y جامعه�ی

تصادفͬ متغیرهای از دنباله�ای {Xi, i ≥ ١} فرضکنید پایین). و بالا رکوردهای ) تعریف١.۴.١
را Xi باشد. f(x) چͽالͬ تابع و F (x) تجمعͬ توزیع تابع با پیوسته و (iid) توزیع هم مستقل،

اگر گویند، بالا رکورد ͷی
Xi > max{X١, X٢, . . . , Xi−١}, i = ٢,٣, . . .

خود مͬ�دهد، رخ بالا رکورد آن در زمانͬ�که مͬ�کنند. تعریف بالا رکورد اولین را X١ قرارداد طبق
مͬ�شود: تعریف زیر صورت به و است تصادفͬ متغیر ͷی

T١ = ١, Tn = min{i : Xi > XTn−١}

از عبارتست Xi از مستخرج رکوردهای دنباله صورت این در
XT١ , XT٢ , . . .
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آن�گاه دهیم، نشان Un با را بالا رکورد nامین اگر
Un = XTn , n = ١,٢, . . .

اگر گویند، پایین رکورد ͷی را Xi مشابه طور به
Xi < min{X١, X٢, . . . , Xi−١}, i = ٢,٣, . . .

نشان Ln با را پایین رکورد nامین اگر مͬ�کنند. تعریف پایین رکورد اولین را X١ قرارداد طبق
آن�گاه دهیم،

Ln = XSn , n = ١,٢, . . .
آن در که

S١ = ١, , Sn = min{i : Xi < Xsn−١}

رکوردها احتمالͬ توزیع
R(u) = تجمعͬ کارافتادگͬ از نرخ تابع برحسب مͬ�توان را بالا رکوردهای خواص از بسیاری
F̄ (u) تصادفͬ، متغیر بودن نامنفͬ صورت در و ،F̄ (u) = ١−F (u) آن در که کرد بیان ،−lnF̄ (u)

از است عبارت Uiها کناری احتمال چͽالͬ تابع است. اعتماد نظریه در بقا تابع همان

fUi(u) =
Ri−١(u)
(i− ١)! f(u), −∞ < u <∞, i = ١, . . . , n,

مͬ�باشد زیر صورت به Un, . . . , U١ توأم احتمال چͽالͬ تابع و

fU١,...,Un(u١, . . . , un) = f(un)

n−١∏
i=١

r(ui), −∞ < u١ < . . . < un <∞,

آن در که
r(u) =

d

du
R(u) =

f(u)

F̄ (u)

است. خطر نرخ تابع
چͽالͬ تابع و کناری احتمال چͽالͬ تابع ترتیب به دهیم، قرار F̄ به�جای را F فوق روابط در اگر

مͬ�آیند. به�دست پایین رکوردهای توأم احتمال

رتبه�دار مجموعه�ی نمونه�ی ۵.١
داده�ها جمع�آوری برای انتخابروشمناسب مسأله�ی با همواره پژوهش�گر نمونه�گیری، مبحث در
ͷی ویژگͬ�های برآورد برای را دقت که مͬ�باشد روش�هایͬ دنبال به به�طوری�که است، مواجه
واحد�های دقیق اندازه�گیری که شرایطͬ در دهد. کاهش را هزینه و داده افزایش آماری جامعه�ی
سادگͬ به را آماری جامعه�ی واحدهای بتوان اما باشد، زمان�بر یا پرهزینه سخت، آماری جامعه�ی
دار رتبه مجموعه�ی نمونه�گیری از کرد، مرتب قضاوتͬ یا چشمͬ صورت به هزینه کمترین با و
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کوچ�ͷتر زیرنمونه�هایͬ به نمونه زیادی تعداد نمونه�گیری، روش این در مͬ�شود. استفاده (RSS)
از و مͬ�شود مرتب مجزا طور به زیرمجموعه هر آن از پس مͬ�شوند، تقسیم مساوی های اندازه با
طول میانͽین تخمین به مایل کنید فرض مثال طور به مͬ�شود. انتخاب واحد ͷی نمونه زیر هر
آن�ها عمر طول به (که آن�ها ارتفاع براساس را درختان مͬ�توان هستیم. جنͽل ͷی درختان عمر
همͺاران و ٢٧ چن به بیشتر مثال�های دیدن برای کرد. مرتب چشمͬ صورت به دارد) ͬͽوابست
نمونه�گیری بر رتبه�دار مجموعه�ی نمونه�گیری روش موارد، اغلب در کنید. مراجعه (٢٠٠٣)
به نسبت بهتری عملͺرد مͬ�آیند، به�دست روش این از که برآوردگرهایͬ و دارد برتری تصادفͬ

دارند. تصادفͬ نمونه�گیری روش از حاصل برآوردگرهای

احتمال توزیع تابع با توزیعͬ از تصادفͬ نمونه ͷی X١, X٢, . . . , Xm فرضکنید .١.۵.١ تعریف
کرده، مرتب قضاوتͬ یا چشمͬ صورت به را نمونه این باشد. f(.) احتمال چͽالͬ تابع و F (.)
مͬ�گذاریم. کنار را بقیه و �مͬ�دهیم نشان X١,١ با و مͬ�کنیم انتخاب را آن�ها کوچ�ͷترین سپس
قضاوتͬ، یا چشمͬ صورت به آن کردن مرتب از پس و گرفته m اندازه به دیͽری تصادفͬ نمونه
کنار را بقیه سپس و مͬ�دهیم نشان X٢,٢ با و مͬ�کنیم انتخاب آن�را واحد کوچ�ͷترین دومین
Xm,m با و مͬ�کنیم انتخاب mام نمونه از را Xm:m و مͬ�دهیم انجام بار m را کار این مͬ�گذاریم.
دار٢٨ رتبه مجموعه�ی نمونه�ی ͷی XRSS

(m) = (X١,١, X٢,٢, . . . , Xm,m) به نهایت در مͬ�دهیم. نشان
آماره�ی iامین نشان�دهنده X(i:m)k چنانچه دیͽر، عبارت به مͬ�شود. گفته m اندازه�ی به (RSS)
خلاصه زیر شͺل در �دار رتبه روشنمونه�گیریمجموعه�ی آن�گاه باشد، kام تصادفͬ نمونه از ترتیبͬ

مͬ�شود
اول نمونه : X(١:m)١ X(٢:m)١ . . . X(m:m)١ → X١,١ = X(١:m)١
دوم نمونه : X(١:m)٢ X(٢:m)٢ . . . X(m:m)٢ → X٢,٢ = X(٢:m)٢

... ... ... . . . ... ... ...
mام نمونه� X(١:m)m X(٢:m)m . . . X(m:m)m → Xm,m = X(m:m)m

(١.١)

تعریف از مͬ�دهد. نشان را چرخه�ای ͷت رتبه�دار مجموعه�ی نمونه�گیری روش ١.١ واقع در
که ندارد دلیلͬ اما هستند، مستقل آن واحدهای که مͬ�شود مشخص رتبه�دار مجموعه�ی نمونه�ی
r-حلقه�ای رتبه�دار مجموعه�ی نمونه�ی ͷی کنیم، تͺرار بار r را فوق شͺل اگر باشند. مرتب
به نمونه واحدهای کردن مرتب که این دلیل به شد. خواهد حاصل rm نمونه�ی اندازه�ی به
خطای بزرگ، نمونه�ی اندازه�های ازای به است ممͺن مͬ�گیرد، صورت قضاوتͬ یا صورتچشمͬ
تعداد افزایش با و مͬ�گیرند نظر در ١٠ از تر کم را m عمل در بنابراین یابد. افزایش رتبه�بندی

مͬ�رسند. دلخواه نمونه اندازه�ی به حلقه�ها
او شد. پیشنهاد (١٩۵٢) ٢٩ م�ͷاینتایر توسط بار نخستین برای� رتبه�دار مجموعه�ی نمونه��گیری

٢٧Chen
٢٨Ranked Set Sampling
٢٩McIntyre
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نمونه�ی میانͽین از کاراتر برآوردگری ،(X̄RSS) رتبه�دار مجموعه�ی نمونه�ی میانͽین که داد نشان
رتبه�دار مجموعه�ی نمونه��گیری آن، از پس است. آماری جامعه�ی میانͽین برای (X̄SRS) تصادفͬ
برگ و شاخ وزن برآورد برای (١٩۶۶) ٣٠ دل و هالز این�که تا شد، سپرده فراموشͬ به مدتͬ تا
برای را روش این و کردند استفاده اینتایر ͷم توسط شده معرفͬ نمونه�گیری روش از کاج درخت
به میدانͬ تحقیق ͷی براساس و تجربͬ طور به و نامیدند �دار رتبه مجموعه�ی نمونه�ی بار اولین
با رابطه در نظری پژوهش اولین بردند. پͬ تصادفͬ نمونه�گیری روش به نسبت روش این برتری
آن�ها گرفت. صورت (١٩۶٨) ٣١ واکیموتو و تاکاهاشͬ توسط �دار رتبه مجموعه�ی نمونه��گیری
در رتبه�بندی اگر که دادند نشان و کردند زنده را رتبه�دار مجموعه�ی نمونه�گیری روش دوباره
کامل رتبه�بندی �آن به اصطلاح در که گیرد- صورت خطا بدون رتبه�دار مجموعه�ی نمونه�گیری
کم�تر اکید طور به X̄SRS برآوردگر واریانس از X̄RSS برآوردگر واریانس آن�گاه مͬ�شود- گفته
ندادند قرار نمونه�گیری روش برای خاصͬ اسم م�ͷاینتایر همانند نیز واکیموتو و است.تاکاهاشͬ
مرتب توسط طبقه�بندیشده براساسنمونه�ی آماری جامعه�ی میانͽین نااریب برآورد روشرا این و
X̄RSS واریانس نرمال، توزیع مثل ت��ͷمدی توزیع�های بعضͬ در دادند نشان آن�ها نامیدند. کردن
نمونه�ی ͷی از حاصل X̄SRS واریانس با n حجم به رتبه�دار مجموعه�ی نمونه�ی ͷی از آمده به�دست
رتبه�دار نمونه��گیریمجموعه�ی کنار در ،١٩٧٠ سال در تاکاهاشͬ است. برابر ٢n حجم به تصادفͬ
کرد. ارائه �دار رتبه مجموعه�ی نمونه�ی تولید برای جدید روش ͷی م�ͷاینتایر، توسط شده ارائه
مشابه نتایج به کامل، رتبه�بندی شرط گرفتن نظر در بدون (١٩٧٢) کلاتر٣٢ و دل بعد، چندی
به�دست برآوردگر که داد نشان (١٩٨٠) ٣٣ استوکس رسیدند. (١٩۶٨) واکیموتو و تاکاهاشͬ
برآوردگر از کاراتر آماری جامعه�ی واریانس برای رتبه�دار مجموعه�ی نمونه�گیری براساس آمده
در شده انجام پژوهش�های اکثر ،١٩٨٠ از قبل تا است. (S٢) تصادفͬ نمونه�ی براساس آن متناظر
(١٩٩۶)٣۴ بوهن مͬ�شدند. انجام ناپارامتری حالت در رتبه�دار مجموعه�ی نمونه�گیری با رابطه
،١٩٨٠ از بعد سال چند کرد. مرور را رتبه�دار مجموعه�ی درباره�ی شده انجام ناپارامتری کارهای
به مͬ�توان آن�ها جمله�ی از گرفت. قرار توجه مورد رتبه�دار مجموعه�ی نمونه�ی پارامتری حالت
نااریب خطͬ برآوردگر بهترین و ماکسیمم درستنمایͬ برآوردگر که کرد اشاره (١٩٩۵) استوکس
و پاتیل آورد. به�دست مقیاس مͺان- خانواده برای رتبه�دار مجموعه�ی نمونه�ی براساس را (BLU)

رتبه�دار مجموعه�ی نمونه��گیری با رابطه در انجام�شده کارهای از تاریخچه�ای (١٩٩٩) ٣۵ همͺاران
ناپارامتری حالت به را فیشر اطلاع با رابطه در استوکس نتایج ٢٠٠٠ سال در چن کردند. فراهم
مجموعه�ی نمونه�گیری با رابطه در کتابͬ ٢٠٠٣ سال در همͺارانش همراه به وی داد. تعمیم

٣٠Halls and Dell
٣١Takahashi and Wakimoto
٣٢Clutter
٣٣Stoks
٣۴Bohn
٣۵Patil
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ماکسیمم درستنمایͬ برآوردگر بررسͬ به ٢٠٠۴ سال در ٣۶ الصالح ژن͹و چاپرساند. به رتبه�دار
توسط رتبه�دار مجموعه�ی نمونه�ی براساس نااریب خطͬ برآوردگر بهترین پرداختند. شده اصلاح
سینها گرفت. قرار توجه� مورد (١٩٩٩) ٣٨ بارتو و (١٩٩٧) ٣٧ مور و بارنت جمله از زیادی افراد
خصوصنمونه��گیری در ناپارامتری و پارامتری انجام�شده�ی تحقیقات از یͷجمع�آوری (٢٠٠۵)
واحدهای مرتبکردن با (٢٠٠۶) ٣٩ لͬ و بالاکریشنان کرد. ارئه را زمان آن تا رتبه�دار مجموعه�ی
توزیعͬ ویژگͬ�های آوردن به�دست از پس و نامیدند ORSS آن�را رتبه�دار، مجموعه�ی نمونه�ی
آن�ها آوردند. به�دست آن براساس آماری جامعه�ی چندک�های برای اطمینان فاصله�ی ͷی ORSS
به�دست آماری توزیع چند برای را ORSS گشتاورهای عددی مقادیر ،٢٠٠٨ سال در همچنین
جوزانͬ جعفری کردند. محاسبه ORSS براساس را BLU برآوردگر آن�ها از استفاده با و آوردند
(صالحͬ، گرفتند نظر در متناهͬ جوامع در RSS براساس را برآوردیابͬ (٢٠١١) ۴٠ جانسون و

ببینید). را ش، ١٣٩٠
نمونه�گیری و رکوردی داد�ه�های روشجمع�آوری در که مشͺلاتͬ و معایب بررسͬ با فصل این در
مجموعه�ی نمونه��گیری عنوان تحت جدیدی روش معرفͬ به دارند وجود دار رتبه مجموعه�ی
که مͬ�پردازیم است رتبه�دار مجموعه�ی و رکوردها از تلفیقͬ (RRSS)که رکوردی۴١ رتبه�دار
با رساله این در است. شده مطرح دکتری رساله در (١٣٩۴ش) صالحͬ توسط بار نخستین
شده مطرح طرح از گرفتن ایده با داریم براین سعͬ شده مطرح جدید روش گرفتن نظر در
مجموعه�ی گیری نمونه روش از استفاده با و دهیم قرار بررسͬ مورد را دیͽر خاص حالت�های
به ۶.١ بخش در دهیم. قرار ارزیابͬ مورد را آماری مهم توزیع�های خواص رکوردی، دار رتبه
مͬ�کنیم. بررسͬ را فوق روش توزیعͬ ویژگͬ�های و مͬ�پردازیم رکوردی رتبه�دار مجموعه�ی معرفͬ

رکوردی رتبه�دار مجموعه�ی نمونه�ی معرفͬ ۶.١
داده�های جمع�آوری برای روش دو شد، ملاحظه ٢.۴.١ و ١.۴.١ مثال�های در که همان�طور
تعداد آن�ها در که بͽیرید نظر در ١.۴.١ مثال همچون را مواردی گرفت. نظر در مͬ�توان رکوردی
روش این به رکوردها نظریه در مͬ�شوند. ثبت آن از حاصل رکوردهای تنها و است ثابت آزمایش�ها
در است. تصادفͬ آمده به�دست رکوردهای تعداد که مͬ�گویند نمونه�ثابت یا تصادفͬ نمونه�گیری،
تصادفͬ آمده به�دست رکورهای تنها است، صرفه به مقرون روشͬ اقتصادی لحاظ از روشکه این
توزیع هم و مستقل تصادفͬ متغیر n میان از رکوردی داده�ی log(n) تقریبا متوسط طور به و است

٣۶Zheng and Al-saleh
٣٧Bartnett and Moore
٣٨Barreto
٣٩Li
۴٠Johnson
۴١Record Ranked Set Sampling
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مͬ�شود. ثبت
شد متوقف آزمایش رکورد، mامین شدن مشاهده محض به که کردیم مشاهده ٢.۴.١ مثال در
روش این در مͬ�شود. گفته معͺوس نمونه�گیری آن به رکوردی آماره�های مطالعات مباحث در که

مͬ�باشد. تصادفͬ آزمایش�ها تعداد که حالͬ در است ثابت رکوردها تعداد
براساس مربوطه آماری جامعه�ی تحلیلصفت�های در شده پیشتعیین از دقت میزان به این�که برای
نظر مورد تعداد به تا گیرد انجام آزمایش زیادی تعداد است لازم برسیم، رکوردی آماره�های
تصادفͬ نمونه�گیری روش در برعͺس رکوردها). معͺوس (نمونه�گیری برسیم رکوردی آماره�های
و مͬ�شود ثبت رکورد کمͬ تعداد معمول طور به باشد، محدود آزمایش�ها تعداد اگر رکوردها،
،١٩٩۴ پاجت، و (گولاتͬ باشند ناسازگار اغلب حاصل برآوردگرهای که مͬ�شود باعث امر این
که رسیدند نتیجه این به (١٩٨۶) ۴٢ وایتاکر| و سامانیͽو ببینید.). را ٢٠٠١ گولاتͬ، و برگر و
آمار چارچوب در فقط باشد، اختیار در تصادفͬ متغیرهای از دنباله ͷی از تنها رکورد تعدادی اگر
بدین رسید. آن�ها براساس جامعه احتمال توزیع توابع برای کارا برآوردگری به مͬ�توان پارامتری
تابع برآوردگر آن، براساس که دادند پیشنهاد رکوردها متون در روشͬ ١٩٨٨ سال در ها آن منظور،
نیز رکوردها ثابت) (نمونه تصادفͬ نمونه�گیری روش براساس حتͬ آماری جامعه�ی احتمال توزیع
قبلا́ که را رکوردی داده�های معͺوس و تصادفͬ نمونه�گیری روش آن�ها واقع، در است. سازگار
m دقیق�تر، طور به دادند. تعمیم نمونه�ای چند صورت به مͬ�شد انجام نمونه�ای �ͷی صورت به
اتمام به زمانͬ iام دنباله�ی از نمونه�گیری کنید فرض و بͽیرید نظر در را مستقل تصادفͬ دنباله�ی
داریم. اختیار در رکورد n =

∑m
i=١ ki مجموع در بنابراین شود. مشاهده رکورد kiامین که مͬ�رسد

مͬ�دهد نمایش روش این در را رکوردی آماره�های جمع�آوری ͬͽونͽچ ٢.١ شͺل

١ : X(١)١, X(٢)١, . . . → U(١)١ . . . . . . U(k١)١
٢ : X(١)٢, X(٢)٢, . . . → U(١)٢ . . . U(k٢)٢...
m : X(١)m, X(٢)m, . . . → U(١)m . . . . . . U(km)m

(٢.١)

بالا معمولͬ رکورد iامین بیان�گر U(i)j و دنباله jامین از مشاهده iامین بیان�گر X(i)j که طوری به
مورد را (١٩٨٨) وایتاکر و سامانیͽو ای چندنمونه روش محققانͬ ادامه در مͬ�باشد. دنباله آن از
ناپارامتری برآوردگری (١٩٩۴) پاجت و گولاتͬ مثال، عنوان به دادند. قرار بررسͬ و مطالعه
و احمدی آوردند. به�دست بالا نمونه�ای چند روش براساس آماری جامعه�ی چندک�های برای
همͺاران و رزمخواه که حالͬ در گرفتند درنظر را m = ٢ دونمونه�ای حالت (٢٠٠١) ارقامͬ
محاسبه�کردن با �نمونه�ای ͷی روش با آن�را و دادند قرار بررسͬ مورد را ki = kحالت (١٣٨۶ش)
که گرفتند نتیجه آن�ها کردند. مقایسه مختلف آماری توزیع�های تحت آن�ها فیشر اطلاع میزان
جامعه�ی توزیع به ͬͽبست طرح دو هر از حاصل رکوردی آماره�های در نهفته فیشر اطلاع میزان
،(٢.١) شͺل در تصادفͬ متغیرهای دنباله�های بودن مستقل دلیل به که است بدیهͬ دارد. آماری

۴٢Samanigo and Whitaker
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و امینͬ داشته�باشد، وجود متفاوت های دنباله از حاصل رکوردهای بین ترتیبͬ که ندارد دلیلͬ
ویژگͬ�های بررسͬ از پس و کردند مرتب را ٢.١ شͺل رکوردهای مجموعه (٢٠١٣) بالاکریشنان
آماری جامعه�ی چندک�های برای ناپارامتری اطمینان فاصله�ی ͷی شده، مرتب رکوردهای توزیعͬ
بخش در آوردند. به�دست آن�ها براساس آینده رکوردی آماره�های برای پیش�بینͬ فاصله چنین هم و
مورد جامعه�ی تصادفͬ نمونه�های رتبه�دار، مجموعه�ی نمونه�گیری روش در که شد مشاهده ۵.١
واحدهای نهایت در و مͬ�شوند مرتب قضاوتͬ یا چشمͬ صورت به آن فرعͬ متغیر یا مطالعه
نمونه�گیری ساختار در که همانطور طرفͬ، از مͬ�شوند. اندازه�گیری دقیق صورت به شده انتخاب
،X١,١, . . . , Xm,m یعنͬ اصلͬ، قطر روی عناصر مͬ�شود، مشاهده ٢.١ شͺل در رتبه�دار مجموعه�ی
جمع�آوری برای الͽو ͷی ادامه، در مͬ�شوند. انتخاب رتبه�دار مجموعه�ی نمونه�ی ͷی عنوان به
خواهیم معرفͬ رتبه�دار مجموعه�ی نمونه�گیری و چندنمونه�ای روش از برگرفته رکوردی آماره�های
نمونه�گیری روش مͬ�نامیم. « رکوردی رتبه�دار مجموعه�ی نمونه�گیری » آن�را دلیل همین به و کرد
بررسͬ مورد و مطرح (١٣٩۴ش) صالحͬ رساله در بار اولین برای رکوردی رتبه�دار مجموعه�ی
بͽیرید: نظر در را زیر موارد رکوردی، آماره�های در فوق طرح تعریف از قبل گرفته�است. قرار

قبلͬ رکوردهای و باشد رکورد آخرین شده، ثبت مشاهده�ی تنها که بͽیرید نظر در را زمانͬ (١
این هواشناسͬ داده�های و ورزشͬ داده�های برخͬ در مثال طور به نشده�باشند. ثبت دلیلͬ هر به
اما شود، شͺسته بار چندین است ممͺن دما رکورد ماه، هر طول در مثلا مͬ�دهد. رخ اتفاق
نیز ماهانه بارندگͬ میزان برای مͬ�تواند رخداد همین شود. ثبت رکورد آخرین فقط است ممͺن
دمای میزان از شده آوری جمع رکورهای دهنده�ی نشان زیر شͺل مثال، عنوان به بیفتد. اتفاق

مͬ�باشد سال m در بهمن ماه

١ : NA . . . . . . . . . NA U(k١)١
٢ : NA . . . NA U(k٢)٢...
m : NA . . . . . . NA U(km)m

(٣.١)

شͺسته بار k٢ دوم سال در بهمن ماه دمای رکورد مثال عنوان به است، مشخص که همان�طور
مستقل بالا شͺل در شده آوری جمع رکوردهای دسترساست. در رکورد آخرین تنها و است شده

مͬ�شود. ارائه سیستم�ها مبحث در و زمینه این در دیͽری مثال حال هستند. هم از

اعمال از پس بͽیرید. نظر در را مینیمال تعمیرات با موازی تعمیر قابل سیستم ͷی .١.۶.١ مثال
فرض مͬ�گردد. باز خرابͬ لحظه از قبل شرایط به دقیقاً مؤلفه آن یͷمؤلفه، روی بر مینیمال تعمیر
با عمری طول دارای که است شده تشͺیل مستقل و همسان mمؤلفه�ی از موازی سیستم این کنید
iامین شده�استکه طراحͬ طوری سیستم که فرضکنید هم�چنین هستند. F (.) احتمال توزیع تابع
قابل دیͽر خرابͬ kiامین از پس iام مؤلفه یعنͬ ،(ki ≥ ١) است تعمیر قابل بار ki − ١ آن مؤلفه�ی
بنابراین مͬ�شود. سیستم کل خرابͬ به منجر خرابͬ k١)امین + . . .+ km) نتیجه، در نیست. تعمیر
مؤلفه iامین عمر طول Ti به�طوری�که ،max{T١, . . . , Tm} با بود خواهد برابر سیستم عمر طول
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و مستقل مشاهدات از مستخرج بالای رکوردهای و مینیمال تعمیر فرآیند دیͽر، طرف از است.
از هستند. توزیع هم مزبور طرح در U(ki)i و Ti بنابراین هستند. مشابه توزیع دارای هم�توزیع،
به تا است نیاز بنابراین ،max{U(k١)١, . . . , U(km)m} با است برابر سیستم کل عمر طول که آن�جا

باشیم. داشته دسترسͬ U(ki)i تمامͬ

رفتن بین از بودن، گران مثل دلیلͬ هر به موردنظر صفت دقیق اندازه�گیری که حالتͬ (٢
صورت به بتوان اما نباشد پذیر امͺان راحتͬ به بودن سخت یا آزمایش تحت واحدهای کامل
دقیق طور به کرد. مشخص را موردنظر صفت رکوردهای ای وسیله توسط یا قضاوتͬ چشمͬ،
مشاهده اولین اول، ی دنباله از بͽیرید. نظر در را تصادفͬ متغیرهای از مستقل دنباله�ی m تر،
را رکورد دومین چشمͬ صورت به دوم، ی دنباله از مͬ�گیریم. نظر در رکورد اولین عنوان به را
به دنباله آن از را رکورد mامین و دهیم مͬ انجام دنباله mامین تا را عمل این و مͬ�کنیم مشخص
شͺل داشت. خواهیم اختیار در رکورد m صورت این در کنیم، مͬ اندازه�گیری چشمͬ صورت

ببینید. را (۴.١)

١ : X(١)١, X(٢)١, . . . → U(١)١
٢ : X(١)٢, X(٢)٢, . . . → U(٢)٢

... . . .
m : X(١)m, X(٢)m, . . . → U(m)m

(۴.١)

فرضکنید نباشد. مهیا بالا مورد دو از کدام هیچ برقراری شرایط که بͽیرید نظر در را حالتͬ (٣
است نحوی به دنباله هر در نمونه�گیری و است اختیار در تصادفͬ متغیرهای از مستقل دنباله m
iامین که کنید فرض چنین هم ببینید). را ٢.۴.١ و ١.۴.١ (مثال مͬ�شوند ثبت رکوردها تنها که
iامین تنها iام دنباله�ی از شود. ثبت رکورد iامین که مͬ�شود متوقف زمانͬ دنباله�ای، نمونه�گیری
این دیͽر، دیدگاه از مͬ�کنیم. حفظ آماری جامعه�ی صفت�های با رابطه در استنباط برای را رکورد
و باشد ki = i که شرطͬ به است (١٩٨٨) وایتاکر و سامانیͽو چندنمونه�ای روش مشابه روش
نشان را روش این دقیق�تر طور به زیر شͺل بͽیریم. نظر در را iام ی دنباله از رکورد iامین فقط

مͬ�دهد

١ : X(١)١, X(٢)١, . . . → U(١)١
٢ : X(١)٢, X(٢)٢, . . . → U(١)٢ U(٢)٢

... ... . . .
m : X(١)m, X(٢)m, . . . → U(١)m U(٢)m . . . U(m)m

(۵.١)

ذکر به لازم داشت. خواهیم اختیار در را (U(١)١, . . . , U(m)m) رکورد m نیز حالت این در بنابراین
تنها حتͬ یا باشد دسترس در دنباله هر در رکورد آخرین تنها است ممͺن نیز عمل در که است

باشد. کافͬ آماری جامعه�ی مجهول پارامتر درباره�ی استنباط برای رکورد آخرین
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توسط آمده به�دست رکوردی آماره�های URRSS
(m) = (U(١)١, . . . , U(m)m) فرضکنید تعریف١.۶.١.

مجموعه�ی نمونه�گیری مشابه آن�ها تمامͬ ساختار که مͬ�شود مشاهده باشد. بالا حالات از ͬͺی
آن�گاه ،i = ١, . . . ,m �،Ui,i = U(i)i دهیم قرار اگر است. ١.١ شͺل در شده معرفͬ رتبه�دار
m اندازه�ی به (RRSS) رکوردی رتبه�دار مجموعه�ی نمونه�ی ͷی را (U١,١, U٢,٢, . . . , Um,m) بردار

مͬ�گوییم.

براساسنمونه�ی را تنش-مقاومت اعتماد قابلیت از برآوردهایͬ ،(٢٠١۵) همͺاران و صالحͬ
آن�ها اهداف از ͬͺی نمودند. بررسͬ پارامتری ͷی نمایͬ توزیع در رکوردی رتبه�دار مجموعه�ی
برای بود. ناپارامتری و پارامتری دیدگاه دو مبنای بر معمولͬ رکوردی آماره�های RRSSو مقایسه�ی
و کردند مطالعه را آینده رکوردهای و ترتیبͬ آماره�های پیش�بینͬ ناپارامتری مبحث در منظور این
فیشر، اطلاع میزان متناسب خطر نرخ توزیع�های خانواده گرفتن نظر در با پارامتری، مبحث در
در کردند. مقایسه را طرح دو از حاصل برآوردگرهای ͬͺنزدی پیتمن- و نسبͬ کارایͬ معیارهای
است معمولͬ رکوردهای از کاراتر بسیار RRSS طرح از حاصل برآوردگرهای گرفتند نتیجه نهایت
n(n+١)/٢ اندازه به نمونه�ی ͷی معادل RRSS از n اندازه به نمونه�ی ͷی در نهفته فیشر اطلاع و

است. معمولͬ رکوردهای براساس

RRSS روش از حاصل ویژگͬ�های ١.۶.١
بوده F (.) احتمال توزیع تابع و f(.) چͽالͬ تابع دارای بررسͬ تحت آماری جامعه�ی کنید فرض
به به�ترتیب را Fi,i(x) و fi,i(x) چنین هم باشد. آن از شده مشاهده تصادفͬ متغیر ͷی X١ و
داریم قرارداد براساس صورت این در بͽیرید. نظر در Li,i احتمال توزیع تابع و چͽالͬ تابع عنوان
است پایین معمولͬ رکورد iامین با توزیع هم Li,i که این به توجه با ،i > ١ برای اما .L١,١ d

= X١
داریم

fi,i(l) =
{−logF (l)}i−١

(i− ١)! f(l), u ∈ SX , (۶.١)

و

Fi,i(l) = ١− F (l)
i−١∑
t=٠

{−logF (l)}t

t!
, l ∈ R (٧.١)

با است برابر LRRSS
(m) بردار توأم احتمال چͽالͬ تابع ،(۶.١) و li,iها استقلال به توجه با

fLRRSS
(m)

(lRRSS
(m) ) =

m∏
i=١

{−logF (li,i)}i−١
(i− ١)! f(li,i), (٨.١)

است. LRRSS
(m) شده�ی مشاهده� مقدار lRRSS

(m) = (l١,١, . . . , lm,m) آن در که
بͽیریم، نظر در m اندازه�ی به بالا RRSS ͷی عنوان به را URRSS

(m) = (U١,١, U٢,٢, . . . , Um,m) اگر
احتمال چͽالͬ تابع ترتیب به ،(٧.١) و (۶.١) روابط در F جای به F̄ کردن جایͽزین با آن�گاه
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URRSSحاصل
(m) توأم احتمال چͽالͬ تابع چنین هم و Ui,i حاشیه�ای احتمال توزیع تابع و حاشیه�ای

.F̄ (.) = ١− F (.) که طوری به مͬ�شوند.

�استرپ بوت روش بر مقدمه�ای ٧.١
داده�ها تعداد و معلوم آن توزیع که داریم سروکار جامعه�ای با ایده�آل حالت در آماری استنباط در
تعداد همچنان ولͬ نامعلوم آماری جامعه�ی توزیع صورتͬ�که در مͬ�باشد. زیاد کافͬ اندازه�ی به
دست مطلوب نتایج به مرکزی حد قضیه از استفاده با آن�گاه باشد زیاد کافͬ اندازه�ی به داده�ها
شده مشاهده نمونه�ی و نامعلوم آماری جامعه�ی توزیع که است زمانͬ حالت بدترین مͬ�یابیم.
و خوب استنباط مͬ�توان چͽونه شرایط این در که است مطرح سؤال این حال باشد. ͷکوچ

داد. ارائه معتبری
x = شده�ی مشاهده� نمونه�ی داریم، اختیار در آماری جامعه�ی از که اطلاعاتͬ تنها واقع در
هدف و مͬ�باشد F (.) مجهول احتمال توزیع تابع با جامعه�ای از nͷکوچ اندازه�ی به (x١, · · · , xn)
θ̂ = T (F̂n) به�صورت را برآوردگر ͷی منظور این برای است. xبراساس θ = t(F ) پارامتر برآورد
سؤال است.اما x مشاهدات تجربͬ احتمال توزیع تابع همان F̂n به�طوری�که مͬ�کنیم، محاسبه
بازنمونه�گیری روش ͷی ،(١٩٧٩) افرون۴٣ است؟ چقدر θ̂ برآوردگر دقت میزان که است این
پژوهش�های ادامه در داد. ارائه استرپ بوت نمونه�گیری عنوان تحت θ̂ معیار انحراف برآورد برای
تیبشیران۴۴ͬ و افرون از استرپ بوت بر مقدمه�ای کتابجامع که گردید ارائه رابطه این در بیشتری
حال عین در مͬ�دهد. پوشش را ١٩٩٣ سال تا شده انجام پژوهش�های تمام تقریباً ،(١٩٩٣)
شبیه�سازی برای پرقدرت کامپیوترهای نیازمند ولͬ دارد ساده�ای ساختار استرپ بوت روش که
پنجم فصل به توانید مͬ R افزار نرم ͷکم به استرپͬ بوت اطمینان فواصل محاسبه جهت است.
به�کار ناپارامتری و پارامتری حالت دو در استرپ بوت کنید. مراجعه ،(٢٠٠٧) ریزو۴۵ کتاب

پردازیم. مͬ ͷی هر به�شرح اینجا در که مͬ�شود گرفته

x = شده�ی مشاهده نمونه�ی ͷی که بͽیرید نظر در را حالتͬ ناپارامتری: بوت�استرپ •
داریم. اختیار در F (.) مجهول احتمال تابع با جامعه�ای از nͷکوچ اندازه با (x١, . . . , xn)
به� نماییم محاسبه را θ̂ = T (F̂n) برآوردگر بایستͬ x براساس θ = t(F ) پارامتر برآورد برای

مͬ�باشد. x مشاهدات تجربͬ توزیع تابع همان F̂n طوری�که

مجهول آن پارامترهای و مشخص آماری جامعه�ی توزیع چنانچه پارامتری: بوت�استرپ •
به�دست ͷکلاسی برآوردیابͬ روش�های از ͬͺی ͷکم به را مجهول پارامترهای ابتدا باشد،
توزیع خود از مجهول، پارامتر به�جای شده برآورد مقدار جایͽذاری با سپس مͬ�آوریم.

۴٣Efron
۴۴Tibshirani
۴۵Rizzo



١٧ خطر نرخ خانواده�های

ناپارامتری بوت�استرپ عمومͬ الͽوریتم ١ الͽوریتم
بدیهͬ مͬ�کنیم، تولید Fn تجربͬ توزیع تابع از را x∗ = (x∗١, . . . , x∗

n) تصادفͬ نمونه .١
مͬ�باشد. x از n اندازه به جایͽذاری با تصادفͬ یͷنمونه x∗ بوتاسترپͬ استنمونه�ی
θ̂ برای بوت�استرپͬ مشاهده�ی ͷی مͬ�توان ،x∗ مثل استرپͬ بوت نمونه هر با متناظر .٢

آورد. به�دست θ̂∗ = T (x∗) به�صورت
هر که (x∗١, . . . ,x∗

B) بوت�استرپͬ نمونه�ی B تا کنید تͺرار مرتبه B را ٢ ١و مرحله .٣
B (مقدار کنید انتخاب را هستند x از جایͽذاری با شده�ی تولید داده�ی n شامل کدام

مͬ�شود). انتخاب ٢۵-٢٠٠ بازه�ی در
θ̂∗(b) = صورت به ،b = ١, . . . , B هر ازای به را θ̂ برای بوت�استرپͬ مشاهده�ی مقدار .۴

کنید. محاسبه T (x∗
b)

انحراف و میانͽین مانند را نظر مورد آماره برآورد بوت�استرپͬ، تͺرار B از استفاده با .۵
آورید. به�دست معیار

بوت�استرپ تفاوت حقیقت، در مͬ�کنیم. استفاده بازنمونه�گیری برای آماری جامعه�ی
به�طور مͬ�باشد. استرپͬ بوت نمونه�های تولید روش انتخاب در تنها ناپارامتری و پارامتری
کرده�ایم. مشاهده F (.;ψ) احتمال توزیع تابع با جامعه�ای از را xنمونه�ی فرضکنید دقیق�تر،
مجهول پارامتر برآورد ψ̂ که مͬ�کنیم تولید F (., ψ̂) توزیع از را x∗ بوت�استرپͬ نمونه�ی ابتدا
۵ تا ۴ مراحل انجام با حال مͬ�باشد. برآوردیابͬ ͷکلاسی رو�ش�های از ͬͺی براساس ψ

مͬ�آید. به�دست موردنظر آماره بوت�استرپ (١) الͽوریتم

بوت�استرپ اطمینان فواصل ١.٧.١

استفاده (١٩٩۴) تیبشیرانͬ و افرون کتاب در که بوت�استرپͬ اطمینان فاصله چند بخش، این در
با جامعه�ای از شده مشاهده نمونه ͷی x کنید فرض منظور بدین مͬ�کنیم. معرفͬ را شده�است
١ − α تقریبͬ ضریب با بوت�استرپͬ اطمینان فواصل زیر الͽوریتم�های باشد. θ مجهول پارامتر

مͬ�کنند. تولید

خطر نرخ خانواده�های ٨.١

تجمعͬ توزیع تابع دارای X پیوسته مطلقاً تصادفͬ متغیر کنید فرض

G(x; θ, α) = [F (x; θ)]α, x ∈ R, θ ∈ Θ, α > ٠,



اولیه مفاهیم و مقدمات ١٨

پایه بوت�استرپ اطمینان فاصله ٢ الͽوریتم
کنید. تولید x شده مشاهده بردار از x∗١, · · · ,x∗

B بوت�استرپͬ نمونه B .١
d∗(b) = θ∗(b)ML − بوت�استرپͬ مشاهده فوق، بوت�استرپͬ نمونه�های از ͷی هر برای .٢

کنید. محاسبه را b = ١, . . . , B ،θ̂ML

ضریب با پایه بوت�استرپ اطمینان فاصله (θ̂ML − d∗١−α/٢, θ̂ML − d∗
α/٢) بازه� آن�گاه .٣

d∗ = بردار αام چندک d∗α به�طوری�که مͬ�باشد، θ پارامتر برای ١ − α تقریبͬ اطمینان
مͬ�باشد. (d∗

(١), . . . , d∗(B))
⊤

صدکͬ بوت�استرپ اطمینان فاصله ٣ الͽوریتم
کنید. تولید x شده مشاهده بردار از x∗١, · · · ,x∗

B بوت�استرپͬ نمونه B .١
محاسبه را θ∗(b) بوت�استرپͬ مشاهده فوق، بوت�استرپͬ نمونه�های از ͷی هر برای .٢

کنید.
فاصله (θ∗

α/٢, θ∗١−α/٢) بازه� آن�گاه باشد، (θ̂∗(١), . . . , θ̂∗(B)) بردار چندکαام بیان�گر θ∗(α) اگر .٣
است. θ پارامتر برای ١− α تقریبͬ اطمینان ضریب با صدکͬ بوت�استرپ اطمینان

t-بوت�استرپ اطمینان فاصله ۴ الͽوریتم
کنید. تولید x شده مشاهده بردار از x∗١, · · · ,x∗

B بوت�استرپͬ نمونه B .١

مͬ�تواند σ̂(θ̂∗) آن در که کنید. محاسبه را t∗(b) =
θ̂∗(b) − θ̂

σ̂(θ̂∗)
بوت�استرپͬ، نمونه هر برای .٢

بوت�استرپͬ برآورد یا σ(θ̂∗) ماکسیمم درستنمایͬ برآوردگر مانند استاندارد برآورگر هر
کافیست انحرافمعیار بوت�استرپͬ برآورد آوردن به�دست برای که باشد. معیار خطای

کنیم. تولید x∗ از را بوت�استرپͬ نمونه�های و داده قرار x به�جای را x∗

اطمینان ضریب با t-بوت�استرپ اطمینان فاصله (θ̂ − t∗١−α/٢, θ̂ − t∗
α/٢) بازه� آن�گاه .٣

t∗ = بردار αام چندک t∗α به�طوری�که مͬ�باشد، θ پارامتر برای ١ − α تقریبͬ
مͬ�باشد. (t∗

(١), . . . , t∗(B))
⊤



١٩ خطر نرخ خانواده�های

معͺوسمتناسب۴۶ نرخخطر مدل ،{G(x; θ, α), θ ∈ Θ, α > توزیع�های{٠ از خانواده�ای باشد.
دلخواه پیوسته توزیع تابع ͷی F (x; θ) آن در که مͬ�شود، نامیده F (x; θ) پایه توزیع با (PRHR)
متغیر نامند. مͬ F (x; θ) پایه توزیع تابع از تعمیم�یافته توزیع تابع را G(x; θ, α) همچنین است.

احتمال چͽالͬ تابع دارای خانواده این از X تصادفͬ

g(x; θ, α) = αf(x; θ)[F (x; θ)]α−١, x ∈ R, θ ∈ Θ, α > ٠
و گوپتا همچنین شد. معرفͬ (١٩٩٨) همͺاران و گوپتا۴٧ توسط PRHR خانواده است.
وسیع کاربردهای به توجه با آوردند. به�دست فوق براساسخانواده را نتایجͬ ،(٢٠٠١) همͺاران
به مربوط مطالعات در بخصوص اعتماد قابلیت و بقا تحلیل��های در PRHR توزیع�های خانواده
مورد گسترده�ای طور به مفهوم این چپ، از شده سانسور عمر طول داده�های و موازی سیستم�های
روی۴٩ و چاندرا و (١٩٩٩) ۴٨ ناندا� و سنͽوپتا به مͬ�توان مثال برای شده�است. واقع مطالعه
نمایͬ توزیع جمله از عمر، طول مدل�های از بسیاری PRHR خانواده کرد. اشاره ،(٢٠٠١)
و نمایͬ گامبل ، III نوع بور معͺوس، رایلͬ ،ͷلوجیستی پارتو، رایلͬ، وایبول، تعمیم�یافته،
ناندا۵٠(٢٠٠١) و گوپتا به فوق خانواده با بیشتر آشنایͬ برای مͬ�شود. شامل را توانͬ توزیع�های

نمایید. مراجعه (٢٠٠٧) گوپتا۵١ و گوپتا و
تجمعͬ توزیع تابع با X پیوسته مطلقاً تصادفͬ متغیر برای همچنین

G(x; θ, α) = ١− [١− F (x; θ)]α, x ∈ R, θ ∈ Θ, α > ٠,
پایه توزیع با متناسب خطر نرخ مدل {G(x; θ, α), θ ∈ Θ, α > ٠} توزیع توابع از خانواده�ای
تابع دارای X تصادفͬ متغیر بنابراین مͬ�شود. نامیده (PHR) متناسب۵٢ خطر نرخ مدل F (x; θ)

صورت به احتمال چͽالͬ

g(x; θ, α) = αf(x; θ)[١− F (x; θ)]α−١, x ∈ R, θ ∈ Θ, α > ٠
وایبول و لوماکس ،XII نوع بور جمله از مشهور عمر طول توزیع چند شامل خانواده این است.

.(٢٠٠٧ الͺین۵٣ و مارشال ٢٠٠٩؛ و ٢٠٠٨ همͺاران، و (احمدی است
G(x; θ, α) توزیع تابع عددی پارامتر α ولͬ باشد پایه توزیع پارامتر بردار مͬ�تواند θ مدل، دو هر در

۴۶Proportional reversed hazard rate model
۴٧Gupta
۴٨Sengupta and Nanda
۴٩Chandra and Roy
۵٠Gupta and Nanda
۵١Gupta and Gupta
۵٢Proportional hazard rate model
۵٣Marshall and Olkin



اولیه مفاهیم و مقدمات ٢٠

عمر طول داده�های تحلیل� و مدل�بندی در فوق خانواده�های که وسیعͬ کاربرد به توجه با است.
معرفͬ مختلف Fهای (x; θ) با را خانواده�ها این توزیع�های از مختلفͬ کلاس�های محققان دارند،

دادند. قرار مطالعه� مورد وسیعͬ به�طور و

سازی شبیه روش�های ٩.١
قرار استفاده مورد رساله این آماری مسائل حل در که را شبیه�سازی روش دو بخش، این در
نمونه�ای توزیع ͷی شبیه�سازی به کلاسیͷعلاقه�مند دیدگاه از حقیقت در مͬ�دهیم. ارائه مͬ�گیرند
مشخصه�های برخͬ محاسبه� به علاقه�مند بیزی دیدگاه از و است پیچیده مدل ͷی از برخاسته که
است. مارکوفͬ خاصیت با تصادفͬ فرآیند ͷی مارکوف۵۴، زنجیر ریاضͬ در هستیم. پسین توزیع
گذشته وضعیت از مستقل آینده وضعیت حال، وضعیت شدن داده شرط به مارکوفͬ، خاصیت در

است.
توزیع آوردن به�دست مͬ�شویم، روبرو بیزی روش�های اکثر درانجام که محدودیتͬ عمده�ترین
حل برای روش چندین است. بالا ابعاد با توابعͬ از انتͽرال�گیری نیازمند اغلب که است پسین
که شده�است ارائه (١٩٩۶) ۵۶ تنر اسمیت۵۵(١٩٩١)، چون اشخاصͬ توسط انتͽرال�ها این�گونه
شبیه�سازی آن اساس که است (MCMC) کارلو۵٧ مونت مارکوف زنجیر روش�ها این از ͬͺی
کارلو۵٨ مونت روش همان MCMC روش واقع در مͬ�باشد. نظر مورد پیچیده توزیع از درستͬ
مͬ��گیرد. صورت ماکوف زنجیر ویژگͬ براساس نمونه�گیری آن در که تفاوت این با است (MC)

مͬ�شود. داده ۵٩شرح مهم نقاط از نمونه�گیری با کارلو مونت و MC روش دو اینجا در

کارلو مونت روش ١.٩.١
انتͽرال علاقه�مندیم کنید فرض

I =

∫ b

a
g(θ)dθ

نوشت: زیر صورت به مͬ�توان را فوق انتͽرال است. هموار تابع ͷی g(θ) که کنیم محاسبه را

I =

∫ b

a
[(b− a)g(θ)]

١
b− a

dθ

۵۴Markov Chain
۵۵Smith
۵۶Tanner
۵٧Markov Chain Monte Carlo
۵٨Monte Carlo
۵٩Monte carlo with important sampling



٢١ مهم نقاط از نمونه�گیری با کارلو مونت روش

یعنͬ است. (a, b) روی یͺنواخت توزیع به نسبت [(b− a)g(θ)] ریاضͬ امید محاسبه مانند که

I = EU(a,b)[(b− a)g(θ)]

گشتاوری روش از استفاده با که

Î =
١
n

n∑
i=١

[(b− a)g(θi)]

است. U(a, b) توزیع از تصادفͬ نمونه ͷی θn, · · · , θ١ که

مهم نقاط از نمونه�گیری با کارلو مونت روش ١٠.١
که A ناحیه از خارج در f(x) که کنیم محاسبه را µ = E(f(x)) مͬ�خواهیم موارد از بسیاری در
باشد داشته کمͬ حجم است ممͺن A مجموعه است. صفر تقریباً است، ͷکوچ p(X ∈ A)

ممͺن X توزیع از کارلویͬ مونت ساده نمونه ͷی باشد. X توزیع انتهای در است ممͺن یا
بیزی استنباط� بالا، انرژی ͷفیزی در مشͺلاتͬ چنین نداشته�باشد. ناحیه در نقطه ͷی حتͬ است

مͬ�آید. پیش بیمه و مالͬ تأمین برای نادر رویدادهای شبیه�سازی و
ما آوریم. به�دست را مهم و جالب ناحیه�های از نمونه�هایͬ باید که است روشن شهودی به�طور
دلیل همین به کند، سنͽین را مهم منطقه�ی که مͬ�دهیم انجام توزیعͬ از نمونه�گیری با را این�کار
امید به�صورت علاقه مورد انتͽرال فرضکنید مͬ�شود. نامیده مهم نقاط از نمونه�گیری روش، این

است. p چͽالͬ به نسبت g تابع ͷی ریاضͬ

I =

∫
g(x)p(x)dx =

∫
g(x)

p(x)

h(x)
h(x)dx

ͷی h(x) بنابراین .∫ h(x)dx = ١ و p(x) > ٠ که است xهایͬ برای مثبت تابع ͷی h(x) که
برآورد زیر به�صورت را I گشتاوری، برآورد از استفاده با جایͽزین روش ͷی است. چͽالͬ تابع

مͬ�کند:

Ī =
١
n

n∑
i=١

g(Xi)w(Xi)

با نمونه�گیری چͽالͬ h .Xi ∼ h(X) ، i = ١,٢, · · · , n ازای به که w(Xi) =
p(Xi)

h(Xi)
آن در که

مͬ�شود. نامیده اهمیت
تقریبا g(x)w(x)انتخاب با به�طوری�که مͬ�رود. به�کار واریانس کاهش برای روش این حقیقت در

زیر رابطه در ثابت

V ar(Ī) =
١
n

∫
(g(x)w(x)− I)٢h(x)dx

کنیم. ͷکوچ را واریانس مͬ�خواهیم که جایͬ تا مͬ�توانیم





٢ فصل

تعمیم نمایͬ توزیع در R پارامتر برآورد
RRSS از استفاده با یافته

مقدمه ١.٢
مسأله�ی اعتماد، قابلیت تحلیل�های در مهم مفاهیم از ͬͺی شد، بیان ٢.١ بخش در که همان�طور
به مربوط خاص، احتمالاتͬ مسائل به متعددی مقالات مͬ�باشد. تنش-مقاومت پارامتر برآورد
موردنظر پارامتر از اطمینانͬ� قابل و کارآمد برآوردهای ساختن و R = Pr(X < Y ) ارزیابͬ
مثال عنوان به پرداخته�اند. Y و X توزیع�های از مختلف فرض�های با نمونه�ای مقادیر برمبنای
از پرداخته�اند. تنش-مقاومت پارامتر برآورد به کامل داده�های درنظرگرفتن با نویسندگان از برخͬ
کندو نمودند. محاسبه ناپارامتری حالت در را R بالایͬ کران ،(١٩۶۴) همͺاران و اون١ جمله
ارائه R خصوص در استنباط�هایͬ یافته تعمیم نمایͬ توزیع گرفتن درنظر با (٢٠٠۵) گوپتا٢ و
به پارامتری سه تعمیم�یافته نمایͬ توزیع گرفتن نظر در با (٢٠٠٨) همͺاران و رقب٣ دادند.

١Owen
٢Kundu and Gupta
٣Raqab



RRSS از استفاده با یافته تعمیم نمایͬ توزیع در R پارامتر برآورد ٢۴

داده�های از استفاده اخیر، سال�های در دیͽر سوی از پرداخته�اند. تنش-مقاومت پارامتر استنباط
اصغرزاده مثال، عنوان به شد. واقع زیادی پژوهش�گران توجه مورد R پارامتر تحلیل در ناقض
و بصیرت و (٢٠١٢) همͺاران و ساراک�اوغلو۵ ،(٢٠١٢) تسا۴ و لیو ،(٢٠١١) همͺاران و
تنش- پارامتر برآورد به پیش�رونده سانسور از نمونه�هایͬ گرفتن نظر در با ،(٢٠١٣) همͺاران
نمایͬ توزیع گرفتن نظر در با را R پارامتر (٢٠٠٨) بͺلیزی۶ همچنین پرداختند. مقاومت
(٢٠١٠) همͺاران و موتلاک٧ داد. قرار بررسͬ مورد رکوردی مقادیر براساس و تعمیم�یافته
نمایͬ توزیع در (RSS) رتبه�دار مجموعه�ی از استفاده با تنش-مقاومت پارامتر از استنباط�هایͬ
تحت طرحͬ ،(٢٠١۴) احمدی و صالحͬ شد، بیان ۶.١ بخش در که همان�طور نمودند. ارائه
دقیق�تری نتایج به مͬ�توان آن از استفاده با که دادند پیشنهاد رکوردها مبحث در RRSS عنوان
آماره�های پیش�بینͬ به طرح این از استفاده با سال همان در احمدی و صالحͬ یافت. دست
صورت به را تنش-مقاومت پارامتر نیز ٢٠١۵ سال در و پرداختند آینده رکورد�های و ترتیبͬ
سال�های در نمودند. برآورد نمایͬ توزیع از شده مشاهده RRSS براساس فاصله�ای و نقطه�ای
همͺاران و اصغرزاده جمله از گردید. ارائه RRSS طرح گرفتن نظر در با متعددی مقالات اخیر
که حالتͬ گرفتن درنظر با (٢٠١٧) توماس٨ و پل آوردند. به�دست را R اطلاع اندازه ،(٢٠١٧)
را RRSS همراه متغیرهای مͬ�باشد، غیرممͺن عملا یا پرهزینه موردنظر متغیرهای اندازه�گیری
یافته بهبود برآوردهای طرح این گرفتن نظر در با ،(٢٠١٩) همͺاران و صفریان نمودند. ارائه
تنش-مقاومت پارامتر داریم قصد فصل این در حال آوردند. به�دست را تنش-مقاومت پارامتر
یافته تعمیم نمایͬ توزیع از شده مشاهده RRSS براساس فاصله�ای و نقطه�ای صورت به را R

به برآورد و (ML) ماکسیمم درستنمایͬ نقطه�ای برآورد دو ،٢.٢ بخش در بنابراین، کنیم. برآورد
را فوق برآوردگرهای و مͬ�آوریم به�دست R برای را (UMV U) واریانس کمترین با یͺنواخت طور
و دقیق اطمینان فاصله�ی ،٣.٢ بخش در و ادامه در مͬ�کنیم. مقایسه نسبͬ کارایͬ معیار براساس
نهایت، در مͬ�آوریم. برایRبه�دست پارامتری بوت�استرپ پایه�ی بر تقریبͬ اطمینان فاصله�ی چند
مثال ͷی هم�چنین و شبیه�سازی مطالعه�ی ͷی از استفاده با ترتیب به ،۵.٢ و ۴.٢ بخش�های در

مͬ�کنیم. بررسͬ را ٣.٢ و ٢.٢ بخش�های در آمده به�دست برآوردگرهای کارایͬ واقعͬ،

تنش-مقاومت پارامتر نقطه�ای برآورد ٢.٢
احتمال توزیع تابع و چͽالͬ تابع با ترتیب به تعمیم�یافته نمایͬ توزیع
fGE(x; θ, λ) = θλe−λx(١− e−λx)θ−١, (١.٢)

۴Lio and Tsai
۵Saracoglu
۶Baklizi
٧Mutllak
٨Paul and Thomas



٢۵ تنش-مقاومت پارامتر نقطه�ای برآورد

و

FGE(x; θ, λ) = (١− e−λx)θ x > ٠, (٢.٢)

هستند. نرخ و شͺل پارامترهای ترتیب به λ > ٠ و θ > ٠ آن در که داریم، اختیار در
باشند مستقل تصادفͬ متغیر دو Y ∼ GE(θ٢, λ٢) و X ∼ GE(θ١, λ١) فرضکنید .١.٢.٢ قضیه
که مͬ�شود ثابت به�راحتͬ صورت این در باشد، تنش-مقاومت پارامتر همان R = Pr(X < Y ) و

R = ١−
∫ ١
٠ θ١)١− t)θ١)١−١− t

λ٢
λ١ )θ٢dt. (٣.٢)

داریم V = X و U = Y −X تبدیل از استفاده با برهان.

R = Pr(X < Y ) =

∫ ∞

٠ fU (u)du =

∫ ∞

٠
∫ ∞

٠ fU,V (u, v)dvdu (۴.٢)

=

∫ ∞

٠
∫ ∞

٠ θ١λ١e−λ١v
(١− e−λ١v

)θ١−١
θ٢λ٢e−λ٢(u+v)

(١− e−λ٢(u+v)
)θ١−٢

dudv,

داریم ،(۴.٢) در z = ١− e−λ٢(u+v) جایͽذاری با حال

R =

∫ ∞

٠

(∫ ١
١−e−λ٢v

θ٢zθ١−٢dz
)
θ١λ١e−λ١v

(١− e−λ١v
)θ١−١

dv

=

∫ ∞

٠ θ١λ١e−λ١v
(١− e−λ١v

)θ١−١ [١− (١− e−λ٢v)
]θ٢

dv.

مͬ�شود. کامل اثبات t = e−λ١v تبدیل از استفاده با

، R = (R١,١, R٢,٢, · · · , Rn,n)
⊤ بردار از شده مشاهده مقدار r = (r١,١, r٢,٢, · · · , rn,n)⊤ اگر

از مشاهده�شده مقدار s = (s١,١, s٢,٢, · · · , sm,m)⊤ و GE(θ١, λ١) از n اندازه به پایین RRSS ͷی
اطلاعاتͬ تنها ،GE(θ٢, λ٢) از m اندازه به پایین RRSS ͷی ،S = (S١,١, S٢,٢, · · · , Sm,m)⊤ بردار
را UMV U و ML نقطه�ای برآوردگرهای مͬ�خواهیم داریم، اختیار در Y و X جوامع از که باشند

کنیم. محاسبه R = Pr(X < Y ) برای

ML برآوردگر ١.٢.٢
مͬ�گیریم: نظر در را زیر حالت ٣ ماکسیمم درستنمایͬ روش از R برآوردگر محاسبه برای

λ١ ̸= λ٢ و θ١ ̸= θ٢ اول: حالت
با لذا مͬ�باشند، یͺدیͽر از مستقل RRSS واحد�های کردیم، مشاهده ۶.١ بخش در که همان�طور

مͬ�آید. به�دست زیر صورت به توأم درستنمایͬ تابع (٨.١) در (٢.٢) و (١.٢) جایͽذاری

L(θ١, θ٢, λ١, λ٢) =
n∏

i=١

[
{− log(١− e−λ١ri,i)θ١}i−١θ١λ١e−λ١ri,i(١− e−λ١ri,i)θ١−١

(i− ١)!
]

×
m∏
j=١

[
{− log(١− e−λ٢sj,j )θ٢}j−١θ٢λ٢e−λ٢sj,j (١− e−λ٢sj,j )θ١−٢

(j − ١)!
]
. (۵.٢)



RRSS از استفاده با یافته تعمیم نمایͬ توزیع در R پارامتر برآورد ٢۶

پارامترهای به نسبت درستنمایͬ طبیعͬ لͽاریتم مشتق به مربوط تساوی�های ترتیب همین به و
باشد: مͬ زیر صورت به داده�شده s و r ازای به (θ١, θ٢, λ١, λ٢)

∂ℓ(θ١, θ٢, λ١, λ٢; r, s)
∂θ١

=

n∑
i=١

(i− ١)
θ١

+
n

θ١
+

n∑
i=١

log(١− e−λ١ri,i) = ٠, (۶.٢)

∂ℓ(θ١, θ٢, λ١, λ٢; r, s)
∂θ٢

=

m∑
j=١

(j − ١)
θ٢

+
m

θ٢
+

m∑
j=١

log(١− e−λ٢sj,j ) = ٠, (٧.٢)

∂ℓ(θ١, θ٢, λ١, λ٢; r, s)
∂λ١

=
n∑

i=١
(i− ١) ri,ie

−λ١ri,i
(١− e−λ١ri,i) log(١− e−λ١ri,i)

+
n

λ١

−
n∑

i=١
ri,i + (θ١ − ١)

n∑
i=١

ri,ie
−λ١ri,i

١− e−λ١ri,i = ٠, (٨.٢)

∂ℓ(θ١, θ٢, λ١, λ٢; r, s)
∂λ٢

=
m∑
j=١

(j − ١) sj,je
−λ٢sj,j

(١− e−λ٢sj,j ) log(١− e−λ٢sj,j )
+
m

λ٢

−
m∑
j=١

sj,j + (θ٢ − ١)
m∑
j=١

sj,je
−λ٢sj,j

١− e−λ٢sj,j = ٠, (٩.٢)

داشت خواهیم (٧.٢) و (۶.٢) معادلات حل با

θ̂١(λ١) = − N∑n
i=١ log(١− e−λ١ri,i)

, (١٠.٢)

θ̂٢(λ٢) = − M∑m
j=١ log(١− e−λ٢sj,j )

, (١١.٢)

از شده حاصل غیرخطͬ معادلات حل با مͬ�باشد. M := m(m+ ٢/(١ و N := n(n+ ٢/(١ که
MLE عددی، روش�های از استفاده با (٩.٢) و (٨.٢) رابطه�ی در θ̂٢(λ٢) و θ̂١(λ١) جایͽذاری
پایایͬ ویژگͬ و (٣.٢) رابطه از استفاده با نهایت در مͬ�آوریم. به�دست را مجهول پارامترهای

کنیم. مͬ محاسبه را R̂ML برآوردگر ماکسیمم، درستنمایͬ برآوردگرهای
λ١ ̸= λ٢ و θ١ = θ٢ = θ دوم: حالت

محاسبات برخͬ انجام با باشد، مقیاسمتفاوت پارامترهای و برابر شͺل پارامترهای که حالتͬ در
مͬ�آید. به�دست زیر معادلات حل با پارامترها ماکسیمم درستنمایͬ برآورد جبری،

n∑
i=١

(i− ١)ri,ie−λ١ri,i
(١− e−λ١ri,i) log(١− e−λ١ri,i)

+
n

λ١
−

n∑
i=١

ri,i + (θ̂(λ١, λ٢)− ١) ri,ie
−λ١ri,i

(١− e−λ١ri,i)
= ٠,
(١٢.٢)



٢٧ تنش-مقاومت پارامتر نقطه�ای برآورد
m∑
j=١

(j − ١)sj,je−λ٢sj,j
(١− e−λ٢sj,j) log(١− e−λ٢sj,j )

+
m

λ٢
−

n∑
i=١

sj,j + (θ̂(λ١, λ٢)− ١) sj,je
−λ٢sj,j

(١− e−λ٢sj,j )
= ٠,
(١٣.٢)

که

θ̂(λ١, λ٢) = − M +N∑n
i=١ log(١− e−λ١ri,i) +

∑m
j=١ log(١− e−λ٢sj,j )

. (١۴.٢)

λ١ = λ٢ = λ و θ١ ̸= θ٢ سوم: حالت
به�دست زیر به�صورت ماکسیمم درستنمایͬ تابع ، S Rو مورد در اولیه فرض�های گرفتن نظر در با

مͬ�آید.

L(θ١, θ٢, λ) =
n∏

i=١

[
{− log(١− e−λri,i)θ١}i−١θ١λe−λri,i(١− e−λri,i)θ١−١

(i− ١)!
]

(١۵.٢)

×
m∏
j=١

[
{− log(١− e−λsj,j )θ٢}j−١θ٢λe−λsj,j (١− e−λsj,j )θ١−٢

(j − ١)!
]
,

داریم: مجهول پارامترهای به نسبت درستنمایͬ تابع از مشتق�گیری با و

∂ℓ(θ١, θ٢, λ)
∂θ١

=

n∑
i=١

(i− ١)
θ١

+
n

θ١
+

n∑
i=١

log(١− e−λri,i) = ٠, (١۶.٢)

∂ℓ(θ١, θ٢, λ)
∂θ٢

=

m∑
j=١

(j − ١)
θ٢

+
m

θ٢
+

m∑
j=١

log(١− e−λsj,j ) = ٠, (١٧.٢)

∂ℓ(θ١, θ٢, λ)
∂λ

=
n∑

i=١
(i− ١) ri,ie

−λri,i

(١− e−λri,i) log(١− e−λri,i)
+
n

λ
−

n∑
i=١

ri,i + (θ١ − ١) (١٨.٢)

×
n∑

i=١
ri,ie

−λri,i

١− e−λri,i
+

m∑
j=١

(j − ١) sj,je
−λsj,j

(١− e−λsj,j ) log(١− e−λsj,j )
+
m

λ

−
m∑
j=١

sj,j + (θ٢ − ١)
m∑
j=١

sj,je
−λsj,j

١− e−λsj,j
= ٠.

مͬ�گردد. محاسبه λ از تابعͬ به�صورت (١٧.٢) و (١۶.٢) پارامترهای MLE بنابراین

θ̂١(λ) = − N∑n
i=١ log(١− e−λri,i)

, (١٩.٢)

θ̂٢(λ) = − M∑m
j=١ log(١− e−λsj,j )

. (٢٠.٢)

برآورد ،λ برحسب آن نمودن ماکسیمم و (١٨.٢) رابطه لͽاریتم در θ̂٢(λ) و θ̂١(λ) جایͽذاری با
مͬ�کنیم محاسبه زیر تساوی از استفاده با را λ ماکسیمم درستنمایͬ

h(λ̂) = λ̂. (٢١.٢)



RRSS از استفاده با یافته تعمیم نمایͬ توزیع در R پارامتر برآورد ٢٨

که

h(λ) = (m+ n)

 n∑
i=١

ri,i +

m∑
j=١

sj,j +

(
N∑n

i=١ log(١− e−λri,i)
+ ١
) n∑

i=١
ri,ie

−λri,i

(١− e−λri,i)

−
n∑

i=١
(i− ١)ri,ie−λri,i

(١− e−λri,i) log(١− e−λri,i)
+

(
M∑m

j=١ log(١− e−λsj,j )
+ ١
)

m∑
j=١

sj,je
−λsj,j

(١− e−λsj,j )

−
m∑
j=١

(j − ١)sj,je−λsj,j

(١− e−λsj,j ) log(١− e−λsj,j )

−١
.

λ ∈ (٠,∞) هر ازای به و است مشتق�پذیر و پیوسته (٠,∞) بازه در h(λ) تابع این�که به توجه با
|h′(λ)| ≤ k < ١. به�طوری�که دارد وجود ٠ < k < ١ مانند عددی همچنین و h(λ) ∈ (٠,∞) ،
فرآیند ͷی از استفاده با که است (٢١.٢) غیرخطͬ معادله حل از ثابت نقطه�ی ͷی λ̂ بنابراین

مͬ�گردد. محاسبه زیر به�صورت ساده تͺراری

h(λ(j)) = λ(j+١),

متوقفمͬ�گردد زمانͬ تͺرار فرآیند استکه توضیح به لازم مͬ�باشد. λ̂برای تͺرار jامین ،λ(j) که
در این�که به توجه با است. ͷکوچ کافͬ اندازه به مقداری ϵ به�طوری�که |λ(j) − λ(j+١)| < ϵ که

مͬ�آید به�دست زیر رابطه صورت به (٣.٢) در شده ارائه R پارامتر حالت این
R =

θ٢
θ١ + θ٢

(٢٢.٢)

λ پارامتر از مستقل R پارامتر حالت، این در مͬ�کنیم ملاحظه (٢٢.٢) رابطه برطبق بنابراین
برآورد بنابراین باشد. λ = ١ مͬ�کنیم فرض مسئله کلیت دادن دست از بدون لذا مͬ�باشد،

مͬ�آید. به�دست زیر به�صورت θ٢ و θ١ پارامترهای ماکسیمم درستنمایͬ

θ̂١ = − N∑n
i=١ log(١− e−ri,i)

, (٢٣.٢)

و

θ̂٢ = − M∑m
j=١ log(١− e−sj,j )

. (٢۴.٢)

مͬ�دهد. نتیجه زیر به�صورت نیز R̂ML و

R̂ML =
θ̂٢

θ̂١ + θ̂٢
=

[
١+ N

M

T٢
T١

]−١
, (٢۵.٢)

مͬ�باشد. T٢ = −
∑m

j=١ log(١− e−Sj,j ) و T١ = −
∑n

i=١ log(١− e−Ri,i) آن در که
با مͬ�باشند، مستقل تصادفͬ متغیرهای Sj,jها، و Ri,iها شده�است بیان نیز قبلا́ که همان�گونه
i شͺل پارامتر با گاما توزیع دارای Zi که داد نشان مͬ�توان Zi = − log(١− e−Ri,i) درنظرگرفتن

بنابراین .Zi ∼ Gamma(i, θ١) معادل طور به یا و مͬ�باشد θ١ مقیاس پارامتر و

T١ = −
n∑

i=١
log(١− e−Ri,i) ∼ Gamma(N, θ١), (٢۶.٢)



٢٩ تنش-مقاومت پارامتر نقطه�ای برآورد

مشابه به�طور و

T٢ = −
m∑
j=١

log(١− e−Sj,j ) ∼ Gamma(M, θ٢). (٢٧.٢)

مͬ�کنیم محاسبه زیر قضیه طبق را R̂ML گشتاورهای حال

مͬ�باشد زیر به�صورت R̂ML kام مرتبه گشتاور .٢.٢.٢ قضیه

E(R̂k
ML) =

Γ(M +N)Γ(N + k)

Γ(N)Γ(N +M + k)

(
N

M

١−R
R

)N

(٢٨.٢)

× ٢F١
(
M +N,N + k,M +N + k, ١− N

M

١−R
R

)
,

مͬ�باشد. هندسͬ فوق تابع نشان�دهنده�ی ٢F١ درآن که

تبدیل روش از استفاده و (٢٧.٢) و (٢۶.٢) روابط گرفتن درنظر با ،R̂ML چͽالͬ تابع برهان.
مͬ�گردد. محاسبه� زیر به�صورت

fR̂ML
(x) =

Γ(M +N)

Γ(M)Γ(N)

(
Mθ٢
Nθ١

)M

(١− x)M−١x−(M+١)
(
١+ Mθ٢

Nθ١
(
١− x

x
)

)−(M+N)

,

(٢٩.٢)

فرم به که هندسͬ فوق تابع گرفتن نظر در با مͬ�باشد. کامل گامای تابع نشان�دهنده�ی Γ(.) که
نمایید.) مراجعه (١٩٣۵) بیل٩ͬ به بیشتر جزئیات (برای مͬ�شود تعریف زیر

٢F١ = F (a, b, c; z) =
Γ(c)

Γ(b)Γ(c− b)

∫ ١
٠ tb−١)١− t)c−b−١)١− tz)−adt

در آمده به�دست چͽالͬ تابع گشتاورها، محاسبه در فوق�هندسͬ تابع ویژگͬ�های از استفاده جهت
مͬ�دهیم نمایش زیر فرم به ساده محاسباتͬ انجام از پس را (٢٩.٢) رابطه

fR̂ML
(x) =

Γ(M +N)

Γ(M)Γ(N)

(
N

M

١−R
R

)N

xN−١)١− x)M−١

×
(
١− x

(
١− N

M

١−R
R

))−(M+N)

, ٠ < x < ١. (٣٠.٢)

مͬ�آید. به�دست نظر مورد نتیجه هندسͬ فوق تابع تعریف و (٣٠.٢) رابطه از استفاده با

مͬ�باشد زیر صورت به R̂ML ریاضͬ امید (٢٨.٢) رابطه از استفاده با .١.٢.٢ ملاحظه

E(R̂ML) =

(
N

M

١−R
R

)N
N

M +N ٢F١
(
M +N,N + ١,M +N + ١; ١− N

M

١−R
R

)
,

MSE(R̂ML,R) = مͬ�توانجهتمحاسبه و اریببرایRمͬ�باشد یͷبرآوردگر R̂ML مͬ�دهد نشان که
برد. به�کار آن�را V ar(R̂ML) + (E(R̂ML)−R)٢

٩Bailey



RRSS از استفاده با یافته تعمیم نمایͬ توزیع در R پارامتر برآورد ٣٠

شده�است. mرسم و nمختلف مقادیر مقابلRبرای MSE(R̂ML,R)در نمودار ١.٢ شͺل در
زمانͬ�که همچنین مͬ�یابد. کاهش MSE نمونه، اندازه افزایش با که مͬ�دهد نشان نمودار این
نامتقارن از n ̸= m ازای به درحالͬ�که است متقارن R = ٠٫ ۵ حول MSE تابع مͬ�باشد، n = m

Rmax = که مͬ�کند اختیار Rmax ∝ n

n+m
در را خود مقدار بیشترین MSE درضمن است.

مͬ�باشد. argmaxRMSE(R̂ML,R)
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UMV U برآوردگر ٢.٢.٢
براساس و Y و X جوامع توزیع عنوان به یافته تعمیم نمایͬ توزیع نظرگرفتن در با بخش این در

�مͬ�کنیم. محاسبه را تنش-مقاومت پارامتر UMV U برآوردگر RRSS طرح

R = تصادفͬ بردار به مربوط مشاهدات r = (r١,١, r٢,٢, · · · , rn,n)⊤ کنید فرض .٣.٢.٢ قضیه
s = همچنین است. GE(θ١, ١) توزیع از n اندازه به پایین RRSS ͷی ،(R١,١, R٢,٢, · · · , Rn,n)

T

یRRSSͷپایین که S = (S١,١, S٢,٢, · · · , Sn,n)T تصادفͬ مشاهداتبردار (s١,١, s٢,٢, · · · , sn,n)T
از عبارتͬ صورت به مͬ�توان را R پارامتر UMV UE بنابراین مͬ�باشد. GE(θ٢, ١) از m اندازه به

�آورد. به�دست زیر صورت به ماکسیمم درستنمایͬ برآوردگر

R̂UMV U =



M−١∑
s=٠

(
M−١
s

)(
N+s−١

s

) (− R̂ML

١− R̂ML

N

M

)s

R̂ML <
M

N +M
,

١−
N−١∑
s=٠

(
N−١
s

)(
M+s−١

s

) (−١− R̂ML

R̂ML

M

N

)s

R̂ML ≥ M

N +M
.

(٣١.٢)



٣١ تنش-مقاومت پارامتر نقطه�ای برآورد

آماره ͷی (٢٧.٢) و (٢۶.٢) روابط در �شده ارائه (T١, T٢)⊤ که داد نشان مͬ�توان به�راحتͬ برهان.
V = − log(١ − و U = − log(١ − e−R١,١) کنیم فرض اگر مͬ�باشد. (θ١, θ٢) برای کامل بسنده

آماره صورت این در باشد e−S١,١)

I(U < V ) =

 ١ U < V,

٠ o.w,

شفه١١ و لهمن و بلͺول١٠ رائو- روش از استفاده با بنابراین Rمͬ�باشد. برای نااریب برآورگر ͷی
در (T١, T٢)⊤ به�جای (t١, t٢)⊤ جایͽذاری با R برای UMV U برآورگر ،(١٩٩٨ کسلا١٢، و (لهمن

��مͬ�آید. به�دست زیر شرطͬ احتمال

P (U < V |T١ = t١, T٢ = t٢) =
∫
C

∫
fU |T١=t١(u)fV |T٢=t٢(v)dudv, (٣٢.٢)

از قبل مͬ�باشد. C = {(u, v) : ٠ < u < t١, ٠ < v < t٢, u < v} ناحیه روی اخیر انتͽرال که
اندکͬ با بدانیم. را V |(T٢ = t٢) و U |(T١ = t١) شرطͬ توزیع است لازم انتͽرال، این محاسبه

�داشت خواهیم جبری محاسبات

fU |(T١=t١)(u) =
(N − ١)(t١ − u)N−٢

tN−١١
٠ < u < t١, (٣٣.٢)

و

fV |(T٢=t٢)(v) =
(M − ١)(t٢ − v)M−٢

tM−١٢
٠ < v < t٢. (٣۴.٢)

با مͬ�شود برابر (RHS) (٣٢.٢) رابطه راست سمت ،t١ < t٢ اگر

RHS =
(N − ١)(M − ١)

tN−١١ tM−١٢

∫ t١

٠
∫ t٢

u
(t١ − u)N−٢(t٢ − v)M−٢dvdu

=
(N − ١)
tN−١١ tM−١٢

∫ t١

٠ (t١ − u)N−٢(t٢ − u)M−١du.

�مͬ�شود نتیجه (t٢ − zt١)M−١ برای دوجمله�ای بسط از استفاده و z = u

t١
تبدیل گرفتن نظر در با

RHS = (N − ١)
M−١∑
s=٠

(
t١
t٢

)s

(−١)s
(
M − ١
s

)∫ ١
٠ zs(١− z)N−٢dz

=

M−١∑
s=٠

(−١)s
(
M−١
s

)(
N+s−١

s

) ( t١
t٢

)s

.

١٠Rao-Blackwell
١١Lehmann-Scheffe
١٢Cassela



RRSS از استفاده با یافته تعمیم نمایͬ توزیع در R پارامتر برآورد ٣٢

آن�گاه ،t١ > t٢ اگر مشابه، به�طور

RHS = ١−
N−١∑
s=٠

(−١)s
(
N−١
s

)(
M+s−١

s

) ( t٢
t١

)s

.

داریم این�رو از

R̂UMV U =



M−١∑
s=٠

(−١)s
(
M−١
s

)(
N+s−١

s

) (T١
T٢

)s

T١ < T٢,

١−
N−١∑
s=٠

(−١)s
(
N−١
s

)(
M+s−١

s

) (T٢
T١

)s

T١ > T٢,

(٣۵.٢)

از استفاده با در�نهایت �شده�است. بیان (٢٧.٢) و (٢۶.٢) رابطه�های در ترتیب به T٢ و T١ که
مͬ�گردد. محاسبه موردنظر نتیجه (٢۵.٢)

برای را R مقابل در V ar(R̂UMV U ) عددی مقادیر نمودار ،(٣١.٢) رابطه از استفاده با
V ar(R̂UMV U ) رفتار مͬ�کنیم مشاهده نمودیم. رسم ٢.٢ شͺل در m و n از مختلفͬ ترکیب�های
فوق نمودار ،n ̸= m زمانͬ�که اما مͬ�باشد MSE(R̂ML,R) رفتار مشابه تقریباً ،n = m زمانͬ�که
برآوردگر دو این عملͺرد بهتر مقایسه برای بنابراین مͬ�باشد. نامتقارن و دارد متفاوتͬ رفتار

گرفتن درنظر با مͬ�کنیم. استفاده نسبͬ کارایͬ معیار از نقطه�ای،

e(R̂UMV U , R̂ML) =
V ar(R̂UMV U )

MSE(R̂ML,R)
,

در مختلف اندازه�های با نمونه�هایͬ برای را آمده به�دست نقطه�ای برآورگرهای نسبͬ کارایͬ نمودار
n = m که حالتͬ در فوق نمودار مͬ�کنیم ملاحظه� شͺل، به توجه با نمودیم. رسم (٣.٢) شͺل
مͬ�گیرند. فاصله تقارن حالت از n > m یا و n < m ازای به و مͬ�باشد متقارن R = ٠٫ ۵ حول
بهتر R̂ML برآوردگر نسبͬ کارایͬ ،R میانͬ مقادیر به ͷنزدی مقادیر برای ،n = m حالتͬ�که در
عملͺرد ،R انتهایͬ و ابتدایͬ مقادیر برای مͬ�شود ملاحظه حال، این با مͬ�باشد. R̂UMV U از
بررسͬ مورد ۵.٢ بخش در که واقعͬ داده�های در ویژگͬ این مͬ�باشد. R̂ML از بهتر R̂UMV U

مͬ�گردد. مشاهده نیز مͬ�گیرند قرار

تنش-مقاومت پارامتر فاصله�ای برآورد ٣.٢
اطمینان فواصل حال این با مͬ�باشند مرتبط هم به ͬͺنزدی به�طور ای فاصله و نقطه�ای برآوردهای
فاصله�ی ͷی ادامه در مͬ�کند. فراهم بهتری استنباط�های و مͬ�باشد بیشتری اطلاعات شامل
را باشد θ١ ̸= θ٢ و λ١ = λ٢ = ١ حالتͬ�که یعنͬ قبل بخش سوم حالت برای دقیق اطمینان
پارامتری بوت�استرپ براساس تقریبͬ اطمینان فاصله� سه همچنین و محور کمیت از استفاده با

مͬ�آوریم. به�دست R برای



٣٣ تنش-مقاومت پارامتر فاصله�ای برآورد
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براساسکمیت�محوری اطمینان فاصله ١.٣.٢

داریم (٢٧.٢)-(٢۵.٢) رابطه�ی از استفاده با

R̂ML
d
=

(
١+ ١−R

R
W

)−١
, (٣۶.٢)

به فیشر توزیع با تصادفͬ متغیر ͷی W ∼ F٢M,٢N و بودن هم�توزیع نشان�دهنده�ی d
= آن در که

دقیق اطمینان فاصله� ͷی (٣۶.٢) از استفاده با بنابراین است. آزادی درجه�ی ٢N و ٢M با ترتیب



RRSS از استفاده با یافته تعمیم نمایͬ توزیع در R پارامتر برآورد ٣۴

مͬ�آید. به�دست زیر صورت به R برای ١)١٠٠− α)٪
١+ ١− R̂ML

R̂ML

F١−α٢
(٢N,٢M)

−١
,

١+ ١− R̂ML

R̂ML

Fα

٢
(٢N,٢M)

−١ , (٣٧.٢)

است. درجه�آزادی ٢M و ٢N با F توزیع چندکαام Fα(٢N,٢M) آن در که
٢.٢ و ١.٢ جدول�های در براساس(٢.٣۶) را (٣٧.٢) اطمینان فاصله� طول میانͽین عددی مقادیر
مشاهده آمده، به�دست نتایج برطبق کرده�ایم. محاسبه α = ٠٫ ٠۵, ٠٫ ١ معنͬ�داری سطح برحسب
R = زمانͬ�که همچنین مͬ�یابد. کاهش اطمینان فاصله� طول نمونه�ها، اندازه�ی افزایش با مͬ�شود
به مربوط ٢.٢ و ١.٢ شͺل�های که دارد را مقدار بیشترین اطمینان فاصله� طول میانͽین ،٠٫ ۵
مͬ�گذارند. صحه مطلب براین نیز R̂UMV U واریانس و R̂ML برآوردگر خطای دوم توان میانͽین
را نقطه این در خطا مربع میانͽین همچنین و اطمینان فاصله طول میانͽین بودن بیشتر درحقیقت
R = ٠٫ ۵ حوالͬ در مقاومت و تنش متغیرهای تشخیصقدرت که داد دلالت نͺته این به مͬ�توان

مͬ�باشد. سخت�تر

پارامتری بوت�استرپ اطمینان فواصل ٢.٣.٢
بوت�استرپبحث پایه�ی بر تقریبͬ اطمینان فواصل و بوت�استرپ درخصوصانواع بخش٧.١ در
پارامترهای فقط و آماریمشخصباشد جامعه�ی توزیع� که صورتͬ در شد، بیان که همان�طور شد.
بوت�استرپͬ نمونه�های تولید برای پارامتری بوت�استرپ روش از مͬ�توان باشند، مجهول آن
فاصله چند باشد ͷی با برابر λ مقیاس پارامتر این�که فرض با بخش، این در نمود. استفاده
و صدکͬ استرپ بوت پایه�ای، بوت�استرپ اطمینان فواصل مͬ�آوریم. به�دست را بوت�استرپͬ
و (١٩٩٣) تیبشیرانͬ و �افرون در شده ارائه رو�ش��های از استفاده با را t-بوت�استرپ همچنین
در آمده به�دست نتایج تمامͬ این�که به توجه با مͬ�آوریم. به�دست (٢٠١۵) احمدی و صالحͬ
T٢ = −

∑m
j=١ log(١ − و T١ = −

∑n
i=١ log(١ − e−Ri,i) براساس فصل، این از قبلͬ بخش�های

بوت�استرپ از مͬ�توان لذا باشند، مͬ T٢ ∼ Gamma(M, θ٢) و T١ ∼ Gamma(N, θ١) که e−Sj,j )

گام سه نمود. استفاده بوت�استرپͬ نمونه�های تولید برای ناپارامتری بوت�استرپ به�جای پارامتری
مͬ�باشد. زیر الͽوریتم به�شرح اطمینان فواصل یافتن برای بوت�استرپ روش از معمول

پایه بوت�استرپ اطمینان فاصله

آورید به�دست را d⋆ =
(
d⋆
(١), . . . , d⋆(B)

)T
بوت�استرپͬ مشاهدات ،۵ الͽوریتم مراحل تمام انجام با

پایه بوت�استرپ اطمینان بازه درنهایت است. b = ١, . . . , B ،d⋆(b) = R⋆
(b)ML − R̂ML آن در که

مͬ�آید. به�دست زیر به�صورت R برای ١)١٠٠− α)٪(
R̂ML − d⋆١−α/٢, R̂ML − d⋆α/٢

)
(٣٨.٢)

مͬ�باشد. d⋆ γام چندک d⋆γ آن در که



٣۵ تنش-مقاومت پارامتر فاصله�ای برآورد

پارامتری بوت�استرپ عمومͬ الͽوریتم ۵ الͽوریتم
،t١i ∼ Gamma(i, θ١) توزیع از t٢j و t١i شده مشاهده مستقل نمونه�های براساس .١
را R̂ML و θ̂٢ ، θ̂١ برآوردهای ،t٢j ∼ Gamma(j, θ٢), j = ١, . . . ,m و i = ١, . . . , n

آورید. به�دست (٢۵.٢) و (٢۴.٢) ،(٢٣.٢) روابط از به�ترتیب
t⋆٢j ∼ Gamma(j, θ̂٢) و i = ١, . . . , n که t⋆١i ∼ Gamma(i, θ̂١) بوت�استرپͬ نمونه�های .٢
و θ̂⋆٢ ،θ̂⋆١ استرپͬ بوت برآوردهای آن�ها از استفاده با و کنید تولید را j = ١, . . . ,m که

آورید. به�دست را R̂⋆
ML

به�دست R̂⋆
(b)ML بوت�استرپͬ مشاهده B تا کنید تͺرار b = ١, . . . , B برای را دو گام .٣

آورید.

بوت�استرپصدکͬ فاصله�اطمینان

، R̂⋆
(b)ML مشاهدات تجربͬ توزیع تابع F̂ اگر حال دهید. انجام را ۵ الͽوریتم ٣-١ مراحل ابتدا

بازه�ی آن�گاه باشد، b = ١, . . . , B(
F̂−١(α٢ ), F̂−١)١− α

٢ )
)

(٣٩.٢)

است. ١)١٠٠− α)٪ تقریبͬ ضریب با R برای صدکͬ بوت�استرپ اطمینان فاصله� ͷی

t-بوت�استرپ اطمینان فاصله

مراحل انجام بر علاوه مجانبͬ، انحرافمعیار با t-بوت�استرپ اطمینان فاصله �آوردن به�دست برای
به�دست برای دیͽری پارامتری بوت�استرپ دوم، گام تͺرار هر ازای به ،۵ الͽوریتم در شده بیان
برای را فوق الͽوریتم دوم مرحله که، بدین�صورت دهید. انجام مجانبͬ معیار انحراف آوردن
، t⋆⋆٢j ∼ Gamma(j, θ̂⋆٢) و i = ١, . . . , n ،t⋆⋆١i ∼ Gamma(i, θ̂⋆١) تا کنید تͺرار b′ = ١, . . . , B′

انحراف بوت�استرپ برآورد ،R̂⋆⋆
(b′ )ML

مشاهدات از استفاده با� سپس کنید. تولید را j = ١, . . . ,m
آورید به�دست زیر صورت به را R̂⋆

(b)ML استاندارد

σ̂(R̂⋆
(b)ML) =

√√√√√ ١
B′ − ١

B′∑
b′=١

(
R̂⋆⋆

(b′ )ML
− R̄⋆⋆

)٢
, (۴٠.٢)

بردار حال مͬ�باشد. R̄⋆⋆ =
١
B′

B
′∑

b
′
=١

R̂⋆⋆
(b′ )ML

یعنͬ ⋆⋆R̂ها
(b

′
)ML

نمونه میانͽین R̄⋆⋆ رابطه این در که

به�طوری�که بͽیرید، نظر در را t⋆ =
(
t⋆
(١), . . . , t⋆(B)

)
t⋆(b) =

R̂⋆
(b)ML − R̂ML

σ̂(R̂⋆
(b)ML)

, b = ١, . . . , B.



RRSS از استفاده با یافته تعمیم نمایͬ توزیع در R پارامتر برآورد ٣۶

�مͬ�شود محاسبه زیر �صورت به R برای ١٠٠(١−α)٪بوت�استرپ-t اطمینان فاصله� این�صورت در

(R̂ML − t⋆١−α/٢σ̂(R̂ML), R̂ML − t⋆α/٢σ̂(R̂ML)),

مͬ�باشد. R̂ML برآوردگر معیار انحراف بوت�استرپͬ برآورد نیز σ̂(R̂ML) و t⋆ γام چندک t⋆γ که

براساسشبیه�سازی فاصله�ای برآوردگرهای مقایسه�ی ۴.٢
شده مطرح اطمینان فواصل بوت�استرپ، و مونت�کارلو شبیه�سازی نتایج براساس بخش، این در
و n = ٢,۴,۶ متفاوت ترکیب�های تمام شبیه�سازی فرآیند در �شده�اند. مقایسه ،٣.٢ بخش در
شده�است فرض θ٢ = ٠٫ ۴ و R = ٠٫ ١, ٠٫ ۵, ٠٫ ٩۵ همچنین �شده�است. گرفته درنظر m = ٢,۴,
مقدار آمده�است. به�دست (٢٢.٢) رابطه�ی از θ١ به مربوط مقادیر فوق مفروضات تبع به و
ترتیب به s و r نمونه�ی ١٠٠٠٠ ترکیب�ها، از هرکدام ازای به� و �شده�است گرفته درنظر B = ١٠٠٠
انحراف محاسبه�ی برای مͬ�دانیم که طور همان شده�است. تولید GE(θ٢, ١) و GE(θ١, ١) توزیع از
انحراف از منطقͬ برآوردگر B′

= ٢۵ انتخاب لذا نیست، زیاد تͺرار به نیاز بوت�استرپͬ معیار
شبیه�سازی به مربوط نتایج .(١٩٩٣ تیبشیرانͬ، و (افرون مͬ�دهد نتیجه� را بوت�استرپͬ معیار
در است (CP)پوشش احتمال و (EL) اطمینان فاصله طول میانͽین شامل که را اطمینان فواصل
�شده�است. داده نمایش و محاسبه جداگانه�ای به�طور α = ٠٫ ٠۵, ٠٫ به�ازای١ ٢.٢ و ١.٢ جدول�های
باشد، آن مشاهدات ،i = ١, . . . , ١٠٠٠٠ ،(Li,Ui) و باشد R برای اطمینان فاصله ͷی (L,U ) اگر

با: است برابر به�ترتیب آن پوشش احتمال و طول میانͽین آن�گاه

EL =
١

١٠٠٠٠
١٠٠٠٠∑
i=١

(Ui − Li), CP =
١

١٠٠٠٠
١٠٠٠٠∑
i=١

I(Ui ≤ R ≤ Li) (۴١.٢)

به�کار زیر نماد�های جدول�ها این� در همچنین مͬ�باشد. A مجموعه�ی نشان�گر تابع I(A) که
رفته�است.

.(٣٧.٢) رابطه براساس محور کمیت پایه�ی بر دقیق اطمینان فاصله� :ML •

.(٣٨.٢) رابطه برطبق پایه بوت�استرپ اطمینان فاصله :Basic •

.(٣٩.٢) رابطه از آمده به�دست صدکͬ بوت�استرپ اطمینان فاصله :Perc •

رابطه� براساس بوت�استرپͬ معیار انحراف با t-بوت�استرپ اطمینان فاصله� :Boot − t •
.(۴٠.٢)

مͬ�شوند. کسب ٢.٢ و ١.٢ جدول�های از زیر نتایج

مͬ�یابد. کاهش نمونه� حجم افزایش با اطمینان فواصل تمامͬ طول میانͽین •

را رفتار این که مͬ�دهد رخ R = ٠٫ ۵ یعنͬ وسط نقطه در طول میانͽین مقدار بیشترین •
بودیم. شاهد نیز نقطه�ای برآورگرهای دوم توان میانͽین به مربوط نمودارهای در قبلا́



٣٧ واقعͬ مثال

.R برای ٩۵٪ اطمینان فواصل CP و EL مقادیر :١.٢ جدول
EL.Basic CP.Basic EL.ML CP.ML EL.Boot-t CP.Boot-t EL.Perc CP.Perc m n R Row

٠.٣٨٠ ٠.٧۶۴ ٠.٣٨٢ ٠.٩۴٨ ٠.۴٢٧ ٠.٩۵۴ ٠.٣٨٢ ٠.٩۴٨ ٢ ٢ ٠.١ ١
٠.٢٣٣ ٠.٧٨٢ ٠.٣١٧ ٠.٩۵٢ ٠.۵٣٣ ٠.٩٨۶ ٠.٢٣۴ ٠.٩١٨ ۴ ٢ ٠.١ ٢
٠.٢٠٣ ٠.٧٧٧ ٠.٣٠٠ ٠.٩۵١ ٠.۶٢۴ ٠.٩٩۴ ٠.٢٠۴ ٠.٨٩۴ ۶ ٢ ٠.١ ٣
٠.٣۵٣ ٠.٨٢۵ ٠.٢٧٠ ٠.٩۵٠ ٠.٣٢٣ ٠.٩۶۶ ٠.٣۵۵ ٠.٩١٧ ٢ ۴ ٠.١ ۴
٠.١٧٧ ٠.٨۵٩ ٠.١٧٨ ٠.٩۵٢ ٠.١٩٠ ٠.٩۶٨ ٠.١٧٨ ٠.٩۵١ ۴ ۴ ٠.١ ۵
٠.١٣٩ ٠.٨۶٧ ٠.١۵١ ٠.٩۵٢ ٠.١٩٠ ٠.٩٨۵ ٠.١٣٩ ٠.٩۴۵ ۶ ۴ ٠.١ ۶
٠.٣۴١ ٠.٨٣٩ ٠.٢۴۵ ٠.٩۵٢ ٠.٣٢۶ ٠.٩٨٢ ٠.٣۴٣ ٠.٨٩۵ ٢ ۶ ٠.١ ٧
٠.١۵۶ ٠.٨٧٩ ٠.١۴۶ ٠.٩۵٠ ٠.١٧٣ ٠.٩٨٠ ٠.١۵٧ ٠.٩۴۴ ۴ ۶ ٠.١ ٨
٠.١١۵ ٠.٨٩٩ ٠.١١۵ ٠.٩۵١ ٠.١٢١ ٠.٩۶٣ ٠.١١۵ ٠.٩۵٠ ۶ ۶ ٠.١ ٩
٠.۶۴٢ ٠.٧١٢ ٠.۶۴۴ ٠.٩۴٨ ٠.٨٨۶ ٠.٩۵٣ ٠.۶۴۴ ٠.٩۴٨ ٢ ٢ ٠.۵ ١٠
٠.۵۴٨ ٠.٧٨٢ ٠.۵۵٨ ٠.٩۵٢ ٠.٨٨٢ ٠.٩٨۴ ٠.۵۵٠ ٠.٩١٨ ۴ ٢ ٠.۵ ١١
٠.۵٢٠ ٠.٧٩۴ ٠.۵٣۴ ٠.٩۵١ ٠.٩١١ ٠.٩٩۴ ٠.۵٢٢ ٠.٨٩۴ ۶ ٢ ٠.۵ ١٢
٠.۵۴٧ ٠.٧٧٨ ٠.۵۵٨ ٠.٩۵٠ ٠.٨٨۶ ٠.٩٨۴ ٠.۵۴٩ ٠.٩١٧ ٢ ۴ ٠.۵ ١٣
٠.۴٠۴ ٠.٨۶۶ ٠.۴٠۶ ٠.٩۵٢ ٠.۵٠۵ ٠.٩٧٢ ٠.۴٠۶ ٠.٩۵١ ۴ ۴ ٠.۵ ١۴
٠.٣۵۴ ٠.٨٨٩ ٠.٣۵۶ ٠.٩۵٢ ٠.۴٩۴ ٠.٩٨٧ ٠.٣۵۵ ٠.٩۴۵ ۶ ۴ ٠.۵ ١۵
٠.۵٢٠ ٠.٧٩٣ ٠.۵٣٣ ٠.٩۵٢ ٠.٩١۴ ٠.٩٩۴ ٠.۵٢٢ ٠.٨٩۵ ٢ ۶ ٠.۵ ١۶
٠.٣۵۴ ٠.٨٨۴ ٠.٣۵۶ ٠.٩۵٠ ٠.۴٩٣ ٠.٩٨۶ ٠.٣۵۵ ٠.٩۴۴ ۴ ۶ ٠.۵ ١٧
٠.٢٩٠ ٠.٩٠٨ ٠.٢٩١ ٠.٩۵١ ٠.٣٣٣ ٠.٩۶٩ ٠.٢٩١ ٠.٩۴٩ ۶ ۶ ٠.۵ ١٨
٠.٢۴٩ ٠.٧۶٠ ٠.٢۵٠ ٠.٩۴٨ ٠.٢۴۴ ٠.٩۴۵ ٠.٢۵١ ٠.٩۴٨ ٢ ٢ ٠.٩۵ ١٩
٠.٢٢٩ ٠.٨١٨ ٠.١۶٢ ٠.٩۵٢ ٠.١٧٧ ٠.٩۶٣ ٠.٢٣٠ ٠.٩١٨ ۴ ٢ ٠.٩۵ ٢٠
٠.٢٢٣ ٠.٨٣٧ ٠.١۴۶ ٠.٩۵١ ٠.١٨٠ ٠.٩٧٩ ٠.٢٢۴ ٠.٨٩۴ ۶ ٢ ٠.٩۵ ٢١
٠.١٣۴ ٠.٧۶٣ ٠.١٩۶ ٠.٩۵٠ ٠.٢٩٨ ٠.٩٨۵ ٠.١٣۵ ٠.٩١٧ ٢ ۴ ٠.٩۵ ٢٢
٠.٠٩٩ ٠.٨۵٠ ٠.٠٩٩ ٠.٩۵٢ ٠.٠٩٩ ٠.٩۶١ ٠.٠٩٩ ٠.٩۵١ ۴ ۴ ٠.٩۵ ٢٣
٠.٠٨٨ ٠.٨٨٠ ٠.٠٨١ ٠.٩۵٢ ٠.٠٩١ ٠.٩٧٨ ٠.٠٨٨ ٠.٩۴۵ ۶ ۴ ٠.٩۵ ٢۴
٠.١١۵ ٠.٧٧۵ ٠.١٨۵ ٠.٩۵٢ ٠.٣۵۵ ٠.٩٩٢ ٠.١١۵ ٠.٨٩۵ ٢ ۶ ٠.٩۵ ٢۵
٠.٠٧٧ ٠.٨۵٩ ٠.٠٨۴ ٠.٩۵٠ ٠.١٠١ ٠.٩٨٣ ٠.٠٧٧ ٠.٩۴۴ ۴ ۶ ٠.٩۵ ٢۶
٠.٠۶٣ ٠.٨٩۴ ٠.٠۶٣ ٠.٩۵١ ٠.٠۶۴ ٠.٩۵٧ ٠.٠۶٣ ٠.٩۵٠ ۶ ۶ ٠.٩۵ ٢٧

محور کمیت اساس بر دقیق اطمینان فاصله� پوشش سطح داشتیم، انتظار که همان�طور •
معیار براساس حال، این با� مͬ�باشد. نزدی�ͷتر α نظر مد معنͬ�داری سطح به ،(٣٧.٢)
مͬ�کند. عمل اطمینان فواصل سایر از بهتر پایه� بوت�استرپ اطمینان فاصله طول، میانͽین

است. نزدی�ͷتر نظر مورد اطمینان سطح به بوت�استرپ -t اطمینان فاصله� هچنین

واقعͬ مثال ۵.٢

٢.٢ بخش�های در آمده به�دست فاصله�ای و نقطه�ای برآوردگرهای داریم قصد بخش این در
داده�های از منظور بدین کنیم. آزمایش واقعͬ، داده�ی مجموعه� ͷی از استفاده با را ٣.٢ و
و کوتز١۴ و (١٩٨٨) همͺاران و گاتمن١٣ توسط قبلا́ که راکت موتور آزمایشات به مربوط
تصادفͬ متغیر اینجا در مͬ�کنیم. استفاده شده�است، گزارش ،٢٠۵ صفحه ،(٢٠٠٣) همͺاران
فشار گزارش�شده، داده�های برطبق است. X عملیاتͬ فشار برابر در راکت موتور مقاومت ،Y
Z = ۵٩◦ دمای به مربوط X داده�های شده، انجام بررسͬ در که دارد ͬͽبست Z دمای به X
متغیر برای مقدار ١٧ و (X,Z) برای مقدار ۵١ شامل داده�ها این �شده�است. گرفته نظر در

١٣Guttman
١۴Kotz



RRSS از استفاده با یافته تعمیم نمایͬ توزیع در R پارامتر برآورد ٣٨

.R برای ٩٠٪ اطمینان فواصل CP و EL مقادیر :٢.٢ جدول
EL.Basic CP.Basic EL.ML CP.ML EL.Boot-t CP.Boot-t EL.Perc CP.Perc m n R Row

٠.٣١٠ ٠.٧۴۴ ٠.٣١١ ٠.٨٩٧ ٠.٣٣٢ ٠.٩٠۶ ٠.٣١١ ٠.٨٩٧ ٢ ٢ ٠.١ ١
٠.١٩۴ ٠.٧۶٣ ٠.٢۵٢ ٠.٩٠٠ ٠.٣٩٨ ٠.٩٧٠ ٠.١٩۵ ٠.٨٧٢ ۴ ٢ ٠.١ ٢
٠.١٧١ ٠.٧۵٨ ٠.٢٣٧ ٠.٩٠١ ٠.۴٧۵ ٠.٩٨۴ ٠.١٧٢ ٠.٨۴٨ ۶ ٢ ٠.١ ٣
٠.٢٨۵ ٠.٨٠۴ ٠.٢٢٧ ٠.٨٩٨ ٠.٢٧۵ ٠.٩٣٠ ٠.٢٨۶ ٠.٨٧٠ ٢ ۴ ٠.١ ۴
٠.١۴۶ ٠.٨٣٢ ٠.١۴٧ ٠.٩٠١ ٠.١۵١ ٠.٩١٨ ٠.١۴٧ ٠.٩٠١ ۴ ۴ ٠.١ ۵
٠.١١۶ ٠.٨٣٨ ٠.١٢۴ ٠.٩٠٢ ٠.١۵١ ٠.٩۵۵ ٠.١١۶ ٠.٨٩۶ ۶ ۴ ٠.١ ۶
٠.٢٧۴ ٠.٨١٨ ٠.٢٠٧ ٠.٨٩٧ ٠.٢٨٠ ٠.٩۵۶ ٠.٢٧۵ ٠.٨۵٠ ٢ ۶ ٠.١ ٧
٠.١٢٩ ٠.٨۵١ ٠.١٢١ ٠.٩٠٠ ٠.١۴٠ ٠.٩۴۶ ٠.١٢٩ ٠.٨٩۵ ۴ ۶ ٠.١ ٨
٠.٠٩۶ ٠.٨۶٨ ٠.٠٩۶ ٠.٩٠١ ٠.٠٩٨ ٠.٩١١ ٠.٠٩۶ ٠.٩٠٢ ۶ ۶ ٠.١ ٩
٠.۵۵۶ ٠.۶٨٠ ٠.۵۵٨ ٠.٨٩٧ ٠.٧۶٠ ٠.٩٠٢ ٠.۵۵٧ ٠.٨٩۶ ٢ ٢ ٠.۵ ١٠
٠.۴٧٢ ٠.٧٣٩ ٠.۴٧٩ ٠.٩٠٠ ٠.٧٩٠ ٠.٩۶٠ ٠.۴٧٣ ٠.٨٧٢ ۴ ٢ ٠.۵ ١١
٠.۴۴٨ ٠.٧۵٣ ٠.۴۵٨ ٠.٩٠١ ٠.٨۴١ ٠.٩٨٢ ٠.۴۴٩ ٠.٨۴٨ ۶ ٢ ٠.۵ ١٢
٠.۴٧٢ ٠.٧۴٠ ٠.۴٧٩ ٠.٨٩٨ ٠.٧٩٢ ٠.٩۵٨ ٠.۴٧٣ ٠.٨۶٩ ٢ ۴ ٠.۵ ١٣
٠.٣۴۴ ٠.٨١۶ ٠.٣۴۵ ٠.٩٠١ ٠.۴٠۵ ٠.٩٣٢ ٠.٣۴۵ ٠.٩٠٠ ۴ ۴ ٠.۵ ١۴
٠.٣٠٠ ٠.٨۴٠ ٠.٣٠١ ٠.٩٠٢ ٠.٣٩٩ ٠.٩۶١ ٠.٣٠١ ٠.٨٩۶ ۶ ۴ ٠.۵ ١۵
٠.۴۴٨ ٠.٧۵۵ ٠.۴۵٨ ٠.٨٩٧ ٠.٨۴٢ ٠.٩٨١ ٠.۴۴٩ ٠.٨۴٩ ٢ ۶ ٠.۵ ١۶
٠.٣٠٠ ٠.٨٣۵ ٠.٣٠١ ٠.٩٠٠ ٠.٣٩٩ ٠.٩۵٩ ٠.٣٠١ ٠.٨٩۵ ۴ ۶ ٠.۵ ١٧
٠.٢۴۵ ٠.٨۶٢ ٠.٢۴۶ ٠.٩٠١ ٠.٢٧١ ٠.٩٢۵ ٠.٢۴۶ ٠.٩٠١ ۶ ۶ ٠.۵ ١٨
٠.١٩۶ ٠.٧۴۶ ٠.١٩٧ ٠.٨٩٧ ٠.١٨٣ ٠.٩٠١ ٠.١٩٧ ٠.٨٩۶ ٢ ٢ ٠.٩۵ ١٩
٠.١٧٨ ٠.٧٩٩ ٠.١٣۴ ٠.٩٠٠ ٠.١۴٧ ٠.٩٢٨ ٠.١٧٩ ٠.٨٧٢ ۴ ٢ ٠.٩۵ ٢٠
٠.١٧٣ ٠.٨٢٠ ٠.١٢٢ ٠.٩٠١ ٠.١۵٣ ٠.٩۵١ ٠.١٧۴ ٠.٨۴٨ ۶ ٢ ٠.٩۵ ٢١
٠.١١٠ ٠.٧۴٩ ٠.١۵١ ٠.٨٩٨ ٠.٢١٧ ٠.٩۶٨ ٠.١١٠ ٠.٨٧٠ ٢ ۴ ٠.٩۵ ٢٢
٠.٠٨١ ٠.٨٢۶ ٠.٠٨١ ٠.٩٠١ ٠.٠٧٩ ٠.٩٠۴ ٠.٠٨١ ٠.٩٠١ ۴ ۴ ٠.٩۵ ٢٣
٠.٠٧٢ ٠.٨۵۵ ٠.٠۶٧ ٠.٩٠٢ ٠.٠٧٣ ٠.٩۴٣ ٠.٠٧٢ ٠.٨٩۶ ۶ ۴ ٠.٩۵ ٢۴
٠.٠٩۶ ٠.٧۵٨ ٠.١۴٢ ٠.٨٩٧ ٠.٢۶٢ ٠.٩٨٣ ٠.٠٩۶ ٠.٨۵٠ ٢ ۶ ٠.٩۵ ٢۵
٠.٠۶۴ ٠.٨٣٣ ٠.٠۶٩ ٠.٩٠٠ ٠.٠٨١ ٠.٩۴٩ ٠.٠۶۴ ٠.٨٩۵ ۴ ۶ ٠.٩۵ ٢۶
٠.٠۵٢ ٠.٨۶٢ ٠.٠۵٢ ٠.٩٠١ ٠.٠۵٢ ٠.٩٠۴ ٠.٠۵٢ ٠.٩٠١ ۶ ۶ ٠.٩۵ ٢٧

معیار از فوق داده�های بر یافته تعمیم نمایͬ توزیع مطابقت بررسͬ برای درابتدا مͬ�باشند. Y
کولوموگروف- آزمون P − value به مربوط نتایج نمودیم. استفاده اسمیرنوف١۵ کولوموگروف-
تعمیم�یافته نمایͬ توزیع مͬ��دهد نشان�� که آمد به�دست ٠.۶٨٨ و ٠.١۵۴ ترتیب به اسمیرنوف
دمای در X متغیر براساس شده استخراج پایین RRSS مقادیر دارد. مطابقت فوق داده�های بر
r = (٧٫ ٧۴٠١٠,٧٫ ٧٢٢٧,٧٫ ٢٩٠۴٠) ترتیب به ،(۴.١) دیاگرام براساس Y متغیر و Z = ۵٩◦

بخش در قبلا́ که همان�طور است. n = m = ٣ که مͬ�باشد ،s = (١۵٫ ٣٠, ١۶٫ ٣٠, ١۶) و
این نیز فوق داده�های که نمͬ�باشند مرتب لزوماً RRSSها به مربوط داده�های شد، بیان ۶.١
براساس تنش-مقاومت اعتماد قابلیت به مربوط نقطه�ای برآوردگرهای مͬ�کند. تأیید را موضوع
بررسͬ برای .R̂UMV U = ٠٫ ٩٨٩٩ و R̂ML = ٠٫ ٩٨٧٩ با است برابر آمده به�دست پایین RRSS
تا نمودیم استفاده بوت�استرپ روش از یͺدیͽر به نسبت فاصله�ای و نقطه�ای برآوردهای عمͺرد
منظور بدین نماییم. فراهم برآوردگرها بررسͬ برای بیشتری مشاهدات داده�ها، بازنمونه�گیری با
نمودیم. استخراج را پایین سپسRRSSهای و تولید اصلͬ داده�های از بوت�استرپͬ نمونه�ی ٢٠٠
مشاهده داده�شده�است. نمایش ۴.٢ شͺل در نقطه�ای برآوردگرهای مشاهدات جعبه�ای نمودار
برآوردشده، مقادیر به توجه با بنابراین است، R̂ML از کمتر R̂UMV U چارکͬ میان دامنه��ی مͬ�شود
R̂UMV U برآوردگر ،R انتهایͬ مقادیر برای کردیم، مشاهده نیز ٣.٢ شͺل در قبلا́ که همان�طور

١۵Kolomogrov- Smirnov



٣٩ واقعͬ مثال

فرآیند ،٣.٢ بخش در شده معرفͬ اطمینان فواصل بررسͬ برای مͬ�کند. عمل R̂ML از بهتر

R̂ML R̂UMVU

0.
96

0.
97

0.
98

0.
99

1.
00

.R̂UMV U و R̂ML مقایسه :۴.٢ شͺل

طول میانͽین به مربوط مقادیر و شد تͺرار دیͽر بار ١٠٠٠ عیناً بالا در شده ذکر بوت�استرپ
مͬ�شود مشاهده فوق، جدول نتایج برطبق گردید. گزارش ٣.٢ جدول طبق بر اطمینان فواصل

واقعͬ داده�های براساس EL مقادیر :٣.٢ جدول
EL.Basic EL.ML EL.Boot-t EL.Perc α

٠.٠۴۵ ٠.٠٣۴ ٠.٠٣۴ ٠.٠۴٧ ٠.٠۵
٠.٠٣٣ ٠.٠٢٧ ٠.٠٢۴ ٠.٠٣۴ ٠.١

فواصل تر، دقیق به�طور مͬ�باشد. شبیه�سازی به مربوط نتایج همانند اطمینان فاصله طول میانͽین
در کرده�است. عمل صدکͬ و پایه بوت�استرپ اطمینان فاصله از بهتر ML و استرپ t-بوت
مͬ�باشند. قبل بخش نتایج بر منطبق کاملا́ واقعͬ، داده�های طریق از آمده به�دست نتایج حقیقت

نتیجه�گیری
تنها �که گرفتیم نظر در تحتشرایطͬ را تنش�-مقاومت اعتماد قابلیت از برآوردهایͬ فصل، این در
مͬ�باشند. یافته تعمیم نمایͬ توزیع از آمده به�دست پایین RRSSهای جامعه، از موجود اطلاعات
بررسͬ را فوق برآوردگرهای توزیعͬ خواص و آوردیم به�دست را UMV U و ML برآوردگرهای
براساس یͺدیͽر، با مقایسه در همچنین و R �به نسبت فوق برآوردگرهای رفتار نهایت در نمودیم.
MLبهتر برآودگر است ٠.۵ به ͷنزدیR زمانͬ�که شد، مشاهده گردید. بررسͬ نسبͬ کارایͬ معیار
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بود. بهتر UMV U برآوردگر عملͺرد ،R فرین مقادیر برای حالͬ�که در مͬ�کند عمل UMV U از
گرفتن درنظر با و کارلو مونت سازی شبیه ͷکم به و آوردیم به�دست� را متعددی اطمینان فواصل
با نمودیم. مقایسه را فوق برآوردگرهای پوشش سطح و اطمینان فاصله طول میانͽین معیار دو
سایر از بهتر محور کمیت براساس دقیق، اطمینان فاصله دریافتیم آمده، به�دست نتایج بررسͬ
در را آمده به�دست فاصله�ای و نقطه�ای برآوردگرهای نهایت در مͬ�کند. عمل اطمینان فواصل
سازی�های شبیه و نظری نتایج بر منطبق کاملا́ حاصل نتایج که نمودیم بررسͬ واقعͬ مثال ͷی

مͬ�باشند. فصل این در صورت�گرفته



٣ فصل

نمایͬ توزیع در R پارامتر بیزی استنباط�
RRSS از استفاده با یافته تعمیم

مقدمه ١.٣
تعمیم نمایͬ توزیع در تنش-مقاومت پارامتر خصوص در استنباط فصل، این در ما اصلͬ هدف
بیزی روش و رویͺرد اخیر سال�های در مͬ�باشد. بیزی نظر نقطه از RRSS طرح براساس یافته
روش عنوان به مͬ�توان را بیزی روش شده�است. برده به�کار مختلف علوم در گسترده�ای به�طور
توزیع�های بردن به�کار حقیقت در گرفت. نظر در مͬ�باشد، ͷکلاسی روش مقابل در که دیͽری
مͬ�باشد. برتری و مزیت دارای ͷکلاسی روش به نسبت بیزی روش اینͺه بر است دلیلͬ پیشین
توزیع ͷی دارای که مͬ�شوند گرفته نظر در تصادفͬ متغیر ͷی عنوان به پارامترها بیزی روش در
ذهنͬ احتمالات توزیع بیزی روش�های در هستند. پیشین توزیع�های همان که مͬ�باشند احتمالاتͬ
استنباط�ها تمام و اصلͬ نتایج و مͬ�باشد گذشته تجربیات از محقق اعتقاد میزان و درجه پایه بر و
که مشاهداتͬ� و داده�ها از استفاده با پیشین اطلاعات یعنͬ مͬ�باشد پسین توزیع�های براساس
مͬ�شود. انجام برآورد و استنباط اطلاعات این براساس و شده به�روز مͬ�آیند به�دست نمونه از
اطلاعات و دانش ترکیب با تحلیل�گر که هستند فواصلͬ معتبر فواصل روش این در همچنین
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در درست پارامتر که است مطمئن ١)١٠٠− α)٪ اطمینان با نمونه، مشاهدات و داده�ها با پیشین
تعمیم نمایͬ توزیع گرفتن نظر در با ،(٢٠٠٨) بͺلیزی١ دیدگاه این در مͬ�گیرد. قرار بازه این
از پرداخت. تنش-مقاومت پارامتر خصوص در استنباط به رکوردی مقادیر از استفاده با و یافته
٢ گوپتا� و کندو به مͬ�توان پرداخته�اند مقاومت تنش- مسئله به بیزی دیدگاه از که دیͽر افراد جمله
سازماندهͬ زیر به�شرح فصل این ادامه، در کرد. اشاره ،(٢٠١۶) همͺاران و اصغرزاده ،(٢٠٠۵)

شده�است:
حالتمختلفبراساس سه گرفتن نظر در با را تنش-مقاومت پارامتر بیزی برآورگر بخش٢.٣، در
رفتار نمودار، ͷکم به سپس و مͬ�آوریم به�دست تعمیم�یافته نمایͬ توزیع از پایین RRSSهای
،٣.٣ بخش در مͬ�نماییم. بررسͬ ،R مقابل در خطا دوم توان میانͽین منظر از را فوق برآورگر
بخش گاهͬ ناآ همچنین و مزدوج پیشین توزیع�های طبق بر HPDرا فواصل و بیزی معتبر فواصل
فواصل شبیه�سازی ͷکم به ،۵.٣ و ۴.٣ بخش�های در ترتیب به نهایت، در مͬ�آوریم. به�دست
مͬ�نماییم. بررسͬ را حاصل�شده نتایج واقعͬ مثال ͷی با و نموده مقایسه را به�دست�آمده بیزی

تنش-مقاومت پارامتر بیزی برآوردگر ٢.٣

براساس و Y و X جوامع توزیع عنوان به یافته تعمیم نمایͬ توزیع گرفتن درنظر با بخش این در
حقیقت در مͬ�پردازیم. R = Pr(X < Y ) برای بیزی برآورگر محاسبه�ی به ،RRSS طرح
تحت و باشند هم از مستقل تصادفͬ متغیرهای θ١, θ٢, λ١, λ٢ پارامترهای که است براین فرض

مͬ�آوریم. به�دست را R بیزی برآورد زیر حالت�های

θ١ ̸= θ٢ و λ١ ̸= λ٢ اول: حالت
مͬ�باشد زیر به�صورت θ١, θ٢, λ١, λ٢ پارامترهای پیشین های توزیع برای معمول انتخاب ͷی

θi ∼ Gamma(ai, bi), λi ∼ Gamma(ci, di), (i = ١,٢) (١.٣)

تابع هستند. هم از مستقل پیشین توزیع�های به مربوط ابر-پارامترهای ai, bi, ci, di(> ٠) آن در که

١Baklizi
٢Kundu and Gupta



۴٣ تنش-مقاومت پارامتر بیزی برآوردگر

با است متناسب θ١, θ٢, λ١, λ٢ پارامترهای توأم پسین چͽالͬ

π (θ١, θ٢, λ١, λ٢|r, s) ∝ θ
a١+N−١
١ e

−θ١
(
b١+zλ١ (r)

)
× θ

a٢+M−١
٢ e

−θ٢
(
b٢+zλ٢ (s)

)

× λ
n+c١−١
١

n∏
i=١

{log ui}i−١e

−λ١

 n∑
i=١

ri,i + d١
+zλ١ (r)



× λ
m+c١−٢
٢

m∏
j=١

{log vj}j−١e

−λ٢


m∑
j=١

sj,j + d٢
+zλ٢ (s)


(٢.٣)

این در مͬ�آید. به�دست (١.٣) پیشین توزیع�های در (۵.٢) درستنمایͬ تابع حاصل�ضرب از که
داریم پسین توزیع�های

ui = ١− e−λ١ri,i , vi = ١− e−λ٢sj,j , zλ(x) = −
k∑

i=١
log(١− e−λxi) (٣.٣)

زیان تابع تحت باشد. مثبت حقیقͬ عدد هر مͬ�تواند λ و x = (x١, x٢, · · · , xk)⊤ به�طوری�که
به�طور یا E(R|R,S) با است برابر (٣.٢) رابطه�ی به توجه با R بیزی برآورگر ،(SEL) خطا مربع

معادل

R̂B =

∫ ∞

٠
∫ ∞

٠
∫ ∞

٠
∫ ∞

٠ R π (θ١, θ٢, λ١, λ٢|r, s) dθ١dθ٢dλ١dλ٢. (۴.٣)

یا عددی الͽوریتم�های بعضͬ از به�ناچار ازاین�رو ندارد. صریحͬ را�ه�حل (۴.٣) انتͽرال بͬ�گمان
انتͽرال حل برای حقیقت در مͬ�کنیم. استفاده مونت�کارلویͬ شبیه�سازی بر مبتنͬ الͽوریتم�های

مͬ�گردد. پیشنهاد راه�حل دو فوق

سپس و (٢.٣) رابطه از تصادفͬ متغیرهای تولید برای گیبس٣ روشنمونه�گیری از استفاده -١
کارلویͬ مونت انتͽرال�گیری بردن به�کار

۴ مهم نقاط از نمونه�گیری به�کارگیری -٢

زیر به�صورت را (٢.٣) رابطه چͽالͬ تابع مͬ�گردد. توصیف دقیق به�طور دوم روش اینجا در که
مͬ�کنیم بازنویسͬ

π (θ١, θ٢, λ١, λ٢|r, s) ∝ f١(θ١|λ١, r)f٢(λ١|r)h١(θ١, λ١|r)× g١(θ٢|λ٢, s)g٢(λ٢|s)h٢(θ٢, λ٢|s),
(۵.٣)

که

f١(θ١|λ١, r) ∼ Gamma
(
a١ +N, b١ + zλ١(r)

)
٣Gibbs
۴Importance sampling



RRSS از استفاده با یافته تعمیم نمایͬ توزیع در R پارامتر بیزی استنباط� ۴۴

و

g١(θ٢|λ٢, s) ∼ Gamma(a٢ +M, b٢ + zλ٢(s))

همچنین

f٢(λ١|r) ∝ λ
n+c١−١
١ e

−λ١

 n∑
i=١

ri,i + d١
+zλ١ (r)



و

g٢(λ٢|s) ∝ λ
m+c١−٢
٢ e

−λ٢


m∑
j=١

sj,j + d٢
+zλ٢ (s)



به�علاوه مͬ�باشند. سره چͽالͬ تابع دو

h(θ١, θ٢, λ١, λ٢|r, s) =
n∏

i=١
{log(١− e−λ١ri,i)}i−١ ×

m∏
j=١

{log(١− e−λ٢sj,j )}j−١.

ͷی به مͬ�توان زیر الͽوریتم از استفاده با و مهم نقاط از نمونه�گیری ͷنیͺت از استفاده با درنهایت
یافت. دست ،(۴.٣) رابطه از خوب تقریب

مهم نقاط از نمونه�گیری الͽوریتم ۶ الͽوریتم
.θ٢ ∼ Gamma(a٢ +M, b٢ + zλ٢(s)) و θ١ ∼ Gamma(a١ +N, b١ + zλ١(r)) تولید .١

مونت�کارلو روش�های طریق از ،g٢(λ٢|s) و f٢(λ١|r) از به�ترتیب λ٢ و λ١ تولید .٢
تصادفͬ. �زدن قدم همانند (MCMC)

،(θ(t)١ , θ
(t)

٢ , λ
(t)

١ , λ
(t)

٢ ) مشاهدات آوردن به�دست برای بار B دو و ͷی مراحل تͺرار .٣
.(٣.٢) رابطه از R(t) محاسبه�ی سپس و t = ١, . . . , B

وزنͬ میانͽین از استفاده با مͬ�دهیم نشان� R̂B با که ،(۴.٣) رابطه� برآورد سپس .۴

R̂B =
B∑
t=١

wtR(t), (۶.٣)

مͬ�باشد. �wt =
h(θ

(t)

١ , θ
(t)

٢ , λ
(t)

١ , λ
(t)

٢ |r, s)
B∑
t=١

h(θ
(t)

١ , θ
(t)

٢ , λ
(t)

١ , λ
(t)

٢ |r, s)
که

θ١ = θ٢ = θ و λ١ ̸= λ٢ دوم: حالت
پیشین چͽالͬ تابع با مستقل تصادفͬ متغیرهای (θ, λ١, λ٢) پارامترهای فرضکنید حالت این در



۴۵ تنش-مقاومت پارامتر بیزی برآوردگر

باشند؛ زیر به�صورت گاما

θ ∼ Gamma(a, b), λi ∼ Gamma(ci, di), (i = ١,٢) (٧.٣)

چͽالͬ تابع اول، حالت مشابه روشͬ با مͬ�باشند. پارامترها ابر- a, b, ci, di(> ٠), i = ١,٢ که
مͬ�آید. به�دست زیر صورت به (θ, λ١, λ٢) پسین توأم

π (θ, λ١, λ٢|r, s) ∝ θN+M+a−١e−θ
(
b+zλ١ (r)+zλ٢ (s)

)

× λ
n+c١−١
١

n∏
i=١

{log ui}i−١e

−λ١

 n∑
i=١

ri,i + d١
+zλ١ (r)



× λ
m+c١−٢
٢

m∏
j=١

{log vj}j−١e

−λ٢


m∑
j=١

sj,j + d٢
+zλ٢ (s)


(٨.٣)

شده�است. بیان (٣.٣) رابطه در vj ،ui و zλ(x) که
مشابه بنابراین نمͬ�باشد. امͺان�پذیر بسته رابطه طریق از R̂B آوردن به�دست� اول، حالت همانند
مͬ�کنیم. محاسبه را R̂B تقریبͬ مقدار داده�شد، توضیح کامل طور به اول حالت در که روشͬ با

θ١ ̸= θ٢ و λ١ = λ٢ = λ سوم: حالت
نتیجه در ندارد. ͬͽبست λ به R پارامتر حالت، این در مͬ�شود مشاهده ،(٢٢.٢) از استفاده با
متغیرهای θ٢ و θ١ کنید فرض همچنین .λ = ١ کنید فرض مسئله، کلیت دادن دست از بدون

بنابراین باشند. (a٢, b٢) و (a١, b١) پارامترهای با گاما توزیع با ترتیب به تصادفͬ

θ١|r ∼ Gamma(a١ +N, b١ + t١) و θ٢|s ∼ Gamma(a٢ +M, b٢ + t٢)

درنتیجه مͬ�باشند. i = ١,٢ ،Ti تصادفͬ متغیرهای مشاهده�شده مقادیر i = ١,٢ ،ti آن در که
٢ (b١ + T١) θ١|r ∼ χ٢٢(a١+N) و ٢ (b٢ + T٢)) θ٢|s ∼ χ٢٢(a٢+M). (٩.٣)

بود: خواهد زیر فرم به (R,S) شرط به R پسین چͽالͬ تابع� بنابراین

πR|(R,S)(r) = C
ra٢+M−١)١− r)a١+N−١

[(b١ + t١)(١− r) + (b٢ + t٢)r]M+N+a١+a٢ , ٠ < r < ١, (١٠.٣)

که

C =
١

B(a١ +N, a٢ +M)
(b١ + t١)a١+N (b٢ + t٢)a٢+M .

مͬ�باشد. بتا تابع� B(., .) و



RRSS از استفاده با یافته تعمیم نمایͬ توزیع در R پارامتر بیزی استنباط� ۴۶

مͬ�آید. به�دست زیر به�صورت خطا دوم درجه زیان تابع تحت R بیزی برآورد نهایت در

R̂B =

∫ ١
٠ rπR|(R,S)(r)dr =

∫ ١
٠ C

ra٢+M (١− r)a١+N−١
[(b١ + T١)(١− r) + (b٢ + T٢)r]M+N+a١+a٢ dr

=
a٢ +M

M +N + a١ + a٢

(
b٢ + T٢
b١ + T١

)a٢+M

(١١.٣)

× ٢F١
(
M +N + a١ + a٢,M + a٢ + ١,M +N + a١ + a٢ + ١, ١− b٢ + T٢

b١ + T١

)
.

مͬ�آید. به�دست بسته به�صورت R بیزی برآوردگر حالت این در فقط این�رو از
بررسͬ مورد کمͷشبیه�سازی با سوم، و اول حالت�های در بیزی برآورگرهای بخشعملͺرد این در
جفریز پیشین ͷی اولͬ گرفتیم، نظر در را ابر-پارامترها از مجموعه� دو بدین�منظور، گرفت. قرار
،ci = di = ١ و ai = bi = ٢ به�طوری�که، دارد مناسبͬ پیشین به اشاره دیͽری و مͬ�کند تولید را
و r RRSSهای مͬ�دهد، نتیجه را R که داده�شده i = ١,٢ ،λi و θi ازای به سپس .i = ١,٢
و اول حالت برای (۶) الͽوریتم از استفاده با مͬ�کنیم. تولید یافته تعمیم نمایͬ توزیع از را s

١٠٠٠ تͺرار با وضوح به مͬ�آوریم. به�دست را R̂B مشاهدات سوم، حالت برای (١١.٣) رابطه
مخاطره تابع مقادیر سپس، مͬ�آید. به�دست R̂B برای مشاهدات از مجموعه ͷی فرآیند، این بار
نمونه میانͽین طریق از �شده�است) داده نشان MSE با این�جا در (که خطا دوم درجه زیان تحت
از را θ١ و مͬ�باشد ͷی برابر و ثابت را θ٢ مقدار است ذکر به لازم مͬ�شود. برآورد R̂B)ها −R)٢
اختیار را (٠, ١) دامنه بین مقادیر R که گرفتیم نظر در طوری بزرگتر مقدارهای به کم مقدار ͷی
شبیه بسیار (که مͬ�باشد. سوم حالت برای مناسب پیشین با متناظر نتایج (ب)، ١.٣ شͺل کند.

�شده�است.) داده نمایش قسمت این در آن�ها از ͬͺی فقط بنابراین مͬ�باشد، اول حالت به
برآوردگرهای به مربوط نمودارهای برخلاف که مͬ�شود مشاهده (ب)، ١.٣ شͺل از استفاده با
بیشترین داده�شد، نمایش ٢.٢ و ١.٢ نمودارهای در قبل فصل در که ͷکلاسی روش نقطه�ای
دارد. ابر-پارامترها انتخاب به ͬͽبست کاملا́ و نمͬ�افتد اتفاق R میانͬ مقادیر اطراف در مخاطره
پیشین ١.٣(الف)، شͺل به توجه با داشتیم، انتظار که همان�طور که، است توجه قابل همچنین
نمودارهای در شده رسم ͷکلاسی برآورگرهای به مربوط شͺل�های با مشابه تقریباً شͺلͬ جفریز،

دارد. قبل فصل از ٢.٢ و ١.٢

تنش-مقاومت پارامتر بیزی فاصله�ای برآورگرهای ٣.٣

که �مͬ�شود نتیجه واضح به�طور ،(٩.٣) رابطه از استفاده با

θ١(b١ + T١)(a٢ +M)

θ٢(b٢ + T٢)(a١ +N)
| (r, s) ∼ F

(٢(a١ +N),٢(a٢ +M)
)
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(ب) (الف)

ai = ابر-پارامترهای با و ٣ حالت برای R مقابل در MSE(R̂B,R) نمودار :١.٣ شͺل
.bi = ciو٢ = di = ١

مͬ�آید. به�دست زیر به�صورت R برای ١)١٠٠− α)٪ بیزی معتبر فاصله بنابراین
١+AF١−α٢

(٢(a١ +N),٢(a٢ +M))

−١
,

١+AFα

٢
(٢(a١ +N),٢(a٢ +M))

−١ ,
(١٢.٣)

.A =
(a١ +N)(b٢ + T٢)
(a٢ +M)(b١ + T١)

که

را بیزی معتبر فاصله�ی مشابه، صورت به مͬ�توان نیز بخش گاهͬ ناآ پیشین توزیع از استفاده با
تعریف π(θ) ∝

√
|I(θ)|صورت به جفریز پیشین چͽالͬ تایع مͬ�دانید که همان�طور آورد. به�دست

عملیات و (١۶.٢) رابطه به�کاربردن با مͬ�باشد. فیشر اطلاع ماتریس همان I(θ) آن در که مͬ�شود
داریم: جبری ساده

I(θ١) =
[
−E d٢

dθ٢١
log(θ١|ri,i)

]
=
N

θ٢١

با لذا مͬ�آید به�دست ١/θ٢ و ١/θ١ به�صورت به�ترتیب θ٢ و θ١ پارامترهای پیشین توزیع بنابراین
که نشان�داد مͬ�توان مستقیم، استدلال�های

R|(r, s) d
=

(
١+ NT٢

MT١
W

)−١
(١٣.٣)



RRSS از استفاده با یافته تعمیم نمایͬ توزیع در R پارامتر بیزی استنباط� ۴٨

.W ∼ F٢N,٢M آن در که
مͬ�آید. به�دست زیر فرم به R برای دیͽری بیزی معتبر فاصله (١٣.٣) براساس بنابراین
١+ NT٢

MT١
F١−α٢

(٢N,٢M)

−١
,

١+ NT٢
MT١

Fα

٢
(٢N,٢M)

−١ . (١۴.٣)

ابتدا در بنابراین آوریم. به�دست R برای را ،(HPD) پسین فاصله چͽال�ترین مͬ�خواهیم ادامه� در
مͬ�کنیم. ارائه را HPD از رسمͬ تعریف

این�صورت در باشد، مدی ͷت و پیوسته پسین توزیع تابع ،Π(θ|D) کنید فرض .١.٣.٣ تعریف
معادله��ی بهینه�سازی از θU و θL که بود خواهد (θL, θU صورت( به θ برای ١٠٠(١−α)٪ ،HPD بازه

ببینید.) را ،(١٩٨۵) برگر۵ مثال (برای مͬ�آیند. به�دست زیر

min
θL<θU

(|π(θU |D)− π(θL|D)|+ |Π(θU |D)−Π(θL|D)− (١− α)|) .

به�صورت ١)١٠٠− α)٪ ،HPD فاصله ͷی بنابراین،

C(πα) = {θ : π(θ|D) ≥ πα}, (١۵.٣)

و Pr (θ ∈ C(πα)) ≥ ١ − α که مͬ�باشد ثابت� بزرگ�ترین πα و داده�ها نشان�دهنده D که مͬ�باشد
مͬ�باشند. θ پسین توزیع تابع و پسین چͽالͬ تابع به�ترتیب Π(θ|D) و π(θ|D)

رابطه� از استفاده با اما باشد، نداشته بسته�ای فرم R برای HPD فاصله که مͬ�رسد نظر به
داریم: (١٠.٣)

log πR|(R,S)(r) = (a٢ +M − ١) log r + (a١ +N − ١) log(١− r)

− (M +N + a١ + a٢) log[(b١ + t١)(١− r) + (b٢ + t٢)r]

به�طوری�که �مͬ�باشد، r = ٠, ١ ریشه دو دارای d

dr
log πR|(R,S)(r) = ٠ که داد نشان مͬ�توان

lim
r−→٠+

d

dr
log πR|(R,S)(r) > ٠

و

lim
r−→١−

d

dr
log πR|(R,S)(r) < ٠

شائو۶ و چن مͬ�باشد. مدی ͷت چͽالͬ تابع πR|(R,S)(r) که داد نشان مͬ�توان به�راحتͬ بنابراین
زیر لم در آوردند. به�دست HPD بازه� برای تقریبͬ ساده کارلویͬ مونت ͷنیͺت ͷی با ،(١٩٩٩)

مͬ�گردد. بیان� فوق ͷنیͺت
۵Berger
۶Chen and Shao



۴٩ شبیه�سازی براساس بیزی فاصله�ای برآوردگرهای مقایسه�

R(i) همچنین و باشد (١٠.٣) از تصادفͬ نمونه Ri, i = ١,٢, · · · , n کنید فرض .١.٣.٣ لم
مͬ�توان را R برای ١٠٠(١−α)٪ ،HPD فاصله نتیجه در مͬ�باشند. Ri مرتب�شده مقادیر با متناظر

زد تقریب زیر به�صورت

Cj∗(n) =
(
R(j∗),R(j∗+[(١−α)n])

)
, (١۶.٣)

که مͬ�شود انتخاب طوری j∗ رابطه این در که

R(j∗+[(١−α)n]) −R(j∗) = min١≤j≤n−[(١−α)n]
(R(j+[(١−α)n]) −R(j)), (١٧.٣)

مͬ�باشد. صحیح جزء تابع نشان�دهنده�ی [.] همچنین

برآوردگرهایفاصله�ایبیزیبراساسشبیه�سازی مقایسه� ۴.٣
کارلویͬ مونت شبیه�سازی از بخش٣.٣، در شده مطرح بیزی فواصل مقایسه�ی برای بخش این در
متفاوت ترکیب�های تمام برای ٣.٢ بخش در شده مطرح مفروضات آن در و کرده�ایم استفاده
نظر در α = ٠٫ ٠۵, ٠٫ ١ معنͬ�داری سطح برای مجزا جدول دو در m = ٢,۴,۶ و n = ٢,۴,۶
مͬ�باشد. Gamma(١,٢) توزیع هردو θ٢ و θ١ پارامترهای پیشین توزیع به�علاوه، شده�است. گرفته
گرفته نظر در جفریز پیشین توزیع مͬ�باشد، بخش گاهͬ ناآ پیشین توزیع که حالتͬ برای ضمن در
زیر نمادهای آن� در که دهند مͬ نشان را شبیه�سازی نتایج ٢.٣ و ١.٣ جدول�های شده�است.

به�کاررفته�اند:

مزدوج. پیشین توزیع براساس آمده به�دست بیزی فاصله� :BCI١ •

مزدوج. پیشین توزیع براساس آمده به�دست HPD فاصله :HPD١ •

جفریز. پیشین توزیع براساس آمده به�دست بیزی فاصله� :BCI٢ •

جفریز. پیشین توزیع براساس آمده به�دست HPD فاصله :HPD٢ •

پوشش احتمال و طول میانͽین به�ترتیب ،٢.٣ و ١.٣ جدول�های در CP و EL از منظور به�علاوه
شده�اند. معرفͬ (۴١.٢) رابطه در که مͬ�باشد بیزی معتبر فواصل

مͬ�شوند: کسب زیر نتایج ٢.٣ و ١.٣ جدول�های از

مͬ�یابد. کاهش بیزی فواصل طول میانͽین نمونه، اندازه�ی افزایش با •

بیشترین بیزی، فواصل طول میانͽین مͬ�شود، مشاهده مختلف نمونه�های اندازه�ی برای •
R = در بیزی فواصل طول میانͽین کمترین و مͬ�کند اختیار R = ٠٫ ۵ در را خود مقدار

مͬ�باشد. ٠٫ ٩۵
مͬ�باشد. متناظرش بیزی معتبر فاصله از کمتر HPD فواصل طول میانͽین •



RRSS از استفاده با یافته تعمیم نمایͬ توزیع در R پارامتر بیزی استنباط� ۵٠

R برای ٩۵٪ بیزی فواصل CP و EL مقادیر :١.٣ جدول
EL.HPD٢ CP.HPD٢ EL.BCI٢ CP.BCI٢ EL.HPD١ CP.HPD١ EL.BCI١ CP.BCI١ m n R Row

٠.٣٣٣ ٠.٩٣٠ ٠.٣٨٢ ٠.٩۴٨ ٠.۴٨٠ ٠.٨٨١ ٠.۵١٢ ٠.٨٠۴ ٢ ٢ ٠.١ ١
٠.٢٧١ ٠.٩۴٢ ٠.٣١٧ ٠.٩۵٢ ٠.۴١٢ ٠.٧٨٢ ٠.۴۴٢ ٠.۵٨٠ ۴ ٢ ٠.١ ٢
٠.٢۵۶ ٠.٩۴٠ ٠.٣٠٠ ٠.٩۵١ ٠.٣٨٧ ٠.٧٢۴ ٠.۴١٨ ٠.۴۵٢ ۶ ٢ ٠.١ ٣
٠.٢۵٠ ٠.٩٣٠ ٠.٢٧٠ ٠.٩۵٠ ٠.٢٩٩ ٠.٩۶٣ ٠.٣١۵ ٠.٩۴٨ ٢ ۴ ٠.١ ۴
٠.١۶۶ ٠.٩٣٩ ٠.١٧٨ ٠.٩۵٢ ٠.٢١٩ ٠.٩٠۴ ٠.٢٣٠ ٠.٨۴٩ ۴ ۴ ٠.١ ۵
٠.١۴١ ٠.٩۴٣ ٠.١۵١ ٠.٩۵٢ ٠.١٨٨ ٠.٨٨٠ ٠.١٩٨ ٠.٨٠٢ ۶ ۴ ٠.١ ۶
٠.٢٣١ ٠.٩٣٢ ٠.٢۴۵ ٠.٩۵٢ ٠.٢۴٣ ٠.٩٧٧ ٠.٢۵٣ ٠.٩٧۵ ٢ ۶ ٠.١ ٧
٠.١۴٠ ٠.٩۴٠ ٠.١۴۶ ٠.٩۵٠ ٠.١۶٢ ٠.٩۴٣ ٠.١۶٨ ٠.٩٢٣ ۴ ۶ ٠.١ ٨
٠.١١١ ٠.٩۴٣ ٠.١١۵ ٠.٩۵١ ٠.١٣٢ ٠.٩١٨ ٠.١٣۶ ٠.٨٩٣ ۶ ۶ ٠.١ ٩
٠.۶٢١ ٠.٩٠۴ ٠.۶۴۴ ٠.٩۴٨ ٠.۵٨٠ ٠.٩۵۴ ٠.۵٩۶ ٠.٩٨٣ ٢ ٢ ٠.۵ ١٠
٠.۵۴٢ ٠.٩١۵ ٠.۵۵٨ ٠.٩۵٢ ٠.۵٠۴ ٠.٩۵٢ ٠.۵١۵ ٠.٩٧٩ ۴ ٢ ٠.۵ ١١
٠.۵١٩ ٠.٩١٧ ٠.۵٣۴ ٠.٩۵١ ٠.۴٧٧ ٠.٩۵۵ ٠.۴٨٨ ٠.٩٨٠ ۶ ٢ ٠.۵ ١٢
٠.۵۴١ ٠.٩١٠ ٠.۵۵٨ ٠.٩۵٠ ٠.۵٠٣ ٠.٩۵٠ ٠.۵١۵ ٠.٩٧٧ ٢ ۴ ٠.۵ ١٣
٠.٣٩٩ ٠.٩٢۴ ٠.۴٠۶ ٠.٩۵٢ ٠.٣٨۴ ٠.٩٣۶ ٠.٣٩٠ ٠.٩۶١ ۴ ۴ ٠.۵ ١۴
٠.٣۵٠ ٠.٩٣٠ ٠.٣۵۶ ٠.٩۵٢ ٠.٣٣٩ ٠.٩۴٠ ٠.٣۴۴ ٠.٩۶٠ ۶ ۴ ٠.۵ ١۵
٠.۵١٩ ٠.٩١۶ ٠.۵٣٣ ٠.٩۵٢ ٠.۴٧٧ ٠.٩۵۴ ٠.۴٨٨ ٠.٩٧٩ ٢ ۶ ٠.۵ ١۶
٠.٣۵٠ ٠.٩٣١ ٠.٣۵۶ ٠.٩۵٠ ٠.٣٣٩ ٠.٩۴٠ ٠.٣۴۴ ٠.٩۵٧ ۴ ۶ ٠.۵ ١٧
٠.٢٨٧ ٠.٩٣۶ ٠.٢٩١ ٠.٩۵١ ٠.٢٨١ ٠.٩٣٧ ٠.٢٨۵ ٠.٩۵۶ ۶ ۶ ٠.۵ ١٨
٠.٢١٣ ٠.٩۴٠ ٠.٢۵٠ ٠.٩۴٨ ٠.٢١٣ ٠.٩۵۶ ٠.٢٣٩ ٠.٩٣١ ٢ ٢ ٠.٩۵ ١٩
٠.١۵٠ ٠.٩۴٢ ٠.١۶٢ ٠.٩۵٢ ٠.١۶٢ ٠.٩٣٧ ٠.١٧۴ ٠.٩١۵ ۴ ٢ ٠.٩۵ ٢٠
٠.١٣۶ ٠.٩۴٣ ٠.١۴۶ ٠.٩۵١ ٠.١۵١ ٠.٩٢۴ ٠.١۵٨ ٠.٩١٠ ۶ ٢ ٠.٩۵ ٢١
٠.١۶۴ ٠.٩۴٣ ٠.١٩۶ ٠.٩۵٠ ٠.١۴١ ٠.٩٧٠ ٠.١۶۴ ٠.٩۶۵ ٢ ۴ ٠.٩۵ ٢٢
٠.٠٩٢ ٠.٩۴٢ ٠.٠٩٩ ٠.٩۵٢ ٠.٠٩٣ ٠.٩۴٩ ٠.١٠٠ ٠.٩۴٧ ۴ ۴ ٠.٩۵ ٢٣
٠.٠٧٧ ٠.٩۴۵ ٠.٠٨١ ٠.٩۵٢ ٠.٠٧٩ ٠.٩۴۶ ٠.٠٨٣ ٠.٩۴٠ ۶ ۴ ٠.٩۵ ٢۴
٠.١۵٣ ٠.٩۴۶ ٠.١٨۵ ٠.٩۵٢ ٠.١٢۴ ٠.٩٧۴ ٠.١۴٧ ٠.٩٧۵ ٢ ۶ ٠.٩۵ ٢۵
٠.٠٧٧ ٠.٩۴۴ ٠.٠٨۴ ٠.٩۵٠ ٠.٠٧۶ ٠.٩۵١ ٠.٠٨٢ ٠.٩۵٣ ۴ ۶ ٠.٩۵ ٢۶
٠.٠۶٠ ٠.٩۴۵ ٠.٠۶٣ ٠.٩۵١ ٠.٠۶٠ ٠.٩۴۵ ٠.٠۶٣ ٠.٩۵٠ ۶ ۶ ٠.٩۵ ٢٧

HPD١ از بهتر HPD٢ فاصله ،CP و EL معیار دو گرفتن نظر در با ،R = ٠٫ ١ زمانͬ�که •
به مͬ�کنند. عمل برعͺس کاملا́ R = ٠٫ ۵ در ولͬ مͬ�کند عمل BCI١ از بهتر BCI٢ و

مͬ�کنند. عمل متناظرشان موارد از بهتر BCI١ و HPD١ دیͽر عبارت

مͬ�باشد. HPD٢ از بیشتر HPD١ پوشش احتمال ،R = ٠٫ ١, ٠٫ ٩۵ در •
حال، این با مͬ�باشد. BCI١ از بهتر HPD١ همه�جا تقریبا R = ٠٫ ١, ٠٫ ٩۵ زمانͬ�که •
از بیشتر BCI٢ همچنین و HPD١ از بیشتر BCI١ پوشش احتمال ،R = ٠٫ ۵ زمانͬ�که

مͬ�باشد. HPD٢
در با بیزی فواصل طول میانͽین مͬ�شود مشاهده جدول، دو به مربوط نتایج مقایسه با •
α = معنͬ�داری سطح با مشابهش مورد به نسبت موارد تمام در α = ٠٫ ١ گرفتن نظر
α مدنظر اطمینان ضریب به ١.٣ جدول در پوشش احتمال لیͺن و یافته�است کاهش ٠٫ ٠۵

مͬ�باشد. نزدی�ͷتر

واقعͬ مثال ۵.٣
از استفاده با را ٣.٣ بخش در آمده به�دست HPD فواصل و بیزی معتبر فواصل بخش، این در
موتور آزمایشات به مربوط داده�های از منظور بدین مͬ�کنیم. آزمایش� واقعͬ داده�ی مجموعه� ͷی



۵١ واقعͬ مثال

R برای ٩٠٪ بیزی فواصل CP و EL مقادیر :٢.٣ جدول
EL.HPD٢ CP.HPD٢ EL.BCI٢ CP.BCI٢ EL.HPD١ CP.HPD١ EL.BCI١ CP.BCI١ m n R Row

٠.٢۶٧ ٠.٨۶٨ ٠.٣١١ ٠.٨٩٧ ٠.۴٠۴ ٠.٧٩٧ ٠.۴٣٣ ٠.۶٣۵ ٢ ٢ ٠.١ ١
٠.٢١٢ ٠.٨٨١ ٠.٢۵٢ ٠.٩٠٠ ٠.٣۴١ ٠.۶۵٨ ٠.٣۶٨ ٠.٣٨۵ ۴ ٢ ٠.١ ٢
٠.١٩٩ ٠.٨٨٧ ٠.٢٣٧ ٠.٩٠١ ٠.٣١٩ ٠.۵٨٠ ٠.٣۴٧ ٠.٢۴۵ ۶ ٢ ٠.١ ٣
٠.٢٠٩ ٠.٨۶۶ ٠.٢٢٧ ٠.٨٩٨ ٠.٢۵٢ ٠.٩٢٠ ٠.٢۶۶ ٠.٨۶٩ ٢ ۴ ٠.١ ۴
٠.١٣٧ ٠.٨٨٣ ٠.١۴٧ ٠.٩٠١ ٠.١٨٢ ٠.٨۴٠ ٠.١٩١ ٠.٧۴۶ ۴ ۴ ٠.١ ۵
٠.١١۶ ٠.٨٨۶ ٠.١٢۴ ٠.٩٠٢ ٠.١۵۶ ٠.٧٩٨ ٠.١۶۴ ٠.۶٧۶ ۶ ۴ ٠.١ ۶
٠.١٩۵ ٠.٨٧٢ ٠.٢٠٧ ٠.٨٩٧ ٠.٢٠۵ ٠.٩۴٢ ٠.٢١٣ ٠.٩٢۵ ٢ ۶ ٠.١ ٧
٠.١١٧ ٠.٨٨۵ ٠.١٢١ ٠.٩٠٠ ٠.١٣۶ ٠.٨٩٣ ٠.١۴١ ٠.٨۴۵ ۴ ۶ ٠.١ ٨
٠.٠٩٢ ٠.٨٩١ ٠.٠٩۶ ٠.٩٠١ ٠.١١٠ ٠.٨۵۶ ٠.١١٣ ٠.٨١٠ ۶ ۶ ٠.١ ٩
٠.۵٣۴ ٠.٨١۵ ٠.۵۵٨ ٠.٨٩٧ ٠.۴٩٩ ٠.٨٨۶ ٠.۵١۴ ٠.٩۴٧ ٢ ٢ ٠.۵ ١٠
٠.۴۶۴ ٠.٨٣٧ ٠.۴٧٩ ٠.٩٠٠ ٠.۴٣١ ٠.٨٩۶ ٠.۴۴١ ٠.٩۴٠ ۴ ٢ ٠.۵ ١١
٠.۴۴۴ ٠.٨۴٧ ٠.۴۵٨ ٠.٩٠١ ٠.۴٠٧ ٠.٨٩٣ ٠.۴١٧ ٠.٩۴٣ ۶ ٢ ٠.۵ ١٢
٠.۴۶۴ ٠.٨٣۴ ٠.۴٧٩ ٠.٨٩٨ ٠.۴٣٠ ٠.٨٩٠ ٠.۴۴١ ٠.٩٣٩ ٢ ۴ ٠.۵ ١٣
٠.٣٣٩ ٠.٨۶٢ ٠.٣۴۵ ٠.٩٠١ ٠.٣٢۶ ٠.٨٧۶ ٠.٣٣١ ٠.٩١٣ ۴ ۴ ٠.۵ ١۴
٠.٢٩٧ ٠.٨٧٣ ٠.٣٠١ ٠.٩٠٢ ٠.٢٨٧ ٠.٨٨٠ ٠.٢٩١ ٠.٩١٢ ۶ ۴ ٠.۵ ١۵
٠.۴۴۴ ٠.٨۴۵ ٠.۴۵٨ ٠.٨٩٧ ٠.۴٠٧ ٠.٨٩٧ ٠.۴١٧ ٠.٩۴٢ ٢ ۶ ٠.۵ ١۶
٠.٢٩٧ ٠.٨٧٠ ٠.٣٠١ ٠.٩٠٠ ٠.٢٨٧ ٠.٨٨٣ ٠.٢٩١ ٠.٩١٠ ۴ ۶ ٠.۵ ١٧
٠.٢۴٣ ٠.٨٨٢ ٠.٢۴۶ ٠.٩٠١ ٠.٢٣٨ ٠.٨٨٢ ٠.٢۴١ ٠.٩٠۵ ۶ ۶ ٠.۵ ١٨
٠.١۶۵ ٠.٨٨٧ ٠.١٩٧ ٠.٨٩٧ ٠.١۶٩ ٠.٩١۴ ٠.١٩٢ ٠.٨٧٣ ٢ ٢ ٠.٩۵ ١٩
٠.١٢٣ ٠.٨٨۶ ٠.١٣۴ ٠.٩٠٠ ٠.١٣۴ ٠.٨٩١ ٠.١۴۵ ٠.٨۴٩ ۴ ٢ ٠.٩۵ ٢٠
٠.١١٣ ٠.٨٨۵ ٠.١٢٢ ٠.٩٠١ ٠.١٢۶ ٠.٨٧٠ ٠.١٣٢ ٠.٨٣٩ ۶ ٢ ٠.٩۵ ٢١
٠.١٢۴ ٠.٨٩١ ٠.١۵١ ٠.٨٩٨ ٠.١٠٩ ٠.٩٢٩ ٠.١٢٨ ٠.٩٢۵ ٢ ۴ ٠.٩۵ ٢٢
٠.٠٧۵ ٠.٨٨٨ ٠.٠٨١ ٠.٩٠١ ٠.٠٧۶ ٠.٨٩٨ ٠.٠٨٢ ٠.٨٩۴ ۴ ۴ ٠.٩۵ ٢٣
٠.٠۶٣ ٠.٨٩۴ ٠.٠۶٧ ٠.٩٠٢ ٠.٠۶۶ ٠.٨٩۴ ٠.٠۶٩ ٠.٨٨٨ ۶ ۴ ٠.٩۵ ٢۴
٠.١١۵ ٠.٨٩٧ ٠.١۴٢ ٠.٨٩٧ ٠.٠٩۶ ٠.٩٢٩ ٠.١١۴ ٠.٩٣۴ ٢ ۶ ٠.٩۵ ٢۵
٠.٠۶٣ ٠.٨٩٣ ٠.٠۶٩ ٠.٩٠٠ ٠.٠۶٢ ٠.٩٠٢ ٠.٠۶٧ ٠.٩٠٢ ۴ ۶ ٠.٩۵ ٢۶
٠.٠۵٠ ٠.٨٩۵ ٠.٠۵٢ ٠.٩٠١ ٠.٠۵٠ ٠.٨٩۶ ٠.٠۵٢ ٠.٩٠٠ ۶ ۶ ٠.٩۵ ٢٧

شرایط گرفتن درنظر با مͬ�کنیم. استفاده شده�است بیان قبل فصل از ۵.٢ بخش در که راکت
مثال در آمده به�دست پایین RRSSهای و ۵.٢ بخش در شده ارائه عددی مثال در شده مطرح
پیشین توزیع عنوان به ،Gamma(٢, ١) توزیع همچنین مͬ�کنیم. مقایسه را بیزی فواصل فوق،

مͬ�شود. برده به�کار θ٢ و θ١ پارامتر هردو
این در که است. شده گزارش ٣.٣ جدول طبق بر بیزی فواصل طول میانͽین به مربوط مقادیر

است. رفته به�کار زیر نمادهای جدول
مزدوج پیشین�های براساس بیزی معتبر فاصله :BCI١
جفریز پیشین�های براساس بیزی معتبر فاصله :BCI٢

مزدوج پیشین�های براساس بیزی فاصله چͽال�ترین :HPD١
جفریز پیشین�های براساس بیزی فاصله چͽال�ترین :HPD٢

مͬ�کند. رفتار فواصل سایر از بهتر HPD٢ فاصله مͬ�شود مشاهده ،٣.٣ جدول نتایج طبق بر

واقعͬ داده�های براساس EL مقادیر :٣.٣ جدول
HPD٢ BCI٢ HPD١ BCI١ α

٠.٠٣۵ ٠.٠۴٧ ٠.٠۴٩ ٠.٠۴٩ ٠.٠۵
٠.٠٢٨ ٠.٠٣٧ ٠.٠٣٨ ٠.٠٣٨ ٠.١



RRSS از استفاده با یافته تعمیم نمایͬ توزیع در R پارامتر بیزی استنباط� ۵٢

فصل خلاصه
براساس تنش-مقاومت، پارامتر برای را مختلف حالت�های در بیزی برآوردگرهای فصل این در
نمودار شبیه�سازی ͷکم با سپس آوردیم. به�دست یافته تعمیم نمایͬ توزیع از پایین RRSSهای
نقطه�ای برآوردگر خصوص در جالب نͺته گردید. رسم R مقابل در MSE(R̂B,R) به مربوط
داشت ͷکلاسی برآوردگرهای با مشابه رفتاری جفریز، پیشین با برآوردگر این که بود این بیزی
دوم توان میانͽین مقدار بیشترین به�طوری�که داشت متفاوت رفتاری مناسب پیشین با حالͬ�که در
درنظر با را HPD و بیزی معتبر فواصل حالتسوم، برای نداد. Rرخ میانͬ نقاط حوالͬ در خطا،
به را فوق فواصل سپس آوردیم. به�دست بخش، گاهͬ ناآ همچنین و مزدوج پیشین�های گرفتن
مشاهده نمودیم. مقایسه پوشش، احتمال و طول میانͽین معیارهای برطبق و شبیه�سازی ͷکم
از آمده به�دست فواصل نهایت در مͬ�باشند. بیزی فواصل سایر از مناسب�تر HPD فواصل شد
داشتند. شبیه�سازی بر منطبق کاملا́ نتایجͬ که گرفتند قرار بررسͬ مورد نیز واقعͬ داده�های طریق



۴ فصل

نمونه�گیری طرح دو براساس R مقایسه�
متناسب معͺوس خطر نرخ خانواده در

مقدمه ١.۴

توزیع�های خانواده در تنش-مقاومترا قابلیتاعتماد بیزی و درستنمایͬ استنباط�های فصل این در
و مͬ�دهیم قرار مطالعه مورد RRSS طرح براساس ،(PRHR)متناسب معͺوس خطر نرخ با
به�دست معمولͬ رکوردهای براساس که خود متناظر برآوردگرهای با را حاصل برآوردگرهای
توزیع تابع F٠(t) که مͬ�باشد G(t) = [F٠(t)]θ مدل معادل PRHR مدل مͬ�کنیم. مقایسه آمده�اند
اعتماد قابلیت به که فراوانͬ توجه بدلیل مͬ�باشد. نامعلومͬ پارامتر هر از مستقل که است پایه�
دنبال به مͬ�باشد، مهندسͬ و داروسازی صنعت، در جمله از مختلف علوم در تنش-مقاومت
کمترین با و زمان حداقل در به�طوری�که مͬ�باشیم مشاهدات انتخاب برای مناسب روش�هایͬ
بسیاری PRHR خانواده به�اینͺه توجه با یابیم. دست بالا اعتماد قابلیت با برآوردهایͬ به� هزینه
را R از استنباط�های داریم قصد فصل این در بنابراین مͬ�شود، شامل را عمر طول مدل�های از
معمولͬ رکوردهای از حاصل نتایج با را آمده به�دست نتایج و آوریم به�دست RRSS براساسطرح
مͬ�کنیم. معرفͬ را رکوردی داده�های تولید برای موردنظر طرح دو ٢.۴ بخش در کنیم. مقایسه
و مͬ�آوریم به�دست را بیزی برآوردگر و ͷکلاسی نقطه�ای برآوردگرهای ٣.۴ بخش در و ادامه در

۵٣
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گرفتن درنظر با سپس مͬ�کنیم. بررسͬ اریبͬ و خطا دوم توان معیار طریق از را فوق برآوردگرهای
متناظر برآوردگرهای به نسبت را برآوردگرها کارایͬ Y و X جوامع برای مختلف نمونه اندازه�
بر دقیق و مجانبͬ اطمینان فواصل ۴.۴ بخش در مͬ�کنیم. مقایسه معمولͬ رکوردهای از حاصل
ͷکم به ۵.۴ بخش در و مͬ�گردد محاسبه بوت�استرپͬ اطمینان فاصله چند و محوری کمیت پایه
مقایسه�ای ،(٢٠٠٨) بͺلیزی مقاله براساس و مͬ�شوند مقایسه آمده به�دست فواصل شبیه�سازی
در مͬ�دهیم. انجام معمولͬ رکوردهای و RRSS طرح دو از آمده به�دست اطمینان فواصل بین

مͬ�کنیم. بررسͬ را حاصل نتایج واقعͬ مثال ͷی با ۶.۴ بخش در نهایت

رکوردی داده�های در طرح دو معرفͬ ٢.۴
تنش-مقاومت پارامتر برآورگرهای مقایسه�ی و استنباط بخش این در اصلͬ هدف اینͺه به� توجه با

بͽیرید: درنظر رکوردی داده�های مبحث در را زیر طرح دو لذا است، PRHR مدل در
پارامترهای ترتیببا به ،PRHRتوزیع�های خانواده از مستقل متغیرهایتصادفͬ Y Xو :(R)طرح
تنها رکوردی داده�های و مͬ�شوند انجام دنباله�ای صورت به آزمایش�ها کنید فرض هستند. β و α
X جامعه�ی از نمونه�گیری مͬ�باشند. آماری جامعه�ی تحلیل انجام برای دسترس در مشاهدات
مͬ�شود. متوقف آزمایش آن مشاهده محض به و مͬ�یابد ادامه nام رکورد شدن مشاهده زمان تا
U (R) = (U١, . . . , Un)

⊤ بردار نتیجه در Xاست. جامعه از رکورد نشان�دهنده�یiامین Ui به�طوری�که
در مͬ�یابد. ادامه mام رکورد مشاهده زمان تا Y جامعه از نمونه�گیری همچنین داریم. اختیار در را
عنوان به را S(R) = (S١, . . . , Sm)⊤ آن�گاه باشد، مشاهده�شده رکورد jامین بیان�گر Sj اگر نتیجه،
روش نشان�دهنده�ی (R) نماد که داریم. اختیار در ،Y جامعه رکوردی مقادیر از تصادفͬ بردار

است. مشاهدات جمع�آوری در رکوردی
iام دنباله�ی در آزمایش و بͽیرید نظر در را تصادفͬ متغیرهای از مستقل دنباله� n :(RRSS) طرح
دنباله iامین از رکورد iامین نشان�دهنده�ی Ui,i اگر مͬ�یابد. ادامه رکورد iامین مشاهده�ی زمان تا
همین به مͬ�باشد. X جامعه�ی از مشاهدات بردار U (RRSS) = (U١,١, . . . , Un,n)

⊤ آن�گاه باشد،
دنباله�ای صورت به آزمایش�ها آن�ها از کدام هر در که بͽیرید نظر در را مستقل mدنباله� اگر ترتیب
صورت این در متوقفگردد، آزمایش دنباله jامین از رکورد jامین محضمشاهده به و شود انجام

مͬ�باشد. Y جامعه�ی از دسترس در مشاهدات بردار S(RRSS) = (S١,١, . . . , Sm,m)⊤

PRHR خانواده در R پارامتر نقطه�ای برآوردگرهای ٣.۴
صورت به چͽالͬ تابع و توزیع تابع دارای ترتیب به T پیوسته مطلقاً تصادفͬ متغیر کنید فرض

است. زیر

G(t) = [F٠(t)]θ و g(t) = θf٠(t)[F٠(t)]θ−١,
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مدل به توزیع�ها از خانواده این .θ > ٠ و است θ شͺل پارامتر از مستقل و پایه توزیع تابع F٠(t) که
ترتیب به PRHR مدل از مستقل تصادفͬ متغیر دو Y و X کنید فرض هستند. معروف PRHR
.R = Pr(X < Y ) =

β

α+ β
حالت این در مͬ�شود نتیجه راحتͬ به باشند. β و α پارامترهای با

،U = (U١,١, U٢,٢, · · · , Un,n)
⊤ تصادفͬ مشاهدات بردار u = (u١,١, u٢,٢, · · · , un,n)⊤ فرضکنید

و باشد G(u) = (F٠(u))α تجمعͬ توزیع تابع با PRHR مدل از n اندازه به پایین RRSS ͷی
RRSS ،S = (S١,١, S٢,٢, · · · , Sm,m)⊤ تصادفͬ مشاهدات بردار نیز s = (s١,١, s٢,٢, · · · , sm,m)⊤

بخش این در باشد. G(s) = (F٠(s))β تجمعͬ توزیع تابع با PRHR مدل از m اندازه به پایین
دهیم. ارائه R تنش�-مقاومت پارمتر از استنباط�هایͬ داریم قصد

ماکسیمم درستنمایͬ برآوردگر ١.٣.۴

به�دست را β و αپارمترهایMLEاست لازم ماکسیمم، روشدرستنمایͬ طریق Rاز برآورد برای
مͬ�گردد. محاسبه زیر صورت به درستنمایͬ تابع ،(۶.١) رابطه از استفاده با آوریم.

L(α, β) =

n∏
i=١

{
{− log(F (ui,i)

α)}i−١
(i− ١)! αf(ui,i)

[
F (ui,i)

α−١]}

×
m∏
j=١

{{
− log(F (si,i)

β)
}j−١

(j − ١)! βf(sj,j)
[
F (sj,j)

β−١]} , (١.۴)

صورت به درستنمایͬ تابع لͽاریتم و

ℓ(α, β) =

n∑
i=١

(i− ١) log (−α log (F (ui,i)))− log(

n∏
i=١

(i− ١)!) + n logα+

n∑
i=١

log (f(ui,i))

+ (α− ١)
n∑

i=١
log (F (ui,i)) +

m∑
j=١

(j − ١) log (−β log (F (sj,j)))− log

 m∏
j=١

(j − ١)!


+m log β +
m∑
j=١

log (f(sj,j)) + (β − ١)
m∑
j=١

log (F (sj,j)) .

مͬ�شوند: نتیجه زیر صورت به β و α پارمترهای MLE بنابراین مͬ�باشد،

α̂ML = − N
n∑

i=١
log (F (Ui,i))

, (٢.۴)

و

β̂ML = − M
m∑
j=١

log (F (Sj,j))

, (٣.۴)
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برآوردگرهای پایایͬ ویژگͬ از استفاده با نتیجه در .M =
m(m+ ١)

٢ و N =
n(n+ ١)

٢ آن�ها در که
ماکسیمم درستنمایͬ

R̂ML =
β̂ML

α̂ML + β̂ML

=

(
١+ NH

′
m

MT ′
n

)−١
, (۴.۴)

بحث قبلا́ که همان�طور .H ′
m = −

∑m
j=١ log(F (Sj,j)) و T

′
n = −

∑n
i=١ log(F (Ui,i) به�طوری�که

داد نشان مͬ�توان به�علاوه مͬ�باشند. هم از مستقل تصادفͬ متغیرهای Sj,jها و Ui,iها شده�است
.Ti ∼ Gamma(i, α) عبارتͬ به است؛ گاما توزیع دارای i = ١, . . . , n که Ti = − log(F (Ui,i)) که

بنابراین
T

′
n = −

n∑
i=١

log(F (Ui,i)) ∼ Gamma(N,α), (۵.۴)

مشابه طور به و
H

′
m = −

m∑
j=١

log(F (Sj,j)) ∼ Gamma(M,β). (۶.۴)

مͬ�شود نتیجه به�وضوح (۶.۴) و (۵.۴) رابطه�های از استفاده با

R̂ML
d
=

(
١+ α

β
W

)−١
, (٧.۴)

بͺارگیری با و W توزیع برطبق است. آزادی درجه ٢N و ٢M با به�ترتیب فیشر توزیع دارای W
مͬ�آید. به�دست زیر صورت به R̂ML چͽالͬ تابع تبدیل، روش

fR̂ML
(r) =

Γ(M +N)

Γ(M)Γ(N)

(
Nα

Mβ

)N

rN−١)١− r)M−١
(
١− r

(
١− Nα

Mβ

))−(M+N)

.

(بیلͬ، �مͬ�کنیم محاسبه زیر به�صورت را E(R̂ML) و E(R̂٢
ML) ،V ar(R̂ML) محاسبه برای حال

:(١٩٣۵

E(R̂ML) =

(
Nα

Mβ

)N ( N

N +M

)
٢F١

(
M +N,N + ١,M +N + ١, ١− Nα

Mβ

)
, (٨.۴)

و

E(R̂٢
ML) =

N(N + ١)
(M +N + ١)(M +N)

(
Nα

Mβ

)N

٢F١
(
M +N,N + ٢,M +N + ٢, ١− Nα

Mβ

)
,

(٩.۴)

آورد. به�دست را MSE(R̂ML) مͬ�توان ،V ar(R̂ML) در (٩.۴) و (٨.۴) روابط جایͽذاری با
R مقابل در m و nمختلف ترکیب�های برای R̂ML اریبͬ و MSE مقادیر نمودار ،١.۴ شͺل در

شده�است. رسم
�مͬ�شود: مشاهده زیر نͺات ،١.۴ شͺل برطبق
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R = ٠٫ ۵ حول ترتیب به Bias(R̂ML,R) MSE(R̂ML,R)و نمودارهای ،n = m زمانͬ�که •
صفر برابر R = ٠, ٠٫ ۵, ١ مقادیر برای اریبͬ همچنین هستند. متقارن (٠٫ ۵, ٠) نقطه در و

� ببینید). را (ب) و (الف) (شͺل�های است.

مͬ�باشد. نامتقارن MSE(R̂ML,R) منحنͬ ،n ̸= m زمانͬ�که (پ) قسمت نمودار طبق بر •
به�علاوه، مͬ�باشد. چپ به چوله n > m زمانͬ�که و راست به چوله منحنͬ ،n < m زمانͬ�که
.n ̸= m که مͬ�باشد حالتͬ از کم�تر معنͬ�داری MSE(R̂ML;R)به�طور ،n = m حالتͬ�که در

مͬ�کنیم مشاهده و مͬ�یابد کاهش MSE(R̂ML,R) مͬ�یبد، افزایش نمونه اندازه زمانͬ�که •
مͬ�باشد. MSE(R̂ML,R) کننده ماکسیمم Rmax آن در که ،Rmax ∝ n

n+m
که

نمونه�گیری طرح دو از MLحاصل برآودگر مقایسه�ی

با لذا ندارد. ͬͽبست F٠ پایه توزیع به MSE(R̂ML,R) (٩.۴)،توزیع و (٨.۴) رابطه به توجه با
توزیع تابع و چͽالͬ تابع با ترتیب به تعمیم�یافته نمایͬ توزیع گرفتن نظر در

f٠(t; θ) = θe−t(١− e−t)θ−١, (١٠.۴)

و

F٠(t; θ) = (١− e−t)θ t > ٠, (١١.۴)

در شده معرفͬ طرح دو از آمده به�دست ML برآوردگرهای ،PRHR خانواده از توزیعͬ عنوان به
مͬ�کنیم. مقایسه نسبͬ کارایͬ معیار از استفاده با را ٢.۴ بخش

e
(
R̂(RRSS)

ML , R̂(R)
ML

)
=

MSE
(
R̂(R)

ML,R
)

MSE
(
R̂(RRSS)

ML ,R
) . (١٢.۴)

برابر اندازه با نمونه�هایͬ گرفتن نظر در با ماکسیمم درستنمایͬ برآوردگرهای نسبͬ کارایͬ نمودار
نمایش ٢.۴ شͺل در (n,m)مختلف ترکیب�های برای و (١٢.۴) رابطه به توجه با طرح، دو برای
کارایͬ ،(n,m)مختلف ترکیب�های برای مͬ�شود، ملاحظه ،٢.۴ شͺل به توجه با شده�است. داده
رکوردهای از آمده به�دست متناظر برآورگر از بهتر RRSS طرح از آمده MLبه�دست� برآوردگر نسبͬ
R̂(RRSS)

ML کارایͬ نمونه حجم افزایش با مͬ�شود مشاهده فوق، نمودار به توجه با است. معمولͬ
است. R̂(R)

ML از بهتر معنͬ�داری به�طور
در با را (١٢.۴) نسبͬ کارایͬ نمودار برآوردگرها، این مقایسه مورد در بیشتر تمرکز برای همچنین
R = ٠٫ ۵, ٠٫ ٩۵ ازای به و داده�شده n = m = ٢, · · · ,۵ برای n′

= m
′
= ٢, · · · , ١۵ گرفتن نظر

نمودیم. رسم ٣.۴ شͺل در
نسبͬ کارایͬ ،n′

= m
′ ≤ N =M زمانͬ�که مͬ�شود، مشاهده آسانͬ به� ،٣.۴ شͺل به توجه با

ماکسیمم درستنمایͬ برآوردگر m′ ≤ M و n′ ≤ N زمانͬ�که واضح، به�طور است. ͷی از بزرگتر
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(١٢.۴) رابطه براساس R̂ML نسبͬ کارایͬ نمودار :٣.۴ شͺل

(یا n = m = ۴ به�ازای مثال، عنوان به است. معمولͬ رکوردهای از بهتر RRSS طرح براساس
n

′
= m

′
= ٨ به�ازای R̂(R)

ML برآوردگر از کاراتر R̂(RRSS)
ML برآوردگر ،(N = M = ١٠ معادل به�طور

مͬ�باشد.



متناسب معͺوس خطر نرخ خانواده در نمونه�گیری طرح دو براساس R مقایسه� ۶٠

UMV U برآودگر ٢.٣.۴
RRSS طرح براساس را R پارامتر UMV U برآورگر PRHR مدل گرفتن نظر در با بخش این در
ͬͽبست پایه توزیع به R̂ML توزیع مͬ�کنیم مشاهده ،(٧.۴) رابطه به مراجعه با مͬ�آوریم. به�دست
PRHR مدل گرفتن درنظر با که مͬ�شود نتیجه دوم فصل از ٣.٢.٢ قضیه به توجه با بنابراین ندارد،

مͬ�آید. به�دست زیر به�صورت R̂UMV U برای مشابه نتایجͬ

R̂UMV U =



M−١∑
s=٠

(
M−١
s

)(
N+s−١

s

) (−١− R̂ML

R̂ML

M

N

)s

, R̂ML <
M

M +N
,

١−
N−١∑
s=٠

(
N−١
s

)(
M+s−١

s

) (− R̂ML

١− R̂ML

N

M

)s

, R̂ML ≥ M

M +N
.

(١٣.۴)

نمونه�گیری طرح دو از حاصل UMV U برآودگر مقایسه�ی

با لذا شده�است. بیان (١٣.۴) رابطه در R̂ML از تابعͬ صورت به R پارامتر UMV U برآوردگر
مقایسه برای بنابراین ندارد. ͬͽبست Y و X پایه توزیع به V ar(R̂UMV U ) ،(٧.۴) رابطه به توجه

به توجه با طرح دو از آمده به�دست UMV U برآوردگرهای

e
(
R̂(RRSS)

UMV U , R̂
(R)
UMV U

)
=
V ar(R̂(R)

UMV U )

V ar(R̂(RRSS)
UMV U )

.

توزیعͬ به�عنوان (١١.۴) و (١٠.۴) روابط طبق بر تعمیم�یافته نمایͬ توزیع گرفتن درنظر با و
رسم ،۴.۴ شͺل در R مقابل در را فوق برآورگرهای نسبͬ کارایͬ نمودار ،PRHR خانواده�ی از

نمودیم.
گرفته نظر در (n,m) مختلف ترکیب�های تمام برای مͬ�شود مشاهده ،۴.۴ شͺل به توجه با
به�دست متناظر برآوردگر از بهتر RRSS طرح از آمده به�دست UMV U برآوردگر نسبͬ کارایͬ شده،

است. معمولͬ رکوردهای از آمده
و n = m = ٢, · · · ,۵ برای (؟؟)، رابطه براساس نسبͬ کارایͬ مقادیر ،ML برآوردگر همانند

شده�است رسم ۵.۴ شͺل در n′
= m

′
= ٢, · · · , ١۵

نمونه مشاهدات تعداد زمانͬ�که R̂(R)
UMV U عملͺرد مͬ�شود مشاهده ،۵.۴ شͺل به توجه با

اقتصادی نظر از موضوع این که است R̂(RRSS)
UMV U از بهتر ،(m′

> M و n′
> N ) مͬ�یابد افزایش

مͬ�باشد. کاراتری برآوردگر R̂(RRSS)
UMV U برآوردگر بنابراین نمͬ�باشد. به�صرفه مقرون

بیزی برآوردگر ٣.٣.۴
پیشین توزیع دارای β و α فرضاین�که با را تنش-مقاومت پارامتر بیزی استنباط�های بخش، این در
β ∼ Gamma(λ٢, µ٢) و α ∼ Gamma(λ١, µ١) به�طوری�که مͬ�دهیم، قرار بررسͬ مورد باشند گاما



۶١ PRHR خانواده در R پارامتر نقطه�ای برآوردگرهای
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(؟؟) براساس R̂UMV U نسبͬ کارایͬ :۵.۴ شͺل

مͬ�شود نتیجه زیر صورت به β و α پسین توزیع بنابراین

α|r ∼ Gamma
(
λ١ +N,µ١ + t

′
n

)
, (١۴.۴)

و

β|s ∼ Gamma
(
λ٢ +M,µ٢ + h

′
m

)
, (١۵.۴)



متناسب معͺوس خطر نرخ خانواده در نمونه�گیری طرح دو براساس R مقایسه� ۶٢

(۶.۴) و (۵.۴) روابط در ترتیب به H ′
mو T

′
n تصادفͬ متغیرهای مشاهده�شده مقادیر h

′
m و t′n که

مͬ�آید به�دست زیر صورت به R پسین توزیع ،β و α استقلال فرض با مͬ��باشند.

fR|(R,S)(r) =
Γ(λ١ + λ٢ +N +M)

Γ(λ١ +N)Γ(λ٢ +M)

(
µ٢ +H

′
m

µ١ + T ′
n

)λ٢+M
rλ٢+M−١)١− r)λ١+N−١(

١− r(١− µ٢ +H
′
m

µ١ + T ′
n

)

)λ١+λ٢+N+M
.

(١۶.۴)

١ برگر و (کسلا است. زیر صورت به خطا دوم درجه زیان تحت R بیزی برآوردگر همچنین و
.(١٩٩٠

R̂B =

∫ ١
٠ rfR|(R,S)(r)dr =

λ٢ +M

λ١ + λ٢ +N +M

(
µ٢ +H

′
m

µ١ + T ′
n

)λ٢+M

× ٢F١
(
λ١ + λ٢ +N +M,λ٢ +M + ١, λ١ + λ٢ +N +M + ١, (١− µ٢ +H

′
m

µ١ + T ′
n

)

)
.

نمونه�گیری طرح دو از حاصل بیزی برآودگر مقایسه�ی

انتخابتوزیع به ͬͽبستMSE(R̂B,R) که داد نشان مͬ�توان آسانͬ به� ،(١۶.۴) رابطه از استفاده با
برآوردگرهای یافته تعیمیم نمایͬ توزیع گرفتن درنظر با دیͽر بار ندارد. Y و X توابع برای پایه

مͬ�کنیم. مقایسه را طرح دو از آمده به�دست بیز

e
(
R̂(RRSS)

B , R̂(R)
B

)
=

MSE
(
R̂(R)

B ,R
)

MSE
(
R̂(RRSS)

B ,R
) .

رسم ۶.۴ شͺل در طرح، دو براساس آمده به�دست بیز برآوردگرهای نسبͬ کارایͬ مقادیر
شده�است.

e
(
R̂(RRSS)

B , R̂(R)
B

)
> ،n′

= m
′ ≤ N =M زمانͬ�که مͬ�شود مشاهده ،۶.۴ شͺل به توجه با

مͬ�باشد. R̂(R)
B برآوردگر از بهتر R̂(RRSS)

B برآوردگر نسبͬ کارایͬ بنابراین، .١

PRHP خانواده در R فاصله�ای�پارامتر برآوردگرهای ۴.۴
مͬ�دهیم. ارائه R برای اطمینان فاصله چند بخش، این در

١Casella and Berger



۶٣ PRHP خانواده در R فاصله�ای�پارامتر برآوردگرهای
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طرح دو براساس R̂B نسبͬ کارایͬ نمودار :۶.۴ شͺل

محور براساسکمیت اطمینان فاصله� ١.۴.۴

صورت برایRبه ١٠٠(١−γ)٪ Wفاصله�اطمینان =
βNH

′
m

αMT ′
n

فرض با و (٧.۴) رابطه از استفاده با
مͬ�آید: به�دست زیر

١+ ١− R̂ML

R̂ML

F١−γ٢ (٢M,٢N)

−١
,

١+ ١− R̂ML

R̂ML

Fγ

٢ (٢M,٢N)

−١ ,
است. آزادی درجه ٢N و ٢M با به�ترتیب F توزیع γام چندک ،F٢M,٢N)(γ) آن در که

مجانبͬ اطمینان فاصله� ٢.۴.۴

اگر آوریم. به�دست R̂ML براساس R برای مجانبͬ فاصله�اطمینان ͷی مͬ�خواهیم بخش این در
این�صورت در ،n,m → ∞ که به�طوری باشد بزرگ کافͬ اندازه به مشاهدات تعداد کنید فرض
توزیع در همͽرایͬ نماد ( d−→) آن در که (β̂ML − β)

d−→ N(٠, σ٢٢) و (α̂ML − α)
d−→ N(٠, σ٢١ )

�مͬ�گردد. محاسبه زیر صورت به و است مجانبͬ واریانس σ٢٢ و σ٢١ و است

σ٢١ = −١/E
(
∂٢
∂α٢ logL(α,U)

)

σ٢٢ = −١/E
(
∂٢
∂β٢ logL(β,S)

)



متناسب معͺوس خطر نرخ خانواده در نمونه�گیری طرح دو براساس R مقایسه� ۶۴

فرض .σ٢٢ =
β٢
M

و σ٢١ =
α٢
N

که مͬ�دهیم نشان آسانͬ به شده�است. ارائه (١.۴) رابطه در L که

داریم بنابراین p ∈ (٠, ١) آن در که ، M
N

−→ p به�طوری�که باشد، بزرگ کافͬ اندازه به m و n کنید

√
N

 α̂− α

β̂ − β

 d−→ N٢


 ٠

٠
 ,

 α٢ ٠
٠ β٢

p


 .

را ۵-۶ صفحه (٢٠٠۶) (واسرمن٢ دلتا روش از استفاده با و h(t١, t٢) =
t٢

t١ + t٢
فرض با

داریم ببینید.)

(R̂ML −R)
d−→ N(٠, σ٢),

که

σ =
αβ

(α+ β)٢

√ ١
N

(١+ ١
p
), (١٧.۴)

١٠٠(١−γ)٪ مجانبͬ فاصله�اطمینان ،٣ͬͺاسلاتس قضیه بردن به�کار با و مجانبͬ نتایج این براساس
مͬ�شود نتیجه زیر صورت به R برای

(R̂ML − Z١−γ٢
σ̂, R̂ML + Z١−γ٢

σ̂).

α به�جای به�ترتیب β̂ML و α̂ML جایͽذاری با σ̂ و است استاندارد نرمال توزیع γ چندک ،Zγ که
مͬ�آید. به�دست (١٧.۴) در β و

بیزی معتبر فواصل ٣.۴.۴

فاصله� (µ١ + T
′
n)(λ٢ +M)α

(µ٢ +H ′
m)(λ١ +N))β

|(r, s) ∼ F
(٢(λ١ +N),٢(λ٢ +M)

) واقعیتکه این از استفاده با
مͬ�آید. به�دست زیر به�صورت R برای ١)١٠٠− γ)٪ بیزی ۴ γ٢−AF١+١)معتبر

)−١, (١+AFγ

٢
)−١


.A =

(
µ٢ +H

′
m

µ١ + T ′
n

)(
λ١ +N

λ٢ +M

)
که

ارائه (١٩٩٩) شائو۶ و چن توسط که (MCMC) کارلو۵ مونت مارکوف زنجیر روش طریق از
مͬ�آوریم. به�دست را R برای HPD فاصله ،١.٣.٣ لم از استفاده با و شده�است

٢Wassserman
٣Slutsky
۴Credible interval
۵Monte Carlo Markov Chain
۶Chen and Shao



۶۵ شبیه�سازی ͷکم به برآوردگرها مقایسه�ی

بوت�استرپ اطمینان فواصل ۴.۴.۴
بخش این فرآیندهای تمام بدانید است لازم مͬ�دهیم. ارائه را بوت�استرپͬ فاصله بخشچند این در
در بنابراین شده�است. داده (۶.۴) و (۵.۴) روابط در به�ترتیب که� مͬ�باشند H ′

m و T ′
n به ͬͽبست

-t و صدکͬ بوت�استرپ فواصل و مͬ�نماییم استفاده پارامتری بوت�استرپ روش از بخش این
توضیح زیر گام�های بوت�استرپتحت فرآیند مͬ�آوریم. به�دست را پایه بوت�استرپ و بوت�استرپ

�شده�است. داده
نظرگرفتن در با ،(٧.۴) و (۶.۴) ،(۵.۴) روابط از استفاده با ترتیب به را R̂ML و β̂ ،α̂ .١ گام
و i = ١, . . . , n ،Gamma(i, α) توزیع�های از ترتیب به sj ،ui مستقل مشاهده�شده نمونه�های

�مͬ�کنیم. محاسبه j = ١, . . . ,m ،Gamma(j, β)
R̂∗

ML همچنین و β̂∗ ،α̂∗ محاسبه به�منظور را s∗j ∼ Gamma(j, β̂) و u∗i ∼ Gamma(i, α̂) .٢ گام
مͬ�کنیم. تولید

مͬ�کنیم. تͺرار R̂∗
(B)ML محاسبه برای (b = ١, . . . , B) بار B را ٢ مرحله .٣ گام

σ مجانبͬ معیار انحراف براساس استرپ t-بوت

و α̂∗ جایͽذاری با به�ترتیب (١٧.۴) رابطه در σ̂∗ به�دست�آوردن برای بار b = ١ . . . , B را ٢ گام
که Z∗ = (Z∗

(١), . . . , Z∗
(B))

⊤ کنید فرض .β̂ و α̂ به�جای β̂∗

z∗(b) =
R̂∗

(b)ML − R̂ML

σ̂∗(b)
, b = ١, . . . , B

است: زیر به�صورت R برای ١)١٠٠− γ)٪ t-بوت�استرپ اطمینان بازه این�صورت R̂MLدر − z∗١−γ٢
σ̂, R̂ML − z∗γ

٢
σ̂

 .

مͬ�باشد. Z∗ γام چندک Z∗
γ که

t-بوت�استرپ فاصله�اطمینان همچنین و پایه و بوت�استرپصدکͬ اطمینان فواصل محاسبه برای
نمایید. مراجعه دوم فصل از ٢.٣.٢ بخش به واریانس بوت�استرپͬ برآورد براساس

شبیه�سازی ͷکم به برآوردگرها مقایسه�ی ۵.۴
بدین�منظور مͬ�گردد. مقایسه شبیه�سازی طریق از به�دستآمده فواصل�اطمینان بخشعملͺرد این در
Rدر = (٠٫ ١, ٠٫ ٣, ٠٫ ۵, ٠٫ ٧, ٠٫ ٩) و β = ٠٫ فرض٣ mبا = ٣,۵,٧ و n = ترکیب�هایمختلف٧,۵,٣ تمام
واریانس برآورد برای �است. شده شبیه�سازی نمونه ١٠٠٠٠ ترکیب هر برای شده�است. گرفته نظر
Gamma(٢,۴)پیشین توزیع همچنین شده�است. گرفته� ′Bدرنظر

= ٢۵ Bو = ١٠٠٠ بوت�استرپͬ،



متناسب معͺوس خطر نرخ خانواده در نمونه�گیری طرح دو براساس R مقایسه� ۶۶

در شبیه�سازی نتایج که به�دست�آورده�ایم را زیر فواصل�اطمینان شده�است. انتخاب� β و α برای
شده�است. ارائه ۴.۴ تا ١.۴ جدول�های

صدکͬ بوت�استرپ فاصله�اطمینان :Perc
σ مجانبͬ معیار انحراف براساس t-بوت�استرپ فاصله�اطمینان :Boot− t١

بوت�استرپͬ واریانس برآورد براساس t-بوت�استرپ فاصله�اطمینان :Boot− t٢
پایه بوت�استرپ فاصله�اطمینان :Basic

کمیت�محور براساس فاصله�اطمینان :MLE

مجانبͬ فاصله�اطمینان :AMLE

بیزی فاصله�اطمینان :Bayes
HPD تقریبͬ فاصله :HPD

مͬ�شود مشاهده� زیر نͺات ،۴.۴ تا ١.۴ جدول�های از آمده به�دست نتایج طبق بر

اندازه افزایش با فاصله�اطمینان طول میانͽین و پوشش سطح داشتیم انتظار که همان�طور •
مͬ�یابد. کاهش نمونه�

برای و مͬ�باشد R = ٠٫ ۵ در فاصله�اطمینان طول میانͽین مقدار ماکسیمم که است واضح •
٣.۴ بخش در آمده به�دست نتایج با شبیه�سازی نتایج که مͬ�یابد کاهش R فرین مقادیر

دارد. مطابقت

فاصله�اطمینان از بهتر بزرگ نمونه�های اندازه� برای بخصوص Boot − t١ فاصله�اطمینان •
مͬ�کند. عمل Boot− t٢

بوت�استرپ فاصله�اطمینان و براساسکمیتمحور به�دستآمده پوششفاصله�اطمینان سطح •
،EL معیار براساس وجود، این با مͬ�باشد. γ اطمینان سطح به ͷنزدی بسیار صدکͬ
دو گرفتن نظر در با نهایت مͬ�کند.در عمل فواصل سایر از بهتر مجانبͬ فاصله�اطمینان
بوت�استرپ فاصله�اطمینان مͬ�شود مشاهده طول، میانͽین و پوشش سطح یعنͬ معیار

مͬ�باشند. بهتر محور کمیت براساس دقیق فاصله�اطمینان و صدکͬ

مͬ�کند. رفتار بیزی معتبر فاصله از بهتر HPD فاصله داشتیم انتظار که همان�طور •

سطح γ = ٠٫ ١ زمانͬ�که مͬ�شود مشاهده ،٠.١ و ٠.٠۵ اطمینان سطح گرفتن نظر در با •
.γ = ٠٫ ٠۵ که مͬ�باشد زمانͬ از کمتر فاصله�اطمینان طول میانͽین و پوشش

طرح دو از حاصل فاصله�ای مقایسه�برآوردگرهای ١.۵.۴
معمولͬ رکوردهای رکوردها، معͺوس نمونه�گیری روش براساس همͺاران(٢٠١۶)، و صالحͬ
مقایسه� مͬ�کرد پیروی متناسب خطر نرخ الͽوی از آماری جامعه�ی توزیع زمانͬ�که را RRSS و
میانͽین معیار براساس را پارامتری ͷی نمایͬ توزیع مقیاس پارامتر برآوردگر چند آن�ها نمودند.



۶٧ شبیه�سازی ͷکم به برآوردگرها مقایسه�ی

.γ = ٠٫ ٠۵ به�ازای R برای EL و CP :١.۴ جدول
Basic Boot − t٢ Boot − t١ perc

EL CP EL CP EL CP EL CP m n R ردیف
٠.٢۴٣ ٠.٨٢۶ ٠.٢١٨ ٠.٨٨١ ٠.٢٠١ ٠.٨۴٣ ٠.٢۴۴ ٠.٩۴٧ ٣ ٣ ٠.١ ١
٠.١٧۶ ٠.٨۴٠ ٠.١٧٣ ٠.٨۴۶ ٠.١۶٧ ٠.٨٢٣ ٠.١٧۶ ٠.٩٣٧ ۵ ٣ ٠.١ ٢
٠.١۵۵ ٠.٨۴١ ٠.١۶١ ٠.٨٢٩ ٠.١۵۶ ٠.٨١١ ٠.١۵۶ ٠.٩٢٢ ٧ ٣ ٠.١ ٣
٠.٢١۶ ٠.٨۶۶ ٠.٢١٠ ٠.٩٣٠ ٠.١٩۴ ٠.٩٠١ ٠.٢١٧ ٠.٩٣٩ ٣ ۵ ٠.١ ۴
٠.١٣٩ ٠.٨٨۶ ٠.١۵۵ ٠.٩٠٨ ٠.١۴٧ ٠.٨٩٢ ٠.١۴٠ ٠.٩۴٩ ۵ ۵ ٠.١ ۵
٠.١١۶ ٠.٨٩١ ٠.١٣۴ ٠.٨٩۶ ٠.١٢٧ ٠.٨٨۵ ٠.١١۶ ٠.٩۴۵ ٧ ۵ ٠.١ ۶
٠.٢٠۵ ٠.٨٧٧ ٠.٢٠٣ ٠.٩۴۴ ٠.١٨۶ ٠.٩١٧ ٠.٢٠۶ ٠.٩٢٩ ٣ ٧ ٠.١ ٧
٠.١٢٣ ٠.٨٩٣ ٠.١٣٢ ٠.٩٢٨ ٠.١٢٣ ٠.٩١٠ ٠.١٢۴ ٠.٩۴٩ ۵ ٧ ٠.١ ٨
٠.٠٩٨ ٠.٩٠۴ ٠.١٠٧ ٠.٩٢٣ ٠.١٠١ ٠.٩٠٧ ٠.٠٩٨ ٠.٩۴٩ ٧ ٧ ٠.١ ٩
٠.۴۴٧ ٠.٨٢١ ٠.۵٣٩ ٠.٩٠٧ ٠.۵٣٢ ٠.٨٨٣ ٠.۴۴٩ ٠.٩۴٧ ٣ ٣ ٠.٣ ١٠
٠.٣۶۴ ٠.٨۴۵ ٠.۴۵١ ٠.٨٨٢ ٠.۴۴۵ ٠.٨۶٩ ٠.٣۶۶ ٠.٩٣٧ ۵ ٣ ٠.٣ ١١
٠.٣٣۶ ٠.٨۵۴ ٠.۴٢۴ ٠.٨۶۴ ٠.۴١٨ ٠.٨۵۴ ٠.٣٣٧ ٠.٩٢٣ ٧ ٣ ٠.٣ ١٢
٠.٣٩٨ ٠.٨۶۶ ٠.۴٧۵ ٠.٩٣١ ٠.۴۶٠ ٠.٩١٧ ٠.٣٩٩ ٠.٩٣٩ ٣ ۵ ٠.٣ ١٣
٠.٢٩٣ ٠.٨٩۴ ٠.٣۴٠ ٠.٩٣٠ ٠.٣٢٩ ٠.٩١٨ ٠.٢٩۴ ٠.٩۴٩ ۵ ۵ ٠.٣ ١۴
٠.٢۵۴ ٠.٩٠٢ ٠.٢٩۵ ٠.٩٢١ ٠.٢٨۵ ٠.٩١١ ٠.٢۵۵ ٠.٩۴۵ ٧ ۵ ٠.٣ ١۵
٠.٣٧٨ ٠.٨٧۴ ٠.۴۴١ ٠.٩٣٠ ٠.۴٢١ ٠.٩١٨ ٠.٣٨٠ ٠.٩٢٨ ٣ ٧ ٠.٣ ١۶
٠.٢۶١ ٠.٩٠٢ ٠.٢٩٢ ٠.٩۴١ ٠.٢٨٠ ٠.٩٢٩ ٠.٢۶٣ ٠.٩۴٩ ۵ ٧ ٠.٣ ١٧
٠.٢١۶ ٠.٩١۴ ٠.٢۴٠ ٠.٩٣٧ ٠.٢٣٠ ٠.٩٢٧ ٠.٢١٧ ٠.٩۴٩ ٧ ٧ ٠.٣ ١٨
٠.۴٩٩ ٠.٨١٩ ٠.۶۵٠ ٠.٩١٠ ٠.۶۵٧ ٠.٨٩٣ ٠.۵٠١ ٠.٩۴٧ ٣ ٣ ٠.۵ ١٩
٠.۴٣١ ٠.٨۵٠ ٠.۵۴٩ ٠.٩٠٩ ٠.۵۴٢ ٠.٨٩٧ ٠.۴٣٣ ٠.٩٣٧ ۵ ٣ ٠.۵ ٢٠
٠.۴٠۶ ٠.٨۵٧ ٠.۵١۴ ٠.٨٩٨ ٠.۵٠٢ ٠.٨٩١ ٠.۴٠٧ ٠.٩٢٢ ٧ ٣ ٠.۵ ٢١
٠.۴٣٢ ٠.٨۵٩ ٠.۵۴٩ ٠.٩١۵ ٠.۵۴٣ ٠.٩٠٣ ٠.۴٣٣ ٠.٩٣٩ ٣ ۵ ٠.۵ ٢٢
٠.٣٣٨ ٠.٨٩٢ ٠.٣٩۶ ٠.٩٣٣ ٠.٣٨۵ ٠.٩٢٣ ٠.٣٣٩ ٠.٩۴٩ ۵ ۵ ٠.۵ ٢٣
٠.٣٠٠ ٠.٩٠۵ ٠.٣۴۴ ٠.٩٣٨ ٠.٣٣٣ ٠.٩٢٩ ٠.٣٠١ ٠.٩۴۶ ٧ ۵ ٠.۵ ٢۴
٠.۴٠۶ ٠.٨۶۴ ٠.۵١٣ ٠.٩٠۴ ٠.۵٠٢ ٠.٨٩۶ ٠.۴٠٨ ٠.٩٢٨ ٣ ٧ ٠.۵ ٢۵
٠.٣٠٠ ٠.٩٠۶ ٠.٣۴٣ ٠.٩٣۶ ٠.٣٣٢ ٠.٩٢٨ ٠.٣٠١ ٠.٩۴٩ ۵ ٧ ٠.۵ ٢۶
٠.٢۵٣ ٠.٩١٧ ٠.٢٨٢ ٠.٩۴٣ ٠.٢٧٢ ٠.٩٣۴ ٠.٢۵۴ ٠.٩۴٩ ٧ ٧ ٠.۵ ٢٧
٠.۴۴۵ ٠.٨٢٢ ٠.۵٣٨ ٠.٩٠٧ ٠.۵٣٠ ٠.٨٨۴ ٠.۴۴٧ ٠.٩۴٧ ٣ ٣ ٠.٧ ٢٨
٠.٣٩٧ ٠.٨۵٧ ٠.۴٧۴ ٠.٩٢۵ ٠.۴۵٩ ٠.٩٠٧ ٠.٣٩٩ ٠.٩٣٧ ۵ ٣ ٠.٧ ٢٩
٠.٣٧٨ ٠.٨٧١ ٠.۴۴٢ ٠.٩٢۶ ٠.۴٢٢ ٠.٩١٢ ٠.٣٨٠ ٠.٩٢٣ ٧ ٣ ٠.٧ ٣٠
٠.٣۶۴ ٠.٨۵٢ ٠.۴۵٠ ٠.٨٨۵ ٠.۴۴۴ ٠.٨٧٠ ٠.٣۶۵ ٠.٩٣٩ ٣ ۵ ٠.٧ ٣١
٠.٢٩٣ ٠.٨٨٩ ٠.٣٣٩ ٠.٩٢٨ ٠.٣٢٨ ٠.٩١۶ ٠.٢٩۴ ٠.٩۴٩ ۵ ۵ ٠.٧ ٣٢
٠.٢۶٢ ٠.٩١٠ ٠.٢٩٣ ٠.٩۴٢ ٠.٢٨٠ ٠.٩٣١ ٠.٢۶٣ ٠.٩۴۵ ٧ ۵ ٠.٧ ٣٣
٠.٣٣۶ ٠.٨۶۵ ٠.۴٢۴ ٠.٨٧۵ ٠.۴١٨ ٠.٨۶۶ ٠.٣٣٨ ٠.٩٢٨ ٣ ٧ ٠.٧ ٣۴
٠.٢۵۵ ٠.٩٠٢ ٠.٢٩۵ ٠.٩٢۴ ٠.٢٨۴ ٠.٩١٣ ٠.٢۵۶ ٠.٩۴٩ ۵ ٧ ٠.٧ ٣۵
٠.٢١۶ ٠.٩١۵ ٠.٢۴٠ ٠.٩۴١ ٠.٢٣٠ ٠.٩٣٠ ٠.٢١٧ ٠.٩۴٩ ٧ ٧ ٠.٧ ٣۶
٠.٢۴١ ٠.٨٢٢ ٠.٢١٧ ٠.٨٨٠ ٠.٢٠١ ٠.٨۴٠ ٠.٢۴٣ ٠.٩۴٧ ٣ ٣ ٠.٩ ٣٧
٠.٢١۵ ٠.٨۵٨ ٠.٢١٠ ٠.٩٢۵ ٠.١٩۴ ٠.٨٩٢ ٠.٢١۶ ٠.٩٣٧ ۵ ٣ ٠.٩ ٣٨
٠.٢٠۵ ٠.٨٧۴ ٠.٢٠۴ ٠.٩۴٣ ٠.١٨٧ ٠.٩١۵ ٠.٢٠۶ ٠.٩٢٢ ٧ ٣ ٠.٩ ٣٩
٠.١٧۵ ٠.٨٣٩ ٠.١٧٣ ٠.٨۴٨ ٠.١۶۶ ٠.٨٢٧ ٠.١٧۶ ٠.٩٣٩ ٣ ۵ ٠.٩ ۴٠
٠.١٣٩ ٠.٨٧٨ ٠.١۵۵ ٠.٩٠٨ ٠.١۴٧ ٠.٨٨٨ ٠.١۴٠ ٠.٩۴٩ ۵ ۵ ٠.٩ ۴١
٠.١٢۴ ٠.٩٠١ ٠.١٣٢ ٠.٩٣۵ ٠.١٢۴ ٠.٩٢٠ ٠.١٢۵ ٠.٩۴۵ ٧ ۵ ٠.٩ ۴٢
٠.١۵۶ ٠.٨۵٠ ٠.١۶١ ٠.٨٣٩ ٠.١۵٧ ٠.٨٢١ ٠.١۵۶ ٠.٩٢٨ ٣ ٧ ٠.٩ ۴٣
٠.١١۶ ٠.٨٩۶ ٠.١٣۴ ٠.٩٠٢ ٠.١٢٧ ٠.٨٨٩ ٠.١١٧ ٠.٩۴٩ ۵ ٧ ٠.٩ ۴۴
٠.٠٩٨ ٠.٩٠٧ ٠.١٠٧ ٠.٩٢۵ ٠.١٠١ ٠.٩١٣ ٠.٠٩٩ ٠.٩۴٩ ٧ ٧ ٠.٩ ۴۵

نتیجه این به معیار هردو از و نمودند مقایسه ͬͺنزدی پیتمن- شاخص هم�چنین و خطا دوم توان
دارد. معمولͬ رکوردهای به نسبت کاراتری برآوردگر RRSS طرح که رسیدند

براساسمقادیر را تنش-مقاومت اعتماد قابلیت بیزی و درستنمایͬ برآوردهای ،(٢٠٠٨) بͺلیزی
به�دست را تقریبͬ و دقیق اطمینان فواصل او نمود. بررسͬ یافته تعمیم نمایͬ توزیع از پایین رکورد
نمایͬ توزیع این�که به توجه با نمود. مطالعه شبیه�سازی طریق از را فوق فواصل عملͺرد و آورد
به اطمینان فواصل داریم قصد بخش این در بنابراین، مͬ�باشد، PRHR خانواده جزء یافته تعمیم
طرح براساس آمده به�دست متناظر فواصل با را (٢٠٠٨) بͺلیزی ٢ ١و جدول�های در دست�آمده



متناسب معͺوس خطر نرخ خانواده در نمونه�گیری طرح دو براساس R مقایسه� ۶٨

ادامه :٢.۴ جدول
HPD Bayes AMLE MLE

EL CP EL CP EL CP EL CP m n R ردیف
٠.٢٩٣ ٠.٨۵٣ ٠.٣٠٨ ٠.٧٧٣ ٠.١۴۴ ٠.٧٨٧ ٠.٢۴۴ ٠.٩۴٩ ٣ ٣ ٠.١ ١
٠.٢۴٠ ٠.٨۶٠ ٠.٢۵۵ ٠.٧۵٨ ٠.٠٨٠ ٠.۶٢۴ ٠.١٧٧ ٠.٩٣٨ ۵ ٣ ٠.١ ٢
٠.٢١٩ ٠.٨۵٧ ٠.٢٣٣ ٠.٧۴٩ ٠.٠۶٠ ٠.۵٣٣ ٠.١۵۶ ٠.٩٢٢ ٧ ٣ ٠.١ ٣
٠.٢١٢ ٠.٩٠۶ ٠.٢٢١ ٠.٨۶٧ ٠.٠٩٩ ٠.٧١٠ ٠.٢١٧ ٠.٩۴٠ ٣ ۵ ٠.١ ۴
٠.١۶٠ ٠.٩٠٠ ٠.١۶۶ ٠.٨۵۶ ٠.٠۶٣ ٠.۶۴٨ ٠.١۴٠ ٠.٩۵١ ۵ ۵ ٠.١ ۵
٠.١٣٨ ٠.٩٠٣ ٠.١۴۴ ٠.٨۵۶ ٠.٠۴۴ ٠.۵۵٣ ٠.١١۶ ٠.٩۴٧ ٧ ۵ ٠.١ ۶
٠.١٨٣ ٠.٩٢۴ ٠.١٨٨ ٠.٩٠۴ ٠.٠٧٩ ٠.۶۴۵ ٠.٢٠۶ ٠.٩٢٨ ٣ ٧ ٠.١ ٧
٠.١٣٠ ٠.٩١٧ ٠.١٣٣ ٠.٩٠۵ ٠.٠۴٧ ٠.۵٧٢ ٠.١٢۴ ٠.٩۴٩ ۵ ٧ ٠.١ ٨
٠.١٠٧ ٠.٩٢٧ ٠.١١١ ٠.٨٩۴ ٠.٠٣٧ ٠.۵۵٣ ٠.٠٩٩ ٠.٩۵٠ ٧ ٧ ٠.١ ٩
٠.۴٠٣ ٠.٩٣٩ ٠.۴١۴ ٠.٩۵۴ ٠.٢۶۴ ٠.٧٠٨ ٠.۴۴٩ ٠.٩۴٩ ٣ ٣ ٠.٣ ١٠
٠.٣۴۵ ٠.٩۵٧ ٠.٣۵۶ ٠.٩۶١ ٠.١۶۶ ٠.۵٨۶ ٠.٣۶۶ ٠.٩٣٨ ۵ ٣ ٠.٣ ١١
٠.٣٢٠ ٠.٩۶٣ ٠.٣٣١ ٠.٩٧١ ٠.١٢٩ ٠.۵١١ ٠.٣٣٧ ٠.٩٢٢ ٧ ٣ ٠.٣ ١٢
٠.٣۴٩ ٠.٩٢٧ ٠.٣۵۶ ٠.٩۴۵ ٠.١٨١ ٠.۶٢۶ ٠.۴٠٠ ٠.٩۴٠ ٣ ۵ ٠.٣ ١٣
٠.٢٧٨ ٠.٩۴٢ ٠.٢٨۴ ٠.٩۵١ ٠.١٣٢ ٠.۶٠٩ ٠.٢٩۴ ٠.٩۵١ ۵ ۵ ٠.٣ ١۴
٠.٢۴۵ ٠.٩۴۶ ٠.٢۵١ ٠.٩۵٧ ٠.٠٩٧ ٠.۵٣۴ ٠.٢۵۵ ٠.٩۴٧ ٧ ۵ ٠.٣ ١۵
٠.٣٢٧ ٠.٩٢٧ ٠.٣٣٢ ٠.٩۴٣ ٠.١۴۵ ٠.۵۶١ ٠.٣٨٠ ٠.٩٢٨ ٣ ٧ ٠.٣ ١۶
٠.٢۴٧ ٠.٩٣٧ ٠.٢۵١ ٠.٩۴٨ ٠.١٠٠ ٠.۵۴۴ ٠.٢۶٣ ٠.٩۴٩ ۵ ٧ ٠.٣ ١٧
٠.٢٠٩ ٠.٩۴۵ ٠.٢١٣ ٠.٩۵٢ ٠.٠٨٢ ٠.۵٣۴ ٠.٢١٧ ٠.٩۵٠ ٧ ٧ ٠.٣ ١٨
٠.۴٣٧ ٠.٩٢٠ ٠.۴۴۶ ٠.٩۴٩ ٠.٢٩۵ ٠.۶٨٩ ٠.۵٠١ ٠.٩۴٩ ٣ ٣ ٠.۵ ١٩
٠.٣٨۵ ٠.٩٢٣ ٠.٣٩٢ ٠.٩۴۶ ٠.١٩۶ ٠.۵٨٧ ٠.۴٣٣ ٠.٩٣٨ ۵ ٣ ٠.۵ ٢٠
٠.٣۶١ ٠.٩١٨ ٠.٣۶٨ ٠.٩۴۴ ٠.١۵۶ ٠.۵١٧ ٠.۴٠٨ ٠.٩٢٢ ٧ ٣ ٠.۵ ٢١
٠.٣٨۵ ٠.٩٢٢ ٠.٣٩٢ ٠.٩۵١ ٠.١٩٧ ٠.۵٩٠ ٠.۴٣٣ ٠.٩۴٠ ٣ ۵ ٠.۵ ٢٢
٠.٣١۶ ٠.٩٣٢ ٠.٣٢١ ٠.٩۵٠ ٠.١۵٣ ٠.۵٩٨ ٠.٣٣٩ ٠.٩۵١ ۵ ۵ ٠.۵ ٢٣
٠.٢٨٣ ٠.٩٣٢ ٠.٢٨٧ ٠.٩۴٨ ٠.١١۴ ٠.۵٣٣ ٠.٣٠١ ٠.٩۴٧ ٧ ۵ ٠.۵ ٢۴
٠.٣۶١ ٠.٩٢١ ٠.٣۶٨ ٠.٩۴٧ ٠.١۵۶ ٠.۵٢٧ ٠.۴٠٨ ٠.٩٢٨ ٣ ٧ ٠.۵ ٢۵
٠.٢٨٢ ٠.٩٣١ ٠.٢٨٧ ٠.٩۴٩ ٠.١١۴ ٠.۵٢٨ ٠.٣٠١ ٠.٩۴٩ ۵ ٧ ٠.۵ ٢۶
٠.٢۴٣ ٠.٩٣٧ ٠.٢۴۶ ٠.٩۴٨ ٠.٠٩۶ ٠.۵٢٧ ٠.٢۵۴ ٠.٩۵٠ ٧ ٧ ٠.۵ ٢٧
٠.٣٩٠ ٠.٩١١ ٠.۴٠١ ٠.٩٣۶ ٠.٢۶٣ ٠.٧٠۶ ٠.۴۴٨ ٠.٩۴٩ ٣ ٣ ٠.٧ ٢٨
٠.٣۴٩ ٠.٩٠۵ ٠.٣۵۵ ٠.٩٢٢ ٠.١٨١ ٠.۶٢٢ ٠.٣٩٩ ٠.٩٣٨ ۵ ٣ ٠.٧ ٢٩
٠.٣٢٩ ٠.٨٩۶ ٠.٣٣۴ ٠.٩١٢ ٠.١۴۵ ٠.۵۴٨ ٠.٣٨٠ ٠.٩٢٢ ٧ ٣ ٠.٧ ٣٠
٠.٣٢٩ ٠.٩٢۴ ٠.٣۴٠ ٠.٩۵٠ ٠.١۶۶ ٠.۵٩٢ ٠.٣۶۶ ٠.٩۴٠ ٣ ۵ ٠.٧ ٣١
٠.٢٧٣ ٠.٩٣٠ ٠.٢٨٠ ٠.٩۴۴ ٠.١٣٢ ٠.۶٠٨ ٠.٢٩۴ ٠.٩۵١ ۵ ۵ ٠.٧ ٣٢
٠.٢۴۶ ٠.٩٣١ ٠.٢۵١ ٠.٩۴٠ ٠.١٠٠ ٠.۵۴۴ ٠.٢۶٣ ٠.٩۴٧ ٧ ۵ ٠.٧ ٣٣
٠.٣٠٢ ٠.٩٢١ ٠.٣١۵ ٠.٩۴٧ ٠.١٢٩ ٠.۵٢٢ ٠.٣٣٨ ٠.٩٢٨ ٣ ٧ ٠.٧ ٣۴
٠.٢۴٠ ٠.٩٣٢ ٠.٢۴٧ ٠.٩۴٨ ٠.٠٩٧ ٠.۵٣١ ٠.٢۵۶ ٠.٩۴٩ ۵ ٧ ٠.٧ ٣۵
٠.٢٠٨ ٠.٩٣٧ ٠.٢١٢ ٠.٩۴٧ ٠.٠٨٣ ٠.۵٣٣ ٠.٢١٨ ٠.٩۵٠ ٧ ٧ ٠.٧ ٣۶
٠.٢٠٧ ٠.٩٢٧ ٠.٢٢١ ٠.٩٢٧ ٠.١۴٣ ٠.٧٨۴ ٠.٢۴٢ ٠.٩۴٩ ٣ ٣ ٠.٩ ٣٧
٠.١٨۴ ٠.٩١٩ ٠.١٩٢ ٠.٩٠۵ ٠.٠٩٨ ٠.٧٠٢ ٠.٢١۶ ٠.٩٣٨ ۵ ٣ ٠.٩ ٣٨
٠.١٧٣ ٠.٩٠۵ ٠.١٨٠ ٠.٨٩٠ ٠.٠٨٠ ٠.۶٣٠ ٠.٢٠۶ ٠.٩٢٢ ٧ ٣ ٠.٩ ٣٩
٠.١۵۶ ٠.٩٣٢ ٠.١۶٨ ٠.٩۴٨ ٠.٠٨٠ ٠.۶٣٢ ٠.١٧۶ ٠.٩۴٠ ٣ ۵ ٠.٩ ۴٠
٠.١٢٩ ٠.٩٣٩ ٠.١٣۵ ٠.٩۴٢ ٠.٠۶٣ ٠.۶۴۶ ٠.١۴٠ ٠.٩۵١ ۵ ۵ ٠.٩ ۴١
٠.١١۶ ٠.٩٣٧ ٠.١٢٠ ٠.٩٣۵ ٠.٠۴٨ ٠.۵٧٨ ٠.١٢۵ ٠.٩۴٧ ٧ ۵ ٠.٩ ۴٢
٠.١٣٨ ٠.٩٢۴ ٠.١۵٠ ٠.٩۴٧ ٠.٠۶٠ ٠.۵۴٨ ٠.١۵٧ ٠.٩٢٨ ٣ ٧ ٠.٩ ۴٣
٠.١٠٩ ٠.٩٣٨ ٠.١١۵ ٠.٩۴٧ ٠.٠۴۵ ٠.۵۵۴ ٠.١١٧ ٠.٩۴٩ ۵ ٧ ٠.٩ ۴۴
٠.٠٩۴ ٠.٩۴٢ ٠.٠٩٧ ٠.٩۴۵ ٠.٠٣٨ ٠.۵۵١ ٠.٠٩٩ ٠.٩۵٠ ٧ ٧ ٠.٩ ۴۵

در که مͬ�گیریم. نظر در δ = EL(R)

EL(RRSS)
صورت به را نسبͬ کارایͬ معیار کنیم. مقایسه RRSS

طرح و معمولͬ براساسرکوردهای اطمینان فواصل طول متوسط به�ترتیب EL(RRSS) و EL(R) آن
در بهتری عملͺرد RRSS براساس اطمینان فاصله ،δ > ١ زمانͬ�که حقیقت در مͬ�باشند. RRSS
نمایͬ توزیع گرفتن نظر در با حال دارد. معمولͬ رکوردهای براساس اطمینان فاصله� با مقایسه
،(٢٠٠٨) بͺلیزی در شده گرفته نظر در m و nمختلف ترکیب�های برای را δ مقادیر یافته، تعمیم

دادیم. ارائه ۶.۴ و ۵.۴ جدول�های در را نتایج و نمودیم محاسبه
که همان�طور بنابراین مͬ�کند، اختیار مثبت مقداری δ حالت�ها تمامͬ در مͬ�شود ملاحظه



۶٩ واقعͬ مثال

.γ = ٠٫ ١ به�ازای R برای EL و CP :٣.۴ جدول
Basic Boot − t٢ Boot − t١ perc

EL CP EL CP EL CP EL CP m n R ردیف
٠.١٩٩ ٠.٨٠٢ ٠.١٩٩ ٠.٨۵٠ ٠.١٨٧ ٠.٨١۶ ٠.٢٠٠ ٠.٨٩٧ ٣ ٣ ٠.١ ١
٠.١۴٧ ٠.٨١١ ٠.١۶٢ ٠.٨١۵ ٠.١۵٨ ٠.٧٩٩ ٠.١۴٧ ٠.٨٨٨ ۵ ٣ ٠.١ ٢
٠.١٣٠ ٠.٨١٢ ٠.١۵١ ٠.٧٩٨ ٠.١۴٨ ٠.٧٨۴ ٠.١٣١ ٠.٨٧٧ ٧ ٣ ٠.١ ٣
٠.١٧۶ ٠.٨۴٠ ٠.١٨٢ ٠.٨٩٧ ٠.١۶٩ ٠.٨٧٠ ٠.١٧۶ ٠.٨٩٢ ٣ ۵ ٠.١ ۴
٠.١١۵ ٠.٨۵۵ ٠.١٢۶ ٠.٨٧٧ ٠.١٢٠ ٠.٨۶٢ ٠.١١۶ ٠.٨٩٨ ۵ ۵ ٠.١ ۵
٠.٠٩٧ ٠.٨۶٢ ٠.١٠٨ ٠.٨۶٧ ٠.١٠۴ ٠.٨۵۵ ٠.٠٩٧ ٠.٨٩٧ ٧ ۵ ٠.١ ۶
٠.١۶٧ ٠.٨۵٣ ٠.١۶٧ ٠.٩٠۶ ٠.١۵۴ ٠.٨٨٢ ٠.١۶٧ ٠.٨٨٢ ٣ ٧ ٠.١ ٧
٠.١٠٢ ٠.٨۶٠ ٠.١٠٧ ٠.٨٩١ ٠.١٠٢ ٠.٨٧۵ ٠.١٠٣ ٠.٨٩٨ ۵ ٧ ٠.١ ٨
٠.٠٨٢ ٠.٨٧٠ ٠.٠٨٧ ٠.٨٨۴ ٠.٠٨۴ ٠.٨٧۵ ٠.٠٨٢ ٠.٨٩٨ ٧ ٧ ٠.١ ٩
٠.٣٧٩ ٠.٧٨۴ ٠.۴۵٣ ٠.٨۶٠ ٠.۴۵١ ٠.٨٣۴ ٠.٣٨٠ ٠.٨٩٨ ٣ ٣ ٠.٣ ١٠
٠.٣١٠ ٠.٨٠۴ ٠.٣٨٠ ٠.٨۴٣ ٠.٣٧۶ ٠.٨٢٧ ٠.٣١١ ٠.٨٨٩ ۵ ٣ ٠.٣ ١١
٠.٢٨۶ ٠.٨١١ ٠.٣۵۵ ٠.٨٣١ ٠.٣۵٠ ٠.٨٢٠ ٠.٢٨۶ ٠.٨٧٨ ٧ ٣ ٠.٣ ١٢
٠.٣٣۵ ٠.٨٢۵ ٠.٣٨٠ ٠.٨٨۴ ٠.٣٧٠ ٠.٨۶۶ ٠.٣٣۶ ٠.٨٩٣ ٣ ۵ ٠.٣ ١٣
٠.٢۴٧ ٠.٨۵١ ٠.٢٧۵ ٠.٨٨۵ ٠.٢۶٨ ٠.٨٧۴ ٠.٢۴٨ ٠.٨٩٩ ۵ ۵ ٠.٣ ١۴
٠.٢١۵ ٠.٨۵٧ ٠.٢۴٠ ٠.٨٧٩ ٠.٢٣٣ ٠.٨٧١ ٠.٢١۵ ٠.٨٩٨ ٧ ۵ ٠.٣ ١۵
٠.٣١٨ ٠.٨٣٣ ٠.٣۵٣ ٠.٨٨٢ ٠.٣۴٠ ٠.٨۶٧ ٠.٣١٩ ٠.٨٨٣ ٣ ٧ ٠.٣ ١۶
٠.٢٢٠ ٠.٨۵۶ ٠.٢٣٨ ٠.٨٩٢ ٠.٢٣٠ ٠.٨٧٨ ٠.٢٢١ ٠.٨٩٩ ۵ ٧ ٠.٣ ١٧
٠.١٨٢ ٠.٨۶٧ ٠.١٩۶ ٠.٨٩۴ ٠.١٩٠ ٠.٨٨٠ ٠.١٨٣ ٠.٩٠٠ ٧ ٧ ٠.٣ ١٨
٠.۴٢٧ ٠.٧٧۵ ٠.۵٢۴ ٠.٨۶١ ٠.۵٣١ ٠.٨۴٢ ٠.۴٢٨ ٠.٨٩٨ ٣ ٣ ٠.۵ ١٩
٠.٣۶٨ ٠.٨٠٢ ٠.۴٣٩ ٠.٨۵٩ ٠.۴٣۴ ٠.٨۴۵ ٠.٣۶٩ ٠.٨٨٨ ۵ ٣ ٠.۵ ٢٠
٠.٣۴۶ ٠.٨١۴ ٠.۴١١ ٠.٨۵٣ ٠.۴٠٣ ٠.٨۴١ ٠.٣۴٧ ٠.٨٧٨ ٧ ٣ ٠.۵ ٢١
٠.٣۶٨ ٠.٨١١ ٠.۴٣٩ ٠.٨۶۴ ٠.۴٣۴ ٠.٨۵١ ٠.٣۶٩ ٠.٨٩٣ ٣ ۵ ٠.۵ ٢٢
٠.٢٨۶ ٠.٨۴٣ ٠.٣٢١ ٠.٨٨۴ ٠.٣١۴ ٠.٨٧۴ ٠.٢٨٧ ٠.٨٩٩ ۵ ۵ ٠.۵ ٢٣
٠.٢۵۴ ٠.٨۵٩ ٠.٢٨٠ ٠.٨٨٧ ٠.٢٧٣ ٠.٨٧٧ ٠.٢۵۴ ٠.٨٩٧ ٧ ۵ ٠.۵ ٢۴
٠.٣۴۶ ٠.٨٢١ ٠.۴١١ ٠.٨۶٠ ٠.۴٠٣ ٠.٨۵٢ ٠.٣۴٧ ٠.٨٨٣ ٣ ٧ ٠.۵ ٢۵
٠.٢۵۴ ٠.٨۵٣ ٠.٢٨٠ ٠.٨٨٨ ٠.٢٧٢ ٠.٨٧٨ ٠.٢۵۴ ٠.٩٠٠ ۵ ٧ ٠.۵ ٢۶
٠.٢١۴ ٠.٨۶۶ ٠.٢٣١ ٠.٨٩۵ ٠.٢٢۵ ٠.٨٨٣ ٠.٢١۴ ٠.٩٠٠ ٧ ٧ ٠.۵ ٢٧
٠.٣٧٨ ٠.٧٨٣ ٠.۴۵١ ٠.٨۶٠ ٠.۴۴٩ ٠.٨٣۶ ٠.٣٧٩ ٠.٨٩٨ ٣ ٣ ٠.٧ ٢٨
٠.٣٣۵ ٠.٨١٨ ٠.٣٧٩ ٠.٨٧۵ ٠.٣۶٩ ٠.٨۵٧ ٠.٣٣۶ ٠.٨٨٩ ۵ ٣ ٠.٧ ٢٩
٠.٣١٨ ٠.٨٢٩ ٠.٣۵۴ ٠.٨٧۵ ٠.٣۴٠ ٠.٨۵٨ ٠.٣١٩ ٠.٨٧٨ ٧ ٣ ٠.٧ ٣٠
٠.٣٠٩ ٠.٨١٠ ٠.٣٧٩ ٠.٨۴۶ ٠.٣٧۵ ٠.٨٣٣ ٠.٣١٠ ٠.٨٩٣ ٣ ۵ ٠.٧ ٣١
٠.٢۴٧ ٠.٨۴٣ ٠.٢٧۵ ٠.٨٨٢ ٠.٢۶٧ ٠.٨۶٩ ٠.٢۴٨ ٠.٨٩٩ ۵ ۵ ٠.٧ ٣٢
٠.٢٢١ ٠.٨۶١ ٠.٢٣٩ ٠.٨٩۶ ٠.٢٣١ ٠.٨٨۵ ٠.٢٢١ ٠.٨٩٧ ٧ ۵ ٠.٧ ٣٣
٠.٢٨۶ ٠.٨٢٢ ٠.٣۵۵ ٠.٨٣٨ ٠.٣۵٠ ٠.٨٢٩ ٠.٢٨٧ ٠.٨٨٣ ٣ ٧ ٠.٧ ٣۴
٠.٢١۵ ٠.٨۶١ ٠.٢۴٠ ٠.٨٨٣ ٠.٢٣٣ ٠.٨٧٣ ٠.٢١۶ ٠.٨٩٩ ۵ ٧ ٠.٧ ٣۵
٠.١٨٢ ٠.٨۶۶ ٠.١٩۶ ٠.٨٩٢ ٠.١٩٠ ٠.٨٨١ ٠.١٨٣ ٠.٩٠٠ ٧ ٧ ٠.٧ ٣۶
٠.١٩٨ ٠.٨٠٠ ٠.١٩٨ ٠.٨۴۶ ٠.١٨۶ ٠.٨١٣ ٠.١٩٩ ٠.٨٩٨ ٣ ٣ ٠.٩ ٣٧
٠.١٧۵ ٠.٨٣۵ ٠.١٨١ ٠.٨٨٩ ٠.١۶٩ ٠.٨۶۴ ٠.١٧۶ ٠.٨٨٩ ۵ ٣ ٠.٩ ٣٨
٠.١۶٧ ٠.٨۴۵ ٠.١۶٨ ٠.٩٠١ ٠.١۵۴ ٠.٨٧٧ ٠.١۶٨ ٠.٨٧٨ ٧ ٣ ٠.٩ ٣٩
٠.١۴۶ ٠.٨١۴ ٠.١۶١ ٠.٨١۶ ٠.١۵٧ ٠.٨٠٠ ٠.١۴۶ ٠.٨٩٣ ٣ ۵ ٠.٩ ۴٠
٠.١١۵ ٠.٨۴٨ ٠.١٢۶ ٠.٨٧٣ ٠.١٢٠ ٠.٨۵۶ ٠.١١۶ ٠.٨٩٩ ۵ ۵ ٠.٩ ۴١
٠.١٠٣ ٠.٨۶۵ ٠.١٠٨ ٠.٨٩٨ ٠.١٠٢ ٠.٨٨٣ ٠.١٠٣ ٠.٨٩٧ ٧ ۵ ٠.٩ ۴٢
٠.١٣١ ٠.٨٢٢ ٠.١۵٢ ٠.٨٠٧ ٠.١۴٩ ٠.٧٩۶ ٠.١٣١ ٠.٨٨٣ ٣ ٧ ٠.٩ ۴٣
٠.٠٩٧ ٠.٨۶۴ ٠.١٠٨ ٠.٨٧١ ٠.١٠۴ ٠.٨۶٢ ٠.٠٩٨ ٠.٨٩٩ ۵ ٧ ٠.٩ ۴۴
٠.٠٨٢ ٠.٨٧٠ ٠.٠٨٧ ٠.٨٨٧ ٠.٠٨۴ ٠.٨٧۶ ٠.٠٨٢ ٠.٩٠٠ ٧ ٧ ٠.٩ ۴۵

از بهتر PRHR خانواده در RRSS نمونه�گیری طرح براساس اطمینان فواصل داشتیم انتظار
مͬ�کنند. رفتار معمولͬ رکورهای

واقعͬ مثال ۶.۴
مͬ�گیریم. نظر در واقعͬ داده یͷمجموعه� قبل، بخش�های در شده ارائه فرآیندهای بهتر شرح برای
از ͷی هر در هوا تهویه سیستم متوالͬ شͺست�های زمان به مربوط داده�های بررسͬ، این در



متناسب معͺوس خطر نرخ خانواده در نمونه�گیری طرح دو براساس R مقایسه� ٧٠

ادامه :۴.۴ جدول
HPD Bayes AMLE MLE

EL CP EL CP EL CP EL CP m n R ردیف
٠.٢۴۴ ٠.٧۶٧ ٠.٢۵٧ ٠.۶٣٩ ٠.١٢١ ٠.٧١۴ ٠.٢٠٠ ٠.٨٩٩ ٣ ٣ ٠.١ ١
٠.١٩٨ ٠.٧٧٢ ٠.٢١١ ٠.۶٠٨ ٠.٠۶٧ ٠.۵۴٨ ٠.١۴٧ ٠.٨٨٩ ۵ ٣ ٠.١ ٢
٠.١٨٠ ٠.٧۶۴ ٠.١٩٢ ٠.۵٩۶ ٠.٠۵٠ ٠.۴۶۵ ٠.١٣١ ٠.٨٧٧ ٧ ٣ ٠.١ ٣
٠.١٧٨ ٠.٨٣۶ ٠.١٨۵ ٠.٧٧٢ ٠.٠٨٣ ٠.۶٢٧ ٠.١٧۶ ٠.٨٩٣ ٣ ۵ ٠.١ ۴
٠.١٣۴ ٠.٨٣۴ ٠.١٣٩ ٠.٧۶۶ ٠.٠۵٣ ٠.۵۶۴ ٠.١١۶ ٠.٩٠١ ۵ ۵ ٠.١ ۵
٠.١١۵ ٠.٨٣١ ٠.١٢٠ ٠.٧۵٨ ٠.٠٣٧ ٠.۴٨٠ ٠.٠٩٧ ٠.٨٩٨ ٧ ۵ ٠.١ ۶
٠.١۵٣ ٠.٨۵٩ ٠.١۵٨ ٠.٨٢٨ ٠.٠۶٧ ٠.۵۶٢ ٠.١۶٧ ٠.٨٨۵ ٣ ٧ ٠.١ ٧
٠.١٠٩ ٠.٨۵٢ ٠.١١١ ٠.٨٣٢ ٠.٠۴٠ ٠.۴٩۶ ٠.١٠٣ ٠.٩٠٠ ۵ ٧ ٠.١ ٨
٠.٠٨٩ ٠.٨۶۵ ٠.٠٩٢ ٠.٨١٨ ٠.٠٣١ ٠.۴٧٣ ٠.٠٨٢ ٠.٨٩٩ ٧ ٧ ٠.١ ٩
٠.٣۴١ ٠.٨٨٣ ٠.٣۵١ ٠.٩٠٨ ٠.٢٢٢ ٠.۶٢٩ ٠.٣٨٠ ٠.٨٩٩ ٣ ٣ ٠.٣ ١٠
٠.٢٩٠ ٠.٩١٠ ٠.٢٩٩ ٠.٩١٩ ٠.١٣٩ ٠.۵٠٨ ٠.٣١١ ٠.٨٨٩ ۵ ٣ ٠.٣ ١١
٠.٢۶٨ ٠.٩١٢ ٠.٢٧٧ ٠.٩٣٣ ٠.١٠٨ ٠.۴۴۴ ٠.٢٨٧ ٠.٨٧٧ ٧ ٣ ٠.٣ ١٢
٠.٢٩۶ ٠.٨۶۵ ٠.٣٠٢ ٠.٨٩٣ ٠.١۵٢ ٠.۵۴٢ ٠.٣٣۶ ٠.٨٩٣ ٣ ۵ ٠.٣ ١٣
٠.٢٣۴ ٠.٨٨٨ ٠.٢٣٩ ٠.٩٠٣ ٠.١١١ ٠.۵٣۴ ٠.٢۴٨ ٠.٩٠١ ۵ ۵ ٠.٣ ١۴
٠.٢٠۶ ٠.٨٩۵ ٠.٢١١ ٠.٩١١ ٠.٠٨١ ٠.۴۶۴ ٠.٢١۵ ٠.٨٩٨ ٧ ۵ ٠.٣ ١۵
٠.٢٧٧ ٠.٨۶٣ ٠.٢٨١ ٠.٨٩٠ ٠.١٢٢ ٠.۴٨١ ٠.٣١٩ ٠.٨٨۵ ٣ ٧ ٠.٣ ١۶
٠.٢٠٩ ٠.٨٧٨ ٠.٢١١ ٠.٨٩٨ ٠.٠٨۴ ٠.۴۶٨ ٠.٢٢١ ٠.٩٠٠ ۵ ٧ ٠.٣ ١٧
٠.١٧۶ ٠.٨٩۴ ٠.١٧٩ ٠.٩٠٠ ٠.٠۶٩ ٠.۴۵٧ ٠.١٨٣ ٠.٨٩٩ ٧ ٧ ٠.٣ ١٨
٠.٣٧٢ ٠.٨۵٠ ٠.٣٨٠ ٠.٨٩٩ ٠.٢۴٨ ٠.۶١٠ ٠.۴٢٨ ٠.٨٩٩ ٣ ٣ ٠.۵ ١٩
٠.٣٢٧ ٠.٨۵٧ ٠.٣٣٢ ٠.٨٩۴ ٠.١۶۵ ٠.۵٠٨ ٠.٣۶٩ ٠.٨٨٩ ۵ ٣ ٠.۵ ٢٠
٠.٣٠۵ ٠.٨۵٠ ٠.٣١١ ٠.٨٨۶ ٠.١٣١ ٠.۴۴٧ ٠.٣۴٧ ٠.٨٧٧ ٧ ٣ ٠.۵ ٢١
٠.٣٢٧ ٠.٨۵۴ ٠.٣٣٢ ٠.٨٩٩ ٠.١۶۵ ٠.۵١٢ ٠.٣۶٩ ٠.٨٩٣ ٣ ۵ ٠.۵ ٢٢
٠.٢۶٧ ٠.٨٧٢ ٠.٢٧١ ٠.٨٩٨ ٠.١٢٨ ٠.۵٢۶ ٠.٢٨٧ ٠.٩٠١ ۵ ۵ ٠.۵ ٢٣
٠.٢٣٩ ٠.٨٧۴ ٠.٢۴٢ ٠.٨٩٨ ٠.٠٩۶ ٠.۴۶٢ ٠.٢۵۴ ٠.٨٩٨ ٧ ۵ ٠.۵ ٢۴
٠.٣٠۶ ٠.٨۵٠ ٠.٣١٢ ٠.٨٩۵ ٠.١٣١ ٠.۴۵٢ ٠.٣۴٧ ٠.٨٨۵ ٣ ٧ ٠.۵ ٢۵
٠.٢٣٩ ٠.٨۶٩ ٠.٢۴٢ ٠.٩٠٠ ٠.٠٩۶ ٠.۴۵٧ ٠.٢۵۴ ٠.٩٠٠ ۵ ٧ ٠.۵ ٢۶
٠.٢٠۵ ٠.٨٨٣ ٠.٢٠٧ ٠.٨٩٧ ٠.٠٨١ ٠.۴۵١ ٠.٢١۴ ٠.٨٩٩ ٧ ٧ ٠.۵ ٢٧
٠.٣٣٠ ٠.٨۴٣ ٠.٣٣٩ ٠.٨٨١ ٠.٢٢١ ٠.۶٣١ ٠.٣٧٩ ٠.٨٩٩ ٣ ٣ ٠.٧ ٢٨
٠.٢٩۶ ٠.٨٣٧ ٠.٣٠١ ٠.٨۵٨ ٠.١۵٢ ٠.۵٣٧ ٠.٣٣۶ ٠.٨٨٩ ۵ ٣ ٠.٧ ٢٩
٠.٢٧٩ ٠.٨٢۴ ٠.٢٨٣ ٠.٨۴۶ ٠.١٢٢ ٠.۴٧۵ ٠.٣١٩ ٠.٨٧٧ ٧ ٣ ٠.٧ ٣٠
٠.٢٧۶ ٠.٨۵۴ ٠.٢٨۶ ٠.٨٩٨ ٠.١٣٩ ٠.۵١۴ ٠.٣١٠ ٠.٨٩٣ ٣ ۵ ٠.٧ ٣١
٠.٢٣٠ ٠.٨٧١ ٠.٢٣۵ ٠.٨٩٢ ٠.١١١ ٠.۵٣۵ ٠.٢۴٨ ٠.٩٠١ ۵ ۵ ٠.٧ ٣٢
٠.٢٠٨ ٠.٨٧٠ ٠.٢١١ ٠.٨٨٧ ٠.٠٨۴ ٠.۴٧۴ ٠.٢٢١ ٠.٨٩٨ ٧ ۵ ٠.٧ ٣٣
٠.٢۵٣ ٠.٨۴٩ ٠.٢۶٣ ٠.٨٩۶ ٠.١٠٩ ٠.۴۴٩ ٠.٢٨٧ ٠.٨٨۵ ٣ ٧ ٠.٧ ٣۴
٠.٢٠٢ ٠.٨٧٠ ٠.٢٠٧ ٠.٨٩٩ ٠.٠٨٢ ٠.۴۶٠ ٠.٢١۶ ٠.٩٠٠ ۵ ٧ ٠.٧ ٣۵
٠.١٧۵ ٠.٨٨٣ ٠.١٧٨ ٠.٨٩۴ ٠.٠۶٩ ٠.۴۵۶ ٠.١٨٣ ٠.٨٩٩ ٧ ٧ ٠.٧ ٣۶
٠.١٧٠ ٠.٨٧٠ ٠.١٨٢ ٠.٨۶۶ ٠.١٢٠ ٠.٧١١ ٠.١٩٩ ٠.٨٩٩ ٣ ٣ ٠.٩ ٣٧
٠.١۵۴ ٠.٨۶٠ ٠.١۶٠ ٠.٨٣۴ ٠.٠٨٣ ٠.۶١٩ ٠.١٧۶ ٠.٨٨٩ ۵ ٣ ٠.٩ ٣٨
٠.١۴۶ ٠.٨۴٢ ٠.١۵١ ٠.٨٢٠ ٠.٠۶٧ ٠.۵۵٠ ٠.١۶٨ ٠.٨٧٧ ٧ ٣ ٠.٩ ٣٩
٠.١٢٧ ٠.٨۶٩ ٠.١٣٨ ٠.٨٩٩ ٠.٠۶٧ ٠.۵۵٠ ٠.١۴۶ ٠.٨٩٣ ٣ ۵ ٠.٩ ۴٠
٠.١٠٧ ٠.٨٨۴ ٠.١١٢ ٠.٨٨۵ ٠.٠۵٣ ٠.۵۶٨ ٠.١١۶ ٠.٩٠١ ۵ ۵ ٠.٩ ۴١
٠.٠٩٧ ٠.٨٨٣ ٠.١٠٠ ٠.٨٧٨ ٠.٠۴٠ ٠.۵٠٣ ٠.١٠٣ ٠.٨٩٨ ٧ ۵ ٠.٩ ۴٢
٠.١١٢ ٠.٨۵۵ ٠.١٢٢ ٠.٨٩۶ ٠.٠۵٠ ٠.۴٧٢ ٠.١٣١ ٠.٨٨۵ ٣ ٧ ٠.٩ ۴٣
٠.٠٩٠ ٠.٨٧٧ ٠.٠٩۵ ٠.٨٩۶ ٠.٠٣٧ ٠.۴٧٨ ٠.٠٩٨ ٠.٩٠٠ ۵ ٧ ٠.٩ ۴۴
٠.٠٧٨ ٠.٨٩٠ ٠.٠٨١ ٠.٨٩٢ ٠.٠٣١ ٠.۴٧٢ ٠.٠٨٢ ٠.٨٩٩ ٧ ٧ ٠.٩ ۴۵

،(١٩۶٣) پروسچان٧ در شده ذکر داده�های شده�است. گرفته� نظر در ٧٢٠ ͹بوئین هواپیماهای
برای را ٨٠۴۵ و ٧٩٠٨ هواپیمای دو به مربوط داده�های تصادفͬ به�طور مͬ�باشند. دسترس در
نمایͬ توزیع آیا این�که بررسͬ برای سپس نمودیم. انتخاب تنش-مقاومت اعتماد قابلیت مطالعه
،(K − S) کولموگروف-اسمیرنوف٨ آزمون از خیر یا دارد مطابقت فوق داده�های بر یافته تعمیم
٠.٣٧٢ ترتیب به Y و X مشاهدات برای K − S آزمون P-مقدار شد مشاهده نمودیم. استفاده

٧Proschan
٨Kolomogrove- Smirnov



٧١ واقعͬ مثال

γ = ٠٫ ٠۵ زمانͬ�که n و m از ترکیب�هایͬ برای δ مقادیر :۵.۴ جدول
HPD Boot− t٢ Boot− t١ Perc MLE

CPRRSS CPR δ CPRRSS CPR δ CPRRSS CPR δ CPRRSS CPR δ CPRRSS CPR δ R m n ردیف
٠.٩٠٢ ٠.٨٧٧ ١.٨٧٩ ٠.٩١٩ ٠.٨٨٣ ٣.١٠١ ٠.٩٢٣ ٠.٨٨١ ٢.٩۵٩ ٠.٩٠۴ ٠.٩١٢ ٢.٢٢٣ ٠.٩٢٠ ٠.٨٣٢ ١.۵٧۶ ٠.١ ۵ ۵ ١
٠.٨٩۵ ٠.٨۶۵ ١.۶٧٩ ٠.٩٣٢ ٠.٨٨٨ ٢.٣١۵ ٠.٩٢٩ ٠.٨٩١ ٢.۵٩٩ ٠.٩٠٢ ٠.٩١٩ ١.٧٠١ ٠.٩٢٠ ٠.٨٠۶ ١.۴٧۶ ٠.٣ ۵ ۵ ٢
٠.٩٠٨ ٠.٨٨١ ١.٧٠٠ ٠.٩٣٨ ٠.٨٩٧ ٢.١٧۵ ٠.٩٣٠ ٠.٩٠٢ ٢.۶٢١ ٠.٨٩٨ ٠.٩١٨ ١.۵٩٣ ٠.٩٢٠ ٠.٨١٩ ١.۵٠٩ ٠.۵ ۵ ۵ ٣
٠.٩٢۵ ٠.٩٠٠ ٢.١٧۶ ٠.٩۶٩ ٠.٩۴٩ ٢.١۴٣ ٠.٨٨۴ ٠.٩٣٢ ٢.۵٧٨ ٠.٨٧٠ ٠.٨۴۵ ٣.٠۴٩ ٠.٨٨٨ ٠.٨٨۶ ١.٨۴٧ ٠.١ ١٠ ۵ ۴
٠.٩٠٩ ٠.٨٨٧ ١.٩٩١ ٠.٩۶٨ ٠.٩٠٩ ١.٨٨١ ٠.٨٩٢ ٠.٩١٢ ٢.۵٣٩ ٠.٨٧٣ ٠.٨٣٣ ٢.٠٧٨ ٠.٨٨٨ ٠.٨۴۶ ١.۶۶٩ ٠.٣ ١٠ ۵ ۵
٠.٩٠٧ ٠.٨٨٩ ١.٩٢۵ ٠.٩۶۶ ٠.٨۵٠ ١.٨۴٢ ٠.٨٩٧ ٠.٨٣٧ ٢.۵٩٣ ٠.٨۶٩ ٠.٨٣۵ ١.۶٩١ ٠.٨٨٨ ٠.٨١۴ ١.۵٨٣ ٠.۵ ١٠ ۵ ۶
٠.٩٢١ ٠.٨٩٩ ٢.٢۴٨ ٠.٩٩۵ ٠.٩۴٣ ١.٧٢١ ٠.٩٠۵ ٠.٩٣٨ ٢.۵١۴ ٠.٨٨١ ٠.٧٧٩ ٣.٢٩٢ ٠.٩٠٧ ٠.٩١٠ ١.٩۶٢ ٠.١ ١۵ ۵ ٧
٠.٩١٢ ٠.٨۶۵ ٢.٠٢٧ ٠.٩٩۵ ٠.٨۵۴ ١.۵۵٣ ٠.٩١۶ ٠.٨۶٢ ٢.۵٠۴ ٠.٨٨٠ ٠.٧٧۴ ٢.١٢۴ ٠.٩٠٧ ٠.٨٣٣ ١.٧٢۶ ٠.٣ ١۵ ۵ ٨
٠.٩٠٢ ٠.٨٨۶ ١.٩۵٢ ٠.٩٩١ ٠.٨٠٨ ١.۵٣٩ ٠.٩١٧ ٠.٨١١ ٢.۵٧٢ ٠.٨٧٨ ٠.٧٨٣ ١.۶۶٧ ٠.٩٠٧ ٠.٨١٠ ١.۶٠۵ ٠.۵ ١۵ ۵ ٩
٠.٩٠٢ ٠.٨٩٩ ١.٨٧٧ ٠.٩٧٠ ٠.٧۶٣ ٢.۴٧۶ ٠.٩٠٧ ٠.٨٢٠ ٣.١۵٢ ٠.٨٩٢ ٠.٨٨٧ ١.۵۶٠ ٠.٨٩٨ ٠.٨۶٨ ١.٨٩٧ ٠.١ ۵ ١٠ ١٠
٠.٩٠۴ ٠.٨٩۵ ١.٨۶۴ ٠.٩٧٧ ٠.٨١۶ ٢.٠۵٨ ٠.٩١۵ ٠.٨٨٠ ٢.٩۵٣ ٠.٨٩٣ ٠.٨٩٣ ١.۵٧٠ ٠.٨٩٨ ٠.٨٨۶ ٢.٠٠۴ ٠.٣ ۵ ١٠ ١١
٠.٩٢١ ٠.٨٩٣ ١.٩١٠ ٠.٩٧۶ ٠.٨٣٣ ١.٨٩٣ ٠.٩١۶ ٠.٩٠٣ ٢.٨۶۴ ٠.٨٨٧ ٠.٨٧٧ ١.۶٧٩ ٠.٨٩٨ ٠.٨٨٧ ٢.٠٩٨ ٠.۵ ۵ ١٠ ١٢
٠.٩٠٣ ٠.٩٢۶ ٢.۵۵٩ ٠.٩٠۵ ٠.٨٩۶ ٣.١۶٧ ٠.٩٠۶ ٠.٩١۵ ٣ ٠.٩٠٨ ٠.٩٣٣ ٢.۵٨٠ ٠.٨٩٧ ٠.٩٠٣ ٢.٢١٧ ٠.١ ١٠ ١٠ ١٣
٠.٩٠١ ٠.٩٠١ ٢.۴٧٧ ٠.٩١۵ ٠.٩١۶ ٢.٧٩۶ ٠.٩٠٨ ٠.٩٣۶ ٢.٨٩۴ ٠.٩٠٧ ٠.٩١٨ ٢.٢٣٧ ٠.٨٩٧ ٠.٨٨٩ ٢.١۶٧ ٠.٣ ١٠ ١٠ ١۴
٠.٩١٠ ٠.٩٠٧ ٢.۴٧٨ ٠.٩١٩ ٠.٩١١ ٢.۶۶٣ ٠.٩١٠ ٠.٩١۴ ٢.٨٨٩ ٠.٩٠۶ ٠.٩١٠ ٢.١٠٩ ٠.٨٩٧ ٠.٨۵٨ ٢.١۵٨ ٠.۵ ١٠ ١٠ ١۵
٠.٩٠٠ ٠.٩٢١ ٢.٨٧٩ ٠.٩٣۴ ٠.٩٣۵ ٢.٨٣١ ٠.٨٨٨ ٠.٩۴٢ ٣.٠٨۵ ٠.٨٨۶ ٠.٨٩١ ٣.١٠۵ ٠.٨٩٢ ٠.٩١٠ ٢.۴۴٨ ٠.١ ١۵ ١٠ ١۶
٠.٨٩٧ ٠.٩١۵ ٢.٧٢٧ ٠.٩٣٧ ٠.٩٣۵ ٢.۵٢٧ ٠.٨٩٢ ٠.٩۴٢ ٢.٩۴٩ ٠.٨٨۶ ٠.٩٠۶ ٢.۵١۵ ٠.٨٩٢ ٠.٨٨۵ ٢.٢٧١ ٠.٣ ١۵ ١٠ ١٧
٠.٨٩٨ ٠.٩٢٣ ٢.٧١۶ ٠.٩٣٨ ٠.٩٢١ ٢.۴۵۴ ٠.٨٩۵ ٠.٩١٠ ٢.٩۵١ ٠.٨٨٣ ٠.٩٠٠ ٢.٢۶۶ ٠.٨٩٢ ٠.٨٧۶ ٢.٢١۵ ٠.۵ ١۵ ١٠ ١٨
٠.٩٠٣ ٠.٨٨٨ ١.٨۶٩ ٠.٩٩٢ ٠.٧١٠ ٢.٠۵٩ ٠.٩٠١ ٠.٧٧٢ ٣.٢٩١ ٠.٨٨٣ ٠.٨۴١ ١.۴١٣ ٠.٨٩٧ ٠.٨٩١ ٢.٣٣٠ ٠.١ ۵ ١۵ ١٩
٠.٩٠۴ ٠.٨٨۵ ١.٨۵۵ ٠.٩٩۶ ٠.٧٣٩ ١.٧٣١ ٠.٩٠۴ ٠.٨١۴ ٣ ٠.٨٨۴ ٠.٨٢۴ ١.۴٨٧ ٠.٨٩٧ ٠.٩١٨ ٢.۴٣٧ ٠.٣ ۵ ١۵ ٢٠
٠.٩١٠ ٠.٨٩٣ ١.٩۴۴ ٠.٩٩۴ ٠.٧٩۵ ١.۶١٣ ٠.٩٠۵ ٠.٨٧٢ ٢.٩٠٧ ٠.٨٨١ ٠.٨٣٧ ١.۶٨١ ٠.٨٩٧ ٠.٩٣٠ ٢.۶٣۶ ٠.۵ ۵ ١۵ ٢١
٠.٨٩۴ ٠.٩١۵ ٢.۶۵۵ ٠.٩۴٠ ٠.٨۵١ ٢.٨٨۶ ٠.٨٧۴ ٠.٨٨۶ ٣.٢٣٧ ٠.٨٨٨ ٠.٩١٠ ٢.۴۵٨ ٠.٨٩٠ ٠.٩١۵ ٢.۶٢١ ٠.١ ١٠ ١۵ ٢٢
٠.٨٩۶ ٠.٩٢٠ ٢.۶٣۴ ٠.٩۴٧ ٠.٨٩١ ٢.۵۶١ ٠.٨٧۶ ٠.٩٣٢ ٣.١٠٣ ٠.٨٨۶ ٠.٩٢٣ ٢.٢۶٩ ٠.٨٩٠ ٠.٩٢٢ ٢.۵٩۴ ٠.٣ ١٠ ١۵ ٢٣
٠.٨٩٣ ٠.٩٣١ ٢.٧٠٣ ٠.٩۴٧ ٠.٩١٩ ٢.۴٨٢ ٠.٨٧٨ ٠.٩۴٢ ٣.١١٨ ٠.٨٨٨ ٠.٩٢٧ ٢.٢۵٩ ٠.٨٩٠ ٠.٩٢٠ ٢.۶۵٢ ٠.۵ ١٠ ١۵ ٢۴
٠.٩٠١ ٠.٩١۶ ٣.٠۶۵ ٠.٩١٠ ٠.٩٠٠ ٣.۴٧٩ ٠.٩٠۴ ٠.٩٢١ ٣.٣۴٨ ٠.٩٠۶ ٠.٩١١ ٢.٩۵٧ ٠.٩١۵ ٠.٩٠٩ ٢.٧٣٩ ٠.١ ١۵ ١۵ ٢۵
٠.٩٠١ ٠.٩٣٢ ٣.٠۴٨ ٠.٩١٢ ٠.٩٢۶ ٣.٢٠۵ ٠.٩٠۴ ٠.٩۴۵ ٣.٢٧١ ٠.٩٠۵ ٠.٩٢٧ ٢.۶۶٠ ٠.٩١۵ ٠.٩١٣ ٢.۶٧٩ ٠.٣ ١۵ ١۵ ٢۶
٠.٨٩۶ ٠.٩٣۴ ٣.١٣٠ ٠.٩١٣ ٠.٩٣٨ ٣.١٢٨ ٠.٩٠۴ ٠.٩۴٠ ٣.٢٩٩ ٠.٩٠۶ ٠.٩٢٠ ٢.۵۶٨ ٠.٩١۵ ٠.٩١٣ ٢.۶٩٠ ٠.۵ ١۵ ١۵ ٢٧

.γ = ٠٫ ١ زمانͬ�که n و m از ترکیب�هایͬ δبرای مقادیر :۶.۴ جدول
HPD Boot− t٢ Boot− t١ Perc MLE

CPRRSS CPR δ CPRRSS CPR δ CPRRSS CPR δ CPRRSS CPR δ CPRRSS CPR δ R m n ردیف
٠.٩٠٢ ٠.٨٠٢ ١.٨۵٣ ٠.٩١٩ ٠.٨٣۶ ٢.٧۵۶ ٠.٩٢٣ ٠.٨۴١ ٢.۶٢٠ ٠.٩٠۴ ٠.٨۴۶ ٢.٠٨۶ ٠.٩٢٠ ٠.٧٧۴ ١.۵۶۵ ٠.١ ۵ ۵ ١
٠.٨٩۵ ٠.٧٨۵ ١.٧۶۴ ٠.٩٣٢ ٠.٨۵٢ ٢.١٣۵ ٠.٩٢٩ ٠.٨۶۴ ٢.٣۶١ ٠.٩٠٢ ٠.٨۵۶ ١.۶۶٩ ٠.٩٢٠ ٠.٧۶٠ ١.۴٧۶ ٠.٣ ۵ ۵ ٢
٠.٩٠٨ ٠.٨١١ ١.٨٠٩ ٠.٩٣٨ ٠.٨۵۵ ٢.٠٢١ ٠.٩٣٠ ٠.٨۵٧ ٢.٣٨١ ٠.٨٩٨ ٠.٨۵٢ ١.۵۵٩ ٠.٩٢٠ ٠.٧۵٢ ١.۴٩٧ ٠.۵ ۵ ۵ ٣
٠.٩٢۵ ٠.٨١٧ ٢.٣٠٣ ٠.٩۶٩ ٠.٩٠٠ ٢.٠۶٢ ٠.٨٨۴ ٠.٨٩۵ ٢.۵١١ ٠.٨٧٠ ٠.٧٣۶ ٢.٩۴٢ ٠.٨٨٨ ٠.٨١۵ ١.٨٩١ ٠.١ ١٠ ۵ ۴
٠.٩٠٩ ٠.٧٧٧ ٢.١١٨ ٠.٩۶٨ ٠.٨١۵ ١.٧٧١ ٠.٨٩٢ ٠.٨٢٣ ٢.٣٩٠ ٠.٨٧٣ ٠.٧۴٢ ٢.٠٢١ ٠.٨٨٨ ٠.٧۵٠ ١.۶۶۵ ٠.٣ ١٠ ۵ ۵
٠.٩٠٧ ٠.٨١۴ ٢.٠۴٩ ٠.٩۶۶ ٠.٨٠٠ ١.٧٣٠ ٠.٨٩٧ ٠.٧٩٢ ٢.۴١٩ ٠.٨۶٩ ٠.٧۵٩ ١.۶۶۴ ٠.٨٨٨ ٠.٧۵٨ ١.۵٧۵ ٠.۵ ١٠ ۵ ۶
٠.٩٢١ ٠.٨٢١ ٢.٣۶٩ ٠.٩٩۵ ٠.٨٨٣ ١.۶۶٧ ٠.٩٠۵ ٠.٨٩١ ٢.۴٧٧ ٠.٨٨١ ٠.۶٧٨ ٣.١٧۵ ٠.٩٠٧ ٠.٨۴١ ٢ ٠.١ ١۵ ۵ ٧
٠.٩١٢ ٠.٧٧٣ ٢.١٩۶ ٠.٩٩۵ ٠.٧٧٢ ١.۴٨٣ ٠.٩١۶ ٠.٧٨۵ ٢.٣٨٧ ٠.٨٨٠ ٠.۶۶۵ ٢.٠٧٧ ٠.٩٠٧ ٠.٧۵۵ ١.٧٢١ ٠.٣ ١۵ ۵ ٨
٠.٩٠٢ ٠.٧٩۴ ٢.٠۶۶ ٠.٩٩١ ٠.٧٣٧ ١.۴۴١ ٠.٩١٧ ٠.٧٣۵ ٢.۴٠١ ٠.٨٧٨ ٠.۶٧١ ١.۶٣٢ ٠.٩٠٧ ٠.٧٣۶ ١.۵٩١ ٠.۵ ١۵ ۵ ٩
٠.٩٠٢ ٠.٨٠٩ ١.٨٢٠ ٠.٩٧٠ ٠.۶٩١ ٢.٢٠٢ ٠.٩٠٧ ٠.٧۵٢ ٢.٨٠۴ ٠.٨٩٢ ٠.٧٩٣ ١.۵١۶ ٠.٨٩٨ ٠.٨٠٣ ١.٨٨٨ ٠.١ ۵ ١٠ ١٠
٠.٩٠۴ ٠.٨٠٨ ١.٩٢٧ ٠.٩٧٧ ٠.٧۴۴ ١.٨۵٩ ٠.٩١۵ ٠.٧٩٩ ٢.۶۴١ ٠.٨٩٣ ٠.٧٩٣ ١.۵۴۴ ٠.٨٩٨ ٠.٨٢٣ ١.٩٧۵ ٠.٣ ۵ ١٠ ١١
٠.٩٢١ ٠.٨۴۴ ٢.٠۴٩ ٠.٩٧۶ ٠.٧٩٧ ١.٧۵١ ٠.٩١۶ ٠.٨۵٧ ٢.۶٠٣ ٠.٨٨٧ ٠.٨١٨ ١.۶۶١ ٠.٨٩٨ ٠.٨۴۶ ٢.٠٩٠ ٠.۵ ۵ ١٠ ١٢
٠.٩٠٣ ٠.٨۵۴ ٢.۵٩۶ ٠.٩٠۵ ٠.٨۶٧ ٣ ٠.٩٠۶ ٠.٨٨۴ ٢.٨٧٩ ٠.٩٠٨ ٠.٨۴٣ ٢.۵٠٩ ٠.٨٩٧ ٠.٨٣٨ ٢.٢۶٣ ٠.١ ١٠ ١٠ ١٣
٠.٩٠١ ٠.٨۴۶ ٢.۶١٢ ٠.٩١۵ ٠.٨۵٨ ٢.۶۴۵ ٠.٩٠٨ ٠.٨٨١ ٢.٧٣٩ ٠.٩٠٧ ٠.٨۴۶ ٢.١٧۶ ٠.٨٩٧ ٠.٨٢٨ ٢.١۵٣ ٠.٣ ١٠ ١٠ ١۴
٠.٩١٠ ٠.٨۶٢ ٢.۶٩١ ٠.٩١٩ ٠.٨٧٢ ٢.۵٧٣ ٠.٩١٠ ٠.٨٨٢ ٢.٧۶۶ ٠.٩٠۶ ٠.٨۴٧ ٢.٠٧١ ٠.٨٩٧ ٠.٨٢٨ ٢.١٧۴ ٠.۵ ١٠ ١٠ ١۵
٠.٩٠٠ ٠.٨٧٢ ٢.٨٩٨ ٠.٩٣۴ ٠.٩٠٢ ٢.۶۴۴ ٠.٨٨٨ ٠.٩١٠ ٢.٩۵٩ ٠.٨٨۶ ٠.٨٢٩ ٢.٩١٧ ٠.٨٩٢ ٠.٨۴٧ ٢.٣٨٨ ٠.١ ١۵ ١٠ ١۶
٠.٨٩٧ ٠.٨۵١ ٢.٩٢٨ ٠.٩٣٧ ٠.٨٩٠ ٢.۴٣۴ ٠.٨٩٢ ٠.٨٩٠ ٢.٨٣٣ ٠.٨٨۶ ٠.٨١٨ ٢.۴۴١ ٠.٨٩٢ ٠.٨٢۵ ٢.٢۵٩ ٠.٣ ١۵ ١٠ ١٧
٠.٨٩٨ ٠.٨۵٢ ٢.٩۴۶ ٠.٩٣٨ ٠.٨۶١ ٢.٣۵٨ ٠.٨٩۵ ٠.٨۵۵ ٢.٨٣٠ ٠.٨٨٣ ٠.٨١٧ ٢.٢٠٣ ٠.٨٩٢ ٠.٨١۵ ٢.١٩۵ ٠.۵ ١۵ ١٠ ١٨
٠.٩٠٣ ٠.٨١٨ ١.٨٠٧ ٠.٩٩٢ ٠.۶۶٠ ١.٨١٢ ٠.٩٠١ ٠.٧١٧ ٢.٨۴٩ ٠.٨٨٣ ٠.٧۵٩ ١.٣۶٧ ٠.٨٩٧ ٠.٨۶٠ ٢.٢٧۴ ٠.١ ۵ ١۵ ١٩
٠.٩٠۴ ٠.٨٠٧ ١.٩٠۶ ٠.٩٩۶ ٠.۶٨٢ ١.۵۶٢ ٠.٩٠۴ ٠.٧۵١ ٢.۶٨٢ ٠.٨٨۴ ٠.٧۵١ ١.۴۶١ ٠.٨٩٧ ٠.٨۶٩ ٢.۴٣٣ ٠.٣ ۵ ١۵ ٢٠
٠.٩١٠ ٠.٨۴٢ ٢.٠٧۵ ٠.٩٩۴ ٠.٧۴٠ ١.۴٨٧ ٠.٩٠۵ ٠.٨٢٠ ٢.۶٢٨ ٠.٨٨١ ٠.٧۶٩ ١.۶۵٣ ٠.٨٩٧ ٠.٨٩٢ ٢.۶١٨ ٠.۵ ۵ ١۵ ٢١
٠.٨٩۴ ٠.٨۵٨ ٢.۶٧٣ ٠.٩۴٠ ٠.٨٠٣ ٢.۶٧٢ ٠.٨٧۴ ٠.٨٣٧ ٣.٠۶١ ٠.٨٨٨ ٠.٨٣٩ ٢.٣٢٠ ٠.٨٩٠ ٠.٨۶١ ٢.۵٩٢ ٠.١ ١٠ ١۵ ٢٢
٠.٨٩۶ ٠.٨۵٩ ٢.٧٩١ ٠.٩۴٧ ٠.٨۴٣ ٢.۴٣۴ ٠.٨٧۶ ٠.٨٧٣ ٢.٩٣٩ ٠.٨٨۶ ٠.٨۴۵ ٢.٢٠۴ ٠.٨٩٠ ٠.٨۶٨ ٢.۵٨٩ ٠.٣ ١٠ ١۵ ٢٣
٠.٨٩٣ ٠.٨٧٧ ٢.٩٣٨ ٠.٩۴٧ ٠.٨۵٧ ٢.٣۶۴ ٠.٨٧٨ ٠.٨٨٨ ٢.٩٣٣ ٠.٨٨٨ ٠.٨۴٧ ٢.١٩۵ ٠.٨٩٠ ٠.٨٧١ ٢.۶٣٩ ٠.۵ ١٠ ١۵ ٢۴
٠.٩٠١ ٠.٨٧۶ ٣.٢٨٩ ٠.٩١٠ ٠.٨٩۵ ٣.٣٧۵ ٠.٩٠۴ ٠.٩٠٨ ٣.٢٨٢ ٠.٩٠۶ ٠.٨۵٢ ٢.٨٧٢ ٠.٩١۵ ٠.٨٧۴ ٢.٧۴۴ ٠.١ ١۵ ١۵ ٢۵
٠.٩٠١ ٠.٨٧١ ٣.٢۶١ ٠.٩١٢ ٠.٨٧٩ ٣.٠۶۵ ٠.٩٠۴ ٠.٨٩۶ ٣.١٣٣ ٠.٩٠۵ ٠.٨۵۵ ٢.۵٨۴ ٠.٩١۵ ٠.٨۵٧ ٢.۶٧۴ ٠.٣ ١۵ ١۵ ٢۶
٠.٨٩۶ ٠.٨۶٩ ٣.٣٨۵ ٠.٩١٣ ٠.٨٨٢ ٣.٠١٨ ٠.٩٠۴ ٠.٨٨٨ ٣.١۴٠ ٠.٩٠۶ ٠.٨۴٢ ٢.۴٧٢ ٠.٩١۵ ٠.٨۵٠ ٢.۶۶٠ ٠.۵ ١۵ ١۵ ٢٧
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است ذکر به لازم مͬ�دهد. نشان را یافته تعمیم نمایͬ توزیع مطابقت که مͬ�باشد، ٠.۶۶٧ و
مطالعه برای مͬ�توان را باشد داشته مطابقت شده گرفته نظر در مدل بر که دیͽری هواپیمای هر
ارائه ٧.۴ جدول در ٢.١ دیاگرام براساس داده�ها مجموعه این پایین RRSS مقادیر نمود. انتخاب

شده�اند.

هواپیما داده�های از شده استخراج پایین RRSS مقادیر :٧.۴ جدول
هواپیما

٨٠۴۵ ٨٠۴۴ ٧٩١٧ ٧٩١۶ ٧٩١۵ ٧٩١۴ ٧٩١٣ ٧٩١٢ ٧٩١١ ٧٩١٠ ٧٩٠٩ ٧٩٠٨ ٧٩٠٧
١٠٢ ۴٨٧ ١٣٠ ۵٠ ٣۵٩ ۵٠ ٩٧ ٢٣ ۵۵ ٧۴ ٩٠ ۴١٣ ١٩۴
١۴ ٧ ۵ ٣ ٢٢ ١١ ٨٧ ۵۶ ۴٨ ٩
٣٢ ٣ ١٢ ٣ ٣٣ ٣۴
١۴ ١ ٧

٨٠۴۵ و ٧٩٠٨ ͹بوئین هواپیمای دو برای پایین RRSS تعداد که مͬ�دهد نشان ٧.۴ جدول
سیستم مقایسه ما هدف مثال این در که ،R = P (X < Y ) مطالعه برای مͬ�باشد. ۴ برابر
u = که باشد فشار متغیر ،X کنید فرض است، ٨٠۴۵ و ٧٩٠٨ ͹بوئین هواپیمای دو تهویه
باشد مقاومت متغیر Y و مͬ�باشد ٧٩٠٨ شماره هواپیمای پایین RRSS مقادیر (۴١٣,٩,٣۴,٧)
مͬ�باشد. ٨٠۴۵ شماره هواپیمای از پایین RRSS مقادیر (n = m = ۴) s = (١٠٢, ١۴,٣٢, ١۴) که
فاصله�ای، و نقطه�ای برآوردهای عملͺرد بررسͬ منظور به بیشتر مشاهدات آوردن به�دست برای
٢٠٠ منظور بدین� گیرد. مͬ صورت داده�ها از نمونه�گیری باز بوت�استرپ، روش از استفاده با
استخراج پایین RRSS مقادیر سپس و مͬ�شود تولید اصلͬ داده�های از استرپͬ بوت نمونه�ی
به تنش-مقاومت پارامتر نقطه�ای برآوردگرهای آمده، به�دست RRSSهای براساس مͬ�گردد.
مشاهدات با متناظر جعبه�ای نمودار به�دستمͬ�آید. R̂UMV U = ٠٫ ۶۶٣ و R̂ML = ٠٫ صورت۶۵۵
نقطه�ای برآوردگرهای مقادیر برطبق شده�است. رسم ٧.۴ شͺل در نقطه�ای برآوردگرهای به مربوط
داشته�باشد. R̂UMV U به نسبت بهتری کارایͬ R̂ML داریم انتظار مͬ�باشد، ٠.۶ برابر حدوداً که
نتایج که مͬ�باشد، R̂UMV U از کمتر R̂ML در چارکͬ میان دامنه� مͬ�بینیم ٧.۴ شͺل به توجه با
دیͽر بار ١٠٠٠ را بالا در شده ذکر فرآیند اطمینان، فواصل بررسͬ برای مͬ�کند. تأیید را قبلͬ
و α پیشین توزیع عنوان به ترتیب به Gamma(٢,٢) و Gamma(٢, ١) توزیع�های مͬ�کنیم. تͺرار
شده�است. داده� نمایش� ٨.۴ جدول در اطمینان فواصل طول میانͽین و شده�است گرفته درنظر β

واقعͬ داده�ی مجموعه براساس R طول متوسط مقادیر :٨.۴ جدول
HPD Bayes AMLE MLE Basic Boot− t٢ Boot− t١ Perc γ

٠.٣۵٩ ٠.٣٨۵ ٠.٣٩۶ ٠.٣٨٩ ٠.۵٧٨ ٠.۵٩٨ ٠.٨٩۴ ٠.۵٩٣ ٠.٠۵
٠.٣٠۶ ٠.٣٢٧ ٠.٣٣٢ ٠.٣٢٩ ٠.۴٨٧ ٠.۴٣١ ٠.۶٨٨ ٠.۴٩۴ ٠.١

کم�تر Boot − t١ طول متوسط قبل بخش همانند مͬ�شود مشاهده ،٨.۴ جدول نتایج برطبق
اطمینان فواصل سایر از بهتر AMLE و MLE طول میانͽین همچنین، مͬ�باشد. Boot − t٢ از



٧٣ واقعͬ مثال
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.R̂UMV U و R̂ML مقایسه :٧.۴ شͺل

مͬ�باشد. طول متوسط کمترین دارای براساسکمیتمحور اطمینان فاصله دقیق، به�طور مͬ�باشد.
بخشکاملا́ این نتایج نتیجه در مͬ�کند. عمل بیزی معتبر فاصله از بهتر نیز HPD فاصله همچنین

مͬ�کند. تأیید را قبل بخش نتایج

نتیجه�گیری
R تنش-مقاومت پارامتر بیزی برآوردگر همچنین و UMV U ،ML برآوردگرهای فصل، این در
براساس UMV U و ML برآوردگرهای آوردیم. به�دست PRHR مدل از پایین RRSS براساس را
برآوردگر مͬ�باشد، ٠.۵ مقدار Rنزدیͷبه زمانͬ�که شد مشاهده شدند. مقایسه نسبͬ کارایͬ معیار
بهتر UMV U برآوردگر Rعملͺرد فرین مقادیر برای و مͬ�کند عمل UMV U برآوردگر از MLبهتر

رکوردهای و RRSS) طرح دو از حاصل نقطه�ای برآوردگرهای فصل این در همچنین مͬ�باشد.
طرح براساس R برآوردگر شد مشاهده نمودیم. مقایسه نسبͬ کارایͬ معیار براساس را معمولͬ)

مͬ�کند. عمل معمولͬ رکوردهای از بهتر RRSS
مطالعات براساس شدند. مقایسه شبیه�سازی براساس و گردید محاسبه مختلفͬ اطمینان فواصل
براساسMLبهتر دقیق و صدکͬ �اطمینان فاصله شد مشاهده عددی، مثال همچنین و شبیه�سازی
فاصله� به نسبت بهتری عملͺرد HPD اطمینان فاصله� همچنین مͬ�باشد. اطمینان فواصل سایر از
و معمولͬ رکوردهای طرح دو براساس را فاصله�ای برآوردگرهای نهایت در دارد. بیزی اطمینان
مقایسه ،PRHR خانواده از توزیعͬ عنوان به یافته تعمیم نمایͬ توزیع گرفتن نظر در با RRSS
براساس مشابه فواصل از بهتر RRSS طرح براساس اطمینان فواصل کردیم مشاهده نمودیم.
مدل در پایه توزیع به محاسبات تمام که کردیم ثابت همچنین مͬ�کنند. عمل معمولͬ رکوردهای

ندارد. ͬͽبست PRHR





۵ فصل

براساس تنش-مقاومت پارامتر برآورد
پارامتری دو نمایͬ توزیع در RRSS

و مستقل Y و X تصادفͬ متغیرهای فرضاین�که با و RRSS طرح گرفتن نظر در با فصل، این در
مͬ�پردازیم. تنش-مقاومت پارامتر نقطه�ای برآورد به باشند، پارامتری دو نمایͬ توزیع با هم��توزیع
کمترین با نااریب برآوردگر پارامتری دو نمایͬ توزیع فرض با ،(٢٠٠۵) همͺاران مانیشا١و
و (٢٠٠٨a) سال�های در بͺلیزی همچنین نمودند. محاسبه را تنش-مقاومت پارامتر واریانس
تنش-مقاومت پارامتر فاصله�ای و نقطه�ای برآوردهای مشاهداترکوردی، از استفاده با ،(٢٠١۴)

آورد. به�دست پارامتری دو نمایͬ توزیع گرفتن نظر در با را
نمونه�یمجموعه�ی بالای رکوردهای حالت�هایمختلفو گرفتن نظر در با بخش۵.١ در و ادامه در
بخش۵.٢ در و مͬ�آوریم به�دست را تنش-مقاومت پارامتر ماکسیمم درستنمایͬ برآوردگر رتبه�دار،

مͬ�کنیم. محاسبه را فوق پارامتر واریانس کمترین با نااریب برآوردگر نیز

١Manisha

٧۵



پارامتری دو نمایͬ توزیع در RRSS براساس تنش-مقاومت پارامتر برآورد ٧۶

ماکسیمم درستنمایͬ برآوردگر ١.۵
نظر�گرفتن در با تنش-مقامت پارامتر ماکسیمم درستنمایͬ برآوردگر محاسبه به بخش، این در

مͬ�پردازیم. RRSS طرح و پارمتری دو نمایͬ توزیع
مͬ�باشد زیر صورت به دوپارامتری نمایͬ توزیع چͽالͬ تابع

f(x|µ, θ) = ١
θ
e−

١
θ
(x−µ), x > µ, −∞ < µ <∞, θ > ٠ (١.۵)

متغیرهای ترتیب به Y و X فرضکنید مͬ�باشند. مقیاس و مͺان پارامتر ترتیب به θ و µ آن در که
E(µ٢, θ٢) و E(µ١, θ١) نماد با اختصار به که باشند پارامتری دو نمایͬ توزیع از مستقل تصادفͬ
R = مشاهدات بردار r = (r١,١, r٢,٢, · · · , rn,n)⊤ مͬ�کنیم فرض همچنین مͬ�دهیم. نشان
با رتبه�دار مجموعه�ی نمونه�ی بالای رکوردهای از n حجم به نمونه�ای (R١,١, R٢,٢, · · · , Rn,n)

⊤

S = (S١,١, S٢,٢, · · · , Sm,m)⊤مشاهدات بردار نیز s = (s١,١, s٢,٢, · · · , sm,m)⊤ و ,E(µ١مͬ�باشد θ١) توزیع
در اطلاعات تنها E(µ٢, θ٢) توزیع با رتبه�دار مجموعه�ی بالای رکوردهای از m حجم به نمونه�ای

مͬ�باشد. موردنظر جامعه خصوص

و باشند مستقل تصادفͬ متغیر دو Y ∼ E(µ٢, θ٢) و X ∼ E(µ١, θ١) کنید فرض .١.١.۵ لم
که مͬ�شود ثابت به�راحتͬ صورت این در باشد، تنش-مقاومت پارامتر همان R = Pr(X < Y )

R̂ML =



١− θ١
θ١ + θ٢

e
−
١
θ١

(µ٢−µ١)
µ٢ − µ١ ≥ ٠

θ٢
θ١ + θ٢

e
−

١
θ٢

(µ١−µ٢)
µ٢ − µ١ < ٠

(٢.۵)

نواحͬ اشتراک گرفتن درنظر با اول حالت در برهان.

١)µ٢ − µ١ > ٠, ٢)X < Y, ٣)X > µ١, ۴)Y > µ٢

با است برابر نظر مورد احتمال

Pr(X < Y ) =

∫ ∞

µ٢

∫ y

µ١

١
θ١
e
−
١
θ١

(x−µ١) ١
θ٢
e
−

١
θ٢

(y−µ٢)
dxdy

با و مشابه طریقͬ به دوم حالت در مͬ�شود. حاصل نظر مورد نتیجه فوق انتͽرال محاسبه با که
ناحیه�های اشتراک

١)µ٢ − µ١ < ٠, ٢)X < Y, ٣)X > µ١, ۴)Y > µ٢

مͬ�آید. به�دست نتیجه



٧٧ ماکسیمم درستنمایͬ برآوردگر

مͬ�باشند، یͺدیͽر از مستقل RRSS واحد�های کردیم، مشاهده ۶.١ بخش در که همان�طور
X توزیع تابع و چͽالͬ تابع جایͽذاری با Y ∼ E(µ٢, θ٢) و X ∼ E(µ١, θ١) اینͺه به توجه با لذا

مͬ�آید: به�دست زیر صورت به توأم درستنمایͬ (٨.١)تابع در Y و

L(θ١, µ١, θ٢, µ٢) =
( ١
θ١ )

n(n+١)/٢∏n
i=١(ri,i − µ١)i−١∏n

i=١(i− ١)! e
− ١

θ١
∑n

i=١(ri,i−µ١)

×
( ١
θ٢ )

m(m+١)/٢∏m
j=١(sj,j − µ٢)j−١∏m

j=١(j − ١)! e
− ١

θ٢
∑m

j=١(sj,j−µ٢) (٣.۵)

و

µ١ = min{ri,i ١ < i < n} و µ٢ = min{sj,j ١ < j < m} (۴.۵)

ازای به (µ١, θ١, µ٢, θ٢) پارامترهای به نسبت توأم درستنمایͬ تابع لͽاریتم از مشتق�گیری با حال
مͬ�آید. به�دست زیر به�صورت پارامترها ماکسیمم درستنمایͬ برآوردگرهای داده�شده s و r

µ̂١ = min{ri,i ١ < i < n} و θ̂١ =
∑n

i=١(ri,i − µ̂١)
N

(۵.۵)

و

µ̂٢ = min{sj,j ١ < j < m} و θ̂٢ =

∑m
j=١(sj,j − µ̂٢)

M
(۶.۵)

. M =
m(m+ ١)

٢ و N =
n(n+ ١)

٢ آن در که
R̂ML برآوردگر ماکسیمم، درستنمایͬ برآوردگرهای پایایͬ ویژگͬ و (٢.۵) از استفاده با نتیجه در

مͬ�آید. به�دست زیر فرم به

R̂ML =



١− θ̂١
θ̂١ + θ̂٢

e
−
١
θ̂١

(µ̂٢−µ̂١)
µ̂٢ − µ̂١ ≥ ٠

θ̂٢
θ̂١ + θ̂٢

e
−

١
θ̂٢

(µ̂١−µ̂٢)
µ̂٢ − µ̂١ < ٠

(٧.۵)

مͬ�گیریم: نظر در را زیر حالت دو بیشتر بررسͬ برای
باشند: برابر جامعه دو در مͺان پارامتر

ماکسیمم درستنمایͬ برآورد ،(۴.۵) و (٣.۵) روابط از استفاده با µ١ = µ٢ = µ که حالتͬ در
مͬ�آید به�دست زیر صورت به بالا RRSS براساس (µ, θ١, θ٢) پارامترهای

µ̂ = min{ri.i, sj,j , ١ ≤ i ≤ n ١ ≤ j ≤ m} (٨.۵)

θ̂١ =
١
N

n∑
i=١

(ri,i − µ̂) (٩.۵)

θ̂٢ =
١
M

m∑
j=١

(sj,j − µ̂) (١٠.۵)



پارامتری دو نمایͬ توزیع در RRSS براساس تنش-مقاومت پارامتر برآورد ٧٨

نتیجه در R = Pr(X < Y ) =
θ٢

θ١ + θ٢
حالت این در اینͺه به توجه با بنابراین

R̂ML =
θ̂٢

θ̂١ + θ̂٢
(١١.۵)

باشند: برابر جامعه دو مقیاس پارامترهای
RRSSمشاهدات بردار ،r = (r١,١, r٢,٢, · · · rn,n)T و باشد θ١ = θ٢ = θ فرضکنیم صورتͬ�که در
به بالا RRSS مشاهدات بردار ،s = (s١,١, s٢,٢, · · · , sm,m)T و E(µ١, θ) توزیع از n حجم به بالا
براساس (µ١, µ٢, θ) پارامترهای ماکسیمم درستنمایͬ برآورد باشد، E(µ٢, θ) توزیع از m حجم

مͬ�آید به�دست زیر صورت به بالا RRSS

µ̂١ = min{ri,i, ١ ≤ i ≤ n} (١٢.۵)

µ̂٢ = min{sj,j , ١ ≤ j ≤ m} (١٣.۵)

θ̂ =

n∑
i=١

(ri,i − µ̂١) +
m∑
j=١

(sj,j − µ̂٢)

N +M
(١۴.۵)

مͬ�شود نتیجه سادگͬ به و

R̂ML =


١− ١

٢e
−
١
θ̂
(µ̂٢−µ̂١)

µ̂٢ − µ̂١ ≥ ٠

١
٢e

−
١
θ̂
(µ̂٢−µ̂١)

µ̂٢ − µ̂١ < ٠

(١۵.۵)

واریانس کمترین با نااریب برآورد ٢.۵

حالتͬ در را R تنش-مقاومت پارامتر برای واریانس، کمترین با نااریب برآوردگر بخش این در
µ١ = µ٢ = µ این�که فرض با مͬ�کنیم. بررسͬ را باشند برابر جامعه دو در مͺان پارامترهای که

برای کامل بسنده آماره
 n∑

i=١
Ri,i,

m∑
j=١

Sj,j

 که داد نشان مͬ�توان مͬ�باشد، معلوم مقداری µ که

برآوردگر ͷی I(R١,١ < S١,١) صورت این در ،S١,١ d
= Y و R١,١ d

= X مͬ�دانیم مͬ�باشد. (θ١, θ٢)T

برآوردگر لهمن-شفه و رائو-بلͺول قضیه از استفاده با نتیجه در مͬ�باشد. R پارامتر برای نااریب
مͬ�کنیم. محاسبه زیر حالت سه گرفتن نظر در با را R پارامتر UMV U

min{m,n} ≥ ٢ اول: حالت



٧٩ واریانس کمترین با نااریب برآورد

R̂UMV U = E

I (R١,١ < S١,١
) ∣∣∣∣ n∑

i=١
(Ri,i − µ),

m∑
j=١

(Sj,j − µ)


= Pr

W <

∑m
j=١(Sj,j − µ)∑n
i=١(Ri,i − µ)

∣∣∣∣ n∑
i=١

(Ri,i − µ),

m∑
j=١

(Sj,j − µ)



باسو، قضیه به بنا و است فرعͬ آماره�ی W =

m∑
j=٢

(Sj,j − µ)

n∑
i=٢

(Ri,i − µ)

d
=

B(١, N − ١)
B(١,M − ١) آن در که

متغیر احتمال توزیع تابع بیان�گر FW (.) اگر بنابراین مͬ�باشد. کامل بسنده�ی آماره�ی از مستقل
آن�گاه باشد، W تصادفͬ

R̂UMV U = FW


m∑
j=١

(Sj,j − µ)

n∑
i=١

(Ri,i − µ)

 (١۶.۵)

( n = ١ mو ≥ ٢) : دوم حالت

مͬ�باشد (θ١, θ٢)T برای کامل بسنده�ی آماره�ی
R١,١,

m∑
j=١

Sj,j

 حالت این در است واضح

از عبارت�است R برای UMV U برآوردگر قبل، حالت همانند بنابراین

R̂UMV U = Pr


W <

m∑
j=١

(Sj,j − µ)

(R١,١ − µ)

∣∣∣∣(R١,١ − µ),

m∑
j=١

(Sj,j − µ)



از مستقل باسو قضیه به بنا و مͬ�باشد فرعͬ آماره W =

m∑
j=١

(Sj,j − µ)

S١,١ − µ

d
=

١
B(١,M − ١) آن در که

بنابراین مͬ�باشد کامل بسنده�ی آماره�ی

R̂UMV U =

١− R١,١ − µ
m∑
j=١

(Sj,j − µ)


M−١

(١٧.۵)



پارامتری دو نمایͬ توزیع در RRSS براساس تنش-مقاومت پارامتر برآورد ٨٠

( n ≥ ٢ و m = سوم:(١ حالت

R برای UMV U قبل حالت�های همانند و کامل بسنده�ی آماره�ی
 n∑

i=١
Ri,i, S١,١

حالت این در

با است برابر

R̂UMV U = Pr

W <
(S١,١ − µ)
n∑

i=١
(Ri,i − µ)

∣∣∣∣ n∑
i=١

(Ri,i − µ), (S١,١ − µ)


کامل بسنده�ی آماره�ی از مستقل و فرعͬ Wآماره =

(R١,١ − µ)
n∑

i=١
(Ri,i − µ)

d
=

١
B(١, N − ١) آن در که

بنابراین مͬ�باشد

R̂UMV UE = ١−
(
١− S١,١ − µ∑n

i=١(Ri,i − µ)

)N−١
(١٨.۵)

مͬ�باشد. بتا تابع B(., .) که

سازی شبیه ١.٢.۵
٢.۵ و ١.۵ بخش�های در شده معرفͬ نقطه�ای برآوردگرهای عددی مقایسه به بخش این در
در معلوم را µ پارامتر و m = (٢,۴,۶) و n = (٢,۴,۶) ترکیب�های تمام آن در و مͬ�پردازیم
داشته ،(١١.۵) رابطه براساس که گرفتیم نظر در طوری را θ٢ و θ١ = ١ همچنین گیریم. مͬ� نظر
نمونه�ی ١٠٠٠٠ فوق، ترکیب�های از کدام هر ازای به .R = (٠٫ ١, ٠٫ ٣, ٠٫ ۵, ٠٫ ٩۵, ٠٫ ٩٩) باشیم
است. آمده ١.۵ جدول در حاصل نتایج کرده�ایم. تولید E(µ٢, θ٢) و E(µ١, θ١) توزیع�های از s و r
هستند ٠.۵ ͷنزدی که R از نقاطͬ مͬ�کنیم مشاهده ،١.۵ جدول در شده ارائه نتایج به توجه به
انتظار که همان�گونه همچنین دارد. ML برآوردگر به نسبت بیشتری خطای UMV U برآوردگر

یافته�است. کاهش خطا نمونه، حجم افزایش با داشتیم

نتیجه�گیری
دو نمایͬ توزیع از m و n اندازه به بالا، RRSS مستقل نمونه دو این�که فرض با فصل، این در
را تنش-مقاومت پارامتر نقطه�ای برآوردگرهای مͬ�باشد، Y Xو جوامع از اطلاعات تنها پارامتری،
برآوردگرهای شبیه�سازی، طریق از نهایت در نمودیم. بررسͬ مختلف حالت�های گرفتن درنظر با
از بهتر ML برآوردگر مͬ�باشد R = ٠٫ ۵ حالتͬ�که در گردید مشاهده نمودیم. مقایسه را فوق

مͬ�کند. عمل UMV U برآوردگر



٨١ واریانس کمترین با نااریب برآورد

UMV UE و MLE به مربوط نتایج :١.۵ جدول
Var_UMVUE MSE_MLE Bias_MLE m n R ردیف

٠.٠٠٩ ٠.٠١٠ ٠.٠١٨- ٢ ٢ ٠.١٠٠ ١
٠.٠٠٨ ٠.٠٠٧ ٠.٠٧١- ۴ ٢ ٠.١٠٠ ٢
٠.٠٠٩ ٠.٠٠٨ ٠.٠٨۵- ۶ ٢ ٠.١٠٠ ٣
٠.٠٠٨ ٠.٠٠٨ ٠.٠۵٠ ٢ ۴ ٠.١٠٠ ۴
٠.٠٠٢ ٠.٠٠٢ ٠.٠١۵- ۴ ۴ ٠.١٠٠ ۵
٠.٠٠۴ ٠.٠٠۴ ٠.٠۵٧- ۶ ۴ ٠.١٠٠ ۶
٠.٠٢١ ٠.٠١٩ ٠.١١۶ ٢ ۶ ٠.١٠٠ ٧
٠.٠٠٢ ٠.٠٠٢ ٠.٠١٠ ۴ ۶ ٠.١٠٠ ٨
٠.٠٠١ ٠.٠٠١ ٠.٠١٢- ۶ ۶ ٠.١٠٠ ٩
٠.٠۵۶ ٠.٠۴٧ ٠.٠٢۴- ٢ ٢ ٠.٣٠٠ ١٠
٠.٠۵٨ ٠.٠۵١ ٠.١٧١- ۴ ٢ ٠.٣٠٠ ١١
٠.٠۶٨ ٠.٠۶٢ ٠.٢٢۵- ۶ ٢ ٠.٣٠٠ ١٢
٠.٠۴٠ ٠.٠٣١ ٠.١٠۴ ٢ ۴ ٠.٣٠٠ ١٣
٠.٠١٣ ٠.٠١٢ ٠.٠٢١- ۴ ۴ ٠.٣٠٠ ١۴
٠.٠٢٨ ٠.٠٢۵ ٠.١٣٩- ۶ ۴ ٠.٣٠٠ ١۵
٠.٠٧٧ ٠.٠۵٧ ٠.٢١٢ ٢ ۶ ٠.٣٠٠ ١۶
٠.٠٠٩ ٠.٠٠٨ ٠.٠٢٧ ۴ ۶ ٠.٣٠٠ ١٧
٠.٠٠۶ ٠.٠٠۵ ٠.٠١۶- ۶ ۶ ٠.٣٠٠ ١٨
٠.٠٨٢ ٠.٠۶٧ ٠.٠٠٣- ٢ ٢ ٠.۵٠٠ ١٩
٠.١١٣ ٠.٠٩۶ ٠.٢١١- ۴ ٢ ٠.۵٠٠ ٢٠
٠.١۵١ ٠.١٣٣ ٠.٣١٢- ۶ ٢ ٠.۵٠٠ ٢١
٠.٠۵٠ ٠.٠٣۵ ٠.١٢۴ ٢ ۴ ٠.۵٠٠ ٢٢
٠.٠١٩ ٠.٠١٨ ٠.٠٠٠ ۴ ۴ ٠.۵٠٠ ٢٣
٠.٠۴۶ ٠.٠۴٢ ٠.١۶۶- ۶ ۴ ٠.۵٠٠ ٢۴
٠.٠٧٨ ٠.٠۵۵ ٠.٢١۴ ٢ ۶ ٠.۵٠٠ ٢۵
٠.٠١٣ ٠.٠١١ ٠.٠۴٣ ۴ ۶ ٠.۵٠٠ ٢۶
٠.٠٠٨ ٠.٠٠٨ ٠.٠٠٠ ۶ ۶ ٠.۵٠٠ ٢٧
٠.٠٠٣ ٠.٠٠٣ ٠.٠١٠ ٢ ٢ ٠.٩۵٠ ٢٨
٠.٠١٧ ٠.٠١۶ ٠.٠۵٨- ۴ ٢ ٠.٩۵٠ ٢٩
٠.٠۵٠ ٠.٠۴۴ ٠.١٣۶- ۶ ٢ ٠.٩۵٠ ٣٠
٠.٠٠١ ٠.٠٠١ ٠.٠٢٧ ٢ ۴ ٠.٩۵٠ ٣١
٠.٠٠١ ٠.٠٠١ ٠.٠٠٩ ۴ ۴ ٠.٩۵٠ ٣٢
٠.٠٠٣ ٠.٠٠٣ ٠.٠٣٢- ۶ ۴ ٠.٩۵٠ ٣٣
٠.٠٠٢ ٠.٠٠١ ٠.٠٣۴ ٢ ۶ ٠.٩۵٠ ٣۴
٠.٠٠١ ٠.٠٠٠ ٠.٠١۵ ۴ ۶ ٠.٩۵٠ ٣۵
٠.٠٠٠ ٠.٠٠٠ ٠.٠٠٧ ۶ ۶ ٠.٩۵٠ ٣۶
٠.٠٠٠ ٠.٠٠٠ ٠.٠٠٢ ٢ ٢ ٠.٩٩٠ ٣٧
٠.٠٠١ ٠.٠٠١ ٠.٠١۴- ۴ ٢ ٠.٩٩٠ ٣٨
٠.٠٠۵ ٠.٠٠۵ ٠.٠٣٨- ۶ ٢ ٠.٩٩٠ ٣٩
٠.٠٠٠ ٠.٠٠٠ ٠.٠٠۶ ٢ ۴ ٠.٩٩٠ ۴٠
٠.٠٠٠ ٠.٠٠٠ ٠.٠٠٢ ۴ ۴ ٠.٩٩٠ ۴١
٠.٠٠٠ ٠.٠٠٠ ٠.٠٠٧- ۶ ۴ ٠.٩٩٠ ۴٢
٠.٠٠٠ ٠.٠٠٠ ٠.٠٠٧ ٢ ۶ ٠.٩٩٠ ۴٣
٠.٠٠٠ ٠.٠٠٠ ٠.٠٠٣ ۴ ۶ ٠.٩٩٠ ۴۴
٠.٠٠٠ ٠.٠٠٠ ٠.٠٠٢ ۶ ۶ ٠.٩٩٠ ۴۵





تحقیق آینده

بررسͬ RRSS طرح از آمده به�دست نمونه�های براساس را تنش-مقاومت پارامتر رساله، این در
مͬ�باشد آماری مهم توزیع�های از زیادی تعداد شامل معͺوسمتناسبکه نرخخطر الͽوی نمودیم.
طرح براساس تنش-مقاومت پارامتر بررسͬ به و گرفته�شد نظر در آماری جامعه�ی توزیع عنوان به
نمودیم. مقایسه را معمولͬ رکوردی آماره�های و فوق طرح از آمده به�دست نتایج پرداختیم. RRSS

گیرد. قرار مطالعه و بررسͬ مورد نیز زیر موارد در مͬ�تواند تحقیق این

رتبه�دار مجموعه�ی نمونه�گیری ساختار براساس حقیقت در ،RRSS طرح رساله، این در •
نمونه�گیری روش براساس را فوق نتایج مͬ�توان رسد مͬ نظر به مͬ�باشد، حلقه�ای ͷت

داد. ادامه� حلقه�ای چند رکوردی رتبه�دار مجموعه�ی

معیار�های و رنͬ و شانون آنتروپͬ مانند اطلاع نظریه دیدگاه از مͬ�توان را RRSS طرح •
نمود. بررسͬ نیز ͷکولب قبیل از فاصله�

مورد مͬ�تواند RRSS طرح از حاصل ترتیبͬ داده�های براساس جامعه چندک�های برآورد •
شود. واقع محققان بررسͬ

مͬ�توان مͬ�باشد، Y و X متغیرهای استقلال فرض با تنش-مقاومت پارامتر رساله این در •
نمود. بررسͬ را فوق نتایج Y و X متغیرهای ͬͽوابست فرض گرفتن نظر در با
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پیوستآ�

برنامه�نویسͬ کدهای

صفحات، کاذب ازدياد از جلوگيری و رساله اين در شده استفاده های برنامه زياد حجم علت به
و اند شده آورده سازی شبيه و عددی محاسبات نويسͬ برنامه کدهای از ای نمونه تنها زير در
صورت در توانند مͬ رساله گرامͬ خوانندگان لذا، باشند. مͬ محفوظ گردآورنده نزد کدها، ساير
است ذکر به لازم نمايند. تماسحاصل sadeghpour.amineh@yahoo.com ايميل آدرس با تمايل

اند. شده انجام R افزار نرم از استفاده با رساله این شبیه�سازی و عددی محاسبات تمامͬ که
هستند. ١.٢ نمودار به مربوط زیر برنامه�های کد (١

k=5000000

n=c(2,3,4,5,6)

m=c(2,3,4,5,6)

M=m*(m+1)/2

N=n*(n+1)/2

R=seq(0,1,by=0.02)

mse1=numeric(length(R))

mse2=numeric(length(R))

mse3=numeric(length(R))

mse4=numeric(length(R))



برنامه�نویسͬ کدهای ٩۶

mse5=numeric(length(R))

for(i in 1:length(R)){

#v=rf(k,2*M,2*N)

Rhat = (1+rf(k,2*M[5],2*N[1])*(1-R[i])/R[i])^(-1)

mse1[i] = mean((Rhat-R[i])^2)

Rhat = (1+rf(k,2*M[1],2*N[5])*(1-R[i])/R[i])^(-1)

mse2[i] = mean((Rhat-R[i])^2)

Rhat = (1+rf(k,2*M[3],2*N[3])*(1-R[i])/R[i])^(-1)

mse3[i] = mean((Rhat-R[i])^2)

Rhat = (1+rf(k,2*M[4],2*N[2])*(1-R[i])/R[i])^(-1)

mse4[i] = mean((Rhat-R[i])^2)

Rhat = (1+rf(k,2*M[2],2*N[4])*(1-R[i])/R[i])^(-1)

mse5[i] = mean((Rhat-R[i])^2)

}

plot(c(0,1), c(0,0.05), type = "n", xlab = "R", main = "",

ylab="MSE",yaxt = "n", xaxs = "i", yaxs = "i")

abline(v=0.5,lty=2)

axis(2)

abline(h=0,lty=2)

lines(R,mse1,type='l',lwd=2)

lines(R,mse2, lty=2, col=2,lwd=2)

lines(R,mse3, lty=3, col=3,lwd=2)

lines(R,mse4, lty=4, col=4,lwd=2)

lines(R,mse5, lty=5, col=5,lwd=2)

abline(v=0.5 , lty=3)

legend("topright",legend=c(expression(paste("n = 2 , m = 6")),

expression(paste("n = 6 , m = 2")),

expression(paste("n = 4 , m = 4")),

expression(paste("n = 3 , m = 5")),

expression(paste("n = 5 , m = 3"))),

lty=1:6,lwd=2, col=1:6, bty='n', cex=1)

مͬ�باشند. ١.٣ و ١.٢ جدول�های شبیه�سازی محاسبات به مربوط زیر برنامه�ی کد (٢

# rm(list=ls())



٩٧

library(xtable)

library(parallel) # for parallel computing

library(doParallel) # for parallel computing

library(foreach) # for parallel computing

# functions -----------------------------------------------------

Q.boot=function(t,RR){

f=ecdf(RR)

ff=function(x) f(x)-t

uniroot(ff,int=c(0,10))$root

}

Q.boot=Vectorize(Q.boot,"t")

Q.boot(c(0.5,0.9),rexp(100))

f.hpd1=function(N, M, theta1, theta2, B.hpd, a, b, c, d, alpha) {

B=B.hpd

# T1=rgamma(1,N,1/theta1)

# T2=rgamma(1,M,1/theta2)

# Theta1i=rgamma(B,a+N,1/(b+T1))

# Theta2i=rgamma(B,c+M,1/(d+T2))

T1=rgamma(1,shape=N,scale=1/theta1)

T2=rgamma(1,shape=M,scale=1/theta2)

Theta1i=rgamma(B,shape=a+N,scale=1/(b+T1))

Theta2i=rgamma(B,shape=c+M,scale=1/(d+T2))

Ri=sort(Theta2i/(Theta2i+Theta1i))

up=B-floor(B*(1-alpha))

J=1:up

jst=J[which.min(Ri[J+floor(B*(1-alpha))]-Ri[J])]

# EL=Ri[jst+floor(B*(1-alpha))]-Ri[jst]

# CP=ifelse(Ri[jst]<R & R<Ri[jst+floor(B*(1-alpha))],1,0)

# return(c(EL = EL , CP=CP))

# return(list(EL = EL , CP=CP))

LCL=Ri[jst]

UCL=Ri[jst+floor(B*(1-alpha))]

return(c(LCL = LCL , UCL=UCL))

}



برنامه�نویسͬ کدهای ٩٨

f.hpd2=function(N, M, theta1, theta2, B.hpd, alpha) {

B=B.hpd

T1=rgamma(1,shape=N,scale=1/theta1)

T2=rgamma(1,shape=M,scale=1/theta2)

Theta1i=rgamma(B,shape=N,scale=1/(T1))

Theta2i=rgamma(B,shape=M,scale=1/(T2))

Ri=sort(Theta2i/(Theta2i+Theta1i))

up=B-floor(B*(1-alpha))

J=1:up

jst=J[which.min(Ri[J+floor(B*(1-alpha))]-Ri[J])]

# EL=Ri[jst+floor(B*(1-alpha))]-Ri[jst]

# CP=ifelse(Ri[jst]<R & R<Ri[jst+floor(B*(1-alpha))],1,0)

# return(c(EL = EL , CP=CP))

# return(list(EL = EL , CP=CP))

LCL=Ri[jst]

UCL=Ri[jst+floor(B*(1-alpha))]

return(c(LCL = LCL , UCL=UCL))

}

f.boot_t1=function(n,m,theta2,R,alpha){

p=min(m,n)/max(m,n)

N=n*(n+1)/2

M=m*(m+1)/2

theta1=theta2*(1/R-1)

r=c()

for(i in 1:n) r=c(r,rgamma(1,shape=i,scale=1/theta1))

s=c()

for(j in 1:m) s=c(s,rgamma(1,shape=j,scale=1/theta2))

theta1.hat=N/sum(r)

theta2.hat=M/sum(s)

R.hat=theta2.hat/(theta2.hat+theta1.hat)

I=(n>=m)

eta.hat=theta2.hat*theta1.hat/(theta1.hat+theta2.hat)^2

*sqrt(1/(N*p^(1-I))+1/(p^I*M))

R.star=eta.star=SD=rep(NA,B)



٩٩

for(bbb in 1:B){

r.star=c()

for(i in 1:n) r.star=c(r.star,rgamma(1,shape=i,scale=1/theta1.hat))

s.star=c()

for(j in 1:m) s.star=c(s.star,rgamma(1,shape=j,scale=1/theta2.hat))

theta1.star=N/sum(r.star)

theta2.star=M/sum(s.star)

R.star[bbb]=theta2.star/(theta2.star+theta1.star)

R.tilde=c()

for(bb in 1:30){

r.tilde=c()

for(i in 1:n) r.tilde=c(r.tilde,rgamma(1,shape=i,scale=1/theta1.star))

s.tilde=c()

for(j in 1:m) s.tilde=c(s.tilde,rgamma(1,shape=j,scale=1/theta2.star))

theta1.tilde=N/sum(r.tilde)

theta2.tilde=M/sum(s.tilde)

R.tilde[bb]=theta2.tilde/(theta2.tilde+theta1.tilde)

}

SD[bbb]=sqrt(var(R.tilde))

eta.star[bbb]=theta2.star*theta1.star/(theta1.star+theta2.star)^2

*sqrt(1/(N*p^(1-I))+1/(p^I*M))

}

z.star=(R.star-R.hat)/eta.star

z1=quantile(z.star,alpha/2,type=1);z2=quantile(z.star,1-alpha/2,type=1)

z.tilde=(R.star-R.hat)/SD

t1=quantile(z.tilde,alpha/2,type=1);t2=quantile(z.tilde,1-alpha/2,type=1)

int.perc=c(Q.boot(alpha/2,R.star),Q.boot(1-alpha/2,R.star))

int.boot1=c(R.hat-z2*eta.hat,R.hat-z1*eta.hat)

int.boot2=c(R.hat-t2*eta.hat,R.hat-t1*eta.hat)

int.AMLE=c(R.hat-qnorm(alpha/2)*eta.hat,R.hat+qnorm(alpha/2)*eta.hat)

l.mle=1/(1+(1-R.hat)/R.hat*qf(1-alpha/2,2*N,2*M))

u.mle=1/(1+(1-R.hat)/R.hat*qf(alpha/2,2*N,2*M))

int.MLE=c(l.mle,u.mle)

deltastar=R.star-R.hat
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# dd=quantile(deltastar,c(alpha,1-alpha))

dd=quantile(deltastar,c(alpha/2,1-alpha/2))

basic.boot=R.hat-c(dd[2],dd[1])

tt1=sum(r)

tt2=sum(s)

A=(a+N)*(d+tt2)/((c+M)*(b+tt1))

# l.bci1=1/(1+A*qf(alpha/2,2*(a+N),2*(c+M)))

# u.bci1=1/(1+A*qf(1-alpha/2,2*(a+N),2*(c+M)))

u.bci1=1/(1+A*qf(alpha/2,2*(a+N),2*(c+M)))

l.bci1=1/(1+A*qf(1-alpha/2,2*(a+N),2*(c+M)))

bci1=c(l.bci1,u.bci1)

# l.bci2=1/(1+N*t2/(M*t1)*qf(alpha/2,2*N,2*M))

# u.bci2=1/(1+N*t2/(M*t1)*qf(1-alpha/2,2*N,2*M))

u.bci2=1/(1+N*tt2/(M*tt1)*qf(alpha/2,2*N,2*M))

l.bci2=1/(1+N*tt2/(M*tt1)*qf(1-alpha/2,2*N,2*M))

bci2=c(l.bci2,u.bci2)

hpd1=f.hpd1(N, M, theta1, theta2, B.hpd, a, b, c, d, alpha)

hpd2=f.hpd2(N, M, theta1, theta2, B.hpd, alpha)

res=c(int.perc,

# int.boot1,

int.boot2,int.MLE,

# int.AMLE,

basic.boot,

bci1,

bci2,

hpd1,

hpd2,

R.hat)

names(res)=c("L.Perc","U.Perc",

# "L.Boot1","U.Boot1",

"L.Boot2","U.Boot2",

"L.MLE","U.MLE",

# "L.AMLE","U.AMLE",

"L.basic","U.basic",



١٠١

"L.bci1","U.bci1",

"L.bci2","U.bci2",

"L.HPD1","U.HPD1",

"L.HPD2","U.HPD2",

"R.hat")

return(res)

}

# simulation ----------------------------------------------------

# B=10 # Only for test

# B=200

B=1000

# B.hpd=100 # Only for test

B.hpd=1000

#### Prior parameters ###

a=1; b=2

c=1; d=2

###

test=f.boot_t1(n=3,m=3,theta2=0.4,R=0.4,alpha=0.1)

test

#repl=100 # Only for test

# repl=1000

repl=10000

pt=proc.time()

ncore=detectCores()

cl=makeCluster(ncore)

registerDoParallel(cl)

table=foreach(R=c(0.1,0.5,0.95), .combine='rbind') %:%

foreach(n=c(2,4,6), .combine='rbind') %:%

foreach(m=c(2,4,6), .combine='rbind') %do% {

set.seed(123)

total=t(replicate(repl,expr=f.boot_t1(n,m,theta2=0.4,R,alpha=0.1)))

L.Perc=total[,1];U.Perc=total[,2]

# L.Boot1=pmax(total[,3],0);U.Boot1=pmin(total[,4],1)

L.Boot2=pmax(total[,3],0);U.Boot2=pmin(total[,4],1)



برنامه�نویسͬ کدهای ١٠٢

L.MLE=total[,5];U.MLE=total[,6]

# L.AMLE=pmax(total[,9],0);U.AMLE=pmin(total[,10],1)

L.basic=total[,7];U.basic=total[,8]

L.bci1=total[,9];U.bci1=total[,10]

L.bci2=total[,11];U.bci2=total[,12]

L.hpd1=total[,13];U.hpd1=total[,14]

L.hpd2=total[,15];U.hpd2=total[,16]

#Bias=mean(total[,15])-R

#mse.R=mean((total[,15]-R)^2)

CV.Perc=mean((L.Perc<=R)&(R<=U.Perc))

L.Perc=mean(U.Perc-L.Perc)

# CV.Boot1=mean((L.Boot1<=R)&(R<=U.Boot1))

# L.Boot1=mean(U.Boot1-L.Boot1)

CV.Boot2=mean((L.Boot2<=R)&(R<=U.Boot2))

L.Boot2=mean(U.Boot2-L.Boot2)

CV.MLE=mean((L.MLE<=R)&(R<=U.MLE))

L.MLE=mean(U.MLE-L.MLE)

# CV.AMLE=mean((L.AMLE<=R)&(R<=U.AMLE))

# L.AMLE=mean(U.AMLE-L.AMLE)

CV.basic=mean((L.basic<=R)&(R<=U.basic))

L.basic=mean(U.basic-L.basic)

CV.bci1=mean((L.bci1<=R)&(R<=U.bci1))

L.bci1=mean(U.bci1-L.bci1)

CV.bci2=mean((L.bci2<=R)&(R<=U.bci2))

L.bci2=mean(U.bci2-L.bci2)

CV.hpd1=mean((L.hpd1<=R)&(R<=U.hpd1))

L.hpd1=mean(U.hpd1-L.hpd1)

CV.hpd2=mean((L.hpd2<=R)&(R<=U.hpd2))

L.hpd2=mean(U.hpd2-L.hpd2)

c(CV.Perc,L.Perc,

# CV.Boot1,L.Boot1,

CV.Boot2,

L.Boot2,CV.MLE,L.MLE,

# CV.AMLE,L.AMLE,
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CV.basic,L.basic,

CV.bci1,L.bci1,CV.hpd1,L.hpd1,

CV.bci2,L.bci2,CV.hpd2,L.hpd2)

}

# }

# }

stopCluster(cl)

pt=proc.time()-pt

pt

colnames(table)=c("CV.Perc","L.Perc",

# "CV.Boot1","L.Boot1",

"CV.Boot2","L.Boot2","CV.MLE","L.MLE",

# "CV.AMLE","L.AMLE",

"CV.basic","L.basic",

"CV.bci1","L.bci1","CV.hpd1","L.hpd1",

"CV.bci2","L.bci2","CV.hpd2","L.hpd2")

rownames(table)=NULL

round(table,4)

R=rep(c(0.1,0.5,0.95),each=9)

n=rep(c(2,4,6),each=3,times=3)

m=rep(c(2,4,6),times=9)

round(cbind(R,n,m,table),3)

xtable(round(cbind(R,n,m,table),3),digits=3)

id=1:8

round(cbind(R,n,m,table[,id]),3)

xtable(round(cbind(R,n,m,table[,id]),3),digits=3)

id=9:16

round(cbind(R,n,m,table[,id]),3)

xtable(round(cbind(R,n,m,table[,id]),3),digits=3)

write.table(table,"table1out.txt",row.names = F)

save(table,"table1out.RData")

load("table1out.RData")





پیوستب

روابط اثبات

:(٢۶.٢) رابطه برهان.
هستند. پایین RRSSهای و مستقل تصادفͬ متغیرهای Ri,iها شده�است بیان نیز قبلا́ که همان�طور

است: زیر صورت به Ri,i چͽالͬ تابع (۶.١) رابطه به توجه با

fRi,i(ri,i) =
{− log(١− e−ri,i)θ١}i−١

(i− ١) θ١e−ri,i(١− e−ri,i)θ١−١,

گرفتن نظر در با

Zi = − log(١− e−Ri,i),

تبدیل روش از استفاده و

fZi(zi) =
θi١zi−١

i

(i− ١)!e−θ١zi .

مͬ�آید. به�دست نظر مورد نتیجه بنابراین T١ =
∑n

i=١ Zi چون ،Zi ∼ Gamma(i, θ١) پس
مͬ�شود. محاسبه فوق روابط مشابه نیز (٢٧.٢) رابطه

:(٣٣.٢) رابطه برهان.

١٠۵



روابط اثبات ١٠۶

fU |(T١=t١)(u) =
fu(− log(١− e−r١,١))fT١(

∑n
i=٢ − log(١− e−ri,i) = t١ − u)

fT١(
∑n

i=١ − log(١− e−ri,i) = t١)

= (N − ١)(t١ − u)N−٢
tN−١١

.

مͬ�شود. اثبات ترتیب همین به نیز (٣۴.٢) رابطه

:(٣۶.٢) رابطه برهان.
داریم: توزیع�ها بین روابط از استفاده و (٢٧.٢) و (٢۶.٢) رابطه به توجه با

٢θ١T١ ∼ χ٢
(٢N),

٢θ٢T٢ ∼ χ٢
(٢M).

با و (٢۵.٢) در فوق روابط جایͽذاری با . θ١
θ٢

=
١−R
R

،(٢٢.٢) رابطه از استفاده با همچنین

توزیعͬ هم رابطه مͬ�شود، فیشر توزیع χ٢ توزیع دو تقسیم حاصل که نͺته این گرفتن نظر در
مͬ�آید. به�دست (٣۶.٢)
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Abstract

In some experiments, we would like to evaluate the strength of a component against the stress of
other variables. Such case in reliability theory is called a stress-strength model. The stress-strength
reliability has received considerable attention in branches of sciences such as industry, medicine
and engineering. So, this thesis studies point, interval and Bayesian estimations of stress-strength
reliability parameter based on record ranked set sampling scheme from the generalized exponential
distribution. Also, the record ranked set sampling scheme is compared with ordinary records in
case of point and interval estimations under the proportional reversed hazard rate model.

Keywords: Stress-Strength reliability, Proportional reversed hazard rate model, Record ranked
set sampling, Record values, Generalized exponential distribution.
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