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وجودشان و بود رنج همه برایشان وجودم عشق اند، و فداکاری بی کران دریای که آنان
گفت. نتوانم سپاس را مهربانیشان بی کران دریای از قطره ای بکوشم، هرچه مهر. همه برایم
جامه  آنان خواسته  به و کنم دین ادای بتوانم تا کن کمک من به الها پرمهرتان. دستان بر بوسه

. بپوشانم عمل



ید؛ মࡑു ਠീ঒ی مان که را یൊتا پروردگار ਟی ඟ໊ان ণپاس
॰د؛ رঘ࣒ࢤو৶مان داিش و ع࢙م ৘ජໍق به و

৶ࢤود؛ ൈग़ࣇ඼යمان داিش و ع࢙م رھروان ൕঙࣁਣඇඎی به و
ساࣾت. روز৷مان را ग़ࡁभජࢌ و ع࢙م از ऒوشه ౽ਣඇی و

وصف در را خود سپاس و سازم جاری زبانم بر تشکر و تقدیر از بالاتر معنایی نمی توانم
واجب خود بر وجود این با گفته ام. کم سرایم، و گویم چه هر که نمایم، آشکار خویش استادان
مراحل در راهنما استاد عنوان به که آرشی محمد دکتر آقای جناب فرزانه استاد از می دانم
تحصیل مدت طول در و بودند من کنار در گشاده رویی و سعه صدر با همواره رساله این مختلف
قدردانی و تشکر جسته ام، بهره ایشان علمی بی دریغ حمایت های و اخلاقی راهنمایی های از
آقایان جناب گرامی اساتید از آرزومندم. را سربلندی با توام عمر طول ایشان برای و نمایم
رساله داوری زحمت که روزبه مهدی دکتر و ربیعی محمدرضا دکتر باغیشنی، حسین دکتر
در که اساتیدی و معلمان تمامی از خالصانه می نمایم. قدردانی فرمودند، قبول را اینجانب
نهایت کرده اند، سیراب دانایی سرچشمه از مرا و آموخته علم من به تحصیلی مختلف مقاطع

نما. مقدر آنان برای را سعادت و سلامت عاقبت، حسن پروردگارا دارم. را سپاس

تعاونی مژگان
۱۳۹۹ شهریور
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نامه تعهد
صنعتی دانشگاه ریاضی علوم دانشکده آمار رشته دکتری دانشجوی تعاونی مژگان اینجانب
داده های تحلیل برای نیمه پارامتری مدل های در برآورد عنوان با پایان نامه نویسنده شاهرود،

می شوم: متعهد آرشی محمد دکتر راهنمایی تحت ، طولی

برخوردار اصالت و صحت از و است شده انجام اینجانب توسط پایان نامه این در تحقیقات •
است.

است. شده استناد استفاده مورد مرجع به پژوهش گران، دیگر پژوهش های نتایج از استفاده در •

یا مدرک نوع هیچ دریافت برای دیگری فرد یا خود، توسط کنون تا پایان نامه، این مطالب •
است. نشده ارایه هیچ جا در امتیازی

“ نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتی دانشگاه به اثر، این معنوی حقوق •
رسید. خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتی دانشگاه

در بوده اند، تاثیرگذار پایان نامه اصلی نتایج آوردن به دست در که افرادی تمام معنوی حقوق •
می گردد. رعایت پایان نامه از مستخرج مقالات

استفاده آنها) بافت های (یا زنده موجود از که مواردی در پایان نامه، این انجام مراحل تمام در •
است. شده رعایت اخلاقی اصول و ضوابط است، شده

دسترسی افراد شخصی اطلاعات حوزه به که مواردی در پایان نامه، این انجام مراحل تمام در •
است. شده رعایت انسانی اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته

تعاونی مژگان
۱۳۹۹ شهریور

نشر حق و نتایج مالکیت

رایانه ای، برنامه های کتاب، مستخرج، ( مقالات آن محصولات و اثر این معنوی حقوق تمام •
مطلب این می باشد. شاهرود صنعتی دانشگاه به متعلق شده) ساخته تجهیزات و نرم افزارها

شود. ذکر مربوطه علمی تولیدات در مقتضی، نحو به باید

نمی باشد. مجاز منبع ذکر بدون پایان نامه این در موجود نتایج و اطلاعات از استفاده •
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چکیده

منظور به آمیخته اثرات با نیمه پارامتری رگرسیون مدل در برآورد روش های بررسی به رساله این
نیمه پارامتری مدل و آمیخته اثرات مدل  از ترکیبی موردنظر مدل می پردازد. طولی داده های تحلیل
هسته ای، برآورد شامل مدل ناپارامتری تابع برآورد برای موجود روش های از مورد چند ابتدا است.
برآوردگر تبیینی، متغیرهای بین هم خطی مساله گرفتن درنظر با و شده معرفی اسپلاین  و بازگشتی
همزمان متغیر انتخاب و برآورد مسئله ادامه در می شود. معرفی ریج هسته ای برآوردگر نام به جدیدی
در موجود ناپارامتری مولفه است. شده  گرفته درنظر بالا بعد با غیرگاوسی و گاوسی داده های برای
تاوان تابع بر مبتنی هدف تابع بهینه سازی طریق از و زده شده تقریب رگرسیونی اسپلاین های با مدل
چهارچوب در حاصل برآوردگرهای حدی رفتار می گیرد. انجام همزمان طور به متغیر انتخاب و برآورد
مطالعه مورد می یابد، افزایش نمونه حجم افزایش با متناسب پارامترها تعداد آن در که بالا بعد داده های
تی توزیع اساس بر نیرومند روش یک چند متغیره پاسخ های گرفتن درنظر با علاوه بر این می گیرد. قرار
مقادیر به نسبت که می شود ارائه برآوردیابی برای نرمال، توزیع برای جایگزینی عنوان به چندمتغیره،
پیاده سازی منظور به مطالعاتی، چهارچوب هر در است. انعطاف پذیرتر غیرمعمول مشاهدات یا پرت
با پیشنهادی برآورد روش های کارایی و گردیده ارائه مناسب تکراری الگوریتم یک برآورد روش های
نشان بدست آمده نتایج است. شده  بررسی واقعی داده های تحلیل و شبیه سازی مطالعات از استفاده

دارند. مناسبی عملکرد موجود روش های سایر با مقایسه در پیشنهادی روش های که می دهند

تی توزیع تاوانیده، بالا، بعد ریج، برآوردگر متغیر، انتخاب هموارساز، اسپلاین کلیدی: کلمات
معادلات هسته ای، بازگشتی، دم کلفت، طولی، داده های پرت، داده های مجانبی، توزیع چندمتغیره،

آمیخته. اثرات با نیمه پارامتری مدل تعمیم یافته، برآورد

ک



از رساله مستخرج مقالات فهرست

آمیخته اثرات با خطی−جزئی مدل های در متغیر انتخاب .(۱۳۹۹) م. آرشی، و م. تعاونی، .۱
.۳۸۸ −۳۶۷ صفحات ،۲ شماره ،۱۴ جلد آماری، علوم مجله بالا، بعد با طولی داده های برای

2. Taavoni, M. and Arashi, M. (2018), Semiparametric Mixed Effect Modeling for Longitudi­

nal Data Analysis, The Secound Seminar on Nonparametric Statistics and Its Applications,

Allameh Tabataba’i University, Tehran, Iran.

3. Taavoni, M. and Arashi, M. (2018), Semiparametric Ridge Regression for Longitudinal

Data, 14th Iranian Statistics Conference, Shahrood University of Technology, Shahrood,

Iran.

4. Taavoni, M. and Arashi, M. (2019), Kernel Estimation in Semiparametric Mixed Effect

Longitudinal Modeling, Stat. Papers, DOI: 10.1007/s00362­019­01125­8.

5. Taavoni, M. and Arashi, M. (2019), Regularization in Generalized Semiparametric Mixed

Effects Model for Longitudinal Data, arXiv: 1909.08498v1 [stat.ME].

6. Taavoni, M., Arashi, M., Wang, W.L. and Lin, T.I (2020), Multivariate t Semiparametric

Mixed­effects Model for Longitudinal Data with Multiple Characteristics, J. Statist. Com­

put. Simul., (Revised).

7. Taavoni, M., Arashi, M.,Wang,W.L. and Lin, T.I (2020), Estimation inMultivariate t Linear

Mixed Models for Longitudinal Data with Multiple Outputs: Application to PBCseq Data

Analysis, Biom. J, (Revised).

م



پیشگفتار
داده های است. زمینه ها از بسیاری در مطالعات نوع کاربردی ترین و رایج ترین از یکی طولی مطالعات
چندین ویژگی های آن در که می شود اطلاق پیوسته و گسسته داده های از وسیعی مجموعه به طولی
اولیه هدف می شوند. اندازه گیری زمان طول در جمعیت، اعضای از نمونه ای عنوان به آزمودنی
بر تاثیرگذار عامل های استخراج نیز و زمان طول در پاسخ متغیر تغییرات بررسی طولی، مطالعات
همبستگی دارای آزمودنی هر پاسخ های مکرر، اندازه گیری های انجام به توجه با است. تغییرات این
است. ضروری امری همبستگی این گرفتن درنظر معتبر، و علمی استنباط به رسیدن جهت هستند.
این که می شود فراهم نیز آزمودنی هر درون تغییرات ارزشیابی امکان تکراری اندازه های وجود دلیل به
ندارد. وجود می شود اندازه گیری مشخص زمان یک در تنها آزمودنی که مقطعی مطالعات در امکان

مطالعات، زیاد تنوع دلیل به که است آماری ابزارهای پرکاربردترین از یکی رگرسیونی مدل
بخش سه به می توان را رگرسیون منظر یک از آمده است. پدید آن انجام برای گوناگونی روش های

کرد: تقسیم پارامتری نیمه و ناپارامتری پارامتری،

زیاد کافی قدر به تحقیق اطلاعات که می گیرد قرار مورداستفاده وقتی بیشتر پارامتری رگرسیون •
قابل یا خطی مدل یک وسیله به را تبیینی و پاسخ متغیر بین ارتباط بتوان آنجایی که تا باشد
درنظر برای مختلفی رهیافت های طولی، داده های پارامتری تحلیل در کرد. بیان خطی به تبدیل
هستند. انتقالی و آمیخته اثرات حاشیه ای، مدل های شامل که دارند وجود همبستگی گرفتن

معلوم تابعی شکل یک با را متغیرها بین ارتباط نوع نتوان که مواقعی در ناپارامتری رگرسیون •
و اسپلاین روش های از می توان آن در که می گیرد، قرار استفاده مورد کرد، بیان مشخص و

کرد. استفاده هسته ای

که معنی این به است، ناپارامتری و پارامتری مدل های از ترکیبی نیمه پارامتری، مدل های •
از بعضی برای و بوده پاسخ متغیر به نسبت تغییرات معلوم روند دارای متغیرها از بعضی

گرفت. درنظر را خاصی تابعی شکل نمی توان متغیرها

مدل های از ترکیبی خلق با طولی داده های بهتر چه هر تحلیل راستای در آماردانان اخیر، دهه چند در
مدل های مجموعه از آمیخته اثرات مدل میان، این در کردند. ایجاد را مدل ها از دیگری رده شده، ذکر
مدل گرفتند. قرار ترکیبی مدل های دسته این از بسیاری مبنای نیمه پارامتری مدل های و پارامتری
و منعطف بسیار مدلی عنوان به است، پژوهش این کار اساس که آمیخته اثرات با نیمه پارامتری

گرفت. قرار بسیار توجه مورد دارد را مدل ها اکثر خوب ویژگی های که تنومند
اطلاعات، جمع آوری نوین روش های و کامپیوترها محاسباتی توان افزایش با امروزه طرفی، از
محققین اختیار در کم نسبتاً هزینه با تحقیقاتی و علمی مختلف زمینه های در بالا بعد با داده های
مرتبط پاسخ متغیر با واقعاً تبیینی متغیرهای از اندکی تعداد فقط داده ها نوع این در می گیرد. قرار
است، زیاد مدل در تبیینی متغیرهای تعداد هنگامی که ندارند. پاسخ بر تاثیری متغیرها سایر و هستند
بین هم خطی ایجاد باعث متغیرها زیاد تعداد حضور همچنین و بوده مشکل بسیار مدل آن تفسیر
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برای متداول روش یک دارد. بسزایی اهمیت پاسخ بر موثر متغیرهای شناسایی لذا می شود؛ متغیرها
علاوه که فرآیندی همچنین است. ریج مانند اریب برآوردگرهای از استفاده هم خطی مشکل با مقابله
تابع بر مبتنی روش  دهد، انجام نیز را ضرایب برآورد رگرسیونی، معادله بهترین و متغیر انتخاب بر
تحقیقات از بسیاری در داد. گسترش را تاوانیده رگرسیون عنوان تحت نوینی رویکرد که است تاوان
هستیم مواجه شمارشی و دودویی پاسخ های مانند غیر نرمال، داده های یا رسته ای داده های با علمی،
متغیر که طولی مطالعات می شوند. پیشنهاد تعمیم یافته خطی مدل های آن ها، مدل بندی برای که
دیگر کاربردی مهم مسئله یافته اند. ویژه ای جایگاه مختلف علوم در نیز باشد غیرنرمال آن ها پاسخ
است. داده ها این متغیره چند یا همزمان تحلیل می گیرد، قرار توجه مورد طولی داده های تحلیل در که
تکراری اندازه های استنباط انجام جهت آماری روش های پرکاربردترین از آمیخته چند متغیره مدل های
اثرات مولفه های و خطاها توزیع بودن نرمال مدل ها این برازش در معمول پذیره است. چند متغیره
نادرست نتایج به منجر است ممکن پذیره این واقعی داده های برخی با برخورد در است. تصادفی
را برآوردها واریانس و ساخته آسیب پذیر را استنباط دورافتاده، داده های وجود صورت در به ویژه شود
جایگزین با آماری پیشرفته روش های اخیر سال های در این رو از می دهد. قرار تاثیر تحت شدت به
نتایج به منجر مدل بندی ها از نوع این در بودن نرمال پذیره جای به دم سنگین متقارن توزیع های کردن
تنومند و چند متغیره داده های با مدل ها این سازگاری علیرغم است. شده  طولی مطالعات در معتبرتری
تبیینی و پاسخ متغیرهای بین خطی رابطه به محدود تنها مدل ها این پرت، مقادیر مقابل در بودن

است.
بالا بعد با طولی داده های متغیر انتخاب زمینه در تحقیقات گرفته، صورت بررسی های طبق
تا نمایی توزیع های خانواده چارچوب در ویژه به آمیخته اثرات با نیمه پارامتری رگرسیون مدل در
طولی داده های برای نیمه پارامتری مدل های از استفاده همچنین است. مانده  ناشناخته زیادی حد
این در نیز متغیر انتخاب و هم خطی مسئله مانند مسائلی بسا چه است. بوده  نادر نسبتا چندمتغیره
رساله، این تمرکز راستای در شده انجام تحقیقات لذا گرفته اند. قرار بحث مورد کمتر مدل بندی ها نوع
فصل ۴ در را است، آمیخته اثرات با نیمه پارامتری رگرسیون مدل در برآورد روش های بررسی که

آمده است. زیر در آن ها محتویات از مختصری شرح که گنجانده ایم

یک هر ویژگی های معرفی طولی، داده های با آشنایی جهت لازم مقدمات بیان به اول: فصل
با سپس است. یافته  اختصاص آن ها در برآورد روش های و بیان شده رگرسیونی مدل های از
ناپارامتری تابع برآورد روش های از برخی آمیخته، اثرات با نیمه پارامتری مدل قرار دادن مبنا

می شوند. معرفی اسپلاین و بازگشتی هسته ای، برآوردگرهای شامل مدل

ریج، برآوردگر و شده بررسی برآوردگرها عملکرد بر هم خطی وجود تاثیر ابتدا دوم: فصل
رایج ترین معرفی با سپس می شود. معرفی هم خطی مشکل با مقابله برای ابزاری عنوان به
را آمیخته اثرات با پارامتری نیمه مدل در متغیر انتخاب و برآورد متغیر، انتخاب روش های
متناسب پارامترها تعداد آن در که بالا بعد داده های چارچوب در تاوان، توابع رهیافت بر مبتنی
بررسی مورد تاوان تابع پارامترهای انتخاب نحوه و می یابد، افزایش نمونه حجم افزایش با



ف

می گیرد. قرار

سپس است. پرداخته نیمه پارامتری تعمیم یافته آمیخته مدل های اجمالی معرفی به سوم: فصل
توابع رهیافت بر مبتنی را نیمه پارامتری تعمیم یافته آمیخته مدل در متغیر انتخاب و برآورد
برآوردگرهای می گیرد. درنظر پایین بعد و بالا بعد با غیرنرمال طولی داده های برای تاوان
مونت رافسون نیوتن الگوریتم نام به تکراری الگوریتم یک لذا ندارند؛ بسته صورت معرفی شده

می شود. پیشنهاد تاوانیده کارلویی

مدل های در متغیر انتخاب مسئله چند متغیره، پاسخ های گرفتن درنظر با چهارم: فصل
که می پردازد نرمال، توزیع برای جایگزینی عنوان به چندمتغیره تی توزیع با آمیخته چند متغیره
نیمه پارامتری نسخه سپس است. انعطاف پذیرتر غیرمعمول مشاهدات یا پرت مقادیر به نسبت

می گردد. معرفی نیمه پارامتری چندمتغیره آمیخته مدل عنوان تحت مذکور مدل

بررسی حاصل برآوردگرهای مجانبی خواص مطالعاتی، چهارچوب هر در که است ذکر به لازم
کارایی است. شده  ارائه مناسب تکراری الگوریتم یک برآورد، روش های پیاده سازی منظور به و شده
می شود. بررسی واقعی داده های تحلیل و شبیه سازی مطالعات از استفاده با پیشنهادی برآورد روش های
عملکرد موجود روش های سایر با مقایسه در پیشنهادی روش های که می دهند نشان بدست آمده نتایج
در و کرده اتخاذ را اسپلاین رگرسیون مدل، ناپارامتری مولفه های برآورد برای همچنین دارند. مناسبی
۲ شامل مجموعه این می شود. گرفته درنظر اسکد تاوان تابع همزمان متغیر انتخاب و برآورد مسائل

است. پیوست

است. رساله در شده استفاده ملزومات و تعاریف شامل آ: پیوست

شامل را رساله مختلف فصل های در بیان شده قضایای اثبات و نیاز مورد لم چند ب: پیوست
می شود.



مطالب فهرست

ث تصاویر فهرست

ذ جداول فهرست

۱ طولی داده های مفاهیم بر گذری ۱
۱ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نمادگذاری و تعریف ۱ .۱
۴ . . . . . . . . . . . . . . . . . . . . . . . . . . طولی داده های ویژگی های ۲ .۱
۵ . . . . . . . . . . . . . . . . . . . . . . گروهی درون همبستگی ۱ .۲ .۱
۹ . . . . . . . . . . . . . . . . . . . . . . طولی داده های مدل بندی بر مروری ۳ .۱
۱۱ . . . . . . . . . . . . . . . . . . . . . . . . . پارامتری مدل های ۱ .۳ .۱
۲۱ . . . . . . . . . . . . . . . . . . . . . . . . ناپارامتری مدل های ۲ .۳ .۱
۲۸ . . . . . . . . . . . . . . . . . . . . . . . نیمه پارامتری مدل های ۳ .۳ .۱
۳۲ . . . . . . . . . . . . . . . . . آمیخته اثرات با نیمه پارامتری مدل ۴ .۳ .۱
۳۳ . . . . . . . . . . . . . . . . . . رساله این در بحث مورد انگیزشی مثال های ۴ .۱
۳۳ . . . . . . . . . . . . . . . . . . . . . . . . . . . CD۴ داده های ۱ .۴ .۱
۳۴ . . . . . . . . . . . . . . . . . ORF مخمر سلولی چرخه داده های ۲ .۴ .۱
۳۵ . . . . . . . . . . . . . . . . . . . . . . صفراوی بیماری داده های ۳ .۴ .۱
۳۷ . . . . . . . . . . . . . آمیخته اثرات با نیمه پارامتری مدل در برآورد روش های ۵ .۱
۳۷ . . . . . . . . . . . . . . . . . . . . . . . هسته ای برآوردگر روش ۱ .۵ .۱
۳۹ . . . . . . . . . . . . . . . . . . . . . . بازگشتی برآوردگر روش ۲ .۵ .۱
۴۰ . . . . . . . . . . . . . . . . . . . . . . . اسپلاین برآوردگر روش ۳ .۵ .۱
۴۱ . . . . . . . . . . . . . . . . . . . . . . . . . . مجانبی خواص ۴ .۵ .۱
۴۲ . . . . . . . . . . . . . . . . . . . . . . . . . . تکراری الگوریتم ۵ .۵ .۱
۴۳ . . . . . . . . . . . . . . . . . . . . . . . . . . عددی مطالعات ۶ .۵ .۱

ق



مطالب فهرست ر

۴۹ نرمال طولی داده های برای متغیر انتخاب ۲
۴۹ . . . . . . . . . . . . . . . . . . . . . رگرسیونی مدل های در متغیر انتخاب ۱ .۲
۵۲ . . . . . . . . . . . . . . . . . . . ریج برآوردگر و هم خطی مسئله ۱ .۱ .۲
۵۵ . . . . . . . . . . . . . . . . کلاسیک معیارهای با متغیر انتخاب ۲ .۱ .۲
۵۷ . . . . . . . . . . . . . . . . . تاوان تابع بر مبتنی متغیر انتخاب ۳ .۱ .۲
۷۱ . . . . . . . . . . . . . . . . . . . . . . . طولی داده های برای ریج برآوردگر ۲ .۲
۷۲ . . . . . . . . . . . . . . . . . . . . . . . . . . عددی مطالعات ۱ .۲ .۲

نرمال طولی داده های برای آمیخته اثرات با نیمه پارامتری مدل در متغیر انتخاب ۳ .۲
۷۳ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بالا بعد با
۷۶ . . . . . . . . . . . . تاوانیده درستنمایی بیشینه برای EM الگوریتم ۱ .۳ .۲
۷۹ . . . . . . . . . . . . . . . . . . . . . . . . . . مجانبی خواص ۲ .۳ .۲
۸۰ . . . . . . . . . . . . . . . . . . . . . . . . . . عددی مطالعات ۳ .۳ .۲

۸۵ نمایی توزیع های خانواده در طولی داده های برای متغیر انتخاب ۳
۸۷ . . . . . . . . . . . . . . . . . . . . . بالا بعد با داده ها برای متغیر انتخاب ۱ .۳
۸۷ . . . . . . . . . . . . . . . . یافته تعمیم نیمه پارامتری آمیخته مدل ۱ .۱ .۳
۸۸ . . . . . . . . . . . . . . . . . . . . . GSMM در متغیر انتخاب ۲ .۱ .۳
۹۳ . . . . . . . . . . . . . . . . . . . . . . . . . . مجانبی خواص ۳ .۱ .۳
۹۶ . . . . . . . . . . . . . . . . . . . . . . . . . . عددی مطالعات ۴ .۱ .۳
۱۰۲ . . . . . . . . . . . . . . . . . . . پایین بعد با داده های برای متغیر انتخاب ۲ .۳

۱۰۳ چندمتغیره طولی داده های برای متغیر انتخاب ۴
۱۰۴ . . . . . . . . . . . . . . چندمتغیره t توزیع با آمیخته مدل در متغیر انتخاب ۱ .۴
۱۰۴ . . . . . . . . . . . . . . . . . . . . . . . . . MtLMM معرفی ۱ .۱ .۴
۱۰۶ . . . . . . . . . . . . . . . . . . . . PML برای ECM الگوریتم ۲ .۱ .۴
۱۰۸ . . . . . . . . . . . . . . . . . . . . . . . . . . مجانبی خواص ۳ .۱ .۴
۱۱۰ . . . . . . . . . . . . . . . . . . . . . . . . . . عددی مطالعات ۴ .۱ .۴
۱۱۳ . . . . . . . . . . . . چندمتغیره t توزیع با آمیخته اثرات با پارامتری نیمه مدل ۲ .۴
۱۱۳ . . . . . . . . . . . . . . . . . اسپلاین تقریب و MtSMM مدل ۱ .۲ .۴
۱۱۴ . . . . . . . . . . . . . . . . . . . ECM الگوریتم و ML برآورد ۲ .۲ .۴
۱۱۶ . . . . . . . . . . . . . . . . . . . . . . . . . . مجانبی خواص ۳ .۲ .۴
۱۱۷ . . . . . . . . . . . . . . . . . . . . . . . . . . عددی مطالعات ۴ .۲ .۴
۱۱۸ . . . . . . . . . . . . . . . . . . . . . . . . . تحقیق آینده برای پیشنهادات ۳ .۴
۱۱۸ چندجمله ای داده های برای نیمه پارامتری تعمیم یافته آمیخته اثرات مدل ۱ .۳ .۴



ش مطالب فهرست

۱۱۹ . . . . . . . . . . . . . . . . . . . . تجمعی تاوان توابع از استفاده ۲ .۳ .۴
۱۱۹ . . . . . . . . . . آمیخته اثرات با نیمه پارامتری متغیر ضرایب مدل ۳ .۳ .۴

۱۲۷ مراجع

۱۳۹ ملزومات و تعاریف آ
۱۳۹ . . . . . . . . . . . . . . . . . . . . . . . . . . . برازش نیکویی معیارهای آ. ۱
۱۴۱ . . . . . . . . . . . . . . . . . . . . . . . . . . . . نامساوی ها و تعاریف آ. ۲

۱۴۷ قضایا ب اثبات
۱۴۷ . . . . . . . . . . . . . . . . . . . . . . . . . . . . ۱ فصل قضایای اثبات ب. ۱
۱۴۷ . . . . . . . . . . . . . . . . . . . . . . . . ۱ .۵ .۱ قضیه اثبات ب. ۱. ۱
۱۴۸ . . . . . . . . . . . . . . . . . . . . . . . . ۳ .۵ .۱ قضیه اثبات ب. ۱. ۲
۱۴۹ . . . . . . . . . . . . . . . . . . . . . . . . . . . . ۲ فصل قضایای اثبات ب. ۲
۱۴۹ . . . . . . . . . . . . . . . . . . فیشر اطلاع ماتریس و رتبه بردار ب. ۲. ۱
۱۵۰ . . . . . . . . . . . . . . . . . . . . . . . . ۱ .۳ .۲ قضیه اثبات ب. ۲. ۲
۱۵۲ . . . . . . . . . . . . . . . . . . . . . . . . ۲ .۳ .۲ قضیه اثبات ب. ۲. ۳
۱۵۳ . . . . . . . . . . . . . . . . . . . . . . . . . . . . ۳ فصل قضایای اثبات ب. ۳
۱۵۳ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . لم ها ب. ۳. ۱
۱۵۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . لم ها اثبات ب. ۳. ۲
۱۶۰ . . . . . . . . . . . . . . . . . . . . . . . . ۱ .۱ .۳ قضیه اثبات ب. ۳. ۳
۱۶۴ . . . . . . . . . . . . . . . . . . . . . . . . ۲ .۱ .۳ قضیه اثبات ب. ۳. ۴
۱۶۶ . . . . . . . . . . . . . . . . . . . . . . . . ۳ .۱ .۳ قضیه اثبات ب. ۳. ۵
۱۷۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . ۴ فصل قضایای اثبات ب. ۴
۱۷۰ . . . . . . . . . . . . . . . . . . فیشر اطلاع ماتریس و رتبه بردار ب. ۴. ۱
۱۷۱ . . . . . . . . . . . . . . . . . . . . . . . . ۲ .۱ .۴ قضیه اثبات ب. ۴. ۲
۱۷۲ . . . . . . . . . . . . . . . . . . . . . . . . ۱ .۲ .۴ قضیه اثبات ب. ۴. ۳



تصاویر فهرست

۳ . . . . . . . . . . . . . . . . . . . . . . . . . . کودکان خواندن قدرت نمودار ۱ .۱
۵ . . . . . . . . . . . . مطالعاتی طرح های تقسیم بندی نمایش جهت ساختگی نمودار ۲ .۱

همراه به خاکستری) (منحنی های زمان طول در CD۴ سلول های تعداد پراکنش نمودار ۳ .۱
۳۴ . . . . . . . . . . . . . . . . . . . . . . آبی). (منحنی آن ها هموارشده میانگین

۱۰۰ برای lalbumin و lbili سطوح زمان. طول در PBCseq داده های پراکنش نمودار ۴ .۱
۳۷ . . . . آبی). (منحنی آن ها هموارشده میانگین همراه به خاکستری) (منحنی های بیمار

(نمودار ریج رگرسیون و چپ) (نمودار لاسو رگرسیون محدودیت نواحی و تراز منحنی های ۱ .۲
β۲

۱ ` و |β۱| ` |β۲| ď s به صورت به ترتیب ریج و لاسو محدودیت ناحیه های راست).
دوم های توان کمترین برآورد خطای تابع تراز منحنی های بیضی ها، هستند. β۲

۲ ď s

۵۹ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . هستند.
۶۳ . . . . . . . . . . . . . . . . .MCP و اسکد لاسو، تاوان توابع نمودارهای مقایسه ۲ .۲

برآورد مقابل در (PLS) تاوانیده دوم توان های کمترین برآوردهای نمودارهای مقایسه ۳ .۲
افقی محور است. متعامد طرح ماتریس که وقتی (OLS) معمولی دوم توان های کمترین

۶۴ . . . . . . . . . . . . . . . . . . . . . . . . است. PLS عمودی محور و OLS
۶۵ . . . . . . . . . . . . . . . . . .MCP و اسکد لاسو، تاوان توابع مشتقات نمودار ۴ .۲

درجه تقریب آبی: منحنی .SCAD و L۰٫۵ جریمه توابع برای خطی و دو درجه تقریب ۵ .۲
۷۰ . . . . . . . . . . . . جریمه. تابع مشکی: منحنی خطی؛ تقریب قرمز: منحنی دو؛

pn ą و pn ă n حالت های برای برآورد شده fptq به مربوط نتایج شبیه سازی: نتایج ۱ .۳
بالا− تصویر برآورد شده، fptq منحنی بالا−چپ: تصویر .n “ ۵۰ نمونه حجم با n
پایین− تصویر استاندارد، انحراف منحنی پایین−چپ: تصویر اریبی، منحنی راست:

۹۸ . . . . . . . . . . . . . . . . . . . . . . . . . . . . پوشش. احتمال راست:
در pn ą n و pn ă n حالت های برای برآورد شده fptq به مربوط نتایج شبیه سازی: نتایج ۲ .۳
برآورد شده، fptq منحنی بالا−چپ: تصویر .n “ ۱۰۰ نمونه حجم با شبیه سازی مطالعه
تصویر استاندارد، انحراف منحنی پایین−چپ: تصویر اریبی، منحنی بالا−راست: تصویر

۹۸ . . . . . . . . . . . . . . . . . . . . . . . . . پوشش. احتمال پایین−راست:

ث



تصاویر فهرست خ

.P ´GSMM مدل تحت برآورد شده fptq به مربوط نتایج :CD۴ داده های تحلیل نتایج ۳ .۳
فواصل و (آبی) pfptq بالا−راست: تصویر پاسخ، متغیر پراکنش نمودار بالا−چپ: تصویر
(آبی) مجانبی استاندارد انحراف منحنی های پایین−چپ: تصویر (مشکی)، اطمینان
و (آبی) مجانبی پوشش احتمالات منحنی پایین−راست: تصویر (قرمز)، نمونه ای و

۱۰۱ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (قرمز). نمونه ای



جداول فهرست

۹ . . . . . . . . . . . . . . . ρ و m مختلف مقادیر ازای به
”

۱ ` pm´ ۱qρ
ı

مقدار ۱ .۱
و ρها ازای به متفاوت مدل های در (SD) اریبی ،MSE مقادیر شبیه سازی: نتایج ۲ .۱

۴۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مختلف. nهای

ازای به برآورد متفاوت روش های برای (SD) اریبی ،MSE مقادیر شبیه سازی: نتایج ۳ .۱
۴۷ . . . . . . . . . . . . . نیمه پارامتری. آمیخته اثرات مدل در مختلف nهای و ρها

برازش تحت (SD) رگرسیونی مدل پارامترهای برآورد :CD۴ داده های تحلیل نتایج ۴ .۱
۴۸ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مختلف. مدل های

۵۲ .b و a ،n مختلف مقادیر ازای به بالا بسیار و بالا ابعاد با داده های برای p
n تقریبی مقادیر ۱ .۲

γهای ازای به pβK و pβRK برآوردگرهای (SD) اریبی و MSE مقادیر شبیه سازی: نتایج ۲ .۲
۷۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مختلف.

برآوردگرهای تحت (SD) رگرسیونی پارامترهای برآورد :CD۴ داده های تحلیل نتایج ۳ .۲
۷۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مختلف.

و SMM ،P ´ SMM روش های تحت متغیر انتخاب نتایج مقایسه شبیه سازی: نتایج ۴ .۲
۸۲ . . . . . . . . . . . . . . . . . .pn ą n و pn ă n حالت های برای P ´ LMM

۸۲ . . . .pn ą n و pn ă n حالت های برای P ´ SMM روش کارآیی شبیه سازی: نتایج ۵ .۲
مدل سه برازش تحت (SD) رگرسیونی پارامترهای برآورد :CD۴ داده های تحلیل نتایج ۶ .۲
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و GSMM ،P ´ GSMM روش های متغیر انتخاب نتایج مقایسه شبیه سازی: نتایج ۱ .۳
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۱۰۱ . . . . . . . . . . .P ´GLMM و GSMM ،P ´GSMM مدل سه برازش تحت

ذ



جداول فهرست ض
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۱ فصل

طولی داده های مفاهیم بر گذری

فصل این است، آن به مربوط مقدمات شناخت مستلزم جدید، موضوع یک با آشنایی آنجایی که از
ابتدا منظور، بدین است. یافته  اختصاص طولی۱ داده های با آشنایی جهت لازم مقدمات معرفی به
بیان طولی داده های تحلیل مبحث ارائه لزوم و اهداف متداول، نمادگذاری طولی، داده های از تعریفی
می روند به کار طولی داده های تحلیل در که رگرسیونی مدل های بررسی و معرفی به سپس می گردد.
مطالعات در گسسته چندمتغیره ی تحلیل کتاب از برگرفته عمدتاً فصل این مطالب شده است. پرداخته
(۱۳۹۲) تعاونی ارشد کارشناسی نامه پایان و (۱۳۸۹) رضایی و گنجعلی تالیف طولی و مقطعی
می توانند آن ها مدل بندی نحوه و طولی داده های با بیش تر آشنایی منظور به علاقه مندان است.
،(۲۰۰۶) ژانگ و وو ،(۲۰۰۶) گیبونز و هدیکر ،(۲۰۰۲) همکاران و دیگل کتاب های به
(۲۰۱۱) همکاران و فیتزموریس و (۲۰۰۹) مولنبرگ و وربک ،(۲۰۰۹) همکاران و فیتزموریس

نمایند. مراجعه

نمادگذاری و تعریف ۱ .۱

تحقیقات از بسیاری در است. داده ها گردآوری روش و مطالعه نوع آماری، تحلیل یک در مهم مسئله
متغیرهای مختلف، روش های تاثیر و تحقیقات روند بررسی منظور به پزشکی علوم در به ویژه علمی

1Longitudinal data



طولی داده های مفاهیم بر گذری ۲

آزمایشگاهی) نمونه های و حیوان آزمودنی۲(انسان، یک روی بار یک از بیش تر مطالعه، در موجود
براساس اندازه گیری فاکتور می نامند. مکرر۳ اندازه گیری را حاصل مشاهدات می شود؛ اندازه گیری
این به اغلب که باشد دیگر آزمایشی شرط هر یا مکان زمان، می تواند که می شود انتخاب مطالعه نوع
تکرار موقعیت های که مکرری داده های می شود. گفته فردی۵ درون− یا درون−گروهی۴ فاکتور فاکتور،
می گیرد، انجام داده ها این روی بر که را مطالعاتی و طولی داده های هستند زمانی نقاط مشاهدات،
مکرر اندازه گیری با مطالعات از شاخه یک طولی مطالعات گفت می توان می نامند. طولی مطالعات
آسم، بیماری به مبتلا کودکان در مثال عنوان به است. زمان اندازه گیری فاکتور آن در که هستند
آشنایی جهت می شوند. اندازه گیری سالگی ۱۰ و ۹ ،۸ ،۷ سنین در یعنی زمانی نقطه ۴ در مشاهدات

می پردازیم. داده ها این متداول نمادگذاری معرفی به ادامه در طولی داده های ساختار با بیش تر
به طوری که بگیرید درنظر n حجم به مستقل و تصادفی نمونه ای طولی، داده های تعریف به توجه با

به صورت طولی۶ پاسخ متغیر است. زمانی نقط در مکرر مشاهده ni دارای iام نمونه

yi “

¨

˚

˚

˚

˝

yi۱
...
yini

˛

‹

‹

‹

‚

niˆ۱

به صورت yij پاسخ متغیر به وابسته تبیینی۷ متغیرهای بردار می شود. تعریف

xij “

¨

˚

˚

˚

˝

x۱,ij
...

xp,ij

˛

‹

‹

‹

‚

pˆ۱

به طوری که است، jام زمان در iام آزمودنی به مربوط تبیینی متغیر kامین مقدار xk,ij آن در که است
کل تعداد معرف به ترتیب p و ni ،n و بوده k “ ۱,۲, . . . , p و j “ ۱,۲, . . . , ni ،i “ ۱,۲, . . . , n
ماتریس در هستند. تبیینی متغیرهای تعداد و iام آزمودنی برای زمانی دوره های تعداد آزمودنی ها،

به صورت که iام آزمودنی به مربوط طرح

Xi “
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˚

˚

˝

xJ
i۱
...
xJ
ini

˛

‹

‹

‹

‚
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˚

˚

˚

˝

x۱,i۱ . . . xp,i۱
...

x۱,ini
. . . xp,ini

˛

‹

‹

‹

‚

niˆp

به ردیف ها و بوده مربوط زمان طول در متغیر هر مکرر مشاهدات به ستون ها می شود، تعریف
هستند. مربوط خاص زمان یک در متغیر ها تمام مشاهدات

2Subject
3Repeated measurement
4Within­group
5Within­subject
6Response
7Explanatory



۳ نمادگذاری و تعریف

قرار توجه مورد بعد دو از می توان را داده ها این شده، بیان نمادگذاری شیوه و تعریف به توجه با
مقطعی۸، مطالعات خلاف بر طولی مطالعات در دیگر عبارت به مقطعی. بعد و زمانی بعد داد:
بررسی مورد نيز را زمان−مداخله متقابل اثر و زمان اثر می توان تبیینی۹ متغيرهای اثر بررسی علاوه بر
واقع در بگیریم، درنظر شده اند جمع آوری jام زمان در که را داده هایی اگر مثال عنوان به داد. قرار
هر برای بنابراین داده ایم؛ قرار بررسی مورد زمان از مقطع یک در تنها را nام تا اول آزمودنی های
یک تنها بگیریم، درنظر را iام آزمودنی به مربوط داده های اگر اما هستند. مقطعی داده ها زمانی، دوره
می دهند. نشان را زمان اثر داده ها بنابراین داده ایم؛ قرار بررسی مورد متوالی زمان های در را آزمودنی

هستیم: روبرو زیر اصلی هدف سه با طولی داده های تحلیل در لذا
زمان. طول در آزمودنی ها تغییرات مطالعه .۱

پاسخ). متغیر روی بر تبیینی متغیرهای (اثر متغیرها بین رابطه مطالعه .۲
متغیرها. بین رابطه بر زمان تاثیر مطالعه .۳

می دهیم. قرار بررسی مورد را (۲۰۰۲) همکاران و دیگل از مثالی موضوع بهتر درک برای

کودکان خواندن قدرت نمودار :۱ .۱ شکل

که آمده اند دست به کودکان خواندن قدرت به مربوط طولی مطالعه یک از داده ها ،۱ .۱ شکل در
قسمت در داده ها مقطعی بعد شده است. اندازه گیری بار دو کودک، هر مطالعه توانایی شاخص آن در
داده ها زمانی بعد در حالی که می دهد؛ نشان را زمان گذشت با کودکان خواندن قدرت کاهش (الف)،
مجموع در یافته است. افزایش زمان گذشت با کودک هر توانایی که می کند بیان (ب)، قسمت در
توانایی کودکان همه دارد، بالاتری سطح جوان تر کودکان در خواندن توانایی درحالی که گفت، می توان
تغییر مشاهده هدف با که طولی داده های تحلیل بنابراین می بخشند. بهبود زمان گذشت با را خود
اهمیت از زمانی صرفاً یا مقطعی صرفاً داده های به نسبت می گیرد، انجام زمان طول در پدیده ها رفتار

8Cross­sectional
۹مداخله گرها



طولی داده های مفاهیم بر گذری ۴

این تحلیل برای را آماری ابزارهای از ترکیبی ارائه لزوم بعدی، دو ماهیت این برخوردارند. ویژه ای
می سازد. آشکار داده ها

طولی داده های ویژگی های ۲ .۱
تبیینی متغیرهای و پیوسته یا گسسته می توانند تبیینی و پاسخ متغیر دو هر طولی مطالعات در
همه مشاهدات تعداد و زمانی نقاط فاصله همچنین باشند. متغیر یا ثابت زمان طول در می توانند
تکرارها تعداد و موقعیت تبیینی، متغیرهای نوع به توجه با داده ها این نیستند. برابر لزوماً آزمودنی ها

آمده است. زیر در تقسیم بندی ها این از مختصری شرح می شوند. تقسیم بندی دسته چندین به

باشیم داشته ،i “ ۱, . . . , n هر ازای به یعنی باشند، ثابت زمان طول در تبیینی متغیر های اگر .۱

xk,i۱ “ xk,i۲ “ . . . “ xk,ini
,

متغیرهای مثال عنوان به می شود. گفته زمان−ثابت۱۱ یا بین−گروهی۱۰ kام، تبیینی متغیر به
یا درون−گروهی ،k “ ۱, . . . , p kام، تبیینی متغیر به هستند. دسته این جزو نژاد و جنسیت

داشته باشیم j ‰ j
1 و i “ ۱, . . . , n هر ازای به اگر می شود، گفته زمان−متغیر۱۲

xk,ij ‰ xk,ij1 .

هستند. موارد این شامل سن و وزن قد، مانند متغیرهایی

قبل از طراحی اساس بر اما باشند متغیر دوره طول در می توانند که زمان−ثابت متغیرهای
و آزمودنی ها شناسایی کد می نامند. طرح−ثابت۱۳ را گرفته اند معینی و ثابت مقدار تعیین شده
وضعیت مانند زمان−ثابت، متغیرهای به همچنین هستند. مورد این شامل درمانی شاخص های
طرح−تصادفی۱۴ هستند، تصادفی مقادیر که مطالعه شروع زمان در بیمار سن یا بیمار اولیه

می شود. گفته

باشند برابر تکرارهای تعداد دارای آزمودنی ها تمام اگر طولی، داده های به مربوط متون در .۲
می نامند. نامتوازن صورت این غیر در و متوازن۱۵ را مطالعاتی طرح آنگاه ،ni “ m یعنی
مشابه زمانی موقعیت های در آزمودنی n همه اگر می گویند کامل را متوازن طرح یک همچنین
بهتر درک برای می نامند. ناقص متوازن را طرح صورت این غیر در شده باشند، اندازه گیری
تعداد (الف) نمودار در نمود. توجه ۲ .۱ شکل در ساختگی نمودار به می توان تقسیم بندی ها این

10Between­group
11Time­invariant
12Time­varying
13Fixed­design
14Stochastic­design
15Balanced



۵ طولی داده های ویژگی های

نمودار در است. نامتوازن مطالعاتی طرح بنابراین متفاوت اند آزمودنی ها مکرر مشاهدات
موقعیت های در آزمودنی ها تمام برابراند، آزمودنی ها تکرارهای تعداد که این بر علاوه (ب)
یک (ج) نمودار و است کامل متوازن طرح لذا شده اند؛ اندازه گیری ۸ و ۶ ،۴ ،۲ زمانی
نامتوازن طرح های با برخورد عمده دلایل از یکی می دهد. نمایش را ناقص متوازن طرح
است. طولی مطالعات زمینه در رایج کاملا مسئله ای گمشده داده های هستند. گمشده داده های
وابسته هستند. گمشده مقادیر مکانیزم و گم شدن الگوی به گمشده داده های بررسی برای روش ها
می آورد بوجود را مطالعاتی گسترده زمینه یک آن ها، درباره بحث و روش ها این کامل شناخت
نشده است. پرداخته موضوع این به رساله این در لذا است. بیش تری زمان صرف مستلزم که
مدل بندی انواع و طولی داده های در گمشده مقادیر خصوص در بیش تر گاهی آ برای علاقه مندان
روی بر تاکید با ادامه در کنند. رجوع (۲۰۰۹) همکاران و فیتزموریس به می توانند آن ها
بررسی بیش تری جزئیات با را درون−گروهی همبستگی طولی، داده های در همبستگی ساختار

می کنیم.

مطالعاتی طرح های تقسیم بندی نمایش جهت ساختگی نمودار :۲ .۱ شکل

گروهی درون همبستگی ۱ .۲ .۱
را داده ها پیچیدگی که آن ها دوبعدی ماهیت و طولی داده های از حاصل اطلاعات بودن حجیم علاوه بر
چالش با را داده ها این مدل بندی و تحلیل که دارد وجود نیز دیگری مهم بسیار ویژگی می شوند، سبب
طراحی مشاهدات استقلال پایه بر که متداول آماری روش های فرضیات خلاف بر می سازد. روبرو
از تنها و بوده درونی همبستگی دارای واحد هر به مربوط مشاهدات مجموعه داده ها این در شده اند،
فرضیات طولی، داده های در موجود همبستگی به توجه با هستند. مستقل واحدها سایر مشاهدات

گرفت: درنظر زیر به صورت می توان را خطی رگرسیون یک



طولی داده های مفاهیم بر گذری ۶

مستقل اند. هم از دوبه دو py۱,X۱q, . . . , pyn,Xnq الف.

.Epyi|Xiq “ Xiβ ب.

است. Xi تبیینی متغیرهای از معلوم تابعی Σi آن در که ،Covpyi|Xiq “ Σiniˆni
ج.

باشند طرح−ثابت Xijها اگر گرفت. درنظر تصادفی را Xiها می توان مسئله، کلیت از کاستن بدون
سادگی برای باشند طرح−تصادفی Xijها هنگامی که اما می گیرند. را xij ثابت مقادیر ۱ احتمال با
میانگین می گیریم. درنظر Covpyiq و Epyiq به صورت را شرطی کوواریانس و میانگین نوشتار در

به صورت Xijها از خطی تابع یک Xi۱, . . . ,Xini شرط به iام نمونه از jام پاسخ شرطی

Epyij |Xiq “ XJ
ijβ “ β۱x۱,ij ` . . .` βpxp,ij

نوشت می توان ماتریسی نماد از استفاده با است.

E

¨

˚

˚

˚

˝

y۱
...
yn

˛

‹

‹

‹

‚

Nˆ۱

“

¨

˚

˚

˚

˝

X۱
...
Xn

˛

‹

‹

‹

‚

Nˆp

ˆ

¨

˚

˚

˚

˝

β۱
...
βp

˛

‹

‹

‹

‚

pˆ۱

یا
EpyqNˆ۱ “ XNˆp ˆ βpˆ۱.

همچنین

CovpyqNˆN “

¨

˚

˚

˚

˚

˚

˚

˚

˝

Σ۱n۱ˆn۱
0 . . . 0

Σ۲n۲ˆn۲
0

. . . ...
Σnnnˆnn

˛

‹

‹

‹

‹

‹

‹

‹

‚

NˆN

,

.N “
řn

i“۱ ni آن در که
درنظر مدل در را نمونه هر مشاهدات بین همبستگی که می کند فراهم را امکان این ج فرضیه
تبیینی متغیرهای عوامل این از یکی باشد. گرفته  قرار مختلفی عوامل تاثیر تحت می تواند Σi بگیریم.
Σi همچنین باشند؛ گروهی درون همبستگی عامل می توانند نژاد یا جنسیتی گروه های مثلا هستند،
اصلی تمرکز موارد از بسیاری در باشد. مرتبط niها به i طریق از تنها یا بوده زمان از تابعی می تواند
در Σi روی مطالعه و می شود مدل بندی Xiβ توسط که است پاسخ متغیر رفتار تغییر مطالعه روی
اگر حالتی، چنین در می شود. گرفته درنظر مزاحم عامل عنوان به یا گرفته، قرار بعدی اولویت های
به کوواریانس که شود فرض همچنین و باشد کوچک n به نسبت m و ni “ m یعنی بوده متوازن طرح
گرفت، درنظر مثبت۱۶ معین ماتریس یک می توان را Σi “ Σ آنگاه نیست، وابسته تبیینی متغیرهای
طرح یا بوده بزرگ n به نسبت m اگر اما است. برآورد قابل بالایی دقت با آن اعضای به طوری که

16Positive definite



۷ طولی داده های ویژگی های

همبستگی بنابراین بگیریم. درنظر پارامتری مدل های Σi برای که است لازم آنگاه باشد، نا متوازن
تصادفی اثرات مدل های و سریالی همبستگی مدل های شامل روش، دو به معمولا درون−گروهی
و شد خواهند معرفی تفصیل به بعدی بخش های در تصادفی اثرات مدل های می شوند. گرفته درنظر
خواهیم معرفی را σ۲ ثابت واریانس با سریالی همبستگی اساس بر Σ ساختار از نمونه هایی ادامه در

کرد.

تبادل پذیر۱۷: همبستگی .۱
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نواری۱۹: یا غیرساختاری۱۸ همبستگی .۲
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اتو−رگرسیو۲۰: همبستگی .۳
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همبستگی آزمودنی هر مشاهدات آن در که ساختارهاست ساده ترین از یکی تبادل پذیر همبستگی
همبستگی در مشاهدات موقعیت ساختار این در .corrpyij , yikq “ ρjk ” ρ یعنی دارند، یکسانی
مدل سازی برای زمانی نقاط یا مشاهدات بین فاصله از ساختارها سایر در اما ندارد تاثیر آن ها
می گردد، تعیین آن ها ترتیب با مشاهدات بین همبستگی نواری ساختار در می شود. استفاده همبستگی
به صورت یکسان همبستگی دارای هم جوار مشاهدات جفت تمام یعنی .corrpyij , yij`kq “ ρk

17Exchangeable
18Unstructured
19Banded
20Auto­regressive



طولی داده های مفاهیم بر گذری ۸

جفت تمام مشابه به طور هستند. corrpyi۱, yi۲q “ corrpyi۲, yi۳q “ . . . “ corrpyim´۱, yimq “ ρ۱

اتو−رگرسیو ساختار می باشند. ρk همبستگی دارای دارند فاصله هم از واحد k اندازه به که مشاهداتی
همبستگی مدل می توان نامتوازن طرح های برای اما است مناسب متوازن طرح های برای بیان شده

به صورت را
corrpyij , yikq “ ρ|tij´tik|

دراین هستند. iام آزمودنی برای مشاهده  شده زمانی نقاط pti۱, ti۲, . . . , tiniq آن در که گرفت درنظر
عامل مشاهدات زمانی نقاط فاصله و می شود استفاده مشترک همبستگی پارامتر یک از ساختار
واحد ۱ مشاهدات زمانی نقاط اختلاف و ρ “ ۰٫۸ اگر یعنی موقعیت هاست. در همبستگی تفاوت
برابر همبستگی باشد واحد ۲ اندازه به اختلاف این اگر و بوده ۰٫۸۱ “ ۰٫۸ برابر همبستگی است
می یابد. تنزل همبستگی میزان مشاهدات بین فاصله افزایش با ساختار این در است. ۰٫۸۲ “ ۰٫۶۴
می توان بیش تر آشنایی برای که دارند وجود نیز دیگری متعدد مدل های ذکر شده، ساختار های بر علاوه
می دهیم نشان ادامه در نمود. مراجعه (۲۰۰۹) مولنبرگ و وربک و (۲۰۰۲) همکاران و دیگل به

دارد. برآوردگرها کارایی در بسزایی تاثیر همبستگی
استفاده با و گرفته نادیده را همبستگی که است این همبسته داده های تحلیل برای ساده روش یک
همبستگی میزان هنگامی که به ویژه کار این اما بپردازیم. پارامترها برآورد به کلاسیک روش های از
ساده، خطی رگرسیونی مدل یک در مثال عنوان به می شود. برآوردگرها کارایی کاهش موجب بالاست،

بگیرید. درنظر را آن واریانس و مشاهدات همه میانگین
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آن گاه ،Varpyijq “ σ۲ باشد، ثابت مشاهدات واریانس اگر
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،ρjk “ ρ است، تبادل پذیر همبستگی ساختار و ،ni ” m بوده، متوازن طرح کنیم فرض اگر حال
به صورت میانگین واریانس

VarpȲ q “
σ۲

nm

”

۱ ` pm´ ۱qρ
ı

.

واریانس مقدار این زیرا می شود؛ گفته واریانس تورم عامل
”

۱`pm´۱qρ
ı

مقدار به می شود. محاسبه
تاثیر نشان دادن برای است. درون−گروهی همبستگی وجود دلیل به که می دهد افزایش را میانگین
۱ .۱ جدول در ρ و m مختلف مقادیر ازای به

”

۱ ` pm ´ ۱qρ
ı

میانگین، واریانس روی همبستگی
آمده است.



۹ طولی داده های مدل بندی بر مروری

ρ و m مختلف مقادیر ازای به
”

۱ ` pm´ ۱qρ
ı

مقدار :۱ .۱ جدول

m

ρ ۰٫۰۰۱ ۰٫۰۱ ۰٫۰۲ ۰٫۰۵ ۰٫۱

۳ ۱٫۰۰۱ ۱٫۰۱ ۱٫۰۲ ۱٫۰۵ ۱٫۱۰
۶ ۱٫۰۰۴ ۱٫۰۴ ۱٫۰۸ ۱٫۲۰ ۱٫۴۰
۱۱ ۱٫۰۰۹ ۱٫۰۹ ۱٫۱۸ ۱٫۴۵ ۱٫۹۰
۱۰۱ ۱٫۰۹۹ ۱٫۹۹ ۲٫۹۸ ۵٫۹۵ ۱۰٫۹۰
۱۰۰۱ ۱٫۹۹۹ ۱۰٫۹۹ ۲۰٫۹۸ ۵۰٫۹۵ ۱۰۰٫۹۰

اما بوده ناچیز بسیار آزمودنی ها درون همبستگی اگر حتی که می دهد نشان ۱ .۱ جدول مقادیر
عنوان به دارد. استاندارد خطاهای بر مهمی تأثیر همبستگی میزان باشد، زیاد نمونه هر تکرار های تعداد
pρ “ ۰٫۱, n “ ۱۱q و pρ “ ۰٫۰۱, n “ ۱۰۱q ،pρ “ ۰٫۰۰۱, n “ ۱۰۰۱q حالت های در مثال،
جهت که است واضح بیان شده، مطالب به توجه با است. ۲ برابر تقریباً

”

۱ ` pm ´ ۱qρ
ı

مقدار
است. ضروری امری همبستگی این گرفتن درنظر معتبر، و علمی استنباط به رسیدن

طولی داده های مدل بندی بر مروری ۳ .۱

مشاهدات استقلال پایه بر عمدتاً که کلاسیک آماری روش های که شد بیان دلایلی قبل بخش های در
روش های آماردانان منظور بدین نیستند. مناسب طولی داده های تحلیل برای تنهایی به شده اند، بنا
ارزیابی و آزمودنی ها درون همبستگی احتساب روش ها این اصلی تمرکز که نموده اند معرفی را متعددی

است. همزمان به طور پاسخ ها روی تبیینی متغیر  های اثرات
حدود به است، پیوسته آن پاسخ متغیر که طولی داده های تحلیل زمینه در اولیه روش های گسترش
(۱۸۶۱) آیری نام به انگلیسی ستاره شناس یک توسط روش ها این پایه می گردد. باز پیش قرن یک
تحلیل عنوان با اغلب که مدل این شده است. بنا آمیخته۲۱ اثرات واریانس تحلیل مدل معرفی با
تحلیل زمینه در طولانی تاریخچه ای دارای می شود شناخته تک متغیره۲۲ مکرر اندازه های واریانس
مشابه مکرر، اندازه گیری ni و آزمودنی n با طولی داده های ساختار آن جایی که از داده هاست. این
داده ها این تحلیل برای که می رسد به نظر طبیعی است، تصادفی بلوک طرح در جمع آوری شده داده های
عنوان به آزمودنی ها مطالعات، نوع این در منظور بدین شود. استفاده واریانس تحلیل روش های از

به صورت مدل و گرفته شده درنظر بلوک

yij “ xJ
ijβ ` bi ` εij , i “ ۱, . . . , n; j “ ۱, . . . , ni,

21Mixed effects anova
22Univariate repeated measures anova



طولی داده های مفاهیم بر گذری ۱۰

خطا جمله و تصادفی عامل به ترتیب εij „ Np۰, σ۲
ε q و bi „ Np۰, σ۲

b q مدل این در می شود. نوشته
قرار مورد توجه تصادفی اثرات عنوان به طرح اثرات یا بلوک ها مدل، این در مستقل اند. هم از که بوده
است مشاهده نشده ای یا نامطلوب عوامل تمام نشان دهنده ،bi تصادفی، اثر ثابت. اثرات نه می گیرند
تصادفی مولفه این گزینش نتیجه دهند. نشان را متفاوتی پاسخ یا رفتار آزمودنی ها شده باعث که
ثابت واریانس دارای پاسخ ها به طوری که است مکرر مشاهدات به مثبت همبستگی اعمال مدل، در
مشابه هستند. Covpyij , yikq “ σ۲

b به صورت ثابت کوواریانس و V arpyijq “ σ۲
b ` σ۲

ε به صورت
نشده است. گرفته درنظر مدل بندی در که است مواردی همه نشان دهنده εij رگرسیونی مدل های همه
فرض های دارد، طولی داده های تحلیل در گسترده و طولانی سابقه ای معرفی شده روش چه اگر
و کرده محدود کاربردی برنامه های در را آن  سودمندی آن، آشکار نقص های از بسیاری و محدود کننده
تحلیل برای منطقی مبنایی می تواند است، ساده بسیار مطالعاتی طرح که مواردی در تنها شیوه این
وجود ناقص، و نامتوازن طرح های قبیل از طولی داده های ویژگی های آورد. فراهم طولی داده های
واریانس تحلیل روش های از استفاده در محدودیت موجب که گسسته، پاسخ های و گمشده داده های
ویژگی ها این دربرگیرنده که همه جانبه ای تکنیک های ارائه راستای در را آماردانان انگیزه شده بود،
تاکنون و شده آغاز پیش سال ۳۵ تا ۳۰ از گسسته طولی داده های تحلیل گسترش برانگیخت. باشد
متمرکز داده ها رگرسیونی تحلیل روی بر عمدتاً روش ها این است. داشته  قابل توجهی پیشرفت های
شکل به رابطه این متغیرهاست. میان تابعی روابط بررسی برای ساده روشی رگرسیونی تحلیل شد ه اند.
را رگرسیون می کند. مرتبط تبیینی متغیر چند یا یک به را پاسخ متغیر که است الگویی یا معادله یک
ناپارامتری پارامتری، نوع سه به می توان می کند، تعیین را متغیر ها بین رابطه که تابعی نوع حسب بر
اطلاعات که می گیرد قرار استفاده مورد  وقتی بیش تر پارامتری رگرسیون نمود. تقسیم نیمه پارامتری و
وسیله به را تبیینی و پاسخ متغیر های بین ارتباط بتوان آن جایی که تا است زیاد کافی قدر به تحقیق
تفسیر، و محاسبات در سادگی وجود با مدل ها این کرد. بیان خطی به تبدیل قابل یا خطی مدل یک
بسیاری مثال های کاربرد در زیرا می شوند؛ مواجه شکست با پیچیده روابط از بسیاری مدل سازی در
امکان پذیر بیان شده فرضیات اساس بر رگرسیون اثرات تشخیص و شناسایی که یافت می توان را
ناپارامتری رگرسیون است. نیاز مورد ناپارامتری مدل سازی تکنیک های شرایطی چنین در نیست.
کرد، بیان مشخص و معلوم تابعی صورت یک با را متغیرها بین ارتباط نوع نتوان که مواقعی در
هموار تابع یک نظر مورد تابع که می شود فرض تنها این  مدل ها در می گیرد. قرار استفاده مورد
استفاده هسته ای روش های و اسپلاین مانند موضعی روش های از می توان آن برآورد برای که است
متغیر های تعداد افزایش با اما هستند انعطاف پذیر بسیار ناپارامتری رگرسیون برآوردگر های کرد.
در است. معروف بعد۲۳ مشقت به مسئله این که می یابد کاهش شدت به آن ها آماری دقت تبیینی،
نسبت بیش تری انعطاف پذیری که بپردازند برآوردگرهایی و مدل ها به کرده اند سعی محققین نتیجه
روش هایی چنین می کنند. غلبه بعد مشقت مشکل بر حال عین در و دارند پارامتری رگرسیون به
نیمه پارامتری روش های به و کرده ترکیب هم با را ناپارامتری و پارامتری روش های خصوصیات معمولا
به نسبت تغییرات معلوم روند دارای متغیرها از بعضی می شود فرض مدل ها این در هستند. معروف

23Curse of dimension



۱۱ طولی داده های مدل بندی بر مروری

دهه چند در گرفت. درنظر را خاصی تابعی صورت نمی توان متغیرها از بعضی برای و بوده پاسخ متغیر
رده ذکر شده، مدل های از ترکیبی خلق با طولی داده های بهتر هرچه تحلیل راستای در آماردانان اخیر،
و پارامتری مدل های مجموعه از آمیخته اثرات مدل میان، این در نمودند. ایجاد را مدل ها از دیگری
با نیمه پارامتری مدل گرفتند. قرار ترکیبی مدل های دسته این از بسیاری مبنای نیمه پارامتری مدل های
ویژگی های که تنومند و منعطف بسیار مدلی عنوان به است، رساله این اصلی تمرکز که آمیخته اثرات

است. گرفته قرار بسیار توجه مورد دارد، را مدل ها اکثر خوب
داده شرح تفصیل به آن ها در برآورد روش های و بیان شده مدل های از یک هر ویژگی های ادامه در

 شده است.

پارامتری مدل های ۱ .۳ .۱
باشیم، ترتیبی و اسمی شمارشی، دودویی، مانند گسسته داده های تحلیل به علاقه مند هنگامی که
تعمیم یافته۲۴ خطی مدل های حالت این در می باشند. ناکارآمد داده ها این تحلیل در خطی مدل های
پیوسته و گسسته داده های رگرسیونی تحلیل برای مدل ها از جامعی رده ،(۱۹۷۲ ، ودربرن و (نلدر
غیرخطی تبدیل یک اعمال با که ترتیب این به است؛ آورده  فراهم باشند، نمایی توزیع های دارای که
خطی مدل های بسط می سازد. تبیینی متغیرهای از خطی ترکیبی پاسخ، متغیر میانگین روی مناسب
فراهم را طولی داده های تحلیل برای مدل ها این توانایی چندمتغیره، و همبسته داده های به تعمیم یافته
آمیخته۲۶ اثرات مدل های حاشیه ای۲۵، مدل های شامل مدل ها این از گسترده رده سه است. نموده 
یا سوال به عمدتاً شود انتخاب باید مدل کدام که سوال این به پاسخ هستند. انتقالی۲۷ مدل های و
هر ویژگی های با که است لازم لذا داده شود. جواب آن ها به باید که دارد بستگی تحقیقات سوالات

شویم. آشنا مدل
اثرهای از یک هیچ و می گیرد انجام پاسخ میانگین حسب بر مدل بندی حاشیه ای، مدل های در
همبستگی و پاسخ متغیر میانگین این بر علاوه ندارند. سهمی آن در گذشته پاسخ های یا تصادفی
بین درون−فردی وابستگی می شود. تحلیل جداگانه آزمودنی یک از ثبت شده مکرر اندازه های بین
می شود. منظور همبستگی ماتریس برای مشخصی ساختار های گرفتن درنظر با پاسخ متغیرهای
موجود پیش فرض های به اتو−رگرسیو و غیرساختاری تبادل پذیر، مانند همبستگی ساختارهای انتخاب
این در است. تصادفی اثرات مدل از استفاده دیگر روش دارد. بستگی علمی دلایل و مشاهدات در
بین ناهمگونی دلیل به آزمودنی هر برای شده تکرار پاسخ های بین همبستگی می شود فرض مدل
است. ژنتیکی و محیطی عوامل مانند کنترلی غیرقابل و نشده اندازه گیری عوامل وجود و آزمودنی ها
دیگر آزمودنی به آزمودنی یک از که تصادفی عامل یک عنوان به عوامل این است لازم بنابراین
رگرسیونی ضرایب دخالت دلیل به تصادفی اثرات مدل بنابراین شوند. گرفته درنظر است متفاوت

24Generalized linear models
25Marginal models
26Mixed effects models
27Transition models



طولی داده های مفاهیم بر گذری ۱۲

مرسوم روش هایی طریق از که حاشیه ای مدل معمولا می کند. عمل حاشیه ای مدل از متفاوت تصادفی،
مدل و دارد شهرت میانگین−جمعیتی۲۸ عنوان با می شود، برازش تعمیم یافته برآوردیابی معادلات به
که انتقالی مدل های در شده است. ذکر منابع در ویژه−آزمودنی۲۹ مدل های عنوان به تصادفی اثرات
یک در پاسخ متغیر که می شود فرض شده، یاد آن از طولی داده های تحلیل رویکرد سومین عنوان به
حاکم اصول توسط تحلیل این است. وابسته قبلی زمان های در پاسخ متغیرهای به مشخص زمان
بررسی مورد قبلی پاسخ های با ارتباط طریق از همبستگی ها و می گیرد انجام مارکوف زنجیرهای بر

می گیرند. قرار

حاشیه ای مدل های ۱ .۱ .۳ .۱

مجزا به طور پاسخ متغیر روی تبیینی متغیرهای تاثیر که، است این حاشیه ای مدل های اصلی ویژگی
میانگین برای جداگانه ای مدل های دیگر، عبارت به می شود. مدل بندی پاسخ ها بین همبستگی از
مدل یک معمول به طور می شوند. گرفته درنظر حاشیه ای همبستگی و حاشیه ای واریانس حاشیه ای،

است: زیر مشخصه سه دارای حاشیه ای

وابسته xij تبیینی متغیر های به g پیوند تابع طریق از ،Epyijq “ µij حاشیه ای، میانگین آ)
است:

gpµijq “ xJ
ijβ, i “ ۱,۲, ¨ ¨ ¨ , n; j “ ۱,۲, ¨ ¨ ¨ , ni,

لوجیت یا (gpxq “ logpxq) لگاریتم مانند پیوند تابع به معروف مشخص تابعی g آن در که
است. (gpxq “ logp x

x´۱q)

است: ϕ مقیاس پارامتر و حاشیه ای میانگین از تابعی حاشیه ای واریانس ب)

varpyij |xijq “ νpµijqϕ,

است. مشخص تابع یک ν آن در که

α مانند دیگر پارامترهای و حاشیه ای میانگین های از تابعی ،yik و yij بین همبستگی پ)
است:

corrpyij , yikq “ ρpµij , µik,αq

است. پارامتر ها از برداری ،α و معلوم تابعی ،ρ آن در که

درستنمایی۳۰ ماکزیمم برآورد که دارند، وجود (β, ϕ,α) مدل پارامترهای برآورد برای متعددی روش های
داده هایی برای آن هاست. متداول ترین جمله از (GLS) تعمیم یافته۳۱ دوم توان های کمترین و (ML)

28Population­average
29Subject­specific
30Maximum likelihood
31Generalized least square



۱۳ طولی داده های مدل بندی بر مروری

پاسخ ها، حاشیه ای واریانس و امید تعیین با حالت این در هستند. معادل روش دو این نرمال توزیع با
،MLE روش از استفاده با می توان نتیجه در می آید. به دست چندمتغیره نرمال پاسخ ها توام توزیع
محاسبه داریم، سروکار غیرنرمال داده های با هنگامی که اما پرداخت. مدل پارامتر های برآورد به
روش از استفاده حالت این در هستند. ناکارآمد روش ها این و نبوده امکان پذیر پاسخ ها توام توزیع
(۱۹۸۶) زیگر و لیانگ توسط که روش این می گردد. توصیه (GEE) تعمیم یافته۳۲ برآورد معادلات
که روش این می آید. شمار به تعمیم یافته خطی مدل های در برآورد روش یک شده است، پیشنهاد
دسته ای است، همبسته و چندمتغیره داده های به (۱۹۷۴ ، (ودربرن شبه درستنمایی روش از تعمیمی
V ipαq و µipβq اینکه فرض با می دهد. ارائه رگرسیونی مدل پارامترهای برای برآورد معادلات از
yi برای دوم) مرتبه (گشتاور واریانس−کوواریانس ماتریس و اول) مرتبه (گشتاور میانگین به ترتیب

به صورت تعمیم یافته برآورد معادلات باشند،

Spβ,αq “

n
ÿ

i“۱
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n
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i“۱
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˘
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آن در که می شوند، تعریف
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به صورت ،V ipαq واریانس−کوواریانس، ماتریس و

V ipαq “ ϕA
۱
۲
i RipαqA

۱
۲
i

ریشه A
۱
۲
i و بوده νpµijq قطری عناصر با بعدی ni ˆ ni قطری ماتریس یک Ai آن، در که است

می شود، شناخته عملی۳۳ همبستگی ماتریس عنوان به که Ripαq همچنین است. Ai ماتریس دوم
به معادلات، این تعیین در شد. ذکر نمونه چند قبل بخش های در که دارند متعددی ساختارهای
و است؛ نیاز آزمودنی ها برای همبستگی ماتریس تعیین و پاسخ ها دوم و اول مرتبه گشتاورهای
روش این نرمال توزیع با داده هایی برای نمی شود. اختیار فرضی هیچ پاسخ ها توام توزیع درباره
استفاده نیوتن−رافسون تکراری الگوریتم از فوق معادلات حل برای است. GLS یا ML روش معادل

به صورت تکراری رابطه ،β رگرسیونی ضرایب بردار برآورد برای و شده

pβ
pr`۱q

“ pβ
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i ppαqpyi ´ µiq

¯
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طولی داده های مفاهیم بر گذری ۱۴

روش های از می توان (α) همبستگی پارامترهای برآورد برای می شود. محاسبه همگرایی به رسیدن تا
برآورد برای مجزا به طور را معادلات از دیگر دسته ای ،(۱۹۸۸) پرنتیس کرد. استفاده گشتاوری
پرنتیس و زائو می شوند. شناخته GEE تعمیم عنوان به که است داده  پیشنهاد همبستگی پارامترهای
نام ۳۴GEE دوم درجه بسط که پرداخته اند همبستگی و رگرسیونی پارامترهای توام برآورد به (۱۹۹۰)
شناخت دارند. را خود منحصربه فرد محاسن و معایب ویژگی، روش ها، این از کدام هر گرفته است.
می آورد بوجود را مطالعاتی گسترده زمینه یک آن ها، خصوصیات درباره بحث و روش ها این کامل
روش این برجسته ویژگی چند ذکر به تنها رساله، این در لذا است. بیش تری زمان صرف مستلزم که
آن دوم درجه بسط و تعمیم ،GEE روش های با بیش تر آشنایی برای علاقه مندان می کنیم. بسنده
و سوترادهار و (۱۹۹۹) داس و سوترادهار ،(۱۹۹۳) لرد و فیتزموریس تحقیقات، به می توانند

نمایند. مراجعه (۲۰۰۴) فارل

ساختار انتخاب از مستقل که می دهد ارائه مدل ضرایب برای سازگاری برآوردگرهای روش این
ماتریس و 0 میانگین با متغیره چند نرمال مجانبی توزیع دارای ?

nppβGEE ´ βq و بوده همبستگی
است: زیر به صورت کوواریانس واریانس−
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به فوق رابطه آن گاه شود، داده تشخیص درستی به V i “ Covpyiq اگر

برآوردگرها کارایی کاهش موجب همبستگی ساختار نوع درست تشخیص عدم اما شد. خواهد تبدیل
شده است. برطرف GEE دوم درجه بسط در نقص این که می شود

به ،SAS و R ازجمله آماری افزارهای نرم از بسیاری که شده است باعث شیوه این گسترش
را مختلف همبستگی ساختارهای انتخاب اجازه و شده مجهز روش این اختصاصی کدهای و محیط
تعمیم یافته۳۵ اطلاع معیار از افزارها، نرم این در که است ذکر به لازم پایان در بدهند. کاربران به
همبستگی ساختار تشخیص برای معیارهایی عنوان به (CIC) همبستگی۳۶ اطلاع معیار و (GIC)
توسط که شاخص ها این می گردد. استفاده مدل برازش نیکویی و برآوردگرها کارایی تشخیص مناسب،
جهت علاقه مندان است. (AIC) کائیک۳۷ آ اطلاع معیار از تعمیمی شده است، ارائه (۲۰۰۱) پن
(۲۰۱۰) ونس و زیگلر و (۲۰۰۳) هیلب و هاردین به می توانند شاخص ها این با بیش تر آشنایی

نمایند. رجوع

34Second order GEE
35Generalized information criterion
36Correlation information criterion
37Akaike information criterion



۱۵ طولی داده های مدل بندی بر مروری

آمیخته اثرات مدل ۲ .۱ .۳ .۱

به شمار تعمیم یافته خطی مدل های تعمیم از دیگری نوع تصادفی۳۸، اثرات یا آمیخته اثرات مدل
دلایل به آزمودنی ها برای رگرسیونی ضرایب برخی که است آن بر فرض عموماً مدل ها این در می آید.
همبستگی دیگر عبارت به می باشند. جداگانه توزیعی دارای و بوده وابسته آزمودنی ها خود به متفاوت
آن ها در یکسان تصادفی تاثیر یک داشتن از ناشی می توان را تکراری داده های در مشاهدات بین
در است. متفاوت اثر این دیگر فرد در و یکسان تصادفی اثر فرد یک مورد در به طوری که دانست
به می گردد. آزمودنی هر مکرر اندازه های در همبستگی ایجاد موجب که است ویژگی همین حقیقت
بیانگر مدل، ضرایب آن در که بگیرید درنظر را کودک رشد برای ساده خطی رگرسیون مثال عنوان
شاخص و وزن دارای تولد، زمان در کودکان که است واضح است. رشد شاخص و تولد وزن تاثیر
از که تصادفی عامل یک عنوان به عوامل این است لازم بنابراین هستند. یکدیگر با متفاوت رشد
به صورت پاسخ متغیر مدل، این در شوند. گرفته درنظر است متفاوت دیگر آزمودنی به آزمودنی یک
ارائه تصادفی ضرایب با آن ها از زیربرداری همچنین و ثابت ضرایب با تبیینی متغیرهای از تابعی
توزیع با پاسخ متغیرهای برای شد، معرفی (۱۹۷۷) هارویل توسط بار اولین که مدل این می گردد.

به صورت نرمال

yij “ xJ
ijβ ` zJ

ijbi ` εij , i “ ۱,۲, ¨ ¨ ¨ , n; j “ ۱,۲, ¨ ¨ ¨ , ni,

است. تکرار jامین در iام آزمودنی خطای و پاسخ متغیر به ترتیب εij و yij آن در که می گردد، بیان
تصادفی و ثابت اثرات عنوان به به ترتیب ،bi “ pbi۱, . . . , biqqJ و β “ pβ۱, . . . , βpqJ پارامترهای
و بوده ثابت اثرات به مربوط تبیینی متغیرهای بردار xij “ px۱,ij , . . . , xp,ijq

J می شوند. شناخته
دخالت با که می باشند تصادفی اثرات به مربوط تبیینی متغیرهای از برداری zij “ pz۱,ij , . . . , zq,ijq

J

مدل iام آزمودنی هر برای ست. شده ا اعمال بردار این به تصادفی ماهیت ،bi تصادفی ضرایب
به صورت

yi “ Xiβ `Zibi ` εi, i “ ۱,۲, ¨ ¨ ¨ , n

بعدی ni بردارهایی εi “ pεi۱, . . . , εiniq
J و yi “ pyi۱, . . . , yiniq

J آن در که می شود، داده نمایش
به صورت ثابت اثرات طرح ماتریس هستند.
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طولی داده های مفاهیم بر گذری ۱۶

به صورت تصادفی اثرات طرح ماتریس و
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با مدلی اگر و بوده ۱ با برابر Xi ماتریس اول ستون باشد، ثابت مبدا از عرض شامل مدل اگر است.
داشته باشید توجه است. ۱ برابر Zi ماتریس اول ستون عناصر باشیم داشته  تصادفی مبدا از عرض
.q ď p یعنی دارد کمتری ستون های Xi ماتریس به نسبت Zi اغلب و است xij از زیربرداری zij که
به صورت نرمال توزیع دارای و بوده هم از مستقل bi و εi بردارهای که می شود فرض مدل، این در
عناصر که است تصادفی اثرات کوواریانس ماتریس Di است. bi „ Nqp0,Diq و εi „ Nnip0,Σiq

بین کوواریانس غیرقطری، عناصر و بوده bi بردار از عضو هر واریانس نشان دهنده اصلی قطر روی
ماتریس یک Di ماتریس است، موجود تصادفی اثر q مدل این در آنجایی که از است. تصادفی اثرات

به صورت آن عناصر که است معین مثبت و متقارن بعدی q ˆ q

Di “ Varpbiq “

¨

˚

˚

˚

˚

˚

˚

˝

Varpbi۱q Covpbi۱, bi۲q . . . Covpbi۱, biqq

Covpbi۲, bi۱q Varpbi۲q . . . Covpbi۲, biqq

... ... . . . ...
Covpbiq, biqq Covpbiq, bi۲q . . . Varpbiqq

˛

‹

‹

‹

‹

‹

‹

‚

qˆq

به صورت می توان را خطاها کوواریانس ماتریس مشابه به طور است.

Σi “ Varpϵiq “

¨

˚

˚

˚

˚

˚

˚

˝

Varpϵi۱q Covpϵi۱, ϵi۲q . . . Covpϵi۱, ϵiniq

Covpϵi۲, ϵi۱q Varpϵi۲q . . . Covpϵi۲, ϵiniq

... ... . . . ...
Covpϵini , ϵiniq Covpϵini , ϵi۲q . . . Varpϵiniq

˛

‹

‹

‹

‹

‹

‹

‚

niˆni

به صورت می توان را داده ها همه پایه بر ماتریسی نمایش داد. نمایش

y “ Xβ `Zb` ε,

b „ Nnqp0,Dq, ε „ NN p0,Σq,
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آن در که نوشت،

y “ pyJ
۱ , . . . ,y

J
n qJ, ε “ pεJ

۱ , . . . , ε
J
n qJ, b “ pbJ

۱ , . . . , b
J
n qJ,

X “ pXJ
۱ , . . . ,X

J
n qJ, Z “

¨

˚

˚

˚

˚

˚

˚

˝

Z۱ 0 . . . 0

0 Z۲ . . . 0

... ... . . . ...
0 0 . . . Zn

˛

‹

‹

‹

‹

‹

‹

‚

,

D “

¨

˚

˚

˚

˚

˚

˚

˝

D۱ 0 . . . 0

0 D۲ . . . 0

... ... . . . ...
0 0 . . . Dn

˛

‹

‹

‹

‹

‹

‹

‚

, Σ “

¨

˚

˚

˚

˚

˚

˚

˝

Σ۱ 0 . . . 0

0 Σ۲ . . . 0

... ... . . . ...
0 0 . . . Σn

˛

‹

‹

‹

‹

‹

‹

‚

,

به صورت کمیت ها بعدهای این جا در .N “
řn

j“۱ ni که

y „ N ˆ ۱, X „ N ˆ p, β „ pˆ ۱, Z „ N ˆ nq,

b „ nq ˆ ۱, ε „ N ˆ ۱, D „ nq ˆ nq, Σ „ N ˆN

بوده درونی همبستگی دارای آزمودنی هر از مکرر مشاهدات طولی داده های در آن جایی که از هستند.
به صورت پاسخ ها بین همبستگی مستقل اند، آزمودنی ها سایر مشاهدات از و

Covpyq “

¨

˚

˚

˚

˚

˚

˚

˝

Covpy۱q 0 . . . 0

0 Covpy۲q . . . 0

... ... . . . ...
0 0 . . . Covpynq

˛

‹

‹

‹

‹

‹

‹

‚

NˆN

به طوری که است نمایش قابل

V i “ Covpyiq “ ZJ
i DiZi ` Σi.

برون−گروهی و (ZJ
i DiZi) درون−گروهی تغییرات از متاثر پاسخ ها بین همبستگی که است واضح

وجود این با ،Σi “ Ii یعنی شوند؛ فرض هم از مستقل εijها اگر حتی مدل این در است. (Σi)
است. بیان قابل ،bi تصادفی ضرایب دخالت دلیل به پاسخ ها بین همبستگی

پارامتر های می توان ،Di و Σi مولفه های بودن معلوم فرض با و مدل ساختار در تغییر اندکی با
به صورت را مدل اگر کرد. برآورد رگرسیونی ساده روش های با را مدل ثابت

y “ XJβ ` ε˚, ε˚ “ ZJb` ε, ε˚ „ NN p0,V q
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به طوری که دهیم، تغییر

V “

¨

˚

˚

˚

˚

˚

˚

˝

V ۱ 0 . . . 0

0 V ۲ . . . 0

... ... . . . ...
0 0 . . . V n

˛

‹

‹

‹

‹

‹

‹

‚

NˆN

به صورت GLS یا ML روش به ثابت پارامتر های برآورد آن گاه،

pβ “

´

XJV ´۱X
¯´۱

XJV ´۱y

نااریب۳۹ خطی برآوردگر بهترین از می توان مدل، تصادفی پارامترهای برآورد برای می شود. حاصل
به صورت pβ و yi شرط به bi شرطی امید محاسبه با برآوردگر این کرد. استفاده (BLUE)

pbi “ Erbi|yis “ DZiV
´۱
i pyi ´XJ

i
pβq

این لذا آمدند؛ به دست Di و Σi مولفه های بودن معلوم فرض با حاصل برآوردگرهای می شود. حاصل
پیشنهاد EM الگوریتم از استفاده مسئله این بر غلبه منظور به هستند. ناکارآمد عمل در برآوردگرها

شد. خواهد بحث تفصیل به بعدی بخش های در که می شود
توزیع که داده هایی برای بود. نرمال توزیع با پاسخ متغیرهای به مربوط شده بیان مطالب تاکنون
تعداد پیش بینی مثال عنوان به می شود. استفاده تعمیم یافته۴۰ آمیخته اثرات مدل از دارند غیر نرمال
اثرات مدل کمک به می توان را مثبت است کمیتی که انتظار زمان یا گسسته است، کمیتی که خرابی

تشکیل شده است. زیر جز سه از مدل این داد. انجام تعمیم یافته آمیخته

به صورت رگرسیونی ضرایب شرط به پاسخ متغیر های میانگین آ)

grEpyij |biqs “ gpµijq “ xJ
ijβ ` zJ

ijbi

است.

توزیعی دارای و بوده مستقل هم از دو به دو ،bi شرط به yi۱, yi۲, . . . , yini پاسخ متغیرهای ب)
به صورت نمایی توزیع های خانواده از

fpyij |biq “ exprϕ´۱`yijθij ´ ψpθijq
˘

` cpyij , ϕqs,

است. مقیاس پارامتر ϕ آن در که هستند،

و µij “ Epyij |biq “ ψ
1
pθijq شرطی گشتاورهای آن گاه باشد، کانونی پیوند تابع gp.q اگر پ)

روابط در ،νij “ Varpyij |biq “ ψ
2
pθijq

θij “ gpµijq “ xJ
ijβ ` zJ

ijbi, νij “ νpµijqϕ

39Best linear unbiased estimator
40Generalized mixed effects model
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می کنند. صدق
توزیع های دارای و مستقل هم از دوبه دو تصادفی ضرایب شرط به آزمودنی هر پاسخ های بنابراین
صفر میانگین با نرمال توزیع دارای bi تصادفی ضرایب بردار می شود فرض معمولا هستند. نمایی
از استفاده و پاسخ ها توام توزیع محاسبه شرایط این با است. Di واریانس−کوواریانس ماتریس و
شرط به yij چگالی تابع اگر ترتیب بدین است. امکان پذیر β ثابت ضرایب برآورد برای ML روش

به صورت yi حاشیه ای توزیع دهیم، نمایش fyij pyij |biq نماد با را bi

fyi
pyiq “

ż ni
ź

j“۱
fyij pyij |biqfpbiqdbi

به صورت به ترتیب، آن لگاریتم و درستنمایی تابع آزمودنی ها، استقلال فرض با می شود. محاسبه

Lpβ, ϕq “

n
ź

i“۱
fyi

pyiq “

n
ź

i“۱

ż ni
ź

j“۱
fyij pyij |biqfpbiqdbi

lpβ, ϕq “

n
ÿ

i“۱
logtfyi

pyiqu “

n
ÿ

i“۱
log

!

ż ni
ź

j“۱
fyij pyij |biqfpbiqdbi

)

بسته صورت آورد. به دست را مدل پارامترهای ML برآورد می توان ،Blpβ,ϕq

Bβ “ ۰ رابطه حل با است.
می شود، انتخاب داده ها نوع با متناسب توزیع این است. وابسته fyij pyij |biq توزیع به برآوردگرها
و دوجمله ای نرمال، توزیع های به ترتیب شمارشی و دودویی پیوسته، داده های در معمولا به طوری که
برآورد معمولا می شود. گرفته درنظر چندجمله ای توزیع ترتیبی و اسمی داده های برای همچنین و پواسن
از ML برآورد روش به جای همچنین می گیرد. انجام بیزی روش های طریق از biها درباره تحلیل و
از بسیاری و شبه درستنمایی تاوانیده، درستنمایی ماکزیمم مقید، درستنمایی ماکزیمم برآورد روش های
منجربه بیش تر جزییات شرح و موارد تمام بیان که این به توجه با می شود. استفاده دیگر روش های
می کنیم. بسنده داده شده شرح مختصر و اندک مطالب به لذا شد، خواهد رساله این بحث از شدن دور
گیبونز و هدیکر ،(۱۹۸۴) همکاران و استیراتلی تحقیقات به روش ها این با بیش تر آشنایی برای

کنید. رجوع (۲۰۰۷) همکاران و لئون و (۲۰۰۵) توتز ،(۲۰۰۱) نلدر و لی ،(۱۹۹۴)

انتقالی مدل های ۳ .۱ .۳ .۱

انتقالی مدل های هستند. انتقالی مدل های تعمیم یافته، خطی مدل های تعمیم از حاصل مدل سومین
j´۱, . . . , j´q زمان های در پاسخ متغیرهای به j زمان در پاسخ متغیر آن ها در که هستند مدل هایی
گذشته مقادیر مستقیم تاثیر توسط پاسخ ها بین همبستگی مدل، این تحت است. وابسته (q ă j´۱)
متغیرهای عنوان به گذشته پاسخ های و می گیرد قرار بررسی مورد yij روی yij´۱, yij´۲, . . . , yi۱

نیز مارکوف و اتورگرسیو مدل های عنوان به که مدل ها این می شوند. گرفته درنظر مدل در تبیینی
دارند: زیر به صورت عمومی ویژگی های می شوند، شناخته
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به صورت گذشته پاسخ های شرط به پاسخ ها میانگین آ)

grEpyij |H ijqs “ grµijs “ xJ
ijβ `

s
ÿ

r“۱
κrpH ij ,αq

،yij گذشته مقادیر از برداری H ij “ pyi۱, yi۲, . . . , yij´۱qJ آن، در که می شوند، مدل بندی
است. پیوند تابع g همچنین، است. اضافی پارامترهای α و معلوم تابعی κp.q

دارای و بوده مستقل هم از دوبه دو ،H ij شرط به yi۱, yi۲, . . . , yini پاسخ متغیرهای ب)
به صورت نمایی توزیع های

fpyij |H ijq “ exprϕ´۱`yijθij ´ ψpθijq
˘

` cpyij , ϕqs

است.

µij “ Epyij |H ijq “ ψ
1
pθijq شرطی گشتاورهای آن گاه باشد، کانونی پیوند تابع gp.q اگر پ)

روابط در ،νij “ Varpyij |H ijq “ ψ
2
pθijq و

θij “ gpµijq “ xJ
ijβ `

s
ÿ

r“۱
κrpH ij ,αq, νij “ νpµijqϕ

می کنند. صدق
pyij |H ijq دیگر، عبارت به است. q مرتبه اتورگرسیو مدل انتقالی، مدل های معمول ترین از یکی
پاسخ برای مثال عنوان به است. وابسته yij´۱, yij´۲, . . . , yij´q یعنی خود قبلی مشاهده q به

به صورت مدل شمارشی،

logrEpyij |H ijqs “ xJ
ijβ `

q
ÿ

r“۱
αryij´r, i “ ۱, . . . , n, j “ ۱, . . . , ni

هم از دوبه دو pyijها |H ijq انتقالی، مدل های دوم ویژگی طبق این که به توجه با می گردد. بیان
را آزمودنی هر به مربوط پاسخ های توام توزیع می توان ،κp.q تابع نمودن مشخص از پس مستقل اند،

به صورت yi توزیع ،q مرتبه اتورگرسیو مدل برای مثال عنوان به نمود. محاسبه

fyi
pyiq “ fpyi۱, yi۲, . . . , yiqq

ni
ź

j“۱
fpyij |yij´۱, yij´۲, . . . , yij´qq

به صورت درستنمایی تابع آزمودنی ها، بین استقلال فرض با سپس می گردد. ارائه

Lpβ,αq “

n
ź

i“۱
fyi

pyiq

“

n
ź

i“۱

”

fpyi۱, yi۲, . . . , yiqq

ni
ź

j“۱
fpyij |yij´۱, yij´۲, . . . , yij´qq

ı
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اضافی پذیره های اعمال نیازمند fpyi۱, yi۲, . . . , yiqq یعنی اول، مشاهده q توام توزیع محاسبه است.
این در می گردد. پیشنهاد شرطی ML روش از استفاده شرایطی چنین در است. مدل در پیچیده و

به  صورت درستنمایی تابع روش

Lcpβ, αq “

n
ź

i“۱
fpyiq`۱, yig`۲, . . . , yiniq

“

n
ź

i“۱

ni
ź

j“q`۱
fpyij |yi۱, yi۲, . . . , yiqq

بنابراین می کند. صرف نظر آن ها اطلاعات از اولیه مقدار q روی کردن شرطی با می شود. محاسبه
نخواهیم که صورتی در وجود این با داشت. خواهد عادی درستنمایی روش به نسبت کمتری کارایی
آشنایی جهت علاقه مندان است. مناسب روش این کنیم، اعمال مدل در را اضافی پذیره هیچ
گنجعلی و رضایی تحقیقات به می توانند پارامترها، برآورد و انتقالی مدل های مباحث با بیش تر

،(۲۰۰۷) همکاران و سنگال ،(۲۰۰۵) همکاران و چانگ ،(۲۰۰۵) وربک و مولنبرگ ،(۱۳۸۸)
کنند. مراجعه (۲۰۰۹b) گنجعلی و رضایی و (۲۰۰۹a) گنجعلی و رضایی

ناپارامتری مدل های ۲ .۳ .۱
است یافته  توسعه خوبی به گذشته دهه سه در مستقل داده های برای ناپارامتری رگرسیون روش های
اشاره (۲۰۰۰) همکاران و هاردل و (۱۹۹۴) سیلورمن و گرین کارهای به می توان زمینه این در که

به صورت می توان را ناپارامتری مدل یک نمود.

Epy|X “ xq “ fpxq

pxi, yiq مشاهدات از نمونه یک اساس بر باید و است نامعلوم هموار تابع یک fp.q آن در نمود، که بیان
کوچک و خاص مرتبه یک تا fp.q تابع مشتق پذیری بودن، هموار  از منظور این جا در شود. برآورد
برای تابعی هموارساز یک بنابراین می شود. نامیده هموار سازی۴۱ رگرسیونی تابع این تقریب است.
برای متعددی روش های تاکنون است. xi تبیینی متغیر از تابعی عنوان به yi پاسخ متغیر خلاصه سازی
اسپلاین اسپلاین۴۳، هموارسازی اسپلاین۴۲، رگرسیون از عبارت اند که شده اند معرفی هموارسازی
تنهایی به روش ها این تمامی معرفی هسته ای۴۵. موضعی جمله ای چند هموار سازی و تاوانیده۴۴
و بوده رساله این گنجایش از خارج آن ها بیان که است گسترده ای و جدید بحث رونمایی نیازمند
متداول روش چند اجمالی مرور به تنها ادامه در لذا شد. خواهد اصلی هدف از دورشدن منجربه

پرداخت. خواهیم
41Smoothing
42Spline regression
43Spline smoothing
44Penalized spline
45Local polynomial kernel smoothing
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مقدار x۰ کنید فرض است. موضعی وزنی میانگین ناپارامتری رگرسیون در رایج روش یک
مقادیری به ،x۰ نقطه در fp.q تابع برآورد برای روش این در کند. اختیار می تواند x که است دلخواهی
نقاط با متناظر yi مقادیر به و بیش تر وزن باشند، x۰ نقطه به نزدیکتر xi مقادیر با متناضر که yi از
متقارن تابع یک بوسیله می توانند ناپارامتری رگرسیون در وزن ها می دهیم. نسبت کمتری وزن دورتر
انتخاب می شود، کنترل مقیاس پارامتر یک توسط صفر طرف دو در آن مقادیر که صفر حول تک مدی
احتمال چگالی توابع شدند، نامیده هسته۴۶ که توابعی چنین برای آن ها نامزدهای نخستین شوند.

برآوردگر هسته، کراندار توابع از استفاده با سپس بودند.

pfpx۰q “
۱
n

n
ÿ

i“۱
Wiyi, Wi “

Khpx۰, xiq
řn

i“۱Khpx۰, xiq
,

برآوردگر این در است. باند پهنای h پارامتر و بوده هسته تابع یک Khp.q آن در که دادند، پیشنهاد را
فاصله اساس بر آن ها مقادیر و هسته تابع توسط وزن ها شکل است، معروف هسته ای هموار ساز به که
نزدیک تر نقاط به که می شود باعث باند پهنای بودن بزرگ می شود. تعیین h باند پهنای و x۰ نقطه از
و نرمال هسته یکنواخت، هسته از عبارت اند هسته توابع معمول ترین شود. داده بزرگتری وزن های

اپانچنیکوف. هسته
شخصی توسط اسپلاین هستند. اسپلاین ها هموارسازی، روش های متداول ترین از دیگر یکی
وجود اثبات برای قضیه ای بار نخستین برای وی شد. معرفی ۱۹۴۶ سال در شوئنبرگ نام به
اسپلاین تابع برای قطعه به قطعه جمله ای های چند مطالعه سپس و کرد بیان درون یاب اسپلاین های
از اسپلاین یک بگیرید. درنظر را ra, ts Y rt, bs مجموعه دو اجتماع به صورت ra, bs فاصله شد. آغاز
است. پیوسته نیز t نقطه در و خطی تابع یک مذکور بازه های از یک هر در که است تابعی یک مرتبه

به صورت fp.q پیوسته تابع برای می توان را تابع این

fpxq “

$

&

%

β۰ ` β۱x x ď t

β
1

۰ ` β
1

۱x x ą t

داریم x “ t نقطه در f تابع پیوستگی شرط اعمال با نوشت.

β۰ ` β۱t “ β
1

۰ ` β
1

۱t

β
1

۰ “ β۰ ` β۱t´ β
1

۱t.

داریم f دوم ضابطه در β1

۰ جای گذاری با

β
1

۰ ` β
1

۱x “ β۰ ` β۱t´ β
1

۱t` β
1

۱x “ β۰ ` β۱t` β
1

۱px´ tq.

لذا

fpxq “

$

&

%

β۰ ` β۱x x ď t

β۰ ` β۱t` β
1

۱px´ tq x ą t
,
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۲۳ طولی داده های مدل بندی بر مروری

به صورت را ضابطه ای دو تابع این می توان که

fpxq “ β۰ ` β۱x` β۲px´ tq`

β۲ “ β
1

۱ ´β۱ و نشانگر تابع Ip.q ،px´ tq` “ maxpx´ t,۰q “ px´ tqIpx ą tq آن در که نوشت،
تابع که گفت می توان درواقع می کند. بیان را ضابطه ای دو تابع دوم و اول خطوط شیب بین تفاوت
نیز خطی اسپلاین را اول مرتبه اسپلاین است. px ´ tq` و x ،۱ پایه ۴۷، توابع از خطی ترکیبی ،f

می گویند.
به صورت بازه زیر K ` ۱ به ra, bs بازه ی که کنید فرض حال

ra, t۱q, rt۱, t۲q, . . . , rtK , bs

این در می نامند. گره۴۸ را ttiu
K
i“۱ نقاط .a ă t۱ ă . . . ă tK ă b به طوری که شده باشد، افراز

به صورت می توان را اول مرتبه اسپلاین صورت

fpxq “ β۰ ` β۱x`

K
ÿ

k“۱
β۱`kpx´ tkq`

است. px´ tKq` و . . . ،px´ t۱q` ،x ،۱ پایه توابع از خطی ترکیب که کرد بیان
مرتبه اسپلاین یک را fp.q تابع می شود. تعریف مشابه به طور بالاتر مراتب برای اسپلاین توابع
و fp.q به طوری که باشد d مرتبه از چندجمله ای یک بیان شده بازه های زیر از یک هر در اگر نامیم d
می توان را d مرتبه اسپلاین تابع لذا است. پیوسته گره ها در ،d ´ ۱ تا ۱ مراتب از آن مشتق های

به صورت

fpxq “ β۰ ` β۱x` β۲x
۲ ` . . .` βdx

d `

K
ÿ

k“۱
βd`kpx´ tkqd`

یعنی است. d مرتبه از بریده شده۴۹ توانی تابع px´ tkqd` “ px´ tkqdIpx ą tkq آن در که نمود، بیان
دیگر عبارت به بریده شده است. توانی توابع و d مرتبه چندجمله ای یک از خطی ترکیب تابع این

مجموعه

۱, x, x۲, . . . , xd, px´ t۱qd`, . . . , px´ tKqd`

آن گاه ،d “ ۳ اگر است. tK و . . . ،t۲ ،t۱ گره های با d مرتبه اسپلاین های فضای برای پایه توابع
نوع های متداول ترین از یکی مکعبی اسپلاین می نامند. مکعبی۵۰ اسپلاین یک را اشاره مورد تابع

می گیرد. قرار استفاده مورد علوم از بسیاری در بالا، انعطاف پذیری دلیل به که است اسپلاین
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طولی داده های مفاهیم بر گذری ۲۴

ناپارامتری رگرسیون مدل
y “ fpxq ` ε

آن در که بگیرید، درنظر را

y “ py۱, . . . ,ynqJ

fpxq “
`

fpx۱q, . . . , fpxnq
˘J

ε “ pε۱, . . . , εnqJ.

نامند، اسپلاین رگرسیون را حاصل نتیجه کنیم، جایگزین تعریف شده اسپلاین تابع با را fp.q تابع اگر
به صورت مدلی برازش به منجر به طوری که

yi “ β۰ ` β۱xi ` β۲x
۲
i ` . . .` βdx

d
i `

K
ÿ

k“۱
βd`kpxi ´ tkqd` ` εi, i “ ۱, . . . , n

ماتریسی، نماد از استفاده با می کنند. صدق رگرسیون زیربنایی پذیره های در ϵiها آن در که می شود
به صورت اسپلاین رگرسیون

y “ Bβ ` ε

به صورت طرح ماتریس یک B و β “ pβ۰, β۱, . . . , βd`KqJ آن در که می شود داده نمایش

B “

¨

˚

˚

˚

˚

˚

˚

˝

۱ x۱ x۲
۱ . . . xd۱ px۱ ´ t۱qd` px۱ ´ t۲qd` . . . px۱ ´ tKqd`

۱ x۲ x۲
۲ . . . xd۲ px۲ ´ t۱qd` px۲ ´ t۲qd` . . . px۲ ´ tKqd`

... ... ... ... ... ... ... ... ...
۱ xn x۲

n . . . xdn pxn ´ t۱qd` pxn ´ t۲qd` . . . pxn ´ tKqd`

˛

‹

‹

‹

‹

‹

‹

‚

nˆpd`K`۱q

مشاهدات به مربوط بعدی ستون d درایه های ،۱ برابر آن اول ستون درایه های که است واضح است.
از حاصل مشاهدات به مربوط d`K`۱ تا d`۲ ستون های درایه های و xd و . . . ،x۲ ،x متغیرهای
هستند. tK و . . . ،t۲ ،t۱ شده تعیین قبل از گره های ازای به px´ tKqd` و . . . ،px´ t۱qd` متغیرهای
fp.q تابع دیگر، عبارت به است. خطی رگرسیون رده به متعلق اسپلاین رگرسیون که است ذکر به لازم
مربوطه رگرسیون منحنی برآورد برای محاسباتی هزینه های رو این از و است خطی پارامترها به نسبت
روش های از استفاده با می توان را داده ها روی اسپلاین رگرسیون یک برازش بنابراین است. ناچیز

برآوردگر خطا دوم توان های کمترین روش به کاربردن با داد. انجام مرسوم

pβ “ pBJBq´۱BJy

بریده شده توانی پایه های بین هم خطی دارد وجود برآوردگر این در که مشکلی می شود. حاصل

px´ t۱qd`, px´ t۲qd`, . . . , px´ tKqd`



۲۵ طولی داده های مدل بندی بر مروری

ضرایب ناپایداری که خواهد شد BJB ماتریس بدشرطی۵۱ یا وارون پذیری عدم باعث که است
پایه های جای به که است این فوق مشکل حل برای مناسب روش یک دارد. همراه به را رگرسیونی

به صورت گره K تعداد و ra, bs بازه شود. استفاده B−اسپلاین پایه های از بریده شده توانی

a “ t۰ ă t۱ ă . . . ă tK ă tK`۱ “ b

−B پایه های وسیله به  ،d مرتبه B−اسپلاین پایه های محاسبه روش متداول ترین بگیرید. درنظر را
بازگشتی رابطه براساس و d´ ۱ مرتبه اسپلاین

Bi,dpxq “ p
x´ ti
ti`d ´ ti

qBi,d´۱pxq ` p
ti`d`۱ ´ x

ti`d`۱ ´ ti`۱
qBi`۱,d´۱pxq, i “ ´d,´d` ۱, . . . ,K

پایه های تعداد بنابراین .tK`۱ “ b و t´d “ t´d`۱ “ . . . “ t´۲ “ t´۱ “ t۰ “ a که است،
متعامد چندجمله ای های می توان پایه ها این از استفاده با است. d`K ` ۱ برابر d مرتبه B−اسپلاین
توانی توابع نمادگذاری از نوشتار در سهولت منظور به رساله این در که کنید توجه آورد. به دست
واقعی داده های تحلیل و شبیه سازی مطالعات به مربوط محاسبات در اما می شود استفاده بریده شده
می توان آن انواع و توابع این درباره بیش تر اطلاعات برای شده است. استفاده B−اسپلاین پایه های از

کرد. مراجعه (۲۰۰۳) راپرت به
نامعلوم تابعی به صورت مکرر مشاهدات معمولا ناپارامتری، روش به طولی داده های تحلیل در
تغییرات یعنی می شوند. ارزیابی گسسته مشاهدات از دنباله ای به صورت نه و واحد ماهیت یک و
برای ناپارامتری رگرسیون مدل ساده ترین بنابراین می گیرند، درنظر نامعلوم را زمان طول در پاسخ ها

به صورت داده ها این

yi “ fptiq ` εi, i “ ۱, . . . , n (۱ .۱)

مستقل، داده های برای ناپارامتری رگرسیون روش های چشمگیر پیشرفت وجود با می شود. بیان
ویژگی های است. داده  رخ اخیر سال های در تنها طولی داده های برای زمینه این در مهم تحولات
به وجود داده ها این برای ناپارامتری روش های توسعه در را عمده ای چالش های طولی، داده های خاص
یابند. تعمیم و توسعه طولی داده های تحلیل جهت مرسوم روش های است لازم بنابراین آورده است.

هسته روش از استفاده با طولی داده های در هموارسازی ۱ .۲ .۳ .۱

چند کمک به می توان را هموار تابع هر آن در که است، تیلور بسط روش این اصلی پایه و ایده
،t۰ دلخواه زمانی نقطه حول تیلور بسط از استفاده با حال زد. تقریب مشخص درجه از جمله ای هایی

به صورت می توان را (۱ .۱) مدل در fp.q تابع

fptijq « fpt۰q ` ptij ´ t۰qf p۱qpt۰q ` . . .` ptij ´ t۰qd
f pdqpt۰q

d!
“ TJptijqβ
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طولی داده های مفاهیم بر گذری ۲۶

βr “
f prqpt۰q

r! ،β “
`

β۰, . . . , βd
˘J ،TJptijq “

`۱, ptij´t۰q, . . . , ptij´t۰qd
˘J آن در که زد، تقریب

توان های کمترین معیار ،β پارامتر بردار برآورد جهت است. t۰ نقطه در f تابع rام مشتق f prqpt۰q و
به صورت را (WLS) موزون۵۲ دوم

n
ÿ

i“۱
Khpti ´ tqtyi ´ T ptiqβu۲, (۲ .۱)

هسته تابع یک Khp.q ،Khpti ´ tq “
`

Khpti۱ ´ tq, . . . ,Khptini ´ tq
˘ به طوری که بگیرید، درنظر

معادلات حل با β برآورد ،(۲ .۱) رابطه از گیری مشتق با .T ptiq “
`

TJpti۱q, . . . ,TJptiniq
˘J و

می آید. بدست زیر هسته ای برآورد
n
ÿ

i“۱
TJptiqKhpti ´ tqtyi ´ TJptiqβu “ 0 (۳ .۱)

برآوردگر همان که می شود حاصل pfptijq “

řn
i“۱

řni
j“۱ Khptij´t۰qyij

řn
i“۱

řni
j“۱ Khptij´t۰q

به صورت برآوردگر ،d “ ۱ ازای به

است. نادارایا−واتسون برآوردگر یا هسته ای
داده های برای (۳ .۱) معادلات حل از حاصل برآوردهای گروهی، درون همبستگی وجود دلیل به
داده های به روش این تعمیم یافته نسخه تعمیم با (۲۰۰۲) کارول و لین هستند. ناکارآمد طولی
موضعی چندجمله ای GEE نام به را دیگری برآوردگر همبستگی، ساختار اعمال با و غیرنرمال
سه با تعمیم یافته ناپارامتری رگرسیون مدل یک اساس این بر نمودند. ارائه (LPK) هسته ای۵۳

اصلی مشخصه

.آ grEpyij |tijqs “ g
`

µijptijq
˘

“ fptijq,

.ب Varpyij |tijq “ ν
`

µijptijq
˘

ϕ,

.پ corrpyij , yikq “ ρ
`

µijptijq, µikptikq,α
˘

,

.TJptijq “
`۱, ptij ´ t۰q, . . . , ptij ´ t۰qd

˘J و fptijq “ TJptijqβ آن در که بگیرید، درنظر را
به صورت تعمیم یافته برآوردیاب معادلات

n
ÿ

i“۱

Bµiptiq

Bβ
K

۱
۲
h pti ´ tqV ´۱

i pαqK
۱
۲
h pti ´ tq

`

yi ´ µiptiq
˘

“ ۰ (۴ .۱)

آن در که می گردد، ارائه

µiptiq “
`

µi۱pti۱q, . . . , µiniptiniq
˘J
,

µijptijq “ g´۱pTJptijqβq,

V ipαq “ ϕA
۱
۲
i RipαqA

۱
۲
i ,

Ai “ diag
`

ν
`

µi۱pti۱q, . . . , ν
`

µiniptiniq
˘

,
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۲۷ طولی داده های مدل بندی بر مروری

و

Bµiptiq

Bβ
“

¨

˚

˚

˚

˚

˚

˚

˝

Bg´۱pTJpti۱qβq

Bβ

Bg´۱pTJpti۲q

Bβ

...
Bg´۱pTJptini

q

Bβ

˛

‹

‹

‹

‹

‹

‹

‚

“

¨

˚

˚

˚

˚

˝

۱ pti۱´t۰q

g1
pµi۱q

¨ ¨ ¨
pti۱´t۰qd

g1
pµi۱q

... ... . . . ...
۱ ptini

´t۰q

g1
pµini

q
¨ ¨ ¨

ptini
´t۰qd

g1
pµini

q

˛

‹

‹

‹

‹

‚

niˆpd`۱q

.

بخش در تفصیل به که هستند همبستگی پارامترهای بردار α و عملی همبستگی ماتریس Ripαq

تکراری الگوریتم طریق از pβ یعنی (۴ .۱) معادلات حل از حاصل جواب شدند. معرفی ۱ .۱ .۳ .۱
pfptijq “ TJ

ijpt۰qpβبه صورت ناپارامتری تابع هسته ای برآوردگر و آمده به دست بخش همان در بیان شده
می شود. حاصل

اسپلاین رگرسیون با طولی داده های در هموارسازی ۲ .۲ .۳ .۱

رگرسیون یک گره تعدادی از استفاده با اسپلاین رگرسیون شد، بیان نیز این از پیش که همان طور
روش این (۲۰۰۴) ژو و هوانگ و (۲۰۰۱) وو و رایس می دهد. تشکیل پایه توابع کمک به پارامتری
بریده شده، توانی توابع و d مرتبه اسپلاین براساس که صورت این به دادند. تعمیم طولی داده های به را
درنظر t۱, tij , t۲ij , . . . , tdij , ptij ´ t۱qd`, . . . , ptij ´ tKqd`u به صورت را tij نقاط در پایه توابع مجموعه
شرح بخش این ابتدای در آن چه مشابه شده اند. ایجاد ␣t۱, . . . , tK

( گره نقاط مجموعه در که بگیرید
به صورت می توان را fptijq تابع داده شد،

fptijq « β۰ ` β۱tij ` . . .` βdt
d
ij `

K
ÿ

k“۱
ptij ´ tkqd`βd`k “ BJptijqβ (۵ .۱)

.β “
`

β۰, β۱, . . . , βd`K

˘J Bptijqو “
`۱, tij , . . . , tdij , ptij´t۱qd`, . . . , ptij´tKqd`

˘J زد، که تقریب
به صورت می توان را (۱ .۱) مدل حالت، این در

yi “ Bptiqβ ` εi

ni ˆ pd ` K ` ۱q طرح ماتریس Bptiq “
`

BJpti۱q, . . . ,BJptiniq
˘J به طوری که کرد، بازنویسی

کمینه با β برآورد ،WLS روش از استفاده و V i کوواریانس ماتریس گرفتن درنظر با است. بعدی
رابطه کردن

n
ÿ

i“۱
tyi ´BptiqβuJV ´۱

i tyi ´Bptiqβu,

به صورت

pβ “
`

BJptqV ´۱Bptq
˘´۱`

BJptqV ´۱y
˘



طولی داده های مفاهیم بر گذری ۲۸

دنبال به .V “ diagpV ۱, . . . ,V nq و Bptq “
`

Bpt۱q, . . . ,Bptnq
˘J به طوری که می شود، حاصل

pfptq “ BJptqpβ به صورت اسپلاین رگرسیون روش به fptq تابع برآورد رگرسیونی، پارامتر برآورد
می آید. بدست

نیمه پارامتری مدل های ۳ .۳ .۱
کارایی تبیینی، متغیرهای تعدد با برخورد در پارامتری مدل های شد، بیان این از پیش که همان گونه
بالایی انعطاف پذیری از ناپارامتری رگرسیون هستند. پارامتری فرضیات تاثیر تحت اما دارند خوبی
می کند. مواجه مشکل با را آن از استفاده تبیینی متغیر های فضای بعد افزایش اما است، برخوردار
هم گرایی نرخ سریع ترین باشد، موجود r مرتبه تا fp.q تابع مشتق اگر که داد نشان (۱۹۸۲) استون
بعد نقش هم گرایی نرخ این است. `

log n{n
˘r{p۲r`pq برابر fp.q به pfp.q برآوردگر حصول قابل

کاهش به منجر p افزایش دیگر، عبارت به می دهد. نشان برآوردگر کارایی در را تبییینی متغیرهای
داده ها بودن تنک دلیل به که است معروف بعد مشقت به مسئله این می شود. pfp.q برآوردگر عملکرد

کنید. مراجعه (۲۰۱۱) گیننس به بیش تر اطلاعات برای می افتد. اتفاق بالاتر ابعاد با فضایی در
مدل های ناپارامتری، مدل های بعد مشقت و پارامتری مدل های زیاد اریبی از اجتناب برای
پیشنهاد دارد، را مدل دو هر خوب ویژگی های که میانه رو و سازشگر مدل هایی عنوان به نیمه پارامتری
ترکیب ناپارامتری رگرسیون انعطاف پذیری با را پارامتری رگرسیون جمعی ساختار مدل این می شود.
که شده است، معرفی مختلف افراد توسط زیادی نیمه پارامتری رگرسیون مدل های تاکنون می کند.
تمرکز است. تک شاخص۵۶ مدل و متغیر۵۵ ضریب مدل خطی−جزئی۵۴، مدل شامل آن ها رایج ترین
انعطاف پذیری و خطی مدل های تفسیر پذیری مدل این است. خطی−جزئی مدل های روی رساله این
انگل است. نیمه پارامتری مدل های رایج ترین از یکی و می کند ترکیب هم با را ناپارامتری مدل های
مصرف و دما بین رابطه بررسی برای مدل این از که بودند افرادی نخستین از (۱۹۸۶) همکاران و

داده اند. ارائه مدل این از دقیقی بررسی های (۲۰۰۰) همکاران و هاردل کردند. استفاده برق
متغیر میانگین کنید فرض بگیرید. درنظر را tij زمان در iام واحد به مربوط yij پاسخ متغیر
غیر خطی روندی دارای دیگر طرف از و بوده ارتباط در تبیینی متغیرهای با خطی به صورت پاسخ
روند با رگرسیونی مدل های کردن هم ساز جهت است. زمان متغیر به نسبت مشخص صورت با اما
طولی داده های برای خطی−جزئی نیمه پارامتری مدل (۲۰۰۲) همکاران و دیگل بیان شده، غیر خطی

به صورت را

yij “ xJ
ijβ ` fptijq ` εij , i “ ۱, . . . , n; j “ ۱, . . . , ni (۶ .۱)

بعدی p بردارهایی ،β “ pβ۱, β۲, ¨ ¨ ¨ , βpqJ و xij “ px۱,ij , x۲,ij , ¨ ¨ ¨ , xp,ijq
J آن در که دادند، ارائه

در است. E␣εij
(

“ ۰ با نرمال تصادفی خطای εij و زمان از هموار تابعی fp.q تبیینی، متغیرهای از
54Partially linear models
55Varying coefficient model
56Single index model



۲۹ طولی داده های مدل بندی بر مروری

خواهیم fp.q ناپارامتری تابع و β پارامترهای برآورد متداول های روش بر کوتاه و کلی مرور به ادامه
پرداخت.

موضعی جمله ای چند روش به برآورد ۱ .۳ .۳ .۱

از تعمیمی اول روش پرداخت. خواهیم (۶ .۱) مدل برازش جهت LPK معرفی به بخش این در
پایه بر دوم روش است. بازگشتی۵۷ الگوریتم یک پایه بر و (۱۹۸۸) اسپیکمن هسته ای روش اولین
همکاران و هو است. (۱۹۸۸) اسپیکمن هسته ای روش دومین از تعمیمی و نیمرخ۵۸ هموارسازی
تبعیت به ما و بردند به کار طولی داده های تحلیل در را روش ها این (۲۰۰۴) لیانگ و وو و (۲۰۰۴)

می نامیم. نیمرخ LPK را دوم روش و بازگشتی LPK را اول روش آن ها، از
و مشخص iام آزمودنی اساس بر عناصر آن در که ماتریسی مدل بگیرید. درنظر را (۶ .۱) مدل

به صورت به ترتیب کلی ماتریسی مدل همچنین و شده اند ماتریسی گیری اندازه نقاط اساس بر

yi “ Xiβ ` fptiq ` εi,

y “ Xβ ` fptq ` ε,

به صورت مولفه ها آن در که می شوند، داده نمایش
$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

yi “ pyi۱, . . . , yiniq
J

Xi “ pxJ
i۱, . . . ,x

J
ini

qJ

fptiq “ pfpti۱q, . . . , fptiniqqJ

εi “ pεi۱, . . . , εiniq
J

,

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

y “ pyJ
۱ , . . . ,y

J
n qJ

X “ pXJ
۱ , . . . ,X

J
n qJ

fptq “ pfJpt۱q, . . . ,fJptnqqJ

ε “ pεJ
۱ , . . . , ε

J
n qJ

.

هستند.

بازگشتی LPK روش

معلوم فرض با و ناپارامتری مدل یک به βها، بودن معلوم فرض با معرفی شده نیمه پارامتری مدل
را زیر مرحله ای دو بازگشتی الگوریتم اساس، براین می شود. تبدیل پارامتری مدل یک به ،fp.q بودن

بگیرید. درنظر شد، معرفی (۱۹۹۰) تیبشیرانی و هستی توسط که

را مقادیر این و آورده به دست را rij “ yij ´xJ
ijβ۰ باقیمانده های ،β “ β۰ اولیه مقدار ازای به الف)

rij “ fptijq ` εij ناپارامتری مدل گرفتن درنظر با بگیرید. درنظر جدید پاسخ متغیر عنوان به
برآورد pf “ Spy ´ Xβ۰q به صورت ناپارامتری تابع ،LPK برآورد روش از استفاده با و

است. هموارساز ماتریس S به طوری که می شود،

57Backfitting algorithm
58Profile smoothing
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با آورید. به دست را aij “ yij ´ pfptijq باقیمانده های (الف)، مرحله در آمده به دست pf ازای به ب)
،aij “ xJ

ijβ`εij پارامتری مدل گرفتن درنظر و جدید، پاسخ عنوان به مقادیر این گرفتن درنظر
کنید. برآورد ML روش به را β پارامترهای

به صورت به ترتیب f و β برای بازگشتی LPK برآوردگرهای نهایت در فوق، مرحله دو تکرار با

pβ “
“

XJpIN ´ SqX
‰´۱“

XJpIN ´ Sqy
‰

pf “ Spy ´Xpβq.

هسته ، توابع انتخاب نوع به بسته S هموارساز ماتریس که است ذکر شایان می شوند. حاصل
بخش در شده ذکر مراجع به می توانند بیش تر آشنایی جهت علاقه مندان دارد. مختلفی صورت های

پرداخت. خواهیم ماتریس این از نمونه ای ذکر به ۴ .۳ .۱ بخش در همچنین کنند. مراجعه ۲ .۳ .۱

نیمرخی LPK روش

y ´Xβ “ f ` ε به صورت را مدل اول، طرف به پارامتری جمله انتقال و β بودن معلوم فرض با
با بود. خواهد pf “ Spy ´ Xβq به صورت LPK روش به ناپارامتری تابع برآورد می نویسیم.

داشت، خواهیم محاسبات اندکی با و اولیه مدل در f جای به مقدار این جای گذاری

pIN ´ Sqy “ pIN ´ SqXβ ` ε.

به صورت به ترتیب f و β برای نیمرخ برآودگرهای نتیجه در

pβ “
“

XJpIN ´ SqJpIN ´ SqX
‰´۱“

XJpIN ´ SqJpIN ´ Sqy
‰

,

pg “ Spy ´XJ
pβq

می شوند. حاصل

اسپلاین رگرسیون روش به برآورد ۲ .۳ .۳ .۱

به صورت را t۱, . . . , tK گره نقاط در d مرتبه از بریده شده توانی پایه های

Bptijq “
`۱, tij , . . . , tdij , ptij ´ t۱qd`, . . . , ptij ´ tKqd`

˘J

آن در که بگیرید، درنظر fptijq “ BJptijqα به صورت را پایه ها این اساس بر fptijq تابع تقریب و
را (۶ .۱) نیمه  پارامتری مدل است. h “ ۱ ` d`K و رگرسیونی ضرایب بردار α “ pα۱, . . . , αhqJ

به صورت می توان

yij “ xJ
ijβ `BJptijqα` εij “ x̃J

ijθ ` εij , i “ ۱, . . . , n; j “ ۱, . . . , ni



۳۱ طولی داده های مدل بندی بر مروری

به صورت θ پارامتر WLS برآودگر .x̃ij “
`

xJ
ij ,B

Jptijq
˘J ،θ “ pβJ,αJqJ به طوری که نمود، بیان

pθ “
`

n
ÿ

i“۱
X̃

J

i V
´۱
i X̃i

˘´۱
n
ÿ

i“۱
X̃

J

i V
´۱
i yi,

برآورد ،pθ در اصلی مولفه p که است بدیهی .X̃i “ px̃J
i۱, . . . , x̃

J
ini

qJ آن در که می شود، حاصل
هستند. pβ یعنی β مولفه های

تاوانیده اسپلاین روش به برآورد ۳ .۳ .۳ .۱

fptq “ BJptqα به صورت پایه ها کمک به را fptq نیز روش این اسپلاین، رگرسیون روش مشابه
طریق از α و β برآوردگرهای لذا می کند، کنترل را fptq ناهمواری میزان روش این می زند. تقریب

می آید، بدست زیر تاوانیده دوم توان های کمترین معیار کردن کمینه

n
ÿ

i“۱

ni
ÿ

j“۱

`

yij ´ xJ
ijβ ´BJptijqα

˘۲
` λαJGα

به صورت و است ناهمواری۵۹ ماتریس G و هموارسازی پارامتر λ آن در که

G “

»

–

0pd`۱qˆpd`۱q 0pd`۱qˆK

0Kˆpd`۱q IK

fi

fl

hˆh

به صورت می توان را فوق معیار ماتریسی صورت می شود. تعریف

}y ´Xβ ´Bα}۲ ` λαJGα

عملیات انجام با .Bi “
`

BJpti۱q, . . . ,BJptitiq
˘J و B “

`

B۱, . . . ,Bn

˘J به طوری که نمود، بیان
به صورت کمینه کننده ها جبری،

pβ “ pXJPXq´۱pXJPyq,

pα “ pBJQB ` λGq´۱pBJQyq,

pfptq “ BJptqpβ

.Q “ IN ´XpXJXq´۱XJ و P “ IN ´BpBJB ` λGq´۱BJ آن در که می آیند، بدست
می توانند تاوانیده و رگرسیونی اسپلان های روش درباره بیش تر اطلاعات کسب جهت علاقه مندان
(۲۰۰۹) همکاران و فیتزموریس و (۲۰۰۵) همکاران و هی ،(۲۰۰۲) همکاران و هی تحقیقات به

نمایند. مراجعه

59Roughness matrix
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آمیخته اثرات با نیمه پارامتری مدل ۴ .۳ .۱
پارامتری، مدل های از اعم می شوند، استفاده طولی داده های تحلیل در که مدل هایی قبل بخش های در
چه هر تحلیل راستای در آماردانان اخیر دهه چند در نمودیم. معرفی را نیمه پارامتری و ناپارامتری
نمودند. ایجاد را مدل ها از منعطف بسیار رده بیان شده، مدل های از ترکیبی خلق با داده ها، این بهتر
بسیار ناپارامتری مدل های با پارامتری مدل های مجموعه از آمیخته اثرات مدل ادغام میان، این در
هر مطالعه به ذکرشده مدل دو ترکیب گرفتن درنظر با نیز ما اساس این بر گرفت. قرار توجه مورد
به ثابت و پارامتری اثرات مدل این در پرداختیم. آمیخته اثرات با نیمه پارامتری مدل بیش تر چه
می پردازند. زمانی نقاط غیرخطی مدل بندی به ناپارامتری تابع و تبیینی متغیرهای خطی مدل بندی
یک بنابراین است. شده  اعمال مدل در تصادفی، اثرات طریق از موضوعی درون همبستگی همچنین

به صورت آمیخته اثرات با نیمه پارامتری مدل

yij “ xJ
ijβ ` fptijq ` zJ

ijbi ` εij , (۷ .۱)

زمان در iام آزمودنی به مربوط پاسخ ،pi “ ۱, . . . , n; j “ ۱, . . . , niq ،yij فوق مدل در می گردد. بیان
متغیرهای به وابسته رگرسیونی ثابت ضرایب از pˆ ۱ بردار β “ pβ۱, . . . , βpqJ آن در که است، tij
بردار bi “ pbi۱, . . . , biqqJ دوم، مشتق دارای و زمان از هموار نامعلوم، تابعی fp.q ،xij تبیینی
به وابسته و Di کوواریانس ماتریس و ۰ میانگین با هم از مستقل تصادفی، ضرایب از بعدی q ˆ ۱
کاستن بدون است. E ␣

εij
(

“ ۰ با biها از مستقل و تصادفی خطای εij و ،zij تبیینی متغیرهای
می باشند. r۰,۱s فاصله در اعدادی tij هر که کرد فرض می توان مسئله کلیت از

واریانس یعنی ،Var ␣εij
(

“ σ۲ptijq که می کنیم فرض ،(۲۰۰۷) همکاران و فن کار مشابه
تابع می شود فرض دیگر طرف از هستند. زمان به نسبت هموار و ناپارامتری تابعی تصادفی خطاهای
آن در که است، corr ␣εij , εik

(

“ ρptij , tik,θq تابعی صورت دارای εiptikq و εiptijq بین همبستگی
است. همبستگی پارامترهای از برداری θ و بوده tik و tij از مثبت معین تابعی ρptij , tik,θq

اندازه گیری نقاط اساس بر و مشخص iام آزمودنی اساس بر عناصر آن در که ماتریسی مدل
به صورت شده اند ماتریسی

yi “ Xiβ ` fptiq `Zibi ` εi (۸ .۱)

آن در که می شود، داده نمایش
$
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yi “
`

yipti۱q, . . . , yiptiniq
˘J

„ ni ˆ ۱
Xi “

`

xJ
i pti۱q, . . . ,xJ

i ptiniq
˘J

„ ni ˆ p

fptiq “ pgpti۱q, . . . , gptiniqqJ „ ni ˆ ۱
Zi “

`

zJ
i pti۱q, . . . , zJ

i ptiniq
˘J

„ ni ˆ q

εi “
`

εipti۱q, . . . , εiptiniq
˘J

„ ni ˆ ۱.



۳۳ رساله این در بحث مورد انگیزشی مثال های

آن در که بوده yi پاسخ به مربوط بعدی niˆni کوواریانس ماتریس V i “ ZJ
i DiZi`Σi کنید فرض

مربوط بعدی ni ˆ ni کوواریانس ماتریس Σi و biها به مربوط بعدی q ˆ q کوواریانس ماتریس Di

درنظر Σi “ AiRipθqAi به صورت را Σi نیز ما (۱۹۸۶) زیگر و لیانگ از تبعیت به است. εiها به
عناصر با بعدی ni ˆ ni قطری ماتریس یک Ai “ diag

`

σpti۱q, . . . , σptiniq
˘ به طوری که گرفتیم،

به صورت آن ,pjام kq عضو که است εiptikq و εiptijq بین همبستگی ماتریس Ripθq و σptijq قطری
می شود. تعریف ρptij , tik,θq

به صورت می توان را (۸ .۱) مدل

y “ Xβ ` fptq `Zb` ε

به طوری که کرد، بازنویسی
$
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y “
`

yJ
۱ , . . . ,y

J
n

˘J
„ N ˆ ۱

X “
`

XJ
۱ , . . . ,X

J
n

˘J
„ N ˆ p

fptq “
`

fJpt۱q, . . . ,fJptnq
˘J

„ N ˆ ۱
Z “ diag

`

Z۱, . . . ,Zn

˘J
„ N ˆ nq

ε “
`

εJ
۱ , . . . , ε

J
n

˘J
„ N ˆ ۱

b “
`

bJ
۱ , . . . , b

J
n

˘J
„ nq ˆ ۱

به مربوط بعدی N ˆ N کوواریانس ماتریس V “ diag
`

V ۱, . . . ,V n

˘

“ ZJDZ ` Σ همچنین
اثر بردار به مربوط بعدی nq ˆ nq کوواریانس ماتریس D “ diagpD۱, . . . ,Dnq آن در که بوده y

است. ε به مربوط بعدی N ˆN کوواریانس ماتریس Σ “ diag
`

Σ۱, . . . ,Σn

˘ و b تصادفی
مدل یک از خود داده های تحلیل جهت که است (۱۹۹۴) دیگل و زیگر مدل تعمیم مدل این
بازگشتی روش به را مدل ناپارامتری تابع و کردند استفاده تصادفی مبدأ از عرض با نیمه پارامتری

نمودند. برآورد

رساله این در بحث مورد انگیزشی مثال های ۴ .۱
استفاده مورد بعدی بخش های در شده ارائه مدل های تحلیل در که را واقعی مثال های بخش این در

می کنیم. معرفی می گیرند، قرار

CD۴ داده های ۱ .۴ .۱
مورد را HIV به مبتلا مرد ۳۶۹ تعداد که است ایدز بیماری بالینی آزمایشات به مربوط داده های این
شامل تبیینی متغیرهای و CD۴ سلول های تعداد پاسخ، متغیر مثال این در می دهد. قرار بررسی
بسته های تعداد ،(SEXP) جنسی شرکای تعداد ،(DRUG) مخدر مواد از عدم استفاده یا استفاده



طولی داده های مفاهیم بر گذری ۳۴

(Y EAR) سال و (AGE) سن ،(CESD) افسردگی میزان ،(SMOKE) روز در استفاده مورد سیگار
نشان را Y EAR یعنی زمان طول در CD۴ سلول های تعداد پراکنش نمودار ۳ .۱ شکل هستند.
پاسخ متغیر دوم ریشه تبدیل شود، نزدیک نرمال توزیع به داده ها توزیع اینکه منظور به می دهد.
اطلاعات کسب جهت است. موجود R نرم افزار از catdata بسته در داده ها این می شود. گرفته درنظر
مراجعه (۲۰۰۵) همکاران و وانگ و (۱۹۹۴) دیگل و زیگر به می توان داده ها این مورد در بیش تر
همبستگی ساختار نوع از درونی همبستگی دارای داده ها که دریافتند (۱۹۹۴) دیگل و زیگر نمود.

هستند. ρ “ ۰٫۵۰۹ همبستگی پارامتر با تبادل پذیر
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میانگین همراه به خاکستری) (منحنی های زمان طول در CD۴ سلول های تعداد پراکنش نمودار :۳ .۱ شکل
آبی). (منحنی آن ها هموارشده

ORF مخمر سلولی چرخه داده های ۲ .۴ .۱
DNAهایشان می کنند، رشد سلول ها آن در که تنظیم شده است کاملا زندگی فرآیند یک سلولی چرخه
تعدادی به می دهد اجازه محیط جایی که تا و می کنند جدا را آن ها کروموزوم های می دهند، تکثیر را
واحد تک سلول یک تقسیم از که هستند سلول هایی دختر سلول های می شوند. تقسیم دختر سلول
به طوری که می شوند. تقسیم M و G۲ ،S ،G۱ مراحل به معمولا سلولی چرخه روند می شود. حاصل
تولید برای مواد تجزیه یا (ترکیب سنتز عبارت مخفف S مرحله است. GAP ۱ مخفف G۱ مرحله
M مرحله و GAP ۲ مخفف G۲ مرحله می دهد. رخ آن در DNA تکثیر که است جدید) مواد یا ماده
است. سلولی) تکثیر برای روشی و مشابه هسته دو به سلول یک هسته (تقسیم میتوز مرحله معنای به
اسید مخفف RNA است. پروتئین یا RNA تولید منظور به ژن آن از استفاده یعنی بیان ژن از منظور
نقش سلولی پروتئین های ساختن در که بالاست مولکولی وزن با پیچیده ترکیب یک ریبونوکلئیک۶۰،
RNA و (tRNA) ناقل RNA ،(mRNA) پیامبر RNA دارند: وجود RNA اصلی نوع سه دارد.

60Ribonucleic acid



۳۵ رساله این در بحث مورد انگیزشی مثال های

است روشن و بیان شده ژن آن می شود گفته می گیرد، قرار استفاده مورد ژنی وقتی .(rRNA) ریبوزومی
مشخصی زمان در این كه است. خاموش ژن آن می گویند نگیرد، قرار استفاده مورد ژن یک كه وقتی و
(TFs) رونویسی۶۱ عوامل است. معروف بیان ژن تنظیم به است خاموش ژن كدام و روشن ژن كدام
خاص DNA یک دنباله های به که هستند پروتئین هایی دارند بیان ژن تنظیمات در مهمی نقش که
تعداد می کند. کنترل را mRNA به DNA از ژنتیکی اطلاعات گردش طریق این از و می شود متصل
،Mcm۱ ،Swi۶ ،Swi۴ ،Mbp۱ که می شوند نمادگذاری اختصاری علائم با و است زیاد TFها این
بهتر درک برای هستند. TFها این انواع از نمونه هایی Ace۲ و ،Swi۵ ،Ndd۱ ،Fkh۲ ،Fkh۱
چرخه از تنظیم شده ژن های بیان ژن سطح که TFهایی که است مهم سلولی، چرخه فرآیند اساسی پدیده
هستیم متغیر انتخاب روش های از استفاده نیازمند بنابراین شوند. شناسایی می کنند، تنظیم را سلولی
،(۲۰۰۱) همکاران و سیمون توسط انجام شده مطالعات طبق شوند. شناسایی کلیدی TFهای تا
در Fkh۱{۲ و ،Ndd۱ ،McM۱ پروتئین های ،G۱ مرحله در Mbp۱ و ،Swi۴ ،Swi۶ پروتئین های
بیان ژن داده  دارند. مهمی نقش M مرحله در Mcm۱ و ،Swi۵ ،Ace۲ پروتئین های و G۲ مرحله
CDC۱۵ ژن روی که (۱۹۹۸) همکاران و اسپیلمن بیولوژیکی آزمایشات از مخمر۶۲ سلولی چرخه
مخمر ۶۱۷۸ ژنوم سراسر mRNA سطوح داده ها این در شده اند. جمع آوری انجام شده، ORF مخمر
تعداد به و سلولی چرخه دوره دو شامل دقیقه، ۱۱۹ مدت به مجموع در و دقیقه ۷ فواصل در ORF
مجموعه ای زیر می شود، استفاده رساله این در که داده ای مجموعه است. شده  اندازه گیری مشاهده، ۱۸
CDC۱۵ تنظیم شده ژن ۲۸۳ سلولی چرخه آن در که است ORF مخمر سلولی چرخه بیان ژن های از
yij پاسخ متغیر داده ها این در می گیرد. دربر را شده اند مشاهده G۱ مرحله در و زمانی نقطه ۴ در
k “ ۱, . . . ,۹۶ و xk,ij تبیینی متغیرهای است. j زمان در iام ژن به مربوط بیان ژن سطح لگاریتم
از استفاده با اتصال احتمال است. iام ژن پیش برنده ناحیه به kام TF اتصال احتمال تطابق نمره
می شود. محاسبه ChIP اتصال آزمایش از حاصل داده های اساس بر ترکیبی مدل سازی روش یک
به داده ها مجموعه این با بیش تر آشنایی برای است. موجود R نرم افزار از lme4 بسته در داده ها این

کنید. مراجعه (۲۰۱۲) همکاران و وانگ

صفراوی بیماری داده های ۳ .۴ .۱

۱۹۸۴ می تا ۱۹۷۴ ژانویه از که است بیمار ۳۱۲ گروهی مطالعه به مربوط صفراوی بیماری داده های
پزشکی−دانشگاهی مرکز یک که مایو۶۴ کلینیک به پیاپی۶۳ اولیه صفراوی سیروز بیماری دلیل به
تحت تصادفی به طور ۱۹۸۸ آوریل تا شرکت کننده بیماران کرده اند. مراجعه است، آمریکا کشور در

61Transcription factors
62 Yeast cell­cycle gene expression
63Primary Biliary Cirrhosis sequential
64Mayo



طولی داده های مفاهیم بر گذری ۳۶

کور آزمایش گرفته اند. قرار کور۶۷ آزمایش و دارونما۶۶ D−پنیسیلامین۶۵، شامل درمان نوع سه
اطلاعاتی داشتن از آن در شرکت کننده افراد که است علمی آزمایش یک چشمی آزمایش یا (نابینا)
مثال به طور می شوند. منع شوند، متمایل سمتی به گاه ناخودآ یا گاه خودآ به صورت شود منجر که
سازنده نام کند، مقایسه هم با را مختلف محصولات مزه و طعم که شود پرسیده مصرف کننده از وقتی
نسبت قبل از که محصولی سمت به مصرف کننده معمولا این صورت غیر در شود. پوشانده باید محصول
قرار آزمایش مورد دارو یک تأثیر قدرت وقتی شکل همین به می شود. متمایل دارد شناخت آن به
باعث این هستند. بی اطلاع مصرفی دوز از آزمایش در شرکت کننده پزشکان هم و بیماران هم می گیرد،
و مهم بسیار ابزار کور آزمایش برود. بین از هوشیارانه فریب یا تلقینی تأثیر هرگونه شانس شد خواهد
علوم بیولوژی، و عصب شناسی روانشناسی، پزشکی، علم جمله از علوم مختلف شاخه های در کاربردی
دارو آزمون مانند رشته ها برخی در کور آزمایش علمی روش به کارگیری است. بازاریابی و کاربردی
به وابسته متغیر پنج بیمار، (ID) شناسایی شماره شامل PBCseq داده های مجموعه است. ضروری
و دارو نوع جنسیت، (مانند رسته ای متغیر هشت درمان)، تحت روزهای تعداد و سن (مانند زمان
در داده ها این است. آلبومین) و بیلی روبین لگاریتم (مانند پیوسته متغیر هفت و بیماری) وضعیت
قابل http : {{lib.stat.cmu.edu{datasets{pbcseq. آدرس در همچنین و R نرم افزار از mixAK بسته

کنید. مراجعه (۲۰۱۷) وانگ به داده ها درباره بیش تر توضیحات برای است. دسترسی

برای جایگزین روش یک کبد ارتوپدی پیوند پیشرفته، اولیه صفراوی سیروز به مبتلا بیماران برای
بیماری های وجود عدم یا وجود ارزیابی برای اصلی شاخص دو آلبومین و بیلی روبین است. درمان
نشان هنده باشد، استاندارد حد از بالاتر بسیار بیلی روبین سطح ادرار و صفرا در اگر هستند. کبدی
افراد برای است ممکن نیز کم خیلی یا زیاد بسیار آلبومین سطح است. خاصی بیماری های وجود
تحلیل بنابراین دارد. وجود رابطه آلبومین و بیلی روبین سطح بین که است این بر اعتقاد باشد. مضر
کبدی بیماری های تشخیص در شده اند جمع آوری زمان طول در مکرر به طور که عامل دو این مشترک
پرت یا نامتعارف مشاهدات داده ها، این در که داد نشان (۲۰۱۷) وانگ بود. خواهد مفید بسیار
از بسیاری رفتن دست از باعث عامل دو این جداگانه تحلیل که کردند اشاره همچنین دارد، وجود
زمان، طول در شده جمع آوری متغیر دو توام مدل سازی روی وی بنابراین می شود. مهم اطلاعات
متغیرهای سایر حضور در ،(lalbumin) آلبومین سطح لگاریتم و (lbili) بیلی روبین سطح لگاریتم
نمودار ۴ .۱ شکل شد. متمرکز (Drug) درمان نوع و (Sex) جنسیت ،(Age) سن شامل علاقه مورد
نشان را شده اند انتخاب تصادفی به طور که بیمار ۱۰۰ برای زمان طول در lalbumin و lbili پراکنش
آن جایی که از و است چندمتغیره روش های ابزار از استفاده نیازمند تحلیلی چنین اجرای دهد. می
فصل در باشند. تنومند پرت داده های به نسبت که شود اتخاذ روش هایی باید است پرت مقادیر دارای

می شود. پرداخته داده ها این تحلیل به ۳

65D­penicillamine
66placebo
67Double­blind



۳۷ آمیخته اثرات با نیمه پارامتری مدل در برآورد روش های
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بیمار ۱۰۰ برای lalbumin و lbili سطوح زمان. طول در PBCseq داده های پراکنش نمودار :۴ .۱ شکل
آبی). (منحنی آن ها هموارشده میانگین همراه به خاکستری) (منحنی های

آمیخته اثرات با نیمه پارامتری مدل در برآورد روش های ۵ .۱
که است ناپارامتری مولفه با برخورد نحوه آمیخته، اثرات با نیمه پارامتری مدل برازش در اصلی چالش
به کار را معرفی شده ناپارامتری روش های از یکی خود علاقه و مهارت نوع به بسته بسیاری آماردانان
و (۲۰۰۴) چانگ اسپلاین ، هموارسازی روش از (۲۰۰۹) چو و چن و (۲۰۰۷) چو و چن گرفتند.
موضعی خطی رگرسیون روش از (۲۰۰۹) لیانگ و تاوانیده اسپلاین های روش از (۲۰۱۰) چو و لی
بازگشتی و هسته ای روش های معرفی شده ناپارامتری روش های بین در آنجایی که از کردند. استفاده
جدید مطالعه ای عنوان به روش ها این روی را خود مطالعات نگرفته اند، قرار توجه مورد مدل این در

می شوند. گزارش ادامه در حاصل نتایج و نموده متمرکز

هسته ای برآوردگر روش ۱ .۵ .۱
صفر میانگین با نرمال توزیع دارای تصادفی خطاهای کنید فرض و بگیرید درنظر را (۸ .۱) مدل

می شود: نتیجه yi پاسخ برای زیر حاشیه ای توزیع صورت این در هستند.

yi „ Nni

`

Xiβ ` fptiq,Z
J
i DiZi ` Σi

˘

. (۹ .۱)

به صورت به ترتیب را tij زمانی نقاط شرط به xij و yij ریاضی امید اگر

µY ptijq “ Etyij |t “ tiju, µXptijq “ Etxij |t “ tiju,

رابطه آن گاه کنیم، تعریف
µY ptijq “ µJ

Xptijqβ ` fptijq



طولی داده های مفاهیم بر گذری ۳۸

به صورت شرطی امید های برداری صورت گرفتن درنظر با می شود. نتیجه

µY ptiq “
`

µY pti۱q, . . . , µY ptiniq
˘J
, µXptiq “

`

µJ
Xpti۱q, . . . ,µJ

Xptiniq
˘J
,

رابطه
fptiq “ µY ptiq ´ µXptiqβ

داریم، (۹ .۱) رابطه در فوق جمله جای گذاری با داشت. خواهیم را

yi ´ µY ptiq „ Nni

`

rXi ´ µXptiqsβ,ZJ
i DiZi ` Σi

˘

.

به صورت را WLS معیار ،β رگرسیونی ضرایب برآورد منظور به

lpβq “

n
ÿ

i“۱
pqyi ´ |X

J

i βqJV ´۱
i pqyi ´ |X

J

i βq,

بودن مجهول دلیل به فوق معیار .|Xi “ Xi ´µXptiq و qyi “ yi ´µY ptiq آن در که بگیرید درنظر
گرفته درنظر را هسته ای هموارسازی روش ما رو این از نیست. استفاده قابل µXp.q و µY p.q توابع

به صورت را آن ها برآوردگر و

pµXptq “

n
ÿ

i“۱

ni
ÿ

j“۱
ωijxij , pµY ptq “

n
ÿ

i“۱

ni
ÿ

j“۱
ωijyij ,

Khp.q “ Kp.{hq باند، پهنای h ،ωij “ Khptij ´tq{
řn

k“۱
řnk

l“۱Khptkl´tq آن در که می دهیم، ارائه
و µY ptq جای به به ترتیب pµXptq و pµY ptq جای گذاری با بنابراین است. هسته تابع یک Kp.q و

به صورت lpβq معیار µXptq

plpβq “

n
ÿ

i“۱
pỹi ´ X̃iβqJV ´۱

i pỹi ´ X̃iβq (۱۰ .۱)

X̃i “ pµY؛ ptiq “
`

pµY pti۱q, . . . , pµY ptiniq
˘J ،ỹi “ yi ´ pµY ptiq آن در که می شود، زده  تقریب
.pµXptiq “

`

pµJ
Xpti۱q, . . . , pµJ

Xptiniq
˘J و Xi ´ pµXptiq

به صورت به ترتیب ،argmin
βPRp

plpβq بهینه سازی مسئله حل طریق از fptiq و β هسته ای برآوردگر های

pβK “

”

n
ÿ

i“۱
X̃

J

i V
´۱
i X̃i

ı´۱” n
ÿ

i“۱
X̃

J

i V
´۱
i ỹi

ı

,

pfptiq “ pµY ptiq ´ pµJ
XptiqpβK .

از: عبارت اند pfptiq و pβK ماتریسی صورت می شوند. حاصل

pβK “

”

XJpIN ´ SqJV ´۱pIN ´ SqX
ı´۱”

XJpIN ´ SqJV ´۱pIN ´ Sqy
ı

,

pf “ Spy ´XpβKq.



۳۹ آمیخته اثرات با نیمه پارامتری مدل در برآورد روش های

همان معرفی شده برآوردگر که است ذکر به لازم است. هموار ساز ماتریس یک S فوق، روابط در
به صورت S که تفاوت این با است، نیمرخی LPK برآوردگر

S “ diag
`

S۱, . . . ,Sn

˘

, Si “ diag
`

Khpti۱ ´ tq, . . . ,Khptini ´ tq
˘

به صورت pβK و yi شرط به bi شرطی امید محاسبه با مدل تصادفی پارامترهای برآورد می شود. تعریف

pbi “ Erbi|yis “ DiZiV
´۱
i pyi ´Xi

pβKq.

می شود. حاصل
باند پهنای تعیین لذا است، حساس باند پهنای به نسبت هسته ای برآوردگر که است ذکر به لازم
مناسب باند پهنای انتخاب جهت متعددی روش های است. برخوردار بسزایی اهمیت از روش این در
به مختصر، آشنایی جهت لذا است. مجموعه این بحث از خارج آن ها تمامی بیان که داشته وجود
توسط که روش این ایده می کنیم. بسنده متقابل۶۸ اعتبارسنجی روش نام به روش یک تنها شرح
رابطه وسیله به h بهینه پارامتر که است صورت این به گردید، ارائه (۱۹۸۴) بومن و (۱۹۸۲) رادمو

ph “ argmin
h

CV phq,

آن در که می گردد تعیین

CV phq “

ż

pµ۲
Xptqdt´

۲
n

ÿ

i

pµp´iqXptijq, pµp´iqXptijq “
۱

pn´ ۱qh

ÿ

i1
‰i

ÿ

j

K
´ ti1j ´ t

h

¯

.

بازگشتی روش ایم کرده استفاده b و f ،β برآورد برای آن از جدید تحقیقات در که دیگری تکنیک
می شود. داده توضیح بعدی بخش در که است

بازگشتی برآوردگر روش ۲ .۵ .۱
گام دو تکرار با که می کند عمل صورت این به بازگشتی برآوردگر روش ،(۹ .۱) رابطه گرفتن درنظر با

کنید. برآورد pfptiq “ pµY ptiq ´ pµXptiq به صورت را fptiq ،β “ β۰ اولیه مقدار ازای به الف)

زیر معیار کردن کمینه با را β رگرسیونی ضرایب ،Xi روی yi ´ pfptiq رگرسیون اجرای با ب)
کنید: برآورد

plpβq “

n
ÿ

i“۱
pyi ´ pfptiq ´XiβqJV ´۱

i pyi ´ pfptiq ´Xiβq

به صورت به ترتیب fptiq و β بازگشتی برآوردگر

pβBF “

”

n
ÿ

i“۱
XJ

i V
´۱
i X̃i

ı´۱” n
ÿ

i“۱
XJ

i V
´۱
i ỹi

ı

,

pfptiq “ pµY ptiq ´ pµXptiqpβBF

68Cross validation
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از: است عبارت pfptiq و pβBK ماتریسی صورت همچنین می شوند. حاصل

pβBF “

”

XJV ´۱pIN ´ SqX
ı´۱”

XJV ´۱pIN ´ Sqy
ı

,

pf “ Spy ´XpβBF q.

به صورت pβBF و yi شرط به bi شرطی امید محاسبه با مدل تصادفی پارامترهای برآورد

pbi “ Erbi|yis “ DiZiV
´۱
i pyi ´XJ

i
pβBF q

می شود. حاصل
محبوب تر و متداول تر بسیار اسپلاین ها روش به ناپارامتری مولفه تقریب که است ذکر به لازم
یک از را خوبی تقریب گره ها از کمی تعداد با روش این زیرا گرفته اند. قرار موضعی روش های از
از خطی تابعی شبه متغیر، عنوان به پایه توابع گرفتن درنظر با همچنین می کند. فراهم هموار تابع
تفصیل به را آن انواع قبل بخش های در که این علیرغم می دهد. قرار اختیار در ناپارامتری مولفه های
با نیمه پارامتری مدل در برآورد روش های از کامل مجموعه ای داشتن اختیار در منظور به دادیم، شرح

می پردازیم. روش این اجمالی بیان به ادامه در آمیخته، اثرات

اسپلاین برآوردگر روش ۳ .۵ .۱
به صورت را t۱, . . . , tK گره نقاط در d مرتبه از بریده شده توانی پایه های

Bptq “
`۱, t, . . . , td, pt´ t۱qd`, . . . , pt´ tKqd`

˘J

آن در که بگیرید، درنظر fptq “ BJptqα به صورت را پایه ها این اساس بر fptq تابع تقریب و
را (۸ .۱) مدل ترتیب این به است. h “ d`K ` ۱ و رگرسیونی ضرایب بردار α “ pα۱, . . . , αhqJ

آمیخته مدل به صورت می توان

yi “ XJ
i β `BJ

i ptiqα`ZJ
i bi ` εi, (۱۱ .۱)

مدل بودن، کاربردی و سادگی برای .Biptiq “
`

BJpti۱q, . . . ,BJptiniq
˘J آن در که نمود، بیان

به صورت را (۱۱ .۱)

yi “ X̃
J

i θ `ZJ
i bi ` εi,

از بعدی pp` hq ˆ ni ادغام شده طرح ماتریس X̃i “ pXi,BiptiqqJ به طوری که می کنیم، بازنویسی
بعدی pp`hq ˆ ۱ شده ادغام پارامتر بردار θ “ pβJ,αJqJ و اسپلاین اثرات و ثابت اثرات ماتریس

به صورت پاسخ ها حاشیه ای توزیع گرفتن درنظر با می باشند.

yi „ Nni

`

X̃iθ,Z
J
i DiZi ` Σi

˘

,



۴۱ آمیخته اثرات با نیمه پارامتری مدل در برآورد روش های

به صورت θ پارامتر WLS برآودگر

pθS “
`

n
ÿ

i“۱
X̃

J

i V
´۱
i X̃i

˘´۱
n
ÿ

i“۱
X̃

J

i V
´۱
i yi,

به bi شرطی امید محاسبه با مدل تصادفی ضرایب برآورد قبل برآوردگر دو مشابه می شود. حاصل
به صورت pθS و yi شرط

pbi “ Erbi|yis “ DiZiV
´۱
i pyi ´ X̃

J

i
pθSq

می شود. حاصل

مجانبی خواص ۴ .۵ .۱
ازای به کنید فرض می پردازیم. بازگشتی و هسته ای برآوردگرهای مجانبی توزیع بیان به بخش این در
باشند؛ هم توزیع و مستقل متغیرهایی i “ ۱, . . . , n ،pyi,Xi, tiq سه تایی مجموعه ،ni “ m ă 8 هر
dprqp.q به صورت را dp.q مانند تابعی rام مشتق باشند؛ fjptq حاشیه ای چگالی دارای tij زمانی نقاط
Kp.q هسته چگالی تابع می دهیم؛ نشان νjk به صورت را V ´۱ ماتریس ,pjام kq عضو می کنیم؛ تعریف
فرض همچنین .ş s۲Kpsqds “ ۱ و ş

sKpsqds “ ۰ یعنی است؛ واحد واریانس و ۰ میانگین دارای
نیز (۲۰۰۲) کارول و لین در فوق شرایط .X̃ “ X ` lim

nÑ8

Bpfpt;βq

Bβ و ۱
۵ ď α ď ۱

۳ ،h9n´α کنید
شده اند. استفاده

برآوردگر مجانبی توزیع با رابطه در آن گاه ،n Ñ 8 وقتی بیان شده، شرایط تحت .۱ .۵ .۱ قضیه
داریم هسته ای

?
n
!

pβK ´ β ` h۲bKpβ,fq{۲
)

d
Ñ Npp0,V Kq,

آن در که

bKpβ,fq “ E
!

X̃
J
V ´۱X̃

)´۱
E
!

X̃
J
V ´۱f p۲qptq

)

,

V K “ E
!

X̃
J
V ´۱X̃

)´۱
E
!

pW ۱ ´W ۲qJV opW ۱ ´W ۲q

)

E
!

X̃
J
V ´۱X̃

)´۱
,

V o “ VarpY |X, tq, W ۱ “ V ´۱X̃, W ۲ “ pW ۲۱, . . . ,W ۲mq

W ۲j “

!

řm
k“۱

řm
l“۱E

`

X̃kν
kl|tl “ tj

˘

)

fjptjq
řm

l“۱ flptjq

است. آمده پیوست در قضیه اثبات

برآوردگر مجانبی توزیع با رابطه در آن گاه ،n ÝÑ 8 وقتی بیان شده، شرایط تحت .۲ .۵ .۱ قضیه
داریم بازگشتی

?
n
!

pβBF ´ β ` h۲bBF pβ,fq{۲
)

d
Ñ Npp0,V BF q,



طولی داده های مفاهیم بر گذری ۴۲

آن در که

bBF pβ,fq “ E
!

X̃
J
V ´۱X̃

)´۱
E
!

XJV ´۱f p۲qptq
)

,

V BF “ E
!

X̃
J
V ´۱X̃

)´۱
E
!

pW ˚
۱ ´W ˚

۲qJV opW ˚
۱ ´W ˚

۲q

)

E
!

X̃
J
V ´۱X̃

)´۱
,

W ˚
۱ “ V ´۱X, W ˚

۲ “ pW ˚
۲۱, . . . ,W

˚
۲mq,

W ˚
۲j “

!

řm
k“۱

řm
l“۱E

`

Xkνkl|tl “ tj
˘

)

fjptjq
řm

l“۱ flptiq
.

است. (۲۰۰۴) همکاران و هو در ۲ قضیه مشابه قضیه این اثبات

بزرگی به حداکثر هسته ای برآوردگر کوواریانس ماتریس بیان شده، نظم شرایط تحت .۳ .۵ .۱ قضیه
است. مثبت نیمه معین ماتریس یک V BF ´V K ماتریس دیگر عبارت به است. بازگشتی برآوردگر

در که می کند بیان و می پردازد بازگشتی و هسته ای برآوردگر دو عملکرد مقایسه به فوق قضیه
پیوست در قضیه اثبات دارد. برتری بازگشتی برآوردگر بر همواره هسته ای برآوردگر طولی داده های

است. آمده

تکراری الگوریتم ۵ .۵ .۱

وابسته کوواریانس تابع برآورد به رگرسیونی ضرایب برآورد کارایی معرفی شده، روش های تمامی در
کوواریانس ماتریس برآورد به نسبت fptiq و bi ،β کردن به روز طریق از را نهایی برآورد بنابراین است.
bi ،β به روزشده برآوردگر های ابتدا می آوریم. به دست آن ها بین تکراری الگوریتم یک به کارگیری با و

به صورت را هسته ای روش برای کوواریانس ماتریس برآورد به نسبت fptiq و

pβ
prq

K “

´

n
ÿ

i“۱
X̃

J

i V
´۱pr´۱q

i X̃i

¯´۱´ n
ÿ

i“۱
X̃

J

i V
´۱pr´۱q

i ỹi

¯

, (۱۲ .۱)

pf
prq

ptiq “ pµY ptiq ´ pµXptiqpβ
prq

K ,

pb
prq

i “ DiZiV
´۱pr´۱q

i

`

ỹi ´ X̃i
pβ

prq

K

˘

,

کافی تنها و می شود تعریف مشابه به طور فوق رابطه برآوردگرها سایر برای که کنید توجه بگیرید. درنظر
مشخص را مراحل ،۱ پیشنهادی الگوریتم شود. جایگزین موردنظر برآوردگر pβ

prq

K جای به که است
می کند.



۴۳ آمیخته اثرات با نیمه پارامتری مدل در برآورد روش های

ریج برآوردگر برای تکراری الگوریتم ۱ الگوریتم
،pθprq “ ۱ به صورت ،Di و σ۲ptq ،θ برای اولیه برآورد استقلال، فرض با .r “ ۰ دهید قرار :۱

است. pD
prq

i “ Iq و pσ۲prqptq “ ۱
(۱۲ .۱) رابطه کمک به را pbi و pβ ،pfptq قبل، گام مقادیر حسب بر .r “ r ` ۱ دهید قرار :۲

آن در کنید، که به روز

pV
pr´۱q

i “ ZJ
i D

pr´۱q

i Zi ` pΣ
pr´۱q

i , pΣ
pr´۱q

i “ pA
pr´۱q

i Rippθ
pr´۱qqpA

pr´۱q

i ,

pA
pr´۱q

i “ diag
´

pσpr´۱qpti۱q, . . . , pσpr´۱qptiniq

¯

.

به صورت را pθrrs و pσ۲rrsptq ، pDrrs

i مقادیر :۳

pD
prq

i “ n´۱
n
ÿ

i“۱

´

pb
prq

i
pb

Jprq

i ` r pD
pr´۱q

i ´ pD
pr´۱q

i Zi
pV

pr´۱q

i ZJ
i
pD

pr´۱q

i s

¯

,

pσ۲prqptq “

řn
i“۱

řni

j“۱ pr
۲prq

ij Kh۱pt´ tijq
řn

i“۱
řni

j“۱Kh۱pt´ tijq
,

pθprq “ argmax
θPr´۱,۱s

´

´
۱
۲

n
ÿ

i“۱

␣

log |Rippθ
pr´۱qq| ` pr

Jprq

i
pA

´۱
i R´۱

i ppθpr´۱qqpA
´۱
i pr

prq

i

(

¯

,

.prprq

ij “ yiptijq ´ xiptijqpβ
prq

´ ziptijqpb
prq

i ´ pf rrsptijq آن در که کنید، به روز
کنید. تکرار (|pβpr`۱q ´ pβprq| ă ε) هم گرایی به رسیدن تا را سوم و دوم گام های :۴

عددی مطالعات ۶ .۵ .۱

شبیه سازی مطالعه ۱ .۶ .۵ .۱

برای (۷ .۱) مدل در اسپلاین و بازگشتی هسته ای، برآوردگرهای مقایسه منظور به قسمت این در
مدل از را پاسخ متغیرهای طولی، داده های

yij “ x۱,ijβ۱ ` x۲,ijβ۲ ` x۳,ijβ۳ ` fptijq ` bi ` εij , i “ ۱, . . . , n. j “ ۱, . . . ,۴

به صورت مدل مولفه های آن در که می کنیم، شبیه سازی

βJ “ pβ۱, β۲, β۳q “ p۰٫۵,´۱,۱q, x۱,ij , x۲,ij , x۳,ij „ N p۰,۱q,

fptijq “ ۲ sinp۲πtijq, tij „ Up۰,۱q

bi „ N p۰, σ۲
b q; σ۲

b “ ۰٫۲۵,

εij „ N p۰, σ۲ptqq, σ۲ptq “ expp t
۱۲q

همبستگی مدل طریق از را مکرر مشاهدات بین همبستگی ساختار شبیه سازی، این در شده اند. تعیین
برای .s ‰ t آن در که گرفتیم درنظر corr

`

εis, εit
˘

“ ρ|t´s| به صورت ARp۱q اول مرتبه اتو رگرسیو



طولی داده های مفاهیم بر گذری ۴۴

اتخاذ ρ برای را ۰٫۹ و ۰٫۶ ،۰٫۳ مقادیر قوی، و متوسط ضعیف، نوع از همبستگی شدت تاثیر آزمودن
استفاده است، Kpuq “ ۰٫۷۵p۱ ´ u۲q` به صورت که اپانچنیکوف هسته تابع از همچنین کردیم.
کوچک، نسبتا مقدار یک را n مقدار نمونه حجم افزایش با برآوردگر ها کارایی بررسی برای می شود.

گرفتیم. درنظر ،n “ ۱۰۰ بزرگ، نسبتاً مقدار یک و ،n “ ۵۰
نیمه پارامتری مدل و نیمه پارامتری مدل آمیخته، اثرات مدل مدل ها، عملکرد مقایسه برای ابتدا
روش به ناپارامتری مولفه که دادیم؛ برازش شبیه سازی شده داده های مجموعه به را آمیخته اثرات با
و هسته ای اسپلاین، روش سه برآوردگر ها عملکرد مقایسه برای سپس شد. زده تقریب اسپلاین
ساختار اعمال تاثیر بررسی منظور به بردیم. به کار آمیخته اثرات با نیمه پارامتری مدل در را بازگشتی
،(AR) واقعی همبستگی ساختار تحت را برآوردها آن، گرفتن نادیده همچنین و نادرست همبستگی
(IND) استقلال فرض با و بوده، corr `εipsq, εiptq

˘

“ ρ به صورت که (EX) تبادل پذیر همبستگی
و اریبی مقادیر توسط را برآوردگرها همچنین و مدل ها از یک هر در برآورد دقت آوردیم. به دست
بر (MSE) خطا دوم توان های کمترین معیار توسط همچنین پارامترها (SD) استاندارد انحراف
این مورد در گاهی آ برای دادیم. قرار سنجش مورد شبیه سازی از تکرار ۵۰۰ نتایج میانگین اساس

ببینید. را آ ضمیمه معیارها
اعداد که است مدل سه برازش تحت SD و اریبی ،MSE مقادیر به مربوط نتایج ۲ .۱ جدول
بهتری عملکرد آمیخته اثرات با نیمه پارامتری مدل MSE معیار نظر از است. SD مقدار پرانتز داخل
مدل، این در شود. انتخاب نادرست همبستگی ساختار که زمانی حتی دارد؛ دیگر مدل دو به نسبت
هنگامی که اما دارد AR درست همبستگی حالت به شبیه بسیار رفتاری EX نادرست همبستگی حالت
است داشته  را عملکرد بدترین IND حالت می گیرد. پیشی EX بر AR بالاست، همبستگی شدت
مدل دو به نسبت کمتری SD و اریبی مقادیر مدل این همچنین گرفته است. نادیده را همبستگی زیرا

دارد. دیگر
۳ .۱ جدول در آمیخته اثرات با نیمه پارامتری مدل مختلف برآوردگرهای کاربرد از حاصل نتایج
عملکرد AR درست همبستگی ساختار تحت برآوردگر ها از یک هر نتایج، به توجه با شدند. گزارش
SD اریبی، مقادیر روی نامطلوبی تاثیر همبستگی گرفتن نادیده و دارند IND یا EX به نسبت خوبی
کرده عمل دیگر برآوردگر دو از بهتر جوانب تمام در اسپلاین روش گذاشته است. MSE همچنین و
هسته ای روش SD و اریبی مقادیر که دریافت می توان موضعی روش دو مقایسه با همچنین  است.

دارد. هم خوانی ۳ .۵ .۱ قضیه نظری نتایج با مشاهدات این که است کمتر بازگشتی روش به نسبت

CD۴ داده های تحلیل ۲ .۶ .۵ .۱

۴ .۱ بخش در CD۴ داده های از استفاده با پیشنهادی برآوردگرهای رفتار مطالعه به بخش این در
آمیخته اثرات با نیمه پارامتری و نیمه پارامتری آمیخته، اثرات مدل سه از استفاده با داده ها می پردازیم.
شد. استفاده بازگشتی و هسته ای اسپلاین، روش های از ناپارامتری جزء برآورد برای و شدند تحلیل
بدین شد. استفاده GCV معیار از بازگشتی، و هسته ای برآوردگرهای در باند پهنای انتخاب برای



۴۵ آمیخته اثرات با نیمه پارامتری مدل در برآورد روش های

پهنای h که می شویم یادآور آمد. به دست ۰٫۰۱۵ و ۰٫۰۲ به ترتیب h۱ و h باند پهنای برآورد ترتیب
است. σ۲p.q برآورد در رفته به کار باند پهنای h۱ و µXp.q و µY p.q برآورد در رفته به کار باند

شوند. مقایسه شده معرفی برآوردگر سه عملکرد مدل، بهترین انتخاب ضمن که است این هدف

ببینید. را ضمیمه شدند. محاسبه MSPE و BIC ،AIC ،SD معیار های هدف این به رسیدن جهت
اثرات با نیمه پارامتری مدل که می دهد نشان نتایج این است. شده  ارائه ۴ .۱ جدول در حاصل نتایج
اگرچه است. رقیب مدل دو به نسبت کمتری مدل برازش معیارهای دارای توجهی قابل به طور آمیخته
تفاوت این اما کرده اند عمل هم به نزدیک نیمه پارامتری مدل و آمیخته اثرات با نیمه پارامتری مدل دو
روش از بزرگتری SD مقادیر همواره بازگشتی برآوردگر است. چشمگیر تر آمیخته اثرات مدل در
مورد این نمی شود. توصیه طولی داده های تحلیل در برآوردگر این از استفاده بنابراین دارد، هسته ای
دیگر روش دو از بهتر اسپلاین برآوردگر همچنین دارد. مطابقت برآوردگرها مجانبی خواص نتایج با

کرده است. عمل



طولی داده های مفاهیم بر گذری ۴۶

nهای و ρها ازای به متفاوت مدل های در (SD) اریبی ،MSE مقادیر شبیه سازی: نتایج :۲ .۱ جدول
مختلف.

همبستگی پارامتر n “ ۵۰ n “ ۱۰۰

ρ “ ۰٫۳ ρ “ ۰٫۶ ρ “ ۰٫۹ ρ “ ۰٫۳ ρ “ ۰٫۶ ρ “ ۰٫۹

نیمه پارامتری مدل
AR β۱ ۰٫۲۰۸۹p۰٫۲۵۶۱q ۰٫۱۶۳۰p۰٫۱۸۸۴q ۰٫۱۲۸۸p۰٫۱۴۶۷q ۰٫۱۳۰۹p۰٫۱۴۵۶q ۰٫۰۹۲۲p۰٫۱۰۴۲q ۰٫۰۶۵۲p۰٫۰۵۶۲q

β۲ ۰٫۱۴۶۱p۰٫۱۷۰۴q ۰٫۱۱۰۶p۰٫۱۲۷۱q ۰٫۰۷۳۴p۰٫۰۶۴۴q ۰٫۱۴۶۶p۰٫۱۴۵۹q ۰٫۱۲۰۸p۰٫۱۳۰۸q ۰٫۱۱۹۱p۰٫۰۶۸۰q

β۳ ۰٫۲۵۷۹p۰٫۳۰۷۷q ۰٫۱۹۸۴p۰٫۲۳۴۳q ۰٫۱۹۳۰p۰٫۲۱۴۷q ۰٫۱۱۰۷p۰٫۱۳۹۰q ۰٫۰۸۴۸p۰٫۱۰۴۸q ۰٫۰۵۵۶p۰٫۰۵۳۵q

MSE ۰٫۲۲۷۳ ۰٫۱۲۸۶ ۰٫۰۷۴۹ ۰٫۰۷۷۶ ۰٫۰۴۸۱ ۰٫۰۲۶۴

EX β۱ ۰٫۲۰۶۹p۰٫۲۵۵۷q ۰٫۱۶۰۷p۰٫۱۸۸۶q ۰٫۱۲۵۹p۰٫۱۴۵۷q ۰٫۱۳۰۹p۰٫۱۴۵۶q ۰٫۰۹۲۸p۰٫۱۰۶۸q ۰٫۰۶۵۱p۰٫۰۵۶۲q

β۲ ۰٫۱۴۲۴p۰٫۱۶۷۰q ۰٫۱۱۵۹p۰٫۱۵۲۰q ۰٫۰۷۸۲p۰٫۱۱۰۵q ۰٫۱۴۶۶p۰٫۱۴۵۹q ۰٫۱۲۰۴p۰٫۱۳۰۹q ۰٫۱۱۸۹p۰٫۰۶۸۲q

β۳ ۰٫۲۵۸۸p۰٫۳۰۷۶q ۰٫۲۰۱۶p۰٫۲۴۱۲q ۰٫۱۹۴۹p۰٫۲۱۶۲q ۰٫۱۱۰۷p۰٫۱۳۹۰q ۰٫۰۸۴۴p۰٫۱۰۳۰q ۰٫۰۵۵۶p۰٫۰۵۳۳q

MSE ۰٫۲۲۷۴ ۰٫۱۲۸۷ ۰٫۰۷۷۵ ۰٫۰۷۸۶ ۰٫۰۵۰۴ ۰٫۰۲۶۳

IND β۱ ۰٫۲۱۶۳p۰٫۲۷۳۷q ۰٫۱۵۶۴p۰٫۱۹۳۲q ۰٫۱۲۱۹p۰٫۱۴۲۲q ۰٫۱۲۴۷p۰٫۱۴۲۵q ۰٫۰۸۹۹p۰٫۱۰۴۰q ۰٫۰۶۳۶p۰٫۰۵۹۶q

β۲ ۰٫۱۶۶۳p۰٫۲۳۴۵q ۰٫۱۱۱۲p۰٫۱۳۹۰q ۰٫۰۶۷۰p۰٫۰۶۶۴q ۰٫۱۴۸۷p۰٫۱۵۸۲q ۰٫۱۲۳۶p۰٫۱۲۸۷q ۰٫۱۱۰۵p۰٫۰۷۲۷q

β۳ ۰٫۲۵۶۸p۰٫۳۰۶۱q ۰٫۲۱۶۰p۰٫۲۶۳۴q ۰٫۱۸۸۲p۰٫۲۱۰۰q ۰٫۱۱۴۵p۰٫۱۴۰۸q ۰٫۰۸۸۶p۰٫۱۰۴۷q ۰٫۰۵۶۶p۰٫۰۵۳۷q

MSE ۰٫۴۹۵۰ ۰٫۴۱۲۷ ۰٫۴۰۹۳ ۰٫۸۴۳۹ ۰٫۸۰۴۱ ۰٫۸۱۱۹

آمیخته اثرات مدل
AR β۱ ۰٫۲۰۴۰p۰٫۲۵۹۱q ۰٫۱۶۵۳p۰٫۲۰۷۱q ۰٫۱۲۴۵p۰٫۱۴۴۲q ۰٫۱۲۸۴p۰٫۱۴۶۲q ۰٫۰۹۱۰p۰٫۱۰۵۸q ۰٫۰۶۳۸p۰٫۰۵۹۱q

β۲ ۰٫۱۵۶۰p۰٫۲۰۲۶q ۰٫۱۱۳۲p۰٫۱۳۸۶q ۰٫۰۶۷۱p۰٫۰۶۵۷q ۰٫۱۴۹۲p۰٫۱۵۵۷q ۰٫۱۲۶۸p۰٫۱۳۱۳q ۰٫۱۱۰۶p۰٫۰۷۳۰q

β۳ ۰٫۲۶۹۹p۰٫۳۲۶۶q ۰٫۲۰۹۵p۰٫۲۵۱۱q ۰٫۱۸۹۱p۰٫۲۱۱۹q ۰٫۱۱۶۹p۰٫۱۴۴۵q ۰٫۰۹۰۸p۰٫۱۰۹۳q ۰٫۰۵۶۴p۰٫۰۵۳۶q

MSE ۰٫۳۴۰۱ ۰٫۳۲۱۲ ۰٫۳۳۰۰ ۰٫۴۴۶۶ ۰٫۴۵۰۲ ۰٫۴۳۳۵

EX β۱ ۰٫۲۱۶۵p۰٫۲۷۳۶q ۰٫۱۵۶۲p۰٫۱۹۲۸q ۰٫۱۲۲۱p۰٫۱۴۲۲q ۰٫۱۲۵۵p۰٫۱۴۳۱q ۰٫۰۹۳۹p۰٫۱۱۱۱q ۰٫۰۶۳۵p۰٫۰۵۹۶q

β۲ ۰٫۱۵۹۰p۰٫۲۱۵۶q ۰٫۱۱۰۸p۰٫۱۳۸۴q ۰٫۰۶۶۸p۰٫۰۶۶۱q ۰٫۱۵۳۳p۰٫۱۷۶۴q ۰٫۱۲۷۳p۰٫۱۴۳۴q ۰٫۱۱۰۴p۰٫۰۷۲۷q

β۳ ۰٫۲۵۸۳p۰٫۳۰۹۲q ۰٫۲۱۵۴p۰٫۲۶۳۱q ۰٫۱۸۷۷p۰٫۲۰۹۵q ۰٫۱۱۸۶p۰٫۱۵۱۶q ۰٫۰۹۵۱p۰٫۱۳۱۴q ۰٫۰۵۶۶p۰٫۰۵۳۸q

MSE ۰٫۳۵۰۶ ۰٫۳۲۴۰ ۰٫۳۳۴۷ ۰٫۴۴۸۰ ۰٫۴۵۰۵ ۰٫۴۳۴۹

IND β۱ ۰٫۲۲۸۱p۰٫۱۴۳۵q ۰٫۱۹۲۴p۰٫۱۰۸۴q ۰٫۲۰۳۹p۰٫۰۸۴۴q ۰٫۲۷۲۰p۰٫۰۶۸۹q ۰٫۲۶۱۹p۰٫۰۵۱۷q ۰٫۲۵۸۰p۰٫۰۳۳۵q

β۲ ۰٫۳۹۱۷p۰٫۱۵۳۵q ۰٫۳۵۹۹p۰٫۱۲۵۴q ۰٫۳۵۷۷p۰٫۱۰۹۹q ۰٫۶۵۸۶p۰٫۰۸۰۳q ۰٫۶۳۴۹p۰٫۰۶۶۲q ۰٫۶۴۳۴p۰٫۰۴۳۹q

β۳ ۰٫۴۸۱۳p۰٫۱۳۸۵q ۰٫۴۵۸۶p۰٫۱۰۲۳q ۰٫۴۶۰۳p۰٫۰۹۴۰q ۰٫۵۶۳۷p۰٫۰۸۵۹q ۰٫۵۶۶۷p۰٫۰۶۵۵q ۰٫۵۷۱۷p۰٫۰۳۷۸q

MSE ۰٫۳۵۸۰ ۰٫۳۳۰۰ ۰٫۳۳۵۱ ۰٫۴۴۹۱ ۰٫۴۴۹۰ ۰٫۴۳۸۷

آمیخته اثرات با نیمه پارامتری مدل
AR β۱ ۰٫۰۶۸۵p۰٫۰۷۲۸q ۰٫۰۷۳۹p۰٫۰۷۵۷q ۰٫۰۷۲۱p۰٫۰۷۲۸q ۰٫۰۴۹۲p۰٫۰۶۰۳q ۰٫۰۴۴۱p۰٫۰۵۴q ۰٫۰۴۸۹p۰٫۰۵۸۶q

β۲ ۰٫۱۰۹۶p۰٫۰۸۱۰q ۰٫۱۰۰۹p۰٫۰۸۱۴q ۰٫۱۰۵۴p۰٫۰۷۷۶q ۰٫۱۸۲۰p۰٫۰۵۱۴q ۰٫۱۸۵۴p۰٫۰۵۰۲q ۰٫۱۸۰۴p۰٫۰۴۸۷q

β۳ ۰٫۰۷۹۶p۰٫۰۸۰۷q ۰٫۰۷۴۵p۰٫۰۸۰۴q ۰٫۰۷۷۷p۰٫۰۷۸۶q ۰٫۰۵۸۶p۰٫۰۵۴۵q ۰٫۰۵۸۲p۰٫۰۵۶۱q ۰٫۰۶۱۰p۰٫۰۵۳۲q

MSE ۰٫۱۹۷۵ ۰٫۱۱۳۲ ۰٫۰۷۲۸ ۰٫۰۷۵۷ ۰٫۰۴۸۱ ۰٫۰۲۶۳

EX β۱ ۰٫۰۷۱۵p۰٫۰۷۴۳q ۰٫۰۷۵۱p۰٫۰۷۶۲q ۰٫۰۷۴۸p۰٫۰۷۳۲q ۰٫۰۴۸۸p۰٫۰۶۰۴q ۰٫۰۴۴۳p۰٫۰۵۴۶q ۰٫۰۴۸۲p۰٫۰۵۸۰q

β۲ ۰٫۱۰۸۹p۰٫۰۸۱۹q ۰٫۱۰۰۹p۰٫۰۸۲۰q ۰٫۱۰۵۲p۰٫۰۷۸۳q ۰٫۱۸۲۳p۰٫۰۵۱۱q ۰٫۱۸۵۴p۰٫۰۴۹۹q ۰٫۱۷۹۴p۰٫۰۴۸۳q

β۳ ۰٫۰۸۱۸p۰٫۰۸۳۶q ۰٫۰۷۵۲p۰٫۰۸۰۸q ۰٫۰۷۸۱p۰٫۰۷۷۷q ۰٫۰۵۸۹p۰٫۰۵۴۳q ۰٫۰۵۸۳p۰٫۰۵۵۶q ۰٫۰۶۱۷p۰٫۰۵۳۹q

MSE ۰٫۱۹۳۷ ۰٫۱۲۲۷ ۰٫۰۷۳۰ ۰٫۰۷۷۶ ۰٫۰۴۸۱ ۰٫۰۲۸۶

IND β۱ ۰٫۰۷۱۶p۰٫۰۷۳۶q ۰٫۰۷۶۳p۰٫۰۷۶۷q ۰٫۰۷۴۸p۰٫۰۷۲۹q ۰٫۰۴۸۸p۰٫۰۶۰۵q ۰٫۰۴۴۲p۰٫۰۵۴۴q ۰٫۰۴۸۰p۰٫۰۵۷۸q

β۲ ۰٫۱۰۸۴p۰٫۰۸۲۲q ۰٫۱۰۱۲p۰٫۰۸۲۱q ۰٫۱۰۴۸p۰٫۰۷۸۳q ۰٫۱۸۲۲p۰٫۰۵۱۵q ۰٫۱۸۴۹p۰٫۰۵۰۱q ۰٫۱۷۹۲p۰٫۰۴۷۸q

β۳ ۰٫۰۸۳۴p۰٫۰۸۶۱q ۰٫۰۷۶۲p۰٫۰۸۲۱q ۰٫۰۷۸۷p۰٫۰۷۷۲q ۰٫۰۵۹۴p۰٫۰۵۴۹q ۰٫۰۵۸۷p۰٫۰۵۶۲q ۰٫۰۶۱۸p۰٫۰۵۴۰q

MSE ۰٫۲۳۴۹ ۰٫۱۲۹۰ ۰٫۰۸۶۰ ۰٫۰۸۶۰ ۰٫۰۶۱۶ ۰٫۰۲۸۶



۴۷ آمیخته اثرات با نیمه پارامتری مدل در برآورد روش های

و ρها ازای به برآورد متفاوت روش های برای (SD) اریبی ،MSE مقادیر شبیه سازی: نتایج :۳ .۱ جدول
نیمه پارامتری. آمیخته اثرات مدل در مختلف nهای

همبستگی پارامتر n “ ۵۰ n “ ۱۰۰

ρ “ ۰٫۳ ρ “ ۰٫۶ ρ “ ۰٫۹ ρ “ ۰٫۳ ρ “ ۰٫۶ ρ “ ۰٫۹

اسپلاین روش
AR β۱ ۰٫۰۶۸۵p۰٫۰۷۲۸q ۰٫۰۷۳۹p۰٫۰۷۵۷q ۰٫۰۷۲۱p۰٫۰۷۲۸q ۰٫۰۴۹۲p۰٫۰۶۰۳q ۰٫۰۴۴۱p۰٫۰۵۴q ۰٫۰۴۸۹p۰٫۰۵۸۶q

β۲ ۰٫۱۰۹۶p۰٫۰۸۱۰q ۰٫۱۰۰۹p۰٫۰۸۱۴q ۰٫۱۰۵۴p۰٫۰۷۷۶q ۰٫۱۸۲۰p۰٫۰۵۱۴q ۰٫۱۸۵۴p۰٫۰۵۰۲q ۰٫۱۸۰۴p۰٫۰۴۸۷q

β۳ ۰٫۰۷۹۶p۰٫۰۸۰۷q ۰٫۰۷۴۵p۰٫۰۸۰۴q ۰٫۰۷۷۷p۰٫۰۷۸۶q ۰٫۰۵۸۶p۰٫۰۵۴۵q ۰٫۰۵۸۲p۰٫۰۵۶۱q ۰٫۰۶۱۰p۰٫۰۵۳۲q

MSE ۰٫۱۹۷۵ ۰٫۱۱۳۲ ۰٫۰۷۲۸ ۰٫۰۷۵۷ ۰٫۰۴۸۱ ۰٫۰۲۶۳

EX β۱ ۰٫۰۷۱۵p۰٫۰۷۴۳q ۰٫۰۷۵۱p۰٫۰۷۶۲q ۰٫۰۷۴۸p۰٫۰۷۳۲q ۰٫۰۴۸۸p۰٫۰۶۰۴q ۰٫۰۴۴۳p۰٫۰۵۴۶q ۰٫۰۴۸۲p۰٫۰۵۸۰q

β۲ ۰٫۱۰۸۹p۰٫۰۸۱۹q ۰٫۱۰۰۹p۰٫۰۸۲۰q ۰٫۱۰۵۲p۰٫۰۷۸۳q ۰٫۱۸۲۳p۰٫۰۵۱۱q ۰٫۱۸۵۴p۰٫۰۴۹۹q ۰٫۱۷۹۴p۰٫۰۴۸۳q

β۳ ۰٫۰۸۱۸p۰٫۰۸۳۶q ۰٫۰۷۵۲p۰٫۰۸۰۸q ۰٫۰۷۸۱p۰٫۰۷۷۷q ۰٫۰۵۸۹p۰٫۰۵۴۳q ۰٫۰۵۸۳p۰٫۰۵۵۶q ۰٫۰۶۱۷p۰٫۰۵۳۹q

MSE ۰٫۱۹۳۷ ۰٫۱۲۲۷ ۰٫۰۷۳۰ ۰٫۰۷۷۶ ۰٫۰۴۸۱ ۰٫۰۲۸۶

IND β۱ ۰٫۰۷۱۶p۰٫۰۷۳۶q ۰٫۰۷۶۳p۰٫۰۷۶۷q ۰٫۰۷۴۸p۰٫۰۷۲۹q ۰٫۰۴۸۸p۰٫۰۶۰۵q ۰٫۰۴۴۲p۰٫۰۵۴۴q ۰٫۰۴۸۰p۰٫۰۵۷۸q

β۲ ۰٫۱۰۸۴p۰٫۰۸۲۲q ۰٫۱۰۱۲p۰٫۰۸۲۱q ۰٫۱۰۴۸p۰٫۰۷۸۳q ۰٫۱۸۲۲p۰٫۰۵۱۵q ۰٫۱۸۴۹p۰٫۰۵۰۱q ۰٫۱۷۹۲p۰٫۰۴۷۸q

β۳ ۰٫۰۸۳۴p۰٫۰۸۶۱q ۰٫۰۷۶۲p۰٫۰۸۲۱q ۰٫۰۷۸۷p۰٫۰۷۷۲q ۰٫۰۵۹۴p۰٫۰۵۴۹q ۰٫۰۵۸۷p۰٫۰۵۶۲q ۰٫۰۶۱۸p۰٫۰۵۴۰q

MSE ۰٫۲۳۴۹ ۰٫۱۲۹۰ ۰٫۰۸۶۰ ۰٫۰۸۶۰ ۰٫۰۶۱۶ ۰٫۰۲۸۶

هسته ای روش
AR β۱ ۰٫۲۰۴۴p۰٫۲۵۰۶q ۰٫۱۶۰۰p۰٫۱۸۶۹q ۰٫۱۲۵۱p۰٫۱۴۴۳q ۰٫۱۳۰۰p۰٫۱۴۲۲q ۰٫۰۹۲۸p۰٫۱۰۶۳q ۰٫۰۶۵۱p۰٫۰۵۶۲q

β۲ ۰٫۱۴۳۴p۰٫۱۶۵۷q ۰٫۱۱۱۱p۰٫۱۲۸۵q ۰٫۰۷۱۱p۰٫۰۶۲۳q ۰٫۱۴۴۴p۰٫۱۴۵۴q ۰٫۱۱۹۱p۰٫۱۲۹۰q ۰٫۱۱۷۸p۰٫۰۶۸۷q

β۳ ۰٫۲۵۴۸p۰٫۳۰۵۰q ۰٫۱۹۴۰p۰٫۲۳۰۲q ۰٫۱۹۰۷p۰٫۲۱۱۸q ۰٫۱۰۷۷p۰٫۱۳۲۳q ۰٫۰۸۳۴p۰٫۱۰۲۳q ۰٫۰۵۵۴p۰٫۰۵۴۲q

MSE ۰٫۱۹۰۱ ۰٫۱۱۰۳ ۰٫۰۷۴۸ ۰٫۰۷۴۸ ۰٫۰۴۷۳ ۰٫۰۲۸۳

EX β۱ ۰٫۲۰۸۹p۰٫۲۵۷۳q ۰٫۱۶۳۴p۰٫۱۹۴۱q ۰٫۱۲۵۸p۰٫۱۴۵۶q ۰٫۱۲۹۱p۰٫۱۴۲۲q ۰٫۰۹۲۷p۰٫۱۰۶۶q ۰٫۰۶۴۹p۰٫۰۵۵۸q

β۲ ۰٫۱۴۶۷p۰٫۱۸۵۱q ۰٫۱۱۱۳p۰٫۱۲۸۸q ۰٫۰۷۲۱p۰٫۰۶۳۱q ۰٫۱۴۶۱p۰٫۱۴۶۶q ۰٫۱۲۰۳p۰٫۱۳۰۶q ۰٫۱۱۹۵p۰٫۰۶۷۸q

β۳ ۰٫۲۶۶۳p۰٫۳۲۲۷q ۰٫۱۹۸۷p۰٫۲۳۶۰q ۰٫۱۹۵۸p۰٫۲۱۷۲q ۰٫۱۰۷۱p۰٫۱۳۳۳q ۰٫۰۸۴۴p۰٫۱۰۳۱q ۰٫۰۵۵۴p۰٫۰۵۳۳q

MSE ۰٫۲۱۱۵ ۰٫۱۱۵۲ ۰٫۰۷۷۵ ۰٫۰۷۵۱ ۰٫۰۴۸۱ ۰٫۰۲۸۶

IND β۱ ۰٫۲۰۵۸p۰٫۲۵۶۲q ۰٫۱۸۲۴p۰٫۲۰۳۹q ۰٫۱۶۳۷p۰٫۱۵۵۰q ۰٫۴۱۳۱p۰٫۵۰۲۴q ۰٫۴۳۳۰p۰٫۵۷۲۰q ۰٫۴۲۳۷p۰٫۵۳۶۲q

β۲ ۰٫۲۸۹۵p۰٫۳۷۸۲q ۰٫۲۴۴۵p۰٫۳۲۸۶q ۰٫۱۳۰۵p۰٫۱۶۶۳q ۰٫۳۶۳۷p۰٫۵۳۴۴q ۰٫۴۱۱۷p۱٫۰۶۱۸q ۰٫۲۰۳۰p۰٫۲۸۳۹q

β۳ ۰٫۳۴۵۷p۰٫۴۰۸۷q ۰٫۲۹۷۷p۰٫۳۵۴۰q ۰٫۲۲۵۰p۰٫۲۵۸۶q ۰٫۴۲۷۱p۰٫۵۵۷۸q ۰٫۵۲۶۵p۰٫۹۲۹۲q ۰٫۴۹۸۱p۱٫۰۵۴۶q

MSE ۰٫۴۶۴۶ ۰٫۳۶۶۰ ۰٫۱۵۴۷ ۰٫۹۳۰۴ ۲٫۴۵۸۸ ۱٫۵۹۷۴

بازگشتی روش
AR β۱ ۰٫۲۳۲۴p۰٫۳۰۷۲q ۰٫۱۹۹۸p۰٫۲۴۸۲q ۰٫۱۴۹۰p۰٫۱۵۶۵q ۰٫۲۵۴۵p۰٫۳۳۶۲q ۰٫۲۰۶۳p۰٫۲۸۵۸q ۰٫۱۵۴۴p۰٫۲۱۹۸q

β۲ ۰٫۲۴۴۲p۰٫۳۳۰۸q ۰٫۱۸۵۷p۰٫۲۷۴۴q ۰٫۱۲۴۹p۰٫۱۹۴۳q ۰٫۲۸۹۱p۰٫۴۰۵۲q ۰٫۲۱۰۳p۰٫۳۱۰۸q ۰٫۱۳۷۰p۰٫۱۵۴۲q

β۳ ۰٫۳۰۵۳p۰٫۳۷۱۹q ۰٫۲۴۵۴p۰٫۳۱۵۹q ۰٫۲۳۸۸p۰٫۲۸۳۸q ۰٫۳۰۵۶p۰٫۴۴۰۵q ۰٫۲۶۳۵p۰٫۴۱۴۶q ۰٫۱۷۶۳p۰٫۳۳۵۹q

MSE ۰٫۳۹۱۴ ۰٫۲۷۱۳ ۰٫۱۶۷۰ ۰٫۵۰۶۹ ۰٫۳۷۰۸ ۰٫۲۰۱۶

EX β۱ ۰٫۲۰۶۰p۰٫۲۵۵۹q ۰٫۱۹۱۰p۰٫۲۴۲۷q ۰٫۱۶۵۷p۰٫۱۵۸۷q ۰٫۴۰۴۶p۰٫۴۹۶۰q ۰٫۴۲۶۴p۰٫۵۰۷۶q ۰٫۴۰۹۳p۰٫۴۱۰۲q

β۲ ۰٫۲۸۳۶p۰٫۳۷۱۵q ۰٫۲۳۴۷p۰٫۳۱۵۲q ۰٫۱۲۶۲p۰٫۱۵۲۹q ۰٫۳۴۰۹p۰٫۴۸۳۶q ۰٫۳۳۵۱p۰٫۵۰۷۰q ۰٫۲۲۶۸p۰٫۴۴۴۵q

β۳ ۰٫۳۴۲۳p۰٫۴۰۳۳q ۰٫۲۹۱۷p۰٫۳۴۴۶q ۰٫۲۲۴۳p۰٫۲۵۶۵q ۰٫۴۴۰۶p۰٫۵۸۷۳q ۰٫۴۹۲۵p۰٫۷۲۵۴q ۰٫۴۶۳۸p۰٫۷۳۰۱q

MSE ۰٫۴۵۲۰ ۰٫۳۶۵۶ ۰٫۱۴۷۷ ۰٫۹۰۲۷ ۱٫۱۳۴۹ ۱٫۰۲۶۳

IND β۱ ۰٫۲۳۶۲p۰٫۱۴۷۰q ۰٫۱۹۲۹p۰٫۱۰۶۷q ۰٫۲۰۳۲p۰٫۰۸۱۲q ۰٫۲۷۳۴p۰٫۰۶۷۶q ۰٫۲۶۶۱p۰٫۰۵۲۲q ۰٫۲۵۸۶p۰٫۰۲۸۲q

β۲ ۰٫۴۰۲۹p۰٫۱۶۹۱q ۰٫۳۵۹۴p۰٫۱۱۸۱q ۰٫۳۵۲۷p۰٫۰۸۵۵q ۰٫۶۶۴۱p۰٫۰۷۸۹q ۰٫۶۴۳۲p۰٫۰۶۵۱q ۰٫۶۴۵۰p۰٫۰۳۴۳q

β۳ ۰٫۴۹۲۵p۰٫۱۵۳۷q ۰٫۴۵۸۶p۰٫۰۹۶۴q ۰٫۴۵۷۴p۰٫۰۸۳۵q ۰٫۵۶۹۸p۰٫۰۹۰۷q ۰٫۵۷۳۹p۰٫۰۶۷۵q ۰٫۵۷۳۱p۰٫۰۳۱۰q

MSE ۰٫۵۲۹۰ ۰٫۴۰۹۱ ۰٫۳۹۵۶ ۰٫۸۵۹۴ ۰٫۸۲۵۳ ۰٫۸۱۴۲



طولی داده های مفاهیم بر گذری ۴۸

مدل های برازش تحت (SD) رگرسیونی مدل پارامترهای برآورد :CD۴ داده های تحلیل نتایج :۴ .۱ جدول
مختلف.

مدل
آمیخته اثرات با نیمه پارامتری نیمه پارامتری آمیخته اثرات

اسپلاین هسته ای بازگشتی اسپلاین
AGE ۰٫۰۸۵۱p۰٫۰۰۰۲q ۰٫۰۲۱۲p۰٫۰۰۲۱q ۰٫۰۳۲۹p۰٫۰۰۲۱q ۰٫۱۵۵۱p۰٫۰۵۷۸q ۰٫۴۹۱۹p۰٫۰۲۳۲q

SMOKE ۰٫۷۲۹۰p۰٫۰۰۶۰q ۰٫۵۹۴۱p۰٫۰۰۸۲q ۰٫۶۱۱p۰٫۰۰۵۱q ۰٫۱۵۷۰p۰٫۱۷۲۴q ۲٫۹۱۴۱p۰٫۱۰۳۹q

DRUG ۰٫۸۰۱۱p۰٫۰۱۴۳q ۰٫۵۳۵۰p۰٫۰۱۹۴q ۰٫۰۵۴۴p۰٫۰۵۲۱q ۰٫۰۱۱۰p۰٫۰۵۹۰q ۱٫۴۴۵۱p۰٫۳۸۴۴q

SEXP ۰٫۰۷۱۱p۰٫۰۰۱۴q ۰٫۰۵۸۵p۰٫۰۰۲۴q ۰٫۰۶۴۰p۰٫۰۰۴۶q ۰٫۰۱۸۹p۰٫۰۰۴۴q ۰٫۹۷۱۲p۰٫۰۲۰۰q

CESD ´۰٫۰۵۴۲p۰٫۰۰۰۳q ´۰٫۰۵۳۱p۰٫۰۰۰۹q ´۰٫۰۶۲۲p۰٫۰۰۲۲q ´۰٫۰۱۷۴p۰٫۰۰۳۵q ´۰٫۰۳۸۴p۰٫۰۰۶۹q

AIC ۳۱۳۷٫۴۶ ۳۲۹۱٫۱۴۱ ۳۳۱۹٫۳۰۵ ۳۴۹۱٫۱۶۴ ۱۰۱۸۷٫۰۶
BIC ۳۱۹۶٫۱۸ ۳۳۱۰٫۶۲۷ ۳۳۳۸٫۷۹۱ ۳۵۱۰٫۶۴۹ ۱۰۲۰۶٫۵۵

MSPE ۹۷٫۵۲۱۲ ۹۸٫۸۱۹۴۵ ۹۸٫۳۶۵۷۲ ۱۳۶٫۰۲۳۹ ۲۰۴٫۸۱۱



۲ فصل

نرمال طولی داده های برای متغیر انتخاب

رگرسیونی مدل های در متغیر انتخاب ۱ .۲
چندگانه رگرسیونی مدل

y “ β۰ ` β۱x۱ ` . . .` βpxp ` ε “ xJβ ` ε (۱ .۲)

β “ pβ۰, β۱, . . . , βpqJ تبیینی، متغیر های بردار x “ p۱, x۱, . . . , xpqJ آن در که بگیرید، درنظر را
رساله این در است. ثابت واریانس و صفر میانگین با تصادفی خطای ε و رگرسیونی ضرایب بردار
برای متعددی روش های است. صفر با برابر مبدا از عرض می شود فرض کلیت، دادن دست از بدون
توان های کمترین و (MLE) درستنمایی ماکزیمم برآورد که دارند، وجود مدل پارامترهای برآورد
نرمال توزیع دارای داده ها اگر هستند. روش ها این معمول ترین جمله از (OLS) معمولی دوم
بر استنباط دارد، وجود هم خطی تبیینی متغیرهای بین هنگامی که معادل اند. روش دو این باشند
را بزرگ واریانس با برآوردهایی هم خطی، وجود زیرا باشد. گمراه کننده می تواند روش این اساس
مقابله برای متعددی روش های تاکنون می شود. پیشگویی دقت کاهش به منجر که می دهد نتیجه
به این باره در بیش تر اطلاعات برای شده است. معرفی تبیینی متغیرهای بین هم خطی مشکلات با
متداول روش یک کنید. مراجعه (۲۰۱۲) هادی و چاترجی و (۲۰۱۲) همکاران و مونت گومری
کنارد و هورل توسط که است ریج۱ مانند اریب برآوردگرهای از استفاده هم خطی، با مقابله برای

1Ridge

۴۹



نرمال طولی داده های برای متغیر انتخاب ۵۰

مدل در تبیینی متغیرهای تعداد بودن زیاد هم خطی، ایجاد عوامل از یکی شده است. معرفی (۱۹۷۰)
را تبیینی متغیرهای از یک هر یعنی است، شدید بسیار هم خطی مسئله بالا بعد با مدل های در است.
حالت این در .(۲۰۱۳ ، همکاران و (جیمز نوشت متغیرها سایر از خطی ترکیب به صورت می توان
رهیافت این در است. مدل به ورود برای تبیینی متغیرهای از زیرمجموعه ای انتخاب پیشنهادی، روش
متغیرهای و پاسخ متغیر بین رابطه که کنیم انتخاب طوری را متغیرها از زیرمجموعه ای علاقه مندیم
متغیرهای از زیرمجموعه ای شامل تنها که رگرسیونی مدل یک ساختن کند. توصیف خوبی به را تبیینی
دارد. در بر را ناسازگار واقعیت دو متغیر انتخاب مسئله می شود. نامیده متغیر۲ انتخاب است، تبیینی
اطلاعات که نحوی به شود، شامل را بیش تری تبیینی متغیرهای امکان حد تا مدل که علاقه مندیم اولا
حتی الامکان مدل می خواهیم دوماً باشد. مؤثر پاسخ متغیر پیشگویی در بتواند متغیرها این در موجود
هزینه مدل، در تبیینی متغیرهای تعداد افزایش با چون باشد، کمتری رگرسیونی متغیرهای دارای
متغیر زیادی تعداد وجود این، بر علاوه  می شود. دشوارتر مدل تفسیر و می یابد افزایش محاسبات
برای که آموزشی۴ داده های برای برازش شده مدل یعنی شود، بیش برازش۳ باعث است ممکن تبیینی
بسیار آینده مشاهدات پیشگویی برای اما باشد مناسب است، شده  استفاده آن ها از مدل ساخت
آوردن به دست فرآیند داده هاست. تحلیل در مهم بسیار امری متغیر انتخاب مسئله باشد. ضعیف
نامیده رگرسیونی معادله بهترین انتخاب است، واقعیت دو این بین توافق و سازگاری که مدل یک
فرآیندی لذا شوند. برآورد مدل پارامترهای است لازم پیشگو، مدل تعیین برای است بدیهی می شود.
موردنظر دهد، انجام نیز را ضرایب برآورد رگرسیونی، معادله بهترین و متغیر انتخاب علاوه بر که
روش می دهد، انجام نیز را متغیر انتخاب هم زمان که پارامترها برآورد برای کارا روش یک است.
رویکرد برآورد، معادلات به منظم ساز جمله ای کردن اضافه با روش این است. تاوان تابع بر مبتنی
مطالعه مورد زیادی محققین توسط تاکنون که داد گسترش را تاوانیده رگرسیون عنوان تحت نوینی
،(۱۹۹۳ ، فریدمن و (فرانک بریج۵ رگرسیون روش های می توان میان این در گرفته است. قرار
،(۲۰۰۵ ، هستی و (زو ۸ نت الاستیک ،(۲۰۰۶ ، سازوار۷(زو لاسوی ،(۱۹۹۶ ، (تیبشیرانی لاسو۶

برد. نام را (۲۰۱۰ ، (ژانگ MCP و (۲۰۰۱ ، لی و ۹(فن اسکد
علوم اعصاب، علوم ژنومیک، جمله از مختلف زمینه های در علوم سریع گسترش و توسعه امروزه
حجم با را آماردانان ابررایانه ها، توسط اطلاعات تحلیل و ثبت سرعت افزایش غیره، و مالی زمین،
مختلف زمینه های در محققین اگرچه نموده است. مواجه مسائل تحلیل در پیچیده اطلاعات از عظیمی
به شدت به آن ها تحقیق دارند؛ مشترک موضوع یک حال این با اما می کنند، دنبال را متفاوتی اهداف
متغیر ها بعد یعنی تبیینی متغیرهای تعداد و است وابسته حجیم داده های از مفید اطلاعات استخراج

2Variable selection
3Overfitting
4Training data set
5Bridge
6Lasso
7Adaptive lasso
8Elastic­net
9SCAD



۵۱ رگرسیونی مدل های در متغیر انتخاب

بعد گروه دو به می توان بعد نظر از را داده ها کلی به طور باشد. بزرگ می تواند نمونه حجم با مقایسه در
از کوچک تر بسیار ،p متغیرها، تعداد پایین، بعد با داده های در نمود. تقسیم بالا۱۱ بعد و پایین۱۰
مجموعه p “ ۱۰ بعد و n “ ۱۰۰ حجم با داده مجموعه مثال عنوان به است. ،n مشاهدات، تعداد
،n افزایش با که می شود فرض مجانبی نظریه برای داده ها این در به علاوه است. پایین بعد با داده
است بزرگ آن مقدار ولی است n از کوچک تر p هم چنان بالا بعد با داده های در می ماند. ثابت p مقدار
مقدار ،n افزایش با داده ها نوع این در .p “ ۲۰۰ و n “ ۱۰۰ مثال عنوان به است. بزرگ تر n از p یا
پیش روی را فراوانی موهبت های و چالش ها ” کوچک n و بزرگ p” مسئله یابد. افزایش می تواند p
است. آماری نوین روش های به کارگیری مستلزم داده ها نوع این تحلیل و داده است قرار آماردانان
که است تنکی۱۲ پذیره می سازد، امکان پذیر را داده ها نوع این پیرامون استنباط که اساسی پذیره یک
متغیرهای بقیه و تاثیرگذارند پاسخ متغیر بر تبیینی متغیرهای از کوچکی مجموعه فقط آن، براساس
تحلیل در را مهمی نقش متغیر انتخاب و بعد کاهش بنابراین ندارند. پاسخ متغیر با ارتباطی تبیینی
با داده های در متغیر انتخاب برای مختلفی آماری روش های تاکنون می کند. ایفا داده ها نوع این
گاروت نت، الاستیک اسکد، سازوار، لاسوی لاسو، می توان جمله از که است شده  معرفی بالا بعد
کند، رشد نمایی نرخ با p است ممکن خاص، حالت در برد. نام را دن زیک۱۳ انتخابگر و نامنفی
بیان ژنی، داده های باشد. برقرار a مثبت مقادیر برخی برای logppq “ Opnaq رابطه دیگر عبارت به
و پزشکی تصویربرداری داده های تصویر، پردازش داده های مالی، داده های تابعی، داده های ریزآرایه ها،
ویژگی های بین رابطه مطالعه در مثال عنوان به هستند. داده ها نوع این از نمونه هایی تومور طبقه بندی
تومور نوعی طبقه بندی در یا می کنند، استفاده ۱۶SNP میلیون ها از ژنتیکی۱۵ ویژگی های و ظاهری۱۴
ژن های شناسایی هدف و است ژنتیکی عامل هزاران شامل که می کنند استفاده ریزآرایه داده های از
مشاهدات تعداد از بزرگ تر بسیار تبیینی متغیرهای تعداد مثال ها این در است. بیماری بر موثر
داده های را آن ها چندجمله ای، رشد نرخ با بالای بعد با داده های از داده ها نوع این تمایز برای است.
عبارت و (p “ Opnbq) چندجمله ای رشد نرخ برای بالا بعد عبارت لذا نامند. بالا۱۷ بسیار بعد با
دو مطلب بهتر درک برای می شود. استفاده (p “ exppOpnaqq) نمایی رشد نرخ برای بالا بسیار بعد
را p

n نسبت و گرفته نظر در بالا بسیار بعد و بالا بعد برای ترتیب به را p “ exppnaq و p “ nb حالت
ملاحظه مذکور جدول نتایج به توجه با کرده ایم. گزارش ۱ .۲ جدول در pn, a, bq مختلف مقادیر برای
می رود. بینهایت سمت به و می کند رشد سرعت به p مقدار n افزایش با بالا، بسیار بعد در که می شود
گاهی آ برای بالا. بسیار بعد نه است بالا بعد با داده ها روی رساله این تمرکز که است ذکر به لازم
لیو و فن ،(۲۰۰۶) لی و فن داده ها نوع این تحلیل چالش های و بالا بعد با داده های درباره بیش تر

10Low dimension
11High dimension
12Sparsity
13Dantzig selector
14Phenotypes
15Genotypes
16Single­nucleotide polymorphism
17Ultrahigh­dimensional data



نرمال طولی داده های برای متغیر انتخاب ۵۲

،(۲۰۰۹) تیترینگتون و جان استون ،(۲۰۱۴) همکاران و فن ،(۲۰۰۹) همکاران و فن ،(۲۰۰۸)
کنید. مراجعه (۲۰۱۴) گیراد و (۲۰۱۱) فن دگیر و بولمن

.b و a ،n مختلف مقادیر ازای به بالا بسیار و بالا ابعاد با داده های برای p
n تقریبی مقادیر :۱ .۲ جدول

بالا بعد بالا بسیار بعد
b مختلف مقادیر a مختلف مقادیر

n ۱ ۱٫۵ ۲ ۲٫۵ ۳
۸

۵
۸

۷
۸ ۱

۱۰ ۱٫۰ ˆ ۱۰۱ ۳٫۲ ˆ ۱۰۱ ۱٫۰ ˆ ۱۰۲ ۳٫۲ ˆ ۱۰۲ ۱٫۱ ˆ ۱۰۱ ۶٫۸ ˆ ۱۰۱ ۱٫۸ ˆ ۱۰۳ ۲٫۲ ˆ ۱۰۴

۳۰ ۳٫۰ ˆ ۱۰۱ ۱٫۶ ˆ ۱۰۲ ۹٫۰ ˆ ۱۰۲ ۴٫۹ ˆ ۱۰۳ ۳٫۶ ˆ ۱۰۱ ۴٫۴ ˆ ۱۰۳ ۳٫۳ ˆ ۱۰۸ ۱٫۱ ˆ ۱۰۱۳

۱۰۰ ۱٫۰ ˆ ۱۰۲ ۱٫۰ ˆ ۱۰۳ ۱٫۰ ˆ ۱۰۴ ۱٫۰ ˆ ۱۰۵ ۲٫۸ ˆ ۱۰۲ ۵٫۳ ˆ ۱۰۷ ۲٫۶ ˆ ۱۰۲۴ ۲٫۷ ˆ ۱۰۴۳

۲۰۰ ۲٫۰ ˆ ۱۰۲ ۲٫۸ ˆ ۱۰۳ ۴٫۰ ˆ ۱۰۴ ۵٫۶ ˆ ۱۰۵ ۱٫۵ ˆ ۱۰۳ ۸٫۱ ˆ ۱۰۱۱ ۶٫۲ ˆ ۱۰۴۴ ۷٫۲ ˆ ۱۰۸۶

۵۰۰ ۵٫۰ ˆ ۱۰۲ ۱٫۱ ˆ ۱۰۴ ۲٫۵ ˆ ۱۰۵ ۵٫۶ ˆ ۱۰۶ ۲٫۹ ˆ ۱۰۴ ۱٫۳ ˆ ۱۰۲۱ ۷٫۲ ˆ ۱۰۹۹ ۱٫۴ ˆ ۱۰۲۱۷

ابزاری عنوان به ریج، برآوردگر و برآوردگرها عملکرد بر هم خطی وجود تاثیر ابتدا بعد، بخش در
مدل در طولی داده های برای ریج برآوردگر سپس و شده بررسی هم خطی مشکل با مقابله برای
متغیر انتخاب روش های رایج ترین معرفی با همچنین می شود. معرفی آمیخته اثرات با  نیمه پارامتری

است. پرداخته مذکور مدل در همزمان متغیر انتخاب و برآورد مسئله به

ریج برآوردگر و هم خطی مسئله ۱ .۱ .۲
چندگانه خطی رگرسیون مدل بنابراین باشد. (۱ .۲) مدل از تصادفی نمونه ای tyi,xiu

n
i“۱ کنید فرض

پاسخ، متغیر بردار y “ py۱, . . . , ynqJ آن در که نوشت، y “ Xβ ` ε ماتریسی نماد با می توان را
و رگرسیونی ضرایب بردار β ستونی، کامل رتبه با بعدی nˆ p طرح ماتریس X “ pxJ

۱ , . . . ,x
J
n qJ

به صورت ضرایب بردار OLS برآوردگر خطاست. بردار ε “ pε۱, . . . , εnqJ

pβOLS “ argmin
βPRp

}y ´Xβ}۲ “ pXJXq´۱XJy

هم خطی وجود می کند مواجه مشکل با را معمول برآوردگرهای کاربرد که جدی مسئله یک است.
تقریبا یا کامل به صورت تبیینی متغیرهای که معنی بدین است، تبیینی متغیرهای چندگانه۱۸بین
متغیر چند یا یک از خطی دقیق تابع یک تبیینی متغیرهای از یکی اگر باشند. خطی وابسته کامل
که می افتد اتفاق هنگامی ناقص هم خطی است. کامل هم خطی دارای رگرسیون گوییم باشد، تبیینی
به باشد. دیگر تبیینی متغیر چند یا یک از خطی تابع یک تقریبی به طور تبیینی متغیرهای از یکی
داشته pk “ ۱, . . . , pq, k یک ازای به حداقل که می دهد رخ هنگامی کامل هم خطی دیگر عبارت
،R۲

k « ۱ باشیم داشته k یک ازای به حداقل که می آید پیش زمانی ناقص هم خطی و R۲
k “ ۱ باشیم

است. خطی رگرسیون در تبیینی متغیرهای سایر بر xk متغیر تعیین ضریب R۲
k به طوری که

18Multicollinearity



۵۳ رگرسیونی مدل های در متغیر انتخاب

با برآوردهایی به منجر OLS برآوردگر در مثلا دارد. برآوردها بر جدی تاثیرات هم خطی وجود
رگرسیون مدل موضوع، بهتر درک برای می دهد. کاهش را پیشگویی دقت که می شود بزرگ واریانس

بگیرید. درنظر را تبیینی متغیر دو با خطی

y “ β۱x۱ ` β۲x۲ ` ε

و ȳ “ ۰ ،řn
i“۱pxik ´ x̄kq۲ “ ۱ ،x̄k “ ۰ به طوری که شده اند، استاندارد y و x۲ ،x۱ کنید فرض

به صورت OLS روش نرمال معادلات صورت این در .řn
i“۱pyi ´ ȳq۲ “ ۱

pXJXqpβOLS “ XJy

به صورت معادل به طور یا
»

–

۱ r۱۲

r۱۲ ۱

fi

fl

»

–

pβ۱
pβ۲

fi

fl “

»

–

r۱y

r۲y

fi

fl

k “ ۱,۲ ازای به xk و y بین ساده همبستگی rky و x۲؛ و x۱ بین ساده همبستگی r۱۲ که است
از است عبارت XJX معکوس هستند.

C “ pXJXq´۱ “

»

—

–

۱
۱´r۲

۱۲

´r۱۲
۱´r۲

۱۲
´r۱۲
۱´r۲

۱۲

۱
۱´r۲

۱۲

fi

ffi

fl

(۲ .۲)

به صورت رگرسیونی ضرایب برآوردهای و

pβ۱ “
r۱y ´ r۱۲r۲y

۱ ´ r۲
۱۲

, pβ۲ “
r۲y ´ r۱۲r۱y

۱ ´ r۲
۱۲

خواهد بزرگ r۱۲ همبستگی ضریب آن گاه داشته باشد، وجود ناقص هم خطی x۲ و x۱ بین اگر است.
داشت خواهیم k “ ۱,۲ ازای به آنگاه ،|r۱۲| Ñ ۱ اگر که دریافت می توان (۲ .۲) رابطه از بود.
اصلی قطر روی kام مولفه Ckk که Covppβ۱, pβ۲q “ C۱۲σ

۲ Ñ 8 و Varppβkq “ Ckkσ
۲ Ñ 8

بزرگ کوواریانس های و واریانس ها به منجر x۲ و x۱ بین زیاد هم خطی بنابراین است. C ماتریس
هم خطی نیز تبیینی متغیر دو از بیش برای شد. خواهد رگرسیونی ضرایب OLS برآوردگرهای برای

از عبارتند ماتریس اصلی قطر اعضای که داد نشان می توان می کند. ایجاد مشابهی اثرات

Ckk “
۱

۱ ´R۲
k

, k “ ۱, . . . , p,

هم خطی اگر است. دیگر تبیینی متغیر p ´ ۱ بر xj رگرسیون از حاصل تعیین ضریب R۲
k آن در که

r۲
k مقدار صورت این در داشته باشد، وجود دیگر متغیر p ´ ۱ از زیرمجموعه ای هر و xk بین شدید

می شود موجب شدید هم خطی ،Varppβkq “ Ckkσ
۲ “ σ۲p۱´R۲

k q´۱ چون بود. خواهد یک به نزدیک
β از دقیقی برآورد pβOLS صورت این در شود. بزرگ بسیار رگرسیون ضرایب برآوردگر واریانس که
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باعث هم خطی همچنین می شود. کم بسیار رگرسیونی ضرایب برآورد دقت دیگر، عبارت به نیست.
علاوه بر هستند. بزرگ بسیار مطلق قدر لحاظ از که باشد اعضایی دارای pβOLS بردار که می شود
در کوچک تغییر یک با یا تبیینی متغیر یک کردن اضافه یا حذف با یعنی است، ناپایدار pβOLS این،
هم خطی وجود صورت در می کند. تغییر توجهی قابل به طور pβOLS مقادیر تبیینی، متغیرهای مقادیر
برآورد برای یکتا جواب بنابراین نیست. پررتبه حالت این در زیرا نیست، وارون پذیر ماتریس کامل،
با همواره زیرا نمی دهد، رخ عمل در معمولا کامل هم خطی که است ذکر به لازم ندارد. وجود ضرایب
در اشتباه به کاربر که می دهد رخ هنگامی کامل هم خطی عمل در هستیم. مواجه گیری اندازه خطای
تبیینی متغیرهای تعداد وقتی یا دهد، قرار دیگر متغیر از تابعی را متغیرها از یکی رگرسیونی مدل
روزبه به هم خطی پیدایش منابع درباره بیش تر اطلاعات برای باشد. مشاهدات تعداد از بیش تر

مواظب تا کنیم کشف را هم خطی وجود چگونه که بدانیم است لازم بنابراین کنید. مراجعه (۱۳۹۰)
برخی به این جا در دارند. وجود هم خطی تشخیص برای مختلفی روش های باشیم. ممکن پیامدهای

می کنیم. اشاره روش ها این از

از استفاده هم خطی تشخیص برای معروف روش های از یکی :(V IF) واریانس تورم عامل .۱
به صورت که است V IF کمیت

V IFk “
۱

۱ ´R۲
k

, k “ ۱, . . . , p

داشته تبیینی متغیرهای سایر با قوی خطی رابطه xk اگر که است واضح می شود. محاسبه
تبیینی متغیر p ´ ۱ بر xk اگر می شود. بزرگ V IFk و بوده یک به نزدیک R۲

k آنگاه  باشد،
V IFk انحراف بنابراین شد. خواهد یک برابر V IFk و بوده صفر R۲

k آنگاه باشد، عمود دیگر
از یک هر اگر می دهد. نشان را هم خطی به گرایش و بودن متعامد از انحراف یک، مقدار از
از یک هر اگر و دارد وجود تبیینی متغیرهای بین هم خطی باشد، ۱۰ از بیش تر V IF مقادیر
مشکلات بروز موجب است ممکن و است شدید بسیار هم خطی باشد، ۳۰ از بیش تر آن مقادیر
عنوان به را V IFk می توان ،Varppβkq “ V IFkσ

۲ چون .(۲۰۰۴ ، (گجراتی شود برآورد در
تبیینی متغیرهای بین خطی وابستگی دلیل به pβk واریانس آن وسیله به که دانست عاملی
ارتباط واسطه به pβk واریانس در افزایش میزان V IFk دیگر، عبارت به یافته است. افزایش
متغیر بودن ناهمبسته صورت در آن واریانس به نسبت را تبیینی متغیرهای بقیه با xk خطی
را خاص کمیت این نام گذاری دلیل مطلب این می گیرد. اندازه تبیینی متغیرهای سایر با xk

می دهد. نشان

مورد هم خطی میزان اندازه گیری برای می توانند XJX ماتریس ویژه مقادیر شرطی۱۹: عدد .۲
به صورت شرطی عدد محاسبه هم خطی وجود کشف برای متداول روش یک گیرند. قرار استفاده

κ “

d

max۱ďkďp λk

min۱ďkďp λk

19Condition number
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(۱۹۸۰) همکاران و بلسلی هستند. XJX ماتریس ویژه مقادیر λ۱, . . . , λp آن در که است
ماتریس در آنگاه باشد، ۱۰ از بزرگ تر XJX ماتریس برای شرطی عدد اگر که کردند پیشنهاد
باشد κ ą ۱۰۰ چنانچه و شدید هم خطی باشد، ۳۰ ă κ ă ۱۰۰ اگر دارد. وجود هم خطی طرح
(۱۳۹۵) آرست به شرطی عدد باره در بیش تر اطلاعات برای است. جدی بسیار هم خطی

کنید. مراجعه

که است اریب برآوردگرهای از استفاده هم خطی، نامطلوب اثرات با مقابله روش های از یکی
روش اساس بر (۱۹۷۰) کنارد و هورل روش هاست. کاراترین و مهم ترین از یکی ریج رگرسیون
کردن اضافه با روش این کردند. معرفی را ریج رگرسیونی برآوردگر ،(۱۹۴۳) تیکونوف منظم سازی
می آید. به شمار تاوانیده رگرسیونی برآوردگر یک نوعی به برآورد، معادلات به ،λβJβ منظم ساز، جمله 
در آن واریانس که می شود حاصل برآوردهایی وجود این با است، اریب حاصل برآوردگر چه اگر
داشت. خواهد دنبال به را MSE کاهش واریانس، کاهش این است. کمتر OLS برآوردگر با مقایسه
می بخشد. بهبود را بینی پیش دقت و بوده پایدارتر OLS برآوردگر با مقایسه در ریج برآوردگر نتیجه در

می شود. ارائه ۱ .۳ .۱ .۲ زیربخش در روش این درباره بیش تر توضیحات
تعداد ورود باشد. جدی می تواند هم خطی است، بزرگ تبیینی متغیرهای تعداد هنگامی که
هم خطی ایجاد علاوه بر اما می دهد، افزایش را مدل انعطاف پذیری اگرچه مدل به فراوان متغیرهای
شود. مدل تفسیر شدن مشکل و پیشگویی توان کاهش باعث می تواند طرح، ماتریس در شدید
تعداد یعنی می دهد، نتیجه را پیچیده ای مدل اما دارد، بالایی پیشگویی توان اگرچه ریج برآوردگر
بالا، بعد با مدل های در است. مشکل بسیار پیچیده مدل یک تفسیر است. بزرگ آن پارامترهای
این در روش بهترین هستند. مرتبط پاسخ متغیر با تبیینی متغیرهای از اندکی تعداد تنها معمولا
است. تبیینی متغیرهای موثرترین از زیرمجموعه ای با مدل بندی و زائد متغیرهای حذف حالت،
انتخاب روش های مهم ترین به ادامه در شده اند. معرفی متغیر انتخاب برای مختلف روش های تاکنون
تابع بر مبتنی روش های و کلاسیک متغیر انتخاب روش های شامل روش ها این می پردازیم. متغیر

هستند. تاوان

کلاسیک معیارهای با متغیر انتخاب ۲ .۱ .۲
الگوریتم ها این است. شده  معرفی خطی مدل های در متغیر انتخاب برای متعددی الگوریتم های تاکنون
اعتبارسنجی ،pBICq بیزی۲۰ اطلاع معیار ،pAICq کائیک آ اطلاع معیار مانند معیارهایی براساس
باقیمانده۲۲ دوم توان های مجموع ،pR۲

adjq تعدیل شده تعیین ضریب ،pGCV q تعمیم یافته۲۱ متقابل
زیرمجموعه بهترین عنوان به را تبیینی متغیرهای از متفاوتی زیرمجموعه های Cp−مالو۲۳، و pRSSq

20Bayesian information criterion
21Generalized Cross­Validation
22Residual sum of squares
23Mallows’s Cp
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پیش رو۲۵، انتخاب زیرمجموعه۲۴، بهترین انتخاب می توان روش ها این جمله از می کنند. انتخاب
برد. نام را گام۲۷ به گام روش و پس رو۲۶، حذفی روش

براساس سپس و گرفته درنظر را ممکن زیرمجموعه های تمام زیرمجموعه، بهترین انتخاب روش در
کل تعداد p اگر حالت، این در می شود. انتخاب کامل مدل از زیرمجموعه بهترین فوق، معیارهای
اگر مثال، عنوان به گیرند. قرار بررسی مورد باید زیرمجموعه ۲p تعداد باشد، تبیینی متغیرهای
مدل میلیون یک از بیش باید p “ ۲۰ برای و گرفته شوند درنظر ممکن مدل ۱۰۲۴ باید آنگاه ،p “ ۱۰
می یابد. افزایش سرعت به ممکن زیرمجموعه های ،p تعداد افزایش با بنابراین شوند. بررسی ممکن
با کامپیوترهای از استفاده صورت در حتی محاسباتی، نظر از مجموعه زیر بهترین انتخاب روش لذا
روش های (۱۹۸۱) اسمیت و دراپر راستا، این در نیست. استفاده قابل p ą ۴۰ برای بالا، سرعت
تنها که مدلی با پیش رو انتخاب روش کردند. معرفی را گام به گام و پس رو حذفی پیش رو، انتخاب
بهبود در را تاثیر بیش ترین که متغیری گام هر در سپس و می شود شروع است، مبدا از عرض شامل
متغیرهای از یک هیچ تاثیر که می یابد ادامه زمانی تا رویه این می شود. انتخاب باشد، داشته  مدل
بهبود در متغیرها از یک هر تأثیر میزان اندازه گیری برای نباشد. معنی دار مدل بهبود در باقیمانده
مدل با فرآیند پس رو، حذفی روش در می شود. استفاده t و F ،RSS ،R۲ مانند آماره هایی از مدل،
است متغیری همان حذف شده متغیر می شود. حذف مدل از متغیر یک بار هر و می شود شروع کامل
آماره کوچک ترین با تبیینی متغیر گام، هر در دیگر عبارت به دارد. مدل بهبود در را تاثیر کمترین که
باشد، F ˚ مقدار از کمتر منتخب متغیر جزئی F آماره اگر می  شود. نامزد مدل از حذف برای جزئی F

کوچک ترین که می شود متوقف زمانی متغیرها حذف فرآیند می شود. حذف مدل از نظر مورد متغیر
روش های در شده باشند. حذف مدل متغیرهای همه یا نباشد، F ˚ از کوچک  تر جزئی F آماره مقدار
بعدی مراحل در می شود، اضافه یا حذف متغیر یک هنگامی که پس رو، حذفی و پیش رو انتخاب
است پیش رو انتخاب روش تعدیل گام به گام روش نمی شود. بررسی مجدداً متغیرها این معنی داری
یک بنابراین می شوند. ارزیابی مجدداًً قبل، گام های در مدل به واردشده متغیرهای همه گام هر در که
اطلاعات برای شود. حذف مدل از بعدی گام در است ممکن قبلی گام در شده اضافه تبیینی متغیر
دسبولتس ،(۲۰۰۵) همکاران و دزیاک به می توان متغیر انتخاب روش های سایر درباره بیش تر

کرد. مراجعه (۲۰۱۸) دینگ و (۲۰۱۸)

مطلوبی نمونه ای ویژگی های از کلاسیک معیارهای با زیرمجموعه انتخاب روش های اگرچه
ممکن داده ها در کوچک بسیار تغییر یک که معنی بدین نیستند، پایدار روش ها این اما برخوردارند،
ایجاد را بدی پیشگویی روش ها این است ممکن لذا دهد. نتیجه را متفاوت کاملا مدل های است
بسیار روش ها این محاسباتی هزینه باشد، بزرگ p که زمانی این، علاوه بر .(۱۹۹۶ ، (بریمن کنند
تابع یک انتخاب با که کردند معرفی را تاوانیده رگرسیون محققین چالش ها، این رفع برای بالاست.

24Best subset selection
25Forward selection
26Backward elimination
27Stepwise



۵۷ رگرسیونی مدل های در متغیر انتخاب

می دهد. انجام همزمان به طور را ضرایب برآورد و متغیر انتخاب عمل دو مناسب، تاوان

تاوان تابع بر مبتنی متغیر انتخاب ۳ .۱ .۲
متغیرهای تعداد وقتی است بدیهی می پردازیم. تاوانیده رگرسیون روش توصیف به بخش، این در

می یابد. افزایش ،k “ ۱, . . . , p ،βk ضرایب مطلق قدر مجموع اندازه است، زیاد p تبیینی
β به نسبت εJε “ }ε}۲ کردن کمینه دنبال به دوم توان های کمترین روش در آنجایی که از
کاهش نیز را مدل متغیرهای تعداد رگرسیونی، ضرایب برآورد بر علاوه بخواهیم چنان چه پس هستیم،
در بنابراین کنیم. کمینه همزمان به طور نیز را آن از تابعی یا ضرایب قدرمطلق بزرگی است کافی دهیم،
رگرسیونی ضرایب قدرمطلق از تابعی مجموع نباید که قید این تحت را }ε}۲ محک تاوانیده، رگرسیون
است. (CO) مقید۲۸ بهینه سازی مسئله یک این می کنند. کمینه باشد، بزرگ řp

k“۱ P p|βk|q مانند
به صورت CO مسئله علاقه مندیم دقیق تر، به طور

min
βPRp

}ε}۲ s.t.

p
ÿ

k“۱
Pλp|βk|q ď s, (۳ .۲)

را تاوان میزان که است تاوان پارامتر λ و می شود نامیده تاوان تابع Pλp|.|q آن در که کنیم حل را
بنابراین است. لاگرانژ۲۹ ضریب روش از استفاده CO مسئله حل راه های از یکی می کند. کنترل

مسئله با معادل CO مسئله

pβ “ argmin
β

!

}y ´Xβ}۲ ` λ

p
ÿ

k“۱
P p|βk|q

)

(۴ .۲)

رگرسیون در خطا دوم توان های مجموع تابع به که می شود دیده (۴ .۲) مسئله ساختار در دقت با است.
تاوان تابع Pλp|.|q “ λP p|.|q اینجا، در است. شده  اضافه tλ

řp
k“۱ P p|βk|q

)

تاوان عبارت معمولی،
کنترل رگرسیونی ضرایب بزرگی برحسب را انقباض میزان که است تنظیم کننده۳۰ پارامتر λ ą ۰ و
اگر دقیق تر، به طور دارد. وجود معکوس رابطه ای (۳ .۲) در s و (۴ .۲) در λ بین حالت این در می کند.
انتخاب بزرگ را λ یا کوچک را s است کافی شوند، حذف مدل از بیش تری متغیرهای تعداد بخواهیم
می کند. برقرار مدل پیچیدگی و پیشگویی خطای بین موازنه ای λ تنظیم کننده پارامتر برعکس. و کنیم
یک λ برای مناسب مقدار تعیین است. وابسته λ مقدار به شدت به (۴ .۲) بهینه سازی مسئله جواب
داده ۳ .۳ .۱ .۲ زیربخش در λ بهینه مقدار انتخاب مختلف روش های است. برانگیز چالش مسئله
صفر است ممکن پارامترها از برخی مقادیر ،λ برای بهینه مقدار یک انتخاب با بنابراین شده است.
پاسخ متغیر بر بی تاثیر متغیر عنوان به پارامتر، آن با متناظر تبیینی متغیر صورت این در که شوند
و می شوند داده تشخیص یکدیگر از بی اهمیت و مهم متغیرهای مجموعه ترتیب بدین و شده شناخته

می کنیم. معرفی را مهم تاوان تابع چند ادامه در می گیرد. صورت متغیر“ ”انتخاب اصطلاح در
28Constraint optimization
29Lagrange multiplier
30Tuning parameter



نرمال طولی داده های برای متغیر انتخاب ۵۸

تاوان تابع انواع ۱ .۳ .۱ .۲

توابع از برخی معرفی به بخش این در شده اند. معرفی مختلف افراد توسط زیادی تاوان توابع تاکنون
می پردازیم. معروف تاوان

می شود. حاصل بریج۳۱ تاوان تابع ،(۳ .۲) رابطه در P p|βk|q “ |βk|q فرض با :Lq تاوان .۱
برآوردگر شد. معرفی (۱۹۹۳) فریدمن و فرانک توسط که می دهد نتیجه را بریج رگرسیون تابع این

به صورت بریج

pβ
Bridge

“ argmin
βPRp

!۱
۲}y ´Xβ}۲ ` λ

p
ÿ

k“۱
|βk|q

)

, ۰ ă q ď ۲.

می شود. شامل خاص حالت یک عنوان به را مهم تاوان توابع از برخی تاوان، تابع این می شود. تعریف
و گویند ریج۳۲ رگرسیون را حاصل رگرسیونی مدل ،q “ ۲ خاص حالت برای ریج: رگرسیون

به صورت پارامترها برآورد

pβ
Ridge

“ argmin
βPRp

!۱
۲}y ´Xβ}۲ ` λ

p
ÿ

k“۱
|βk|۲

)

“ pXJX `KIpq´۱XJy,

ریج رگرسیون مزیت یک گویند. ریج پارامتر یا تنظیم کننده پارامتر را K “ ۲λ که می آید به دست
کامل رتبه دارای X طرح ماتریس اگر است. آن جواب بسته و صریح صورت و آسان پیاده سازی
نخواهد وجود برآوردگر برای یکتایی جواب لذا و بود نخواهد XJXوارون پذیر ماتریس نباشد، ستونی
است وارون پذیر همواره XJX ` KIp ماتریس ،K ą ۰ و X دلخواه ماتریس هر برای اما داشت.
مقایسه در اما است، اریب ریج برآوردگر دارد. وجود ریج برآوردگر برای یکتا پاسخ نتیجه در و
به طوری که دارد وجود λای همواره همچنین است. کوچکتری واریانس دارای OLS برآوردگر با
پیشگویی ریج رگرسیون بنابراین .(۲۰۱۹ ، همکاران و (صالح MSEppβ

Ridge
q ă MSEppβ

OLS
q

اگرچه ریج برآوردگر وجود این با می دهد. ارائه معمولی دوم توان های کمترین رگرسیون از بهتری
روش این یعنی نمی کند، برآورد صفر را ضرایب از یک هیچ اما می  کند منقبض را رگرسیون ضرایب
حضور به توجه با اما نمی کند، ایجاد پیشگویی در خللی موضوع این ندارد. متغیر انتخاب توانایی
در نیست. امکان پذیر سادگی به است بزرگ p وقتی برازش شده مدل تفسیر مدل، در متغیرها همه

به صورت ریج برآوردگر حالت این در بود. خواهد متعامد طرح ماتریس ،XJX “ Ip که حالتی

pβ
Ridge

“
۱

۱ `K
pβ
OLS

به ضرایب K افزایش با چون می دهد، نشان را تاوانیده رگرسیون انقباضی ماهیت رابطه این است.
معادل اند. ریج و OLS برآوردگرهای ،K “ ۰ که هنگامی می شوند. منقبض صفر سمت

31Bridge
32Ridge



۵۹ رگرسیونی مدل های در متغیر انتخاب

معرفی (۱۹۹۶) تیبشیرانی توسط که را حاصل رگرسیونی مدل حالت این در لاسو: رگرسیون
و منقبض کننده انتخاب کننده، عملگر مخفف لاسو آماری، دیدگاه از گویند. لاسو رگرسیون شد،

به صورت رگرسیونی ضرایب برآورد لاسو رگرسیون در است. قدرمطلق جنس از کمینه کننده

pβ
Lasso

“ argmin
βPRp

!۱
۲}y ´Xβ}۲ ` λ

p
ÿ

j“۱
|βj |

)

کنترل را صفر) ضرایب (تعداد تنکی سطح و است تنظیم کننده پارامتر λ آن در که می آید به دست
عبارت به .pβLasso

Ñ ۰ آنگاه ،λ Ñ 8 وقتی و pβ
Lasso

Ñ pβ
OLS آن گاه ،λ Ñ ۰ وقتی می کند.

می شوند. منقبض صفر سمت به ضرایب از بیش تری تعداد رود، کار به بزرگ  تری تاوان چه هر دیگر،
به می شوند. برآورد صفر ضرایب از برخی یعنی است، تنک لاسو رگرسیون با بدست آمده برآورد
تاوان تابع می دهد. انجام همزمان به طور را پارامتر برآورد و متغیر انتخاب روش این دیگر عبارت
این تیبشیرانی باشد. نداشته وجود لاسو برآوردگر برای صریحی جواب که می شود باعث قدرمطلق
(۲۰۰۴) همکاران و افرون سپس بود. آورده به دست دوم۳۳ درجه برنامه ریزی طریق از را برآوردگر
محاسباتی هزینه و می دهد نتیجه را لاسو برآوردهای که نمودند معرفی را زاویه۳۴ کمترین رگرسیون

است. برابر دوم توان های کمترین برآوردهای با آن

(نمودار ریج رگرسیون و چپ) (نمودار لاسو رگرسیون محدودیت نواحی و تراز منحنی های :۱ .۲ شکل
هستند. β۲

۱ ` β۲
۲ ď s و |β۱| ` |β۲| ď s به صورت به ترتیب ریج و لاسو محدودیت ناحیه های راست).

هستند. دوم های توان کمترین برآورد خطای تابع تراز منحنی های بیضی ها،

رگرسیونی مدل از خاصی حالت لاسو، تاوان تابع توسط متغیر انتخاب مفهوم شدن روشن تر برای
به صورت را

y “ β۱x۱ ` β۲x۲ ` ε,

در که است β۲ و β۱ پارامتر دو از تابعی ،Qpβq خطا دوم توان های مجموع بنابراین بگیرید. درنظر
33Quadaratic programming
34Least angle regression



نرمال طولی داده های برای متغیر انتخاب ۶۰

آن
Qpβq “ }y ´Xβ }۲ “

n
ÿ

i“۱
ε۲i “

n
ÿ

i“۱
pyi ´ β۱xi۱ ´ β۲xi۲q۲.

به صورت دوم درجه رویه یک Qp.q تابع نمودار

Qpβq “ a۰ ` a۱β۱ ` a۲β۲ ` a۳β
۲
۱ ` a۴β

۲
۲ ` a۵β۱β۲

و ریج کمینه سازی شرط های اکنون است. شده  داده نشان ۱ .۲ شکل در آن تراز منحنی های که است
به صورت را لاسو

β۲
۱ ` β۲

۲ “ s و |β۱| ` |β۲| “ s

لاسو رگرسیون برای لوزی و ریج رگرسیون برای دایره به صورت آن ها هندسی شکل که بگیرید درنظر
حالتی می تواند لاسو رگرسیون در ،۱ .۲ شکل چپ سمت نمودار به توجه با شده است. داده نشان
سمت نمودار در صورتی که در باشد، s برابر همواره دیگری و شده صفر ضرایب از یکی که دهد رخ
صفر ضرایب از یکی اگر راست، سمت قاب در دقیق تر، عبارت به ندارد، وجود امکان این راست
ضرایب شدن برآورد صفر امکان لاسو برای بنابراین باشد. ،s نه و ،?s می تواند دیگری آن گاه شود،
در ضرایب از یک هر شدن صفر صورت در نمی دهد. رخ هرگز اتفاق این ریج برای اما دارد، وجود
ذکر به لازم می شود. شناخته بی اهمیت متغیر عنوان به ضریب آن با متناظر متغیر لاسو، رگرسیون
حالت (در β۲ و β۱ پارامتر دو هر ،s کوچک مقدار انتخاب با ریج، و لاسو روش دو هر در که است
هستند. انقباضی لاسو و ریج روش دو هر بنابراین شوند. کوچک می توانند ممکن حد تا بعدی) دو

کمترین برآوردگر از تابعی عنوان به را لاسو برآوردگر می توان آن گاه باشد، متعامد طرح ماتریس اگر
به صورت βk معمولی دوم توان های

pβLassok “ sgnpzkqp|zk| ´ λq`, j “ ۱, . . . , p, (۵ .۲)

و x` “ maxt۰, xu نشانگر، تابع IpAq ،sgnpxq “ Ipx ě ۰q ´ Ipx ă ۰q آن در که آورد به دست
اطلاعات برای است. X طرح ماتریس kام ستون ،Xk که بوده βk ضریب OLS برآورد zk “ XJ

k y

به صورت را (۵ .۲) برآوردگر کنید. مراجعه (۲۰۰۱) لی و فن به بیش تر

pβLassok “ Spzk|λq, (۶ .۲)

ویژگی های بررسی در (۶ .۲) رابطه می شود. نامیده نرم آستانه ای عملگر Sp.|λq که می دهیم نشان
پرداخت. خواهیم موضوع این به بخش این پایان در که است مفید لاسو رگرسیون مطلوب

داده، نشان خود از خوبی عملکرد متغیر انتخاب مسائل از بسیاری در اینکه با لاسو رگرسیون
متغیر p با خطی رگرسیونی مدل یک برای لاسو مثال، عنوان به است. محدودیت ها برخی دارای اما
معنی دار تبیینی متغیرهای تعداد اگر بنابراین می کند. انتخاب را متغیر n حداکثر مشاهده، n و پیشگو
شدت به متغیرهای از گروه یک بین در لاسو نمی شوند. انتخاب لاسو توسط باشد، n از بیش تر مدل در
اگر ،n ą p معمولی حالت برای .(۲۰۰۵ ، هستی و (زو می کند انتخاب را متغیر یک فقط همبسته



۶۱ رگرسیونی مدل های در متغیر انتخاب

برآوردگر خوبی به لاسو پیشگویی کارآیی باشد، داشته وجود پیشگو متغیرهای بین بالایی همبستگی
است. زیاد آن اریبی که می دهد نتیجه را برآوردگری لاسو رگرسیون .(۱۹۹۶ ، (تیبشیرانی نیست ریج

داریم k “ ۱, . . . , p برای که داد نشان می توان است، متعامد طرح ماتریس که حالتی در
$

’

’

’

&

’

’

’

%

E |pβLassok ´ βk| “ ۰, βk “ ۰
E |pβLassok ´ βk| « βk, βk P r۰, λs

E |pβLassok ´ βk| « λ |βk| ą λ

. (۷ .۲)

.(۲۰۱۱ ، هووانگ و (برهنی است λ به نزدیک بزرگ، ضرایب برای لاسو برآورد اریبی مقدار بنابراین
آن ها از برخی به ادامه در که شدند معرفی متعددی تاوان توابع محدودیت ها، این بردن بین از برای

می کنیم. تعریف را پیشگویی ویژگی ابتدا توابع، این معرفی از قبل می کنیم. اشاره
باشد، غیرصفر ضرایب اندیس مجموعه A “ tk : βk ‰ ۰u کنید فرض پیشگویی: ویژگی
تا p۰) متغیرها از زیرمجموعه ای به تنها درست مدل صورت، این در .|A| “ p۰ ă p که به طوری
براساس باشد. غیرصفر ضرایب شامل تنها که است مدلی درست مدل از منظور است. وابسته متغیر)
مجانبی به طور اگر است، پیشگویی۳۵ ویژگی دارای ضرایب برآورد روش یک ،(۲۰۰۱) لی و فن

باشد: زیر خواص دارای

آن گاه ، pA “ tk : pβk ‰ ۰u اگر یعنی کند، شناسایی درستی به را غیرصفر ضرایب بتواند .۱
. lim
nÑ8

Pp pA “ Aq “ ۱

دیگر عبارت به باشد، بهینه برآورد نرخ دارای .۲
?
nppβA ´ βAq

d
Ñ N p۰,Σ˚q

است. ،A برپایه مدلی یعنی درست مدل زیر کوواریانس ماتریس Σ˚ که

که داد نشان (۲۰۰۶) زو باشد. پیشگویی ویژگی دارای برآوردگر یک که است مطلوب بنابراین
اریبی مقدار که می شود ملاحظه (۷ .۲) رابطه به توجه با نیست. پیشگویی ویژگی دارای لاسو برآوردگر
موزون تاوان از استفاده لاسو، اریبی کاهش روش یک بنابراین می شود. تعیین λ توسط لاسو برآوردگر
تاوان بزرگ تر ضرایب به که کنیم انتخاب طوری را وزن ها بتوانیم اگر است. λk “ ωkλ به صورت
بنابراین می یابد. کاهش لاسو برآورد اریبی تنکی، ویژگی حفظ با آن گاه شود، داده  تخصیص کوچتری
برخوردار پیشگویی ویژگی از روش این که داد نشان و کرد معرفی را سازوار لاسوی (۲۰۰۶) زو

است.
برخلاف اما است، لاسو مانند سازوار لاسوی تاوان تابع کلی صورت سازوار: لاسوی تاوان .۲

به صورت سازوار لاسوی برآوردگر می گیرد. درنظر مختلفی تاوان های مختلف، ضرایب برای لاسو

pβ
aLasso

“ argmin
βPRp

!۱
۲}y ´Xβ}۲ ` λ

p
ÿ

k“۱
ωk|βk|

)

35Oracle property



نرمال طولی داده های برای متغیر انتخاب ۶۲

معمولا کند. منقبض بزرگ ضرایب از بیش تر را کوچک ضرایب تا است βk وزن ωk که می شود، بیان
برآوردگر یک pβ˝

k و γ ą ۰ که کنند می انتخاب را ωk “ ۱
|pβ˝

k|γ
وزن تطبیقی، لاسوی رگرسیون در

است. لاسو یا ریج ،OLS برآوردگر مانند βk از ?−سازگار
n

معرفی را (SCAD) اسکد۳۶ نام به مقعر تاوان تابع یک (۲۰۰۱) لی و فن اسکد: تاوان .۳
است برخوردار تاوان تابع یک مطلوب ویژگی های همه از تاوان، تابع این که دادند نشان و کردند
کردند. اثبات روش این برای نیز را پیشگویی ویژگی همچنین آن ها ببینید). را ۲ .۳ .۱ .۲ بخش (زیر

به صورت اسکد برآوردگر

pβ
SCAD

“ argmin
βPRp

!۱
۲}y ´Xβ}۲ ` λ

p
ÿ

k“۱
P p|βk|; a, λq

)

به صورت و است اسکد تاوان تابع P p.; a, λq که است

P pβ; a, λq “

$

’

’

’

&

’

’

’

%

λβ, ۰ ď |β| ď λ

۲aλβ´β۲´λ۲
۲pa´۱q

, λ ă |β| ă aλ

λ۲pa`۱q

۲ , |β| ě aλ

(۸ .۲)

کنترل را ضرایب انقباض اندازه و می باشند تاوان پارامترهای a ą ۲ و λ ą ۰ که می شود تعریف
ازای به را اسکد تابع نمودار ۲ .۲ شکل دادند. پیشنهاد را a “ ۳٫۷ مقدار (۲۰۰۱) لی و فن می کنند.
|β| ď λ فاصله در که می شود ملاحظه (۸ .۲) رابطه و ۲ .۲ شکل به توجه با می دهد. نشان λ “ ۱
درجه تابع یک اسکد تاوان ،|β| ď aλ که زمانی تا آن از پس و است منطبق لاسو بر اسکد تاوان تابع
،(۸ .۲) به توجه با هم چنین، می شود. تبدیل ثابت تابع یک به |β| ą aλ ازای به سپس است. دوم
خاص حالت در اسکد تاوان تابع یعنی است، معادل لاسو برآوردگر با اسکد برآوردگر ،a Ñ 8 وقتی

می دهد. نتیجه را لاسو تاوان تابع a “ 8

به صورت می توان را ضرایب اسکد برآوردگرهای طرح، ماتریس بودن متعامد فرض با

pβSCAD
j “

$

’

’

’

&

’

’

’

%

Spzk|λq, |zk| ď ۲λ
a´۱

pa´۲q
Spzk| aλ

a´۱q, ۲λ ă |zk| ď aλ

|zk|, |zk| ą aλ

است. (۵ .۲) در نرم آستانه ای عملگر Sp.|λq و βk ضریب OLS برآورد zk که داد نشان
به صورت MCP نام به دیگری تاوان تابع (۲۰۱۰) ژانگ :MCP تاوان .۴

P pβ;λ, γq “ λ

ż β

۰
p۱ ´

x

γλ
q`dx; β ě ۰,

حالت، این در می کند. کنترل را P p.q تابع بودن مقعر میزان γ و تاوان پارامتر λ آن در که کرد معرفی
به صورت MCP برآوردگر

pβ
MCP

“ argmin
βPRp

!۱
۲}y ´Xβ}۲ ` λ

p
ÿ

j“۱
P p|βj |;λ, γq

)

,

36Smoothly clipped absolute deviation
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.MCP و اسکد لاسو، تاوان توابع نمودارهای مقایسه :۲ .۲ شکل

فرض تحت می دهد. نتیجه را لاسو تاوان تابع γ “ 8 ازای به MCP تاوان تابع می شود. تعریف
می توان را MCPضرایب برآوردگرهای اسکد، و لاسو برآوردگرهای مشابه طرح، ماتریس بودن متعامد

به صورت

pβMCP
k pγ, λq “

$

&

%

γ
γ´۱Spzk|λq, |zk| ď γλ

zk, |zk| ą γλ

MCP تاوان تابع می دهد. نشان γ “ ۳ و λ “ ۱ ازای به را MCP تابع نمودار ۲ .۲ شکل نوشت.
است. ثابت تابع یک آن از پس و دوم درجه تابع یک |β| ď γλ فاصله در

مناسب تاوان تابع یک ویژگی های ۲ .۳ .۱ .۲

باید تاوان تابع نوع چه از که است این می آید پیش که سوالی تاوانیده، رگرسیون از استفاده برای
مطلوب ویژگی سه با برآوردگری باید خوب تاوان تابع که دادند نشان (۲۰۰۱) لی و فن کرد. استفاده

دهد: نتیجه را زیر

برابر را دارند کوچک مقدار که برآورد شده ای ضرایب خودکار به طور باید شده نتیجه برآوردگر تنکی: .۱
می دهد. کاهش را مدل پیچیدگی کار این کند. انتخاب را مناسب متغیرهای تا دهد قرار صفر

نااریب تقریبا است، بزرگ آن ها واقعی مقادیر که رگرسیونی ضرایب برای آمده به دست برآوردگر نااریبی: .۲
می دهد. کاهش را مدل اریبی ویژگی این باشد.

دهد. کاهش را مدل پیشگویی در ناپایداری بتواند تا باشد پیوسته نتیجهشده برآوردگر پیوستگی: .۳

متعامد فرض با MCP و اسکد ریج، لاسو، برآوردگرهای با را OLS برآوردگر ارتباط ۳ .۲ شکل
عمودی محور و OLS برآوردگر نشان دهنده افقی محور می دهد. نشان X طرح ماتریس بودن
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کمترین برآورد مقابل در (PLS) تاوانیده دوم توان های کمترین برآوردهای نمودارهای مقایسه :۳ .۲ شکل
PLS عمودی محور و OLS افقی محور است. متعامد طرح ماتریس که وقتی (OLS) معمولی دوم توان های

است.

داریم انتظار است، نااریب OLS برآوردگر چون است. تاوانیده دوم توان های کمترین برآوردهای
برقرار نااریبی شرط تا باشد OLS برآورد به نزدیک یا برابر تاوانیده برآورد بزرگ، ضرایب برای که
ضرایب تاوانیده، دوم توان های کمترین روش است لازم تنکی، شرط برقراری برای طرفی از شود.

باشد. پیوسته موردنظر برآوردگر است لازم همچنین کند. برآورد صفر را کوچک رگرسیونی
ضرایب، کوچک مقادیر برای همچنین است. بدیهی لاسو برآوردگر پیوستگی ،۳ .۲ شکل به توجه با
ضرایب، مقادیر شدن بزرگ با اما است. برقرار تنکی شرط نتیجه در است. صفر برابر لاسو برآورد
روش عیب نتیجه در نیست. برقرار نااریبی شرط یعنی می گیرد، فاصله OLS برآورد از لاسو برآورد
در ریج برآورد می دهد. نتیجه را اریب برآوردهای ضرایب، بزرگ مقادیر برای که است این لاسو
با این، بر علاوه نمی کند. برآورد صفر را کوچک ضرایب بودن، پیوسته علی رغم لاسو، با مقایسه
تابع یک ریج تاوان تابع بنابراین، می یابد. افزایش شدت به اریبی مقدار ضرایب، قدرمطلق افزایش
برقراری ،OLS برآورد مقابل در اسکد برآورد نمودار به توجه با نمی باشد. متغیر انتخاب برای مناسب
با تاوانیده برآوردگر اریبی میزان ابتدا در این، بر علاوه است. واضح پیوستگی و تنکی ویژگی های
می یابد. تنزل صفر سمت به اریبی ضرایب، مطلق قدر افزایش با اما است، معادل لاسو برآوردگر اریبی
با برآوردگری نیز MCP تاوان تابع شکل، به توجه با همچنین، است. برقرار نیز نااریبی ویژگی لذا
تفاوت این با است، اسکد شبیه بسیار MCP تاوان تابع رفتار می دهد. نتیجه را مطلوب ویژگی های
اریبی اما می رود، صفر سمت به فوراً MCP برآوردگر اریبی صفر، از ضرایب گرفتن فاصله با که
بنابراین می یابد. کاهش سرعت به سپس و است لاسو اریبی برابر معین فاصله یک در اسکد برآوردگر

برد. نام مناسب تاوان توابع عنوان به می توان اسکد و MCP تاوان توابع از
دوم توان های کمترین برآوردگر زیر کافی شرایط تحت که دادند نشان (۲۰۰۱) لی و فن همچنین

است: فوق مطلوب ویژگی های دارای تاوانیده
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. inf
βě۰

tβ ` P
1

λpβqu ą ۰ اگر است تنکی ویژگی دارای برآوردگر تنکی: .۱

.P 1

λpβq “ ۰ باشیم داشته ،β بزرگ مقادیر برای اگر، است نااریب به دست آمده برآوردگر اریبی: نا .۲

.arg inf
βě۰

tβ ` P
1

λpβqu “ ۰ اگر فقط و اگر است پیوسته برآوردگر پیوستگی: .۳

لی و فن توسط شده بیان مطلوب ویژگی های داشتن برای کافی شرایط می شود، ملاحظه که همان طور
مسئله حل در تاوان تابع مشتق شکل این، بر علاوه هست. تاوان تابع مشتق به وابسته (۲۰۰۱)
توابع مشتق و P 1

λpβq “ λ به صورت لاسو تاوان تابع مشتق دارد. بسزایی تاثیر تاوانیده بهینه سازی
به صورت به ترتیب، اسکد و MCP تاوان

P
1

λpβ; a, λq “ λ
!

Ipβ ď λq `
paλ´ βq`

pa´ ۱qλ
Ipβ ą λq

)

, β ě ۰

و
P

1

λpβ;λ, γq “ λ
´

۱ ´
β

γλ

¯

, β ě ۰

مثال، عنوان به است. ساده بسیار تاوان توابع مطلوب ویژگی های کافی شرایط بررسی می آید. به دست
.P 1

λpβq “ λ ą ۰ اما ،argmin
βě۰

tβ`P
1

λpβqu “ ۰ و min
βě۰

tβ`P
1

λpβqu “ λ ą ۰ لاسو، تاوان تابع برای

نیست. نااریبی ویژگی دارای لاسو تاوان تابع بنابراین،

β

P
′ λ(

lβ
l)
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.MCP و اسکد لاسو، تاوان توابع مشتقات نمودار :۴ .۲ شکل

داده شکل ۲. ۴ در a, γ “ ۳ و λ “ ۱ ازای به MCP و اسکد لاسو، تاوان توابع مشتق نمودار
تابع تاوان نرخ با مبدا در اسکد و MCP توابع تاوان نرخ که می بینیم شکل به توجه با شده است.
صفر سمت به اسکد و MCP توابع تاوان نرخ ضرایب، مطلق قدر افزایش با اما است، برابر لاسو
صفر از ضرایب گرفتن فاصله با ابتدا در اسکد تابع تاوان نرخ که است ذکر به لازم می کند. تنزل
تابع اما می یابد، کاهش سرعت به ضرایب مطلق قدر افزایش با سپس است، لاسو تاوان نرخ معادل
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علاوه می یابد. تنزل صفر سمت به فوراً آن تاوان نرخ مبدا، از شدن خارج محض به MCP تاوان
تاوان توابع همه بین در یعنی است، مینیماکس مقعر MCP روش که می دهد نشان شکل این، بر
P

1

λp۰`;λq “ λ و P 1

λpβ;λq “ ۰ شرط دو در β ě γλ هر برای که p۰,8q بازه بر مشتق پذیر پیوسته
می کند کمینه را زیر تقعر بیشینه MCP می کند، صدق

K “ sup
۰ăβ۱ăβ۲

P
1

λpβ۱;λq ´ P
1

λpβ۲;λq

β۲ ´ β۱
.

مطلوب ویژگی سه دارای که توابعی همه بین در که است معنی بدین MCP تابع بودن مینماکس مقعر
در اسکد و MCP توابع مشتق های شکل در می کند. کمینه را تقعر بیشینه اندازه MCP هستند، فوق
که حالی در است، K “ ۱

γ “ ۱
۳ تقعر دارای ناحیه این در MCP اما هستند، برابر γλ “ ۳ و ۰ نقاط

شرایط که تاوانی توابع اغلب که است ذکر به لازم است. K “ ۱
γ´۱ “ ۱

۲ تقعر ماکزیمم دارای اسکد
مسئله موضوع، این هستند. غیرمحدب توابع می باشند، دارا را پیوستگی و نااریبی تنکی، مطلوب
مراجعه (۲۰۱۹) هووانگ و برهنی به بیش تر اطلاعات برای می کند. مواجه چالش با را بهینه سازی

شود.

تاوان پارامتر انتخاب ۳ .۳ .۱ .۲

می کند. بازی مدل پیچیدگی کنترل در مهمی بسیار نقش تاوانیده رگرسیون در تاوان پارامتر انتخاب
متغیرهای همه و می شود تبدیل OLS برآوردگر به تاوانیده برآوردگر λ “ ۰ ازای به مثال، عنوان به
نتیجه در و می شود، همگرا 8 به (۴ .۲) تابع دوم جزء ،λ Ñ 8 اگر می شوند. مدل وارد تبیینی
دو این بین مقدار بهترین انتخاب برای نمی شود. مدل وارد متغیری هیچ و شده صفر ضرایب تمام
λ برای مشخص، به طور می شود. استفاده GCV و BIC ،AIC کلاسیک معیارهای از فرین، حالت
انتخاب معیار مقدار سپس و آورده به دست را ،pβλ تاوانیده، دوم توان های کمترین برآورد داده شده،

به صورت کلاسیک معیارهای این می کنیم. محاسبه pβλ براساس را کلاسیک

AICλ “ }y ´Xpβλ}۲ ` ۲dfλpσ۲,

BICλ “ }y ´Xpβλ}۲ ` logpnqpσ۲,

GCVλ “

۱
n}y ´Xpβλ}۲

p۱ ´ dfλ{nq۲ ,

است. کامل مدل تحت باقیمانده ها دوم توان های مجموع RSSp و pσ۲ “
RSSp

n´p که می شوند، محاسبه
فوق، معیارهای در دارند. حضور مدل در تبیینی متغیرهای همه که است مدلی کامل مدل از منظور

به صورت غیر صفر ضرایب تعداد از استفاده با معمولا dfλ شده برآورد مدل آزادی درجه

dfλ “

p
ÿ

k“۱
Ippβk,λ ‰ ۰q,
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طرح ماتریس از استفاده dfλ محاسبه دیگر راه است. نشانگر تابع Ip.q آن در که می آید به دست
به صورت

dfλ “ tr
´

XλpXJ
λXλ ` nΣλq´۱XJ

λ

¯

,

به صورت بلوکی ماتریس Σλ و داده شده λ با متناظر مدل طرح ماتریس Xλ که است

Σλ “ diag
pβk,λ‰۰

!

P
1

λp|pβk,λ|q{|pβk,λ|

)

یک برای پایان، در است. pβλ تاوانیده دوم توان های کمترین برآورد از مولفه kامین ،pβk,λ و بوده
که می کنیم انتخاب بهینه مقدار عنوان به را λ از مقداری آن ،λ۱, . . . , λM شده داده نقاط از مجموعه

باشد. کلاسیک معیار مقدار کمترین دارای
است. تایی۳۷ k متقابل اعتبارسنجی روش از استفاده تاوان پارامتر انتخاب برای دیگر روش یک
یکسان اندازه با گروه k به تصادفی به طور را مشاهدات مجموعه شده، داده λ یک برای روش، این در
داده های عنوان به را گروه ها سایر و آزمون۳۸ داده های عنوان به را اول گروه سپس می کنیم. افراز
به پاسخ متغیر مقدار آموزشی، داده های از استفاده با مدل برازش از پس می گیریم. درنظر آموزشی
PE۱ “

ř

iPI۱
pyi´pyiq

۲ به صورت را پیشگویی خطای سپس می شود. پیشگویی آزمون داده های ازای
هر در و می شود تکرار بار k روند این است. اول گروه مشاهدات اندیس I۱ که می کنیم. محاسبه
درنظر آموزشی داده های عنوان به گروه ها بقیه و آزمون داده های عنوان به مختلف گروه یک تکرار
اعتبارسنجی سپس می آید. به دست PE۱, . . . , PEk آزمون خطای برآورد k نتیجه در می شود. گرفته

رابطه از استفاده با متقابل

CV pλq “
۱
k

k
ÿ

i“۱
PEi

k مقدار معمولا عمل در کند. کمینه را CV pλq مقدار که می شود انتخاب λای آن می شود. محاسبه
می شود. گرفته درنظر ۱۰ یا ۵ برابر

تاوان تابع بر مبتنی روش محاسباتی الگوریتم ۴ .۳ .۱ .۲

به صورت را قبل بخش های در تاوانیده رگرسیون

ℓpβq “
۱
۲}y ´Xβ}۲ `

p
ÿ

k“۱
Pλp|βk|q (۹ .۲)

لذا و است محدب تابع یک (۹ .۲) هدف تابع لاسو، مانند محدب، تاوان تابع یک با بگیرید. در نظر
که تاوانی توابع اغلب اما آورد. به دست محدب بهینه سازی با می توان را تاوانیده رگرسیون برآوردهای
موضوع این و بوده غیرمحدب توابع می  باشند، پیوستگی و نااریبی تنکی، مطلوب ویژگی سه دارای
توابع برخی با را غیرمحدب تاوان توابع می توان نباشد. محدب (۹ .۲) هدف تابع که می شود باعث

37k­fold cross validation
38Test dataset
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محدب بهینه سازی الگوریتم های از استفاده با را غیرمحدب بهینه سازی مسئله و زد تقریب محدب
می کنیم. معرفی بیان شده، مشکل حل برای را زیر تقریب دو قسمت این در کرد. حل

کافی لذا است، محدب تابع یک (۹ .۲) رابطه در اول عبارت چون موضعی: دوم درجه تقریب
لی و فن راستا، این در کنیم. تقریب محدب تابع یک با را Pλp|βk|q محدب غیر تاوان تابع است

دادند. ارائه غیرمحدب تاوان توابع تقریب برای را (LQA) موضعی۳۹ دوم درجه الگوریتم (۲۰۰۱)
باشد، صفر به نزدیک βp۰q

k اگر باشد. β برای اولیه ای مقدار βp۰q “ pβ
p۰q

۱ , . . . , β
p۰q
p qJ کنید فرض

داریم موضعی تقریب از استفاده با این صورت غیر در ،pβk “ ۰ می دهیم قرار

rPλp|βk|qs
1

“ P
1

λp|βk|q
βk

|βk|
« P

1

λp|β
p۰q

k |q
βk

|β
p۰q

k |
, βk « β

p۰q

k . (۱۰ .۲)

داریم βk تا βp۰q

k از βk به نسبت طرفین از انتگرال گیری با

Pλp|βk|q ´ Pλp|β
p۰q

k |q «
۱
۲
P

1

λp|β
p۰q

k |q

|β
p۰q

k |
tβ۲

k ´ β
p۰q۲
k u

زیر عبارت معادله، دوم طرف به Pλp|β
p۰q

k |q جمله انتقال با سپس

Pλp|βk|q « Pλp|β
p۰q

k |q `
۱
۲
P

1

λp|β
p۰q

k |q

|β
p۰q

k |
tβ۲

k ´ β
p۰q۲
k u.

بنابراین، می آید. به دست

ℓpβq “
۱
۲}y ´Xβ}۲ `

p
ÿ

k“۱
Pλp|βk|q

«
۱
۲}y ´Xβ}۲ `

p
ÿ

k“۱

!

Pλp|β
p۰q

k |q `
۱
۲
P

1

λp|β
p۰q

k |q

|β
p۰q

k |
tβ۲

k ´ β
p۰q۲
k u

)

“
۱
۲}y ´Xβ}۲ `

p
ÿ

k“۱

۱
۲
P

1

λp|β
p۰q

k |q

|β
p۰q

k |
β۲
k ` c,

به (۹ .۲) هدف تابع ثابت، جملات حذف و فوق تقریب از استفاده با است. βp۰q

k از تابعی ⅽ ثابت که
به صورت می توان را تاوانیده دوم توان های کمترین برآورد نتیجه، در می شود. تبدیل دو درجه تابع یک

βp۱q “

!

XJX ` Σλpβp۰qq

)´۱
XJy

آن در که آورد به دست

Σλpβp۰qq “ diag
!P

1

λp|β
p۰q

۱ |q

|β
p۰q

۱ |
, . . . ,

P
1

λp|β
p۰q
p |q

|β
p۰q
p |

)

.
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۶۹ رگرسیونی مدل های در متغیر انتخاب

متغیرهای نمی تواند ریج رگرسیون که واقعیت این به توجه با و است ریج برآوردگر شبیه فوق ساختار
برابر می باشند، صفر به نزدیک بسیار که را برآوردشده رگرسیونی ضرایب کند، انتخاب را معنی دار

شوند. حذف مدل از بی اهمیت متغیرهای تا می دهیم قرار صفر
زیان تابع از غیر دیگری هموار زیان تابع هر به آن تعمیم پذیری LQA تقریب مزایای از یکی

به صورت تاوانیده هدف تابع ℓpβq زیان تابع گرفتن درنظر با است. دوم توان های کمترین

ℓpβq `

p
ÿ

k“۱
Pλp|βk|q (۱۱ .۲)

به صورت دو درجه یک تابع با را ℓpβq زیان تابع ابتدا حالت، این در می شود. تعریف

ℓpβq “ ℓpβp۰qq ` ∇ℓJpβp۰qq
`

β ´ βp۰q
˘

`
۱
۲
`

β ´ βp۰q
˘J∇۲ℓpβp۰qq

`

β ´ βp۰q
˘

,

که می کنیم تقریب

∇ℓJpβp۰qq “
BℓJpβp۰qq

Bβ
, ∇۲ℓJpβp۰qq “

B۲ℓJpβp۰qq

BβBβJ
.

به صورت می توان را (۱۱ .۲) هدف تابع ثابت، جمله حذف با

∇ℓJpβp۰qq
`

β ´ βp۰q
˘

`
۱
۲
`

β ´ βp۰q
˘J∇۲ℓpβp۰qq

`

β ´ βp۰q
˘

`
۱
۲β

JΣλpβp۰qqβ (۱۲ .۲)

آورد. به دست را (۱۱ .۲) تابع بهینه جواب نیوتن−رافسون الگوریتم از استفاده با سپس و نوشت

برد. کار به (۱۱ .۲) تابع تقریب برای می توان را LQA الگوریتم زیر، مراحل اجرای با دقیق تر، به طور

OLS برآورد می تواند اولیه مقدار این کنید. انتخاب β برای را βp۰q اولیه مقدار اول: مرحله •
باشد.

کنید. تقریب (۱۲ .۲) براساس را (۱۱ .۲) هدف تابع دوم: مرحله •

بدست دو درجه تابع کننده کمینه مقدار محاسبه برای را نیوتن‑رافسون الگوریتم سوم: مرحله •
متغیر ،|βp۰q

k | ă ϵ اگر سپس شود. به روزرسانی βp۰q

k مقدار تا ببرید کار به دوم مرحله در آمده
کنید. حذف را Xk

کنید. تکرار هم گرایی به رسیدن تا را سوم و دوم مراحل چهارم: مرحله •

الگوریتم ،βp۰q برای مناسب مقدار یک انتخاب صورت در که دادند نشان (۲۰۰۱) لی و فن
کارایی مناسب، اولیه مقدار یک با این، بر علاوه می رسد. هم گرایی به تکرار کمی تعداد از پس LQA
ایراد اما است. هم گرایی به رسیدن تا الگوریتم کامل تکرار با معادل تکرار یک با LQA الگوریتم
مدل وارد بعدی تکرار در شود، حذف تکرار هر در متغیر یک اگر که است این الگوریتم این بر وارد
پیشرو انتخاب روش مشابه روش این بنابراین، می شود. حذف نهایی مدل از نتیجه در و نمی شود

می کند. عمل



نرمال طولی داده های برای متغیر انتخاب ۷۰

(۲۰۰۸) لی و ژو ،LQA تقریب در بیان شده مشکل بر غلبه برای موضعی: خطی تقریب
با دادند. پیشنهاد غیرمحدب تاوان توابع تقریب برای را (LLA) موضعی۴۰ خطی تقریب الگوریتم

داریم βp۰q

k نقطه در Pλp.q تیلور بسط از استفاده

Pλp|βk|q « Pλp|β
p۰q

k |q ` P
1

λp|β
p۰q

k |qt|βk| ´ |β
p۰q

k |u; βk « β
p۰q

k .

به صورت را (۹ .۲) هدف تابع می توان بنابراین

ℓpβq “
۱
۲}y ´Xβ}۲ `

p
ÿ

k“۱
Pλp|βk|q

«
۱
۲}y ´Xβ}۲ `

p
ÿ

k“۱

!

Pλp|β
p۰q

k |q ` P
1

λp|β
p۰q

k |qt|βk| ´ |β
p۰q

k |u

)

“
۱
۲}y ´Xβ}۲ `

p
ÿ

k“۱

۱
۲P

1

λp|β
p۰q

k |q|βk| ` c,

تابع به را غیرمحدب تاوانیده هدف تابع LLA تقریب است. βp۰q از تابعی ⅽ ثابت که نمود تقریب
درجه برنامه ریزی از استفاده با می توان را تبدیل یافته هدف تابع این می کند. تبدیل وزنی لاسوی هدف
و L۰٫۵ تاوان توابع برای را LLA و LQA تقریب ۵ .۲ شکل کرد. حل زاویه کمترین الگوریتم یا دو
شده گرفته درنظر مختلف اولیه مقدار دو و λ “ ۲ تابع دو هر برای شکل این در می دهد. نشان اسکد

 است.
SCAD: β(0)=4

β

P
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منحنی دو؛ درجه تقریب آبی: منحنی .SCAD و L۰٫۵ جریمه توابع برای خطی و دو درجه تقریب :۵ .۲ شکل
جریمه. تابع مشکی: منحنی خطی؛ تقریب قرمز:

تاوانیده هدف توابع مسئله حل برای نیز دیگری الگوریتم های فوق، تقریب دو بر علاوه تاکنون،
لاسوی برای نزولی۴۲ مختصات الگوریتم ،(۱۹۹۸ ، (فو پیش برنده۴۱ الگوریتم شده است. معرفی
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۷۱ طولی داده های برای ریج برآوردگر

،(۲۰۱۱ ، لی و (ژانگ تکراری۴۳ شرطی ماکزیمم سازی الگوریتم ،(۲۰۰۸ ، لانگ و (وو گروهی
الگوریتم و (۲۰۱۱ ، هووانگ و (برهنی غیرمحدب تاوان توابع برای غیرنزولی مختصات الگوریتم

می باشند. الگوریتم ها این از نمونه هایی (۲۰۱۵ ، هووانگ و (برهنی گروهی نزولی مختصات

طولی داده های برای ریج برآوردگر ۲ .۲
پدیده با کلاسیک رگرسیون کاربردهای از بسیاری و معمولی داده های با برخورد در که همان گونه
در ریج برآوردگر از استفاده نیستند. مستثنی امر این از نیز طولی داده های هستیم، روبرو هم خطی
مالو ،(۲۰۰۶) هورواس و ژانگ کارهای می توان تنها و نداشته چندانی پیشینه طولی داده های تحلیل
لازم برد. نام را (۲۰۱۸) همکاران و رحمانی و (۲۰۱۱) همکاران و الیوت ،(۲۰۰۸) همکاران و
و است نشده  بررسی آمیخته اثرات با نیمه پارامتری مدل موارد، این از کدام هیچ در که است ذکر به
برآوردگر معرفی ضمن بنابراین گرفت. درنظر آن ها نتایج از تعمیمی عنوان به می توان را ما تحقیقات
مطالعات از حاصل عددی نتایج پایان در است. شده  ارائه شده معرفی برآوردگر مجانبی رفتار ریج،

می گردد. ارائه واقعی داده های تحلیل و شبیه سازی
هم خطی طولی، داده های ثابت اثرات طرح ماتریس ستون های بین که بگیرید درنظر را شرایطی
می شود. پیشنهاد β برای ریج رگرسیونی برآوردگر از استفاده حالت این در باشد. داشته وجود چندگانه
عبارت (۱۰ .۱) رابطه تاوانیده صورت ،(۸ .۱) رابطه در ناپارامتری تابع برای برآوردگر فرض با

از است

l˚pβq “ plpβq ` λβJβ.

به صورت موزون هسته ای ریج برآوردگر حالت این در

pβRK “ argmin
β

tpỹ ´ X̃βqJV ´۱pỹ ´ X̃βq ` λβJβu

“ pX̃
J
V ´۱X̃ ` λIniq

´۱X̃
J
V ´۱ỹ

“ RpλqpβK ,

مشابه bi و fptiq که است واضح .Rpλq “

´

pX̃
J
V ´۱X̃q´۱λ`Ini

¯´۱
آن در که می شود، حاصل
به صورت قبل حالت های

pfptiq “ pµY ptiq ´ pµJ
XptiqpβRK ,

pbi “ Erbi|yis “ DiZiV
´۱
i pỹi ´ X̃i

pβRKq “ DiZiV
´۱
i

`

yi ´Xi
pβRK ´ pfptiq

˘

معیار (۲۰۰۱) لی و فن ،λ تنظیم پارامتر برای مناسب مقداری انتخاب منظور به می شوند. برآورد
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نرمال طولی داده های برای متغیر انتخاب ۷۲

به صورت را (GCV ) تعمیم یافته۴۴ متقابل سنجی اعتبار

GCV pλq “
RSSpλq{n

p۱ ´ tr
`

dpλq
˘

{nq۲ ,
pλ “ argmin

λPR`

GCV pλq

آن در که کردند، معرفی

RSSpλq “ pỹ ´ X̃pβRqJV ´۱pỹ ´ X̃pβRq,

dpλq “ X̃pX̃
J
V ´۱X̃ ` λIq´۱X̃

J
V ´۱ `ZDZJpI ´ X̃rpX̃

J
V ´۱X̃ ` λIq´۱X̃

J
V ´۱sq.

زیر قضیه می توان راحتی به است، (pβK) هسته ای برآوردگر از مضربی ریج برآوردگر آنجایی که از
گرفت. نتیجه ۱ .۵ .۱ قضیه از را

مجانبی توزیع دارای ریج برآوردگر آن گاه ،n ÝÑ 8 وقتی بخش این مفروضات تحت .۱ .۲ .۲ قضیه
است. زیر

?
n
!

pβR ´Rpλq
`

β ` h۲bKpβ,fq{۲˘
)

d
ÝÑ Np

`

0,RpλqV KRJpλq
˘

.

است. آمده ۱ .۵ .۱ قضیه در V K و bKpβ,fq مولفه های آن در که

منظور به می باشد، پاسخ ها کوواریانس ماتریس با تعامل در معرفی شده برآوردگر آنجایی که از
و رگرسیونی ضرایب برآورد بین ۱ الگوریتم مشابه تکراری الگوریتم یک از برآوردگرها کارایی بهبود

می کنیم. استفاده کوواریانس ماتریس برآورد

عددی مطالعات ۱ .۲ .۲

شبیه سازی مطالعات ۱ .۱ .۲ .۲

شرایطی در ریج هسته ای و هسته ای برآوردگرهای مقایسه جهت شبیه سازی مطالعه یک قسمت این در
مدل از داده ها می گیرد. انجام باشند، هم خطی دارای تبیینی متغیرهای که

yiptijq “ x۱,iptijqβ۱ ` x۲,iptijqβ۲ ` x۳,iptijqβ۳ ` x۴,iptijqβ۴ ` x۵,iptijqβ۵

`fptijq ` bi ` εiptijq,

به صورت مولفه ها سایر .βT “ p۰٫۵,۱,۱٫۵,۲,۰٫۱,۰٫۲q آن در که شده اند، شبیه سازی

fptijq “ ۲ sinp۲πtijq; tij „ Up۰,۱q,

bi „ N p۰, σ۲
b q; σ۲

b “ ۰٫۲۵,

εij „ N p۰, σ۲ptqq; σ۲ptq “ expp t
۱۲q.
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بعد با نرمال طولی داده های برای آمیخته اثرات با نیمه پارامتری مدل در متغیر انتخاب
۷۳ بالا

رابطه کمک به تبیینی متغیرهای هم خطی، شرایط ایجاد جهت

xik “ p۱ ´ γ۲q
۱
۲ωik ` γ۲ωip, i “ ۱, . . . , n “ ۵۰, k “ ۱, . . . , p “ ۵,

آنجایی که از هستند. استاندارد نرمال توزیع دارای و بوده هم از مستقل ωikها به طوری که می شوند، تولید
همبستگی مختلف درجات به رسیدن منظور به می باشد γ۲ تبیینی متغیر دو هر بین همبستگی میزان
همبستگی ساختار اعمال تاثیر بررسی منظور به گرفتیم. درنظر γ برای را ۰٫۹۹ و ۰٫۹،۰٫۸ ،۰٫۷ مقادیر
برآورد ARp۱q واقعی همبستگی ساختار تحت را pβK و pβRK ابتدا برآوردگرها، عملکرد بر نادرست
همبستگی ساختار تحت را برآوردگرها سپس دادیم. نشان K´C و RK´C نماد با به ترتیب و کرده

دادیم. نشان K ´ I و RK ´ I نماد با به ترتیب و کرده برآورد تبادل پذیر نادرست
۵۰۰ اساس بر مذکور برآوردگرهای SD و اریبی ،MSE مقادیر به مربوط نتایج ۲ .۲ جدول
برآوردگر که گرفت نتیجه می توان جداول نتایج از می کند. گزارش را بیان شده شبیه سازی از تکرار
همبستگی ساختار که هنگامی حتی دارد هسته ای برآوردگر به نسبت کمتری MSE هسته ای، ریج
نسبت بهتری عملکرد SD و اریبی معیارهای نظر از هسته ای ریج برآوردگر نشود. تعیین درستی به
افزایش تبیینی متغیرهای بین هم خطی میزان که هنگامی این، بر علاوه دارد. هسته ای برآوردگر به

می یابد. کاهش هسته ای ریج برآوردگر با مقایسه در هسته ای برآوردگر کارایی می یابد،

CD۴ داده های تحلیل ۲ .۱ .۲ .۲

داده های از استفاده با معرفی شده هسته ای ریج و هسته ای برآوردگرهای رفتار مطالعه به بخش این در
می پردازیم. CD۴

محاسبه برای است. شده  ارائه ۳ .۲ جدول در آن ها SD همراه به رگرسیونی پارامترهای برآورد
ریج روش که می دهد نشان نتایج این شد. استفاده یک طرفه۴۵ اعتبارسنجی روش از SD مقادیر

می دهد. نتیجه را کمتر SD مقادیر با برآوردهایی همواره

آمیخته اثرات با نیمه پارامتری مدل در متغیر انتخاب ۳ .۲
بالا بعد با نرمال طولی داده های برای

همه کردن وارد عموما که هستیم روبرو متغیرها از فراوانی تعداد با طولی مطالعات از بسیاری در
است مهم بنابراین می شود. داده ها واقعی الگوی از معمول مدل های انحراف موجب تحلیل در آن ها
(۲۰۰۳) فو که آن از پس یابد. توسعه نیز طولی داده های برای برآورد و متغیر انتخاب روش های که
و تعمیم یافته خطی مدل های در به ترتیب تاوان، تابع بر مبتنی روش تعمیم به (۲۰۰۴) لی و فن و
با طولی داده های زمینه در متغیر انتخاب مسئله پرداختند، طولی داده های با نیمه پارامتری مدل های
زیاک ،(۲۰۰۵) همکاران و کانتونی کارهای به می توان میان این در شد. روبرو چمشگیری پیشرفت

45Leave­one­out cross­validation



نرمال طولی داده های برای متغیر انتخاب ۷۴

γهای ازای به pβK و pβRK برآوردگرهای (SD) اریبی و MSE مقادیر شبیه سازی: نتایج :۲ .۲ جدول
مختلف.

روش ها پارامترها γ “ ۰٫۷۰ γ “ ۰٫۸۰ γ “ ۰٫۹۰ γ “ ۰٫۹۹
RK ´ C β۱ ۰٫۰۳۱۶p۰٫۰۴۰۰q ۰٫۰۳۷۶p۰٫۰۴۷۵q ۰٫۰۵۱۴p۰٫۰۶۴۹q ۰٫۱۴۰۱p۰٫۱۷۴۸q

β۲ ۰٫۰۳۱۰p۰٫۰۳۹۰q ۰٫۰۳۶۸p۰٫۰۴۶۴q ۰٫۰۵۰۶p۰٫۰۶۳۵q ۰٫۱۴۴۶p۰٫۱۷۰۶q

β۳ ۰٫۰۲۸۲p۰٫۰۳۵۵q ۰٫۰۳۳۳p۰٫۰۴۲۲q ۰٫۰۴۵۲p۰٫۰۵۷۷q ۰٫۱۳۵۹p۰٫۱۵۷۲q

β۴ ۰٫۰۳۰۶p۰٫۰۳۸۸q ۰٫۰۳۶۴p۰٫۰۴۶۱q ۰٫۰۴۹۸p۰٫۰۶۳۰q ۰٫۱۳۹۷p۰٫۱۷۴۵q

β۵ ۰٫۰۳۵۱p۰٫۰۴۵۴q ۰٫۰۴۵۴p۰٫۰۵۹۲q ۰٫۰۶۹۰p۰٫۰۹۱۰q ۰٫۲۲۰۸p۰٫۲۶۴۴q

MSE ۰٫۰۰۷۹ ۰٫۰۱۱۸ ۰٫۰۲۳۸ ۰٫۲۱۰۳

RK ´ I β۱ ۰٫۰۳۳۷p۰٫۰۴۱۴q ۰٫۰۴۰۲p۰٫۰۴۹۲q ۰٫۰۵۵۳p۰٫۰۶۷۷q ۰٫۱۶۸۶p۰٫۲۰۵۹q

β۲ ۰٫۰۳۳۰p۰٫۰۴۰۸q ۰٫۰۳۹۳p۰٫۰۴۸۴q ۰٫۰۵۴۰p۰٫۰۶۶۵q ۰٫۱۶۲۴p۰٫۲۰۱۱q

β۳ ۰٫۰۲۹۵p۰٫۰۳۷۵q ۰٫۰۳۵۱p۰٫۰۴۴۶q ۰٫۰۴۸۲p۰٫۰۶۱۳q ۰٫۱۴۵۳p۰٫۱۸۴۷q

β۴ ۰٫۰۳۶۲p۰٫۰۴۵۲q ۰٫۰۴۳۱p۰٫۰۵۳۷q ۰٫۰۵۹۳p۰٫۰۷۳۹q ۰٫۱۸۰۰p۰٫۲۲۳۶q

β۵ ۰٫۰۳۴۲p۰٫۰۴۲۷q ۰٫۰۴۴۴p۰٫۰۵۵۶q ۰٫۰۶۸۷p۰٫۰۸۶۵q ۰٫۲۵۱۸p۰٫۳۲۱۹q

MSE ۰٫۰۰۸۷ ۰٫۰۱۲۸ ۰٫۰۲۵۸ ۰٫۲۷۰۴

K ´ C β۱ ۰٫۰۳۱۵p۰٫۰۴۰۰q ۰٫۰۳۷۵p۰٫۰۴۷۶q ۰٫۰۵۱۷p۰٫۰۶۵۶q ۰٫۱۵۹۶p۰٫۲۰۲۷q

β۲ ۰٫۰۳۱۳p۰٫۰۳۹۰q ۰٫۰۳۷۳p۰٫۰۴۶۴q ۰٫۰۵۱۳p۰٫۰۶۳۹q ۰٫۱۵۸۵p۰٫۱۹۷۵q

β۳ ۰٫۰۲۹۶p۰٫۰۳۵۸q ۰٫۰۳۵۲p۰٫۰۴۲۶q ۰٫۰۴۸۵p۰٫۰۵۸۶q ۰٫۱۴۹۹p۰٫۱۸۱۱q

β۴ ۰٫۰۳۰۸p۰٫۰۳۸۹q ۰٫۰۳۶۶p۰٫۰۴۶۳q ۰٫۰۵۰۴p۰٫۰۶۳۸q ۰٫۱۵۵۸p۰٫۱۹۷۱q

β۵ ۰٫۰۳۵۶p۰٫۰۴۵۶q ۰٫۰۴۶۳p۰٫۰۵۹۶q ۰٫۰۷۲۰p۰٫۰۹۳۰q ۰٫۲۷۸۲p۰٫۳۶۰۸q

MSE ۰٫۰۰۸۱ ۰٫۰۱۲۱ ۰٫۰۲۴۹ ۰٫۲۸۷۱

K ´ I β۱ ۰٫۰۳۳۷p۰٫۰۴۱۴q ۰٫۰۴۰۲p۰٫۰۴۹۳q ۰٫۰۵۵۳p۰٫۰۶۷۹q ۰٫۱۷۰۸p۰٫۲۰۹۷q

β۲ ۰٫۰۳۳۲p۰٫۰۴۰۷q ۰٫۰۳۹۵p۰٫۰۴۸۵q ۰٫۰۵۴۳p۰٫۰۶۶۷q ۰٫۱۶۷۹p۰٫۲۰۶۲q

β۳ ۰٫۰۲۹۶p۰٫۰۳۷۶q ۰٫۰۳۵۳p۰٫۰۴۴۷q ۰٫۰۴۸۵p۰٫۰۶۱۵q ۰٫۱۵۰۰p۰٫۱۹۰۲q

β۴ ۰٫۰۳۶۲p۰٫۰۴۵۲q ۰٫۰۴۳۱p۰٫۰۵۳۸q ۰٫۰۵۹۴p۰٫۰۷۴۰q ۰٫۱۸۳۵p۰٫۲۲۸۸q

β۵ ۰٫۰۳۴۵p۰٫۰۴۲۸q ۰٫۰۴۴۴p۰٫۰۵۵۷q ۰٫۰۶۸۸p۰٫۰۸۶۸q ۰٫۲۶۳۳p۰٫۳۳۸۰q

MSE ۰٫۰۰۸۷ ۰٫۰۱۲۹ ۰٫۰۲۶۱ ۰٫۲۹۱۹

تعمیم یافته، خطی مدل های در (۲۰۱۰) همکاران و سوای و (۲۰۰۹) کوای و وانگ ،(۲۰۰۶)
همکاران و ما و (۲۰۱۰) همکاران و نی آمیخته، اثرات مدل در (۲۰۱۰) همکاران و باندل

قابل غیر نیز طولی داده های در بالا بعد مسئله رخداد کرد. اشاره نیمه پارامتری مدل های در (۲۰۱۳)
چالش های واسطه به بالا بعد با طولی داده های برای متغیر انتخاب مسئله وجود، این با است. اجتناب
سو کارهای توان می تنها و نداشته چندانی پیشینه گروهی درون همبستگی وجود جمله از تحمیل شده
،(۱۳۹۷) همکاران و کاظمی اخیرا برد. نام را (۲۰۱۲) همکاران و وانگ و (۲۰۱۳) همکاران و
حال، عین در کرده است. بررسی را متغیر انتخاب مسئله بالا بسیار بعد با خطی−جزئی مدل های در
با نیمه پارامتری رگرسیونی مدل های در بالا بعد با طولی داده های متغیر انتخاب زمینه در تحقیقات
طولی داده های در بیان شده مسئله اهمیت به توجه با است. مانده ناشناخته زیادی حد تا آمیخته اثرات
مبتنی را آمیخته اثرات با نیمه پارامتری مدل در متغیر انتخاب و برآورد بخش، این در بالا، بعد با



بعد با نرمال طولی داده های برای آمیخته اثرات با نیمه پارامتری مدل در متغیر انتخاب
۷۵ بالا

مختلف. برآوردگرهای تحت (SD) رگرسیونی پارامترهای برآورد :CD۴ داده های تحلیل نتایج :۳ .۲ جدول
روش

اسپلاین ریج هسته ای ریج اسپلاین هسته ای
AGE ۰٫۰۸۱۱p۰٫۰۰۰۱q ۰٫۰۲۰۸p۰٫۰۰۲۱q ۰٫۰۸۵۱p۰٫۰۰۰۲q ۰٫۰۲۱۲p۰٫۰۰۲۱q

SMOKE ۰٫۷۸۲۳p۰٫۰۰۳۱q ۰٫۵۸۰۸p۰٫۰۰۸۰q ۰٫۷۲۹۰p۰٫۰۰۶۰q ۰٫۵۹۴۱p۰٫۰۰۸۲q

DRUG ۰٫۸۴۰۱p۰٫۰۱۴۲q ۰٫۴۵۸۲p۰٫۰۱۶۶q ۰٫۸۰۱۱p۰٫۰۱۴۳q ۰٫۵۳۵۰p۰٫۰۱۹۴q

SEXP ۰٫۰۷۹۰p۰٫۰۰۱۳q ۰٫۰۵۹۷p۰٫۰۰۲۴q ۰٫۰۷۱۱p۰٫۰۰۱۴q ۰٫۰۵۸۵p۰٫۰۰۲۴q

CESD ´۰٫۰۵۴۲p۰٫۰۰۰۳q ´۰٫۰۵۳۱p۰٫۰۰۰۹q ´۰٫۰۶۸۶p۰٫۰۰۰۳q ´۰٫۰۵۳۲p۰٫۰۰۰۹q

مولفه و تصادفی اثرات توام وجود علت به پیشنهادی روش گرفتیم. درنظر تاوان، توابع رهیافت بر
در معرفی شده برآوردگر آنجایی که از است. متفاوت انجام شده کارهای با نسبتا مدل، در ناپارامتری
برآوردگر کارآیی بهبود منظور به می باشند، تصادفی اثرات و پاسخ ها کوواریانس ماتریس با تعامل
خواص این، بر علاوه می کنیم. استفاده EM تکراری الگوریتم از (PML) تاوانیده درستنمایی بیشینه
حجم افزایش با متناسب پارامترها تعداد آن در که بالا بعد داده های چارچوب در برآوردگرها مجانبی
منظور به می گیرد. قرار بررسی مورد تاوان تابع پارامترهای انتخاب نحوه و می یابد، افزایش نمونه
واقعی داده مجموعه یک تحلیل همچنین و شبیه سازی مطالعه ای معرفی شده، روش عملکرد بررسی

آمده است. فراهم

مدل  باشیم. داشته اختیار در بالا بعد با طولی داده های از تایی n تصادفی نمونه یک کنید فرض
به را شد داده شرح ۴ .۳ .۱ بخش در که طولی داده های برای آمیخته اثرات با نیمه پارامتری رگرسیونی
شده داده شرح رگرسیونی اسپلاین های روش به مدل ناپارامتری مولفه کنید فرض همچنین آورید. یاد

به صورت خطی رگرسیون مدل یک ترتیب بدین شود. زده تقریب ۳ .۵ .۱ در

yi “ X̃iθ `Zibi ` εi, (۱۳ .۲)

اثرات ماتریس از بعدی ppn ` hnq ˆ ni شده ادغام طرح ماتریس X̃i به طوری که داشت، خواهیم
به طوری که می باشند. بعدی ppn ` hnq ˆ ۱ شده ادغام پارامتر بردار θ و اسپلاین اثرات و ثابت
از حال است. اسپلاین تقریب در گره ها تعداد Kn و اسپلاین تقریب درجه d ،hn “ d ` Kn ` ۱
و برآورد به PML تاوانیده درستنمایی بیشینه مانند تاوان تابع بر مبتنی هدف تابع بهینه سازی طریق

می پردازیم. متغیر انتخاب

افزایش با متناسب ppq پارامترها تعداد که می شود فرض بالا بعد با داده های مبحث در آنجایی  که از
به λ و K ،h نمادهای متعاقباً می دهند. نمایش pn نماد با را p معمولا می یابد، افزایش نمونه حجم

می کنند. تغییر λn و Kn ،hn صورت



نرمال طولی داده های برای متغیر انتخاب ۷۶

تاوانیده درستنمایی بیشینه برای EM الگوریتم ۱ .۳ .۲

درستنمایی بیشینه برآوردگر ۱ .۱ .۳ .۲

شدن سانسور دلیل به داده ها از برخی یعنی باشد، غیرکامل مشاهدات بردار اگر ،ML برآورد روش در
و نیوتن−رافسون روش همچون تکرارشونده روش های از می توان نباشند، دسترس در گمشده مقادیر یا
استفاده EM الگوریتم اختصار به یا (۱۹۷۷ همکاران، و (دمپستر بیشینه سازی امیدریاضی الگوریتم
توزیع براساس شرطی ریاضی امید که E گام دارد. وجود گام دو الگوریتم از تکرار هر در کرد.
گام و می کند محاسبه را مشاهده شده داده های شرط به کامل داده های درستنمایی تابع لگاریتم شرطی
مدل پارامترهای برآورد برای نیز ما می کند. پیدا را مدل پارامترهای درستنمایی بیشینه برآورد که M

می کنیم. استفاده مذکور روش از (۱۳ .۲)
bi تصادفی اثرات اگر باشد. مدل پارامترهای تمام از ای مجموعه Θ “ pθ,D,Σ, q کنید فرض
آنگاه بگیریم، درنظر کامل داده های را tpyi, biq, i “ ۱, . . . , nu مجموعه و گمشده مقادیر عنوان به را

به صورت ثابت جمله گرفتن درنظر بدون درستنمایی تابع لگاریتم

ℓcpΘq “

n
ÿ

i“۱
ℓris
c pΘq (۱۴ .۲)

“

n
ÿ

i“۱

۱
۲
!

log |Σ´۱
i | ` log |D´۱

i | ´ rεJ
i Σ

´۱
i εi ` bJ

i D
´۱
i bis

)

و y “ tyi, i “ ۱, . . . , nu مشاهده شده داده های شرط به (۱۴ .۲) شرطی امید ارزیابی برای است.
می کنیم. استفاده زیر نتیجه از ما ، pΘprq

“ ppθ
prq
, pD

prq
, pΣ

prq
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می شود: انجام زیر شرح به EM الگوریتم اصلی مراحل
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به صورت QipΘ| pΘ
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q و است i “ ۱, . . . , n برای
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داریم: ۱ .۳ .۲ نتیجه اساس بر به طوری که می شوند، تعریف
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بعد با نرمال طولی داده های برای آمیخته اثرات با نیمه پارامتری مدل در متغیر انتخاب
۷۷ بالا

و

pb
prq

i “ Epbi|yi, pΘ
prq

q “ pD
prq

i Z
J
i
pV

prq´۱

i pyi ´ X̃i
pθ

prq
q,

pV
prq

bi “ Covpbi|yi, pΘ
prq

q “
`

pD
prq´۱

i `ZJ
i
pΣ

prq´۱

i Zi

˘´۱
,

.ei “ pyi ´ X̃iθ
prqq و

. pΘpr`۱q
“ max

Θ
QpΘ| pΘ

prq
q توسط pΘ

prq کردن به روز :M گام

EM الگوریتم و PML برآوردگر ۲ .۱ .۳ .۲

جمله ،(۱۴ .۲) درستنمایی تابع لگاریتم به آن ها، ضرایب برآورد و مهم متغیرهای انتخاب منظور به
به صورت تاوانیده درستنمایی تابع لگاریتم آنگاه می کنیم، اضافه را řp

k“۱ Pλnp|βk|q تاوان

ℓPenc pΘq “ ℓcpΘq ´ n

p
ÿ

k“۱
Pλnp|βk|q. (۱۵ .۲)

به صورت را E گام در تاوانیده Q تابع مشابه به طور می شود. حاصل

QPen
i pΘ| pΘ

prq
q “ QipΘ| pΘ

prq
q ´ n

pn
ÿ

k“۱
Pλnp|βk|q.

تاوان تابع رساله، کل و این جا در استفاده مورد تاوان تابع می کنیم فرض ادامه در می گیریم. درنظر
(LQA) موضعی دو درجه تقریب ،M گام در بهینه سازی مسئله حل برای و است (۸ .۲) رابطه اسکد،

می شود. پیشنهاد ۲ الگوریتم به صورت EM الگوریتم M گام مجموع در می بریم. کار به را

تاوان پارامترهای انتخاب ۳ .۱ .۳ .۲

این شود. اتخاذ مناسبی تصمیم گیری پارامتر چندین درباره باید پیشنهاد شده، روش پیاده سازی برای
B−اسپلاین تقریب در hn پایه توابع تعداد و Kn گره نقاط تعداد ،d جمله ای  چند درجه شامل پارامترها

هستند. اسکد تاوان تابع در λn و a پارامترهای و
مکعبی اسپلاین می نامند. مکعبی اسپلاین را اشاره مورد تابع آنگاه ،d “ ۳ اگر اسپلاین، تقریب در
علوم از بسیاری در دارد، که بالایی انعطاف پذیری دلیل به و است اسپلاین ها نوع متداول ترین از یکی
این می شود. استفاده اسپلاین نوع این از عددی مطالعات قسمت در لذا می گیرد، قرار استفاده مورد
گره ها زیاد تعداد دیگر سوی از و داشته اهمیت یابند افزایش نمونه حجم افزایش با گره ها تعداد که نکته
شود انتخاب درستی به باید گره ها تعداد بنابراین، دهد. افزایش را برآوردگرها واریانس است ممکن
با گره هایی معمولا محاسبات در سهولت برای گردد. ایجاد تعادل برآوردگرها واریانس و اریبی بین تا
بسیاری در استراتژی این می شود. انتخاب Kn « n۱{p۲r`۱q صورت به  گره ها تعداد و برابر فواصل
(۲۰۱۵) ستار و سینها و (۲۰۰۷) چو و چن ، (۲۰۰۲) همکاران و هی جمله از آماری متون از
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EⅯ الگوریتم و PML برآوردگر ۲ الگوریتم

زیر به  صورت که QpΘ| pΘ
prq

q کردن بیشینه طریق از pΣ
prq و pD

prq ،pβprq کردن به روز :M گام :۱
شوند: می حاصل

pθ
pr`۱q

“

´

n
ÿ

i“۱
X̃

J

i
pΣ

prq´۱

i X̃i ` nEnppθ
prq
¯´۱ n

ÿ

i“۱
X̃

J

i
pΣ

prq´۱

i pyi ´Zi
pb

prq

i q,

pD
pr`۱q

“ n´۱
n
ÿ

i“۱

pB
prq

i ,

pΣ
pr`۱q

“ n´۱
n
ÿ

i“۱

pΨ
prq

i pβq,

آن در که

Enppθ
prq

q “ ⅾiag
!qλnp|β۱|q

ϵ` |β۱|
, . . . ,

qλnp|βp|q

ϵ` |βp|
,0hn

)

, ϵ “ ۱۰´۶,

است. صفر عناصر با بعدی hn برداری 0hn و
pΘ “ ،PML برآوردگر تا می کنیم تکرار هم گرایی زمان تا را M و E های گام هم گرایی: گام :۲

آید. به دست ، ppθ, pD, pΣq

درستی انتخاب که می گیرد درنظر را گره n تعداد r “ ۰ زیرا r ą ۰ که است واضح شده است. اجرا
و ۱۰۰ ،۵۰ حجم به نمونه هایی برای مثال به طور می گیرند؛ درنظر ۱ برابر را r معمولا نمی باشد.
گره ها تعداد و مکعبی را اسپلاین اگر بنابراین بود. خواهد ۶ و ۵ ،۴ برابر به ترتیب گره ها تعداد ،۲۰۰
است؛ hn « n۱{p۲r`۱q ` ۴ به صورت پایه توابع تعداد بگیریم، درنظر Kn « n۱{p۲r`۱q به صورت را

داشت. خواهیم پایه تابع ۱۰ و ۹ ،۸ به ترتیب ۲۰۰ و ۱۰۰ ،۵۰ نمونه های حجم برای که
متعدد تکنیک های ،λn تنظیم پارامتر برای مناسب مقداری انتخاب منظور به ۳ .۳ .۱ .۲ بخش در
مقدار بیزی دیدگاه از (۲۰۰۱) لی و فن همچنین شده اند. معرفی مختلف، افراد توسط پیشنهادی
اعتبار معیار از اینجا در دادند. پیشنهاد مختلف مسائل برای مناسب مقدار یک عنوان به را a “ ۳٫۷

به صورت که می کنیم استفاده (GCV ) تعمیم یافته متقابل سنجی

GCV pλnq “
RSSpλnq{n

p۱ ´ tr
`

dpλnq
˘

{nq۲ ,
pλn “ argmin

λnPRe`

GCV pλnq,

آن در و است

RSSpλnq “ py ´ X̃
J
pθ ´ZJ

pbqJ
pV

´۱
py ´ X̃

J
pθ ´ZJ

pbq,

dpλnq “ XpXJ
pV

´۱
X ` λnIq´۱XJ

pV
´۱

`Z pDZJpI ´XrpXJ
pV

´۱
X ` λIq´۱XJ

pV
´۱

sq.



بعد با نرمال طولی داده های برای آمیخته اثرات با نیمه پارامتری مدل در متغیر انتخاب
۷۹ بالا

مجانبی خواص ۲ .۳ .۲
در آماری متون اکثر در می پردازیم. pf و pβn برآوردهای مجانبی توزیع بیان به بخش این در
βn۰ “ به صورت βn۰ درست پارامترهای محاسبات، در سادگی منظور به متغیر انتخاب حیطه
بدون می شوند. تفکیک Xi “

`

Xip۱q,Xip۲q

˘ به صورت مدل طرح ماتریس و pβJ
n۰۱,β

J
n۰۲qJ

است بعدی s˚
n برداری که βn۰۱ اعضای تمام و βn۰۲ “ 0 می شود فرض مسئله کلیت از کاستن

هستند θn۰ “ pβJ
n۰۱,β

J
n۰۲,α

J
n۰qJ به صورت درست رگرسیونی ضرایب اینجا، در باشد. غیرصفر

فضای جداسازی منظور به است. f۰ ناپارامتری تابع به وابسته و بعدی hn برداری αn۰ آن در که
به طوری که می کنیم، بازتفکیک pθJ

n۰۱,θ
J
n۰۲qJ به صورت را θn۰ ما غیرصفر، و صفر فضای به پارامتر

اعضای تمام که است بعدی psn “ s˚
n `hnq بردار یک θn۰۱ “ pβJ

n۰۱,α
J
n۰qJ ، θn۰۲ “ βn۰۲ “ 0

X̃i “ و pθn “ ppθ
J

n۱, pθ
J

n۲qJ به صورت به ترتیب طرح ماتریس و برآورد مقادیر متعاقبا،ً غیرصفراند. آن
،X̃ip۱q “

`

XJ
ip۱q

,Biptiq
J
˘J ،pθn۱ “ ppβ

J

n۱, pα
J
n qJ آن در که می شوند، بازتفکیک `X̃J

ip۱q, X̃
J

ip۲q

˘J

و an “ max۱ďkďpntP
1

λn
p|βn۰,k|q, βn۰,k ‰ ۰u کنید فرض .X̃ip۲q “ Xip۲q و pθn۲ “ pβn۲

می باشد. βn۰ kام مولفه βn۰,k به طوری که، bn “ max۱ďkďpntP
2

λn
p|βn۰,k|q, βn۰,k ‰ ۰u

از دنباله ای تنها باشد، جواب چندین دارای EM الگوریتم M گام اگر که باشید داشته درنظر
pβn ´ βn۰ Ñ 0 آنگاه n Ñ 8 اگر گوییم سازگار را pθn دنباله می گیریم. درنظر را pθn سازگار برآوردگر

.sup
t

|BJptqpαn ´ f۰ptq|
p

Ñ 0 و
،pyi,Xi, tiq تایی سه مجموعه باشد؛ ni “ m ă 8 ،i هر ازای به کنید فرض این، بر علاوه
dpkqp.q به صورت را dp.q مانند تابعی kام مشتق و باشند توزیع هم و مستقل متغیرهایی i “ ۱, . . . , n

می باشد: لازم زیر نظم شرایط برآوردگرها، حدی رفتار مطالعه برای می کنیم. تعریف

است. کراندار f۰ptiq kام مشتق ،k ě ۲ هر ازای به (۱ .A)

کند. می صدق }pΣi ´ Σi} “ Oppn´۱{۲q شرط در pΣi شده برآورد کوواریانس ماتریس (۲ .A)

(۳ .A)

b۱ ď λminpn´۱
n
ÿ

i“۱
X̃

J

i Σ
´۱
i X̃iq ď λmaxpn´۱

n
ÿ

i“۱
X̃

J

i Σ
´۱
i X̃iq ď b۲,

بزرگترین و کوچکترین به ترتیب λmax و λmin و مثبت و ثابت مقادیری b۲ و b۱ به طوری که
هستند. ماتریس ویژه مقدار

s۲nplog nq۴ “ ،s۳nn´۱ “ op۱q ،λn Ñ ۰ ،min۱ďkďsn |θn۰k|{λn Ñ 8 آنگاه ،n ÝÑ 8 وقتی (۴ .A)
.pns۳nplog nq۸ “ opn۲λ۴

nq و pns۴nplog nq۶ “ opn۲λ۲
nq ،logppnq “ opnλ۲

n{plog nq ،opnλ۲
nq۲

،bn Ñ 8 ،an “ Opn´ ۱
۲ q ،lim infnÑ8 lim infθÑ۰`

p
1

λn
pθq{λn ą ۰ شرایط در تاوان تابع (۵ .A)

θ۱, θ۲ ą λnC هر ازای به به طوری که دارند وجود D و C ثابت مقادیر همچنین و می کند صدق
.|P 2

λn
pθ۱q ´ P

2

λn
pθ۲q| ď D|θ۱ ´ θ۲| داشت خواهیم
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یک pθn آنگاه ،n´۱p۲
n “ op۱q و n ÝÑ 8 وقتی بیان شده، شرایط گرفتن درنظر با .۱ .۳ .۲ قضیه

به طوری که است، EM الگوریتم جواب

piq }pθn ´ θn۰} “ Op

`?
pnpn´۱{۲ ` anq

˘

,

piiq
۱
n

n
ÿ

i“۱

ni
ÿ

j“۱

`

pgptijq ´ g۰ptijq
˘۲

“ Oppn´۲m{p۲m`۱qq.

و Kn “ Oppn۱{p۲r`۱qq اگر ،n ÝÑ 8 وقتی بیان شده، شرایط گرفتن درنظر با .۲ .۳ .۲ قضیه
آن گاه ،n´۱p۳

n “ op۱q

piq Pppβn۲ “ 0q Ñ 1,

piiq pΘ
p

Ñ Θ,
?
nppη ´ ηq

d
Ñ N p0, I´1

ηη q,

?
nppβn۱ ´ βn۰۱q

d
Ñ Nsnp0, I´1

βn01βn01
q,

،n´۱Jηη Ñ Iηη ،n´۱Jβn۰۱βn۰۱ Ñ Iβn۰۱βn۰۱ ،η “ pvechpDqJ, vechpΣqJqJ آن، در که
هستند. فیشر اطلاع ماتریس های Jηη و Jβn۰۱βn۰۱

آمده ضمیمه قسمت در فیشر اطلاع ماتریس های همچنین و ۲ .۳ .۲ و ۱ .۳ .۲ قضایای اتبات
 است.

عددی مطالعات ۳ .۳ .۲
بررسی عددی به صورت را متغیر انتخاب و مدل پارامترهای برآورد مدل، برازش فرایند بخش، این در
را واقعی داده های با مطالعاتی مورد یک و شبیه سازی شده داده های از مجموعه ای ابتدا می کنیم.
اثرات با نیمه پارامتری مدل در تاوانیده درستنمایی بیشینه برآوردگر یعنی مقاله پیشنهادی روش توسط
P ´ SMM روش عملکرد بررسی منظور به سپس می دهیم. قرار تحلیل مورد (P ´ SMM) آمیخته
تاوان تابع رهیافت بدون داده ها تحلیل از حاصل نتایج همزمان، متغیر انتخاب و برآورد مسئله در
گزارش نیز (SMM) آمیخته اثرات با خطی−جزئی مدل در درستنمایی بیشینه برآوردگر روش یعنی
بهتر نیمه پارامتری مدل باشند، ناپارامتری جزء دارای ذاتاً داده ها اگر که باشید داشته درنظر می شود.
برآوردگر روش با را P ´ SMM روش موضوع این دادن نشان برای می کند. عمل خطی مدل از

می کنیم. مقایسه (P ´ LMM) آمیخته اثرات با خطی مدل در تاوانیده درستنمایی بیشینه

شبیه سازی مطالعات ۱ .۳ .۳ .۲

مدل از را پاسخ متغیرهای قسمت این در

yij “

pn
ÿ

k“۱
xk,ijβk ` fptijq ` bi ` εij ,



بعد با نرمال طولی داده های برای آمیخته اثرات با نیمه پارامتری مدل در متغیر انتخاب
۸۱ بالا

به صورت مدل مولفه های آن در که می کنیم، شبیه سازی

i “ ۱, . . . , n, j “ ۱, . . . , ni, n “ ۵۰,۱۰۰,۲۰۰, ni “ ۵

βJ “ p۲,۳,۱٫۵,۲,۰, . . . ,۰q, bi „ N p۰, σ۲
b q; σ۲

b “ ۰٫۲۵,

XJ
ij “ px۱,ij , . . . , xpn,ijq, xk,ij „ Up´۱,۱q

fptijq “ ۲ sinp۲πtijq, tij „ Up۰,۱q.

متفاوتی پیشنهادهای نویسندگان مدل، پارامتری مولفه های تعداد انتخاب منظور به شده اند. تعیین
جزء ras و b ą ۱ آن ها در که داشته اند pn “ r n

b logpnq
s و pn “ r۴٫۵n۱{۴s ،pn “ rn۲ s جمله از

،pn ą n که زمانی برای است. pn ă n حالت برای بیان شده موارد است. a مقدار صحیح
نرخ ،(n از بزرگتر بسیار pn) pn ąą n که هنگامی و (pn “ Opnbq) جمله ای چند رشد نرخ
pn حالت در .۰ ă b ă ۱ آن در که شده است پیشنهاد (pn “ exptOpnbqu) نمایی رشد
حال عین در می یابد افزایش مدل در موثر متغیرهای انتخاب احتمال چه اگر n از بزرگتر بسیار
برآورد روش های عملکرد بر موضوع این که شد خواهند وارد مدل در بیش تری بی تاثیر متغیرهای
روبرو چالش هایی با بالا بسیار بعد با داده های تحلیل گذاشت. خواهد منفی تاثیر متغیر انتخاب و
راه از یکی می کند. مواجه مشکل با را اشاره شده متغیر انتخاب روش های مستقیم کاربرد که است
داده های به رساله این در آنجایی که از است. غربالگری روش های از استفاده مشکل این رفع حل های
و می کنیم صرف نظر مبحث این پیرامون بیش تر توضیحات از نمی شود پرداخته بالا بسیار بعد با
همپوشانی منظور به کنند. مراجعه (۱۳۹۷) کاظمی به می توانند بیش تر آشنایی جهت علاقه مندان
موارد و pn ă n حالت برای p۵۰,۱۱q, p۱۰۰,۱۴q, p۲۰۰,۱۶q موارد پیشنهادی، نرخ های تمامی

می شود. گرفته درنظر pn ą n حالت برای p۳۰,۱۰۰q, p۱۰۰,۵۰۰q, p۲۰۰,۲۰۰۰q

توسط را شده شبیه سازی داده های از مجموعه هر پیشنهادی، روش عملکرد مقایسه منظور به
P ´) آمیخته اثرات با خطی−جزئی مدل در تاوانیده درستنمایی بیشینه برآوردگر شامل روش سه
برآوردگر و (SMM) آمیخته اثرات با خطی−جزئی مدل در درستنمایی بیشینه برآوردگر ،(SMM

دادیم. قرار تحلیل مورد ،(P ´ LMM) آمیخته اثرات با خطی مدل در تاوانیده درستنمایی بیشینه
براساس (MSE) خطا دوم توان های کمترین میانگین معیار توسط روش ها از یک هر برآورد دقت
متغیر انتخاب مسئله در روش ها عملکرد ارزیابی گزفت. قرار سنجش مورد شبیه سازی، تکرار ۱۰۰
صفر درستی به که صفر ضرایب میانگین C به طوری که می شود سنجیده pC, Iq معیار های توسط
توصیف ارائه برای شده اند. صفر اشتباه به که است غیر صفر ضرایب میانگین I و شده اند زده تخمین
بیانگر UF کردیم. استفاده نیز دیگری معیارهای از روش ها متغیر انتخاب مسئله عملکرد از جامع تر
نسبت بیانگر CF است، گرفته درنظر صفر اشتباه به را تاثیر گذار ضرایب که است تکرارهایی نسبت
مهم، متغیرهای بر علاوه که تکرارهایی نسبت و کرده اند تعیین درستی به را مدل که است تکرارهایی

دادیم. نشان OF با کرده اند وارد مدل در نیز را تاثیر بی متغیرهای
SMM و P ´LMM ،P ´PSM روش های عملکرد به مربوط نتایج از خلاصه ای ،۴ .۲ جدول
،SMM روش برآورد دقت نظر از است. pn, pnq مختلف مقادیر برای مدل انتخاب و برآورد در
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و SMM ،P ´ SMM روش های تحت متغیر انتخاب نتایج مقایسه شبیه سازی: نتایج :۴ .۲ جدول
.pn ą n و pn ă n حالت های برای P ´ LMM

ⅿethoⅾ pn ă n حالت pn ą n حالت

pn, pq “ p۵۰, ۱۱q pn, pq “ p۵۰, ۱۰۰q

MSE Cp۸q Ip۰q UF CF OF MSE Cp۹۷q Ip۰q UF CF OF

SMM ۰٫۳۹۶ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۱٫۰۰ ۸٫۰۵۰ ۰٫۱۰ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۱٫۰۰
P ´ LMM ۰٫۱۸۳ ۶٫۲۸ ۰٫۰۰ ۰٫۰۰ ۰٫۵۰ ۰٫۵۰ ۰٫۴۵۵ ۹۴٫۱۹ ۰٫۰۰ ۰٫۰۰ ۰٫۲۳ ۰٫۷۷
P ´ SMM ۰٫۱۹۱ ۶٫۴۸ ۰٫۰۰ ۰٫۰۰ ۰٫۵۴ ۰٫۴۶ ۰٫۳۸۹ ۹۴٫۶۵ ۰٫۰۰ ۰٫۰۰ ۰٫۲۷ ۰٫۷۳

pn, pq “ p۱۰۰, ۱۴q pn, pq “ p۱۰۰, ۵۰۰q

MSE Cp۱۱q Ip۰q UF CF OF MSE Cp۴۹۷q Ip۰q UF CF OF

SMM ۰٫۲۶۵ ۰٫۰۲ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۱٫۰۰ ۱۴۹۹٫۱۳۶ ۴۷٫۰۲ ۰٫۰۳ ۰٫۰۳ ۰٫۰۰ ۱٫۰۰
P ´ LMM ۰٫۰۹۳ ۹٫۴۷ ۰٫۰۰ ۰٫۰۰ ۰٫۶۲ ۰٫۳۸ ۰٫۰۶۲ ۴۹۵٫۷۲۰ ۰٫۰۰ ۰٫۰۰ ۰٫۳۰ ۰٫۷۰
P ´ SMM ۰٫۰۹۶ ۹٫۵۶ ۰٫۰۰ ۰٫۰۰ ۰٫۶۹ ۰٫۳۱ ۰٫۰۳۸ ۴۹۶٫۲۵۰ ۰٫۰۰ ۰٫۰۰ ۰٫۵۴ ۰٫۴۶

pn, pq “ p۱۵۰, ۱۵q pn, pq “ p۲۰۰, ۲۰۰۰q

MSE Cp۱۲q Ip۰q UF CF OF MSE Cp۱۹۹۷q Ip۰q UF CF OF

SMM ۰٫۱۳۹ ۰٫۰۹ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۱٫۰۰ ۱۲۵٫۴۰۶ ۱۱۳۷٫۶۲ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۱٫۰۰
P ´ LMM ۰٫۰۴۳ ۱۱٫۹۳ ۰٫۰۰ ۰٫۰۰ ۰٫۹۳ ۰٫۰۷ ۰٫۰۱۸ ۱۹۹۶٫۸۹ ۰٫۰۰ ۰٫۰۰ ۰٫۸۹ ۰٫۱۱
P ´ SMM ۰٫۰۴۳ ۱۱٫۹۶ ۰٫۰۰ ۰٫۰۰ ۰٫۹۶ ۰٫۰۴ ۰٫۰۱۸ ۱۹۹۶٫۹۳ ۰٫۰۰ ۰٫۰۰ ۰٫۹۲ ۰٫۰۸

.pn ą n و pn ă n حالت های برای P ´ SMM روش کارآیی شبیه سازی: نتایج :۵ .۲ جدول
pn ă n حالت pn ą n حالت

pn, pnq β۱ β۲ β۳ β۴ pn, pnq β۱ β۲ β۳ β۴

Bias ۰٫۰۳۹ ۰٫۰۰۸ ۰٫۰۰۳ ۰٫۰۰۵ Bias ۰٫۰۸۰ ۰٫۱۰۸ ۰٫۰۴۶ ۰٫۰۵۸
p۵۰, ۱۱q SD۱ ۰٫۱۰۵ ۰٫۱۰۷ ۰٫۱۰۶ ۰٫۱۰۳ p۵۰, ۱۰۰q SD۱ ۰٫۰۹۳ ۰٫۰۸۷ ۰٫۰۸۰ ۰٫۰۸۱

SD۲ ۰٫۰۷۷ ۰٫۰۸۲ ۰٫۰۸۰ ۰٫۰۸۰ SD۲ ۰٫۰۸۱ ۰٫۰۷۹ ۰٫۰۷۷ ۰٫۰۷۷
CP ۰٫۹۵ ۰٫۹۷ ۰٫۹۵ ۰٫۹۱ CP ۰٫۹۶ ۰٫۹۶ ۰٫۹۹ ۰٫۹۳

Bias ۰٫۰۱۳ ۰٫۰۴۹ ۰٫۰۱۱ ۰٫۰۱۷ Bias ۰٫۰۴۱ ۰٫۰۳۶ ۰٫۰۱۹ ۰٫۰۲۹
p۱۰۰, ۱۴q SD۱ ۰٫۰۷۵ ۰٫۰۷۶ ۰٫۰۷۳ ۰٫۰۷۷ p۱۰۰, ۵۰۰q SD۱ ۰٫۰۷۸ ۰٫۰۷۹ ۰٫۰۷۷ ۰٫۰۷۸

SD۲ ۰٫۰۵۵ ۰٫۰۵۵ ۰٫۰۵۵ ۰٫۰۵۵ SD۲ ۰٫۰۵۵ ۰٫۰۵۴ ۰٫۰۵۵ ۰٫۰۵۴
CP ۰٫۹۱ ۰٫۹۴ ۰٫۹۵ ۰٫۹۴ CP ۰٫۹۳ ۰٫۹۳ ۰٫۹۵ ۰٫۹۴

Bias ۰٫۰۳۷ ۰٫۰۰۳ ۰٫۰۱۳ ۰٫۰۱۴ Bias ۰٫۰۱۶ ۰٫۰۴۲ ۰٫۰۱۳ ۰٫۰۰۵
p۲۰۰, ۱۶q SD۱ ۰٫۰۵۷ ۰٫۰۵۷ ۰٫۰۵۸ ۰٫۰۵۹ p۲۰۰, ۲۰۰۰q SD۱ ۰٫۰۷۶ ۰٫۰۷۷ ۰٫۰۷۵ ۰٫۰۷۹

SD۲ ۰٫۰۳۹ ۰٫۰۳۹ ۰٫۰۴۰ ۰٫۰۴۰ SD۲ ۰٫۰۵۵ ۰٫۰۵۵ ۰٫۰۵۵ ۰٫۰۵۶
CP ۰٫۹۶ ۰٫۹۵ ۰٫۹۵ ۰٫۹۵ CP ۰٫۹۳ ۰٫۹۶ ۰٫۹۲ ۰٫۹۴

P ´ SMM و P ´ LMM روش دو حالی که در دارد، دیگر روش دو به نسبت بیش تری MSE

P ´ LMM از کمتر همواره پیشنهادی روش MSE وجود این با می کنند. عمل هم به نزدیک بسیار
روش های اما نمی دهد انجام مدل انتخاب SMM که می کنیم مشاهده مدل انتخاب نظر از است.
صفر آن ها I معیار زیرا است، کرده  انتخاب را مهم متغیرهای تمامی P ´ SMM و P ´ LMM

در کمتر مقادیر و CF و C نرخ های در بالا مقادیر داشتن دلیل به پیشنهادی روش همچنین است.
CF معیار های به توجه با داشته است. بهتری عملکرد P ´ LMM یعنی خود رقیب به نسبت ،OF
دارند ضعیفی عملکرد مدل انتخاب در روش ها pn ă n حالت به نسبت pn ą n که هنگامی ،OF و
دو هر نمونه حجم افزایش با اما شوند، گنجانده مدل در که دارند بیش تری تمایل صفر ضرایب و



بعد با نرمال طولی داده های برای آمیخته اثرات با نیمه پارامتری مدل در متغیر انتخاب
۸۳ بالا

،(Bias) اریبی به مربوط نتایج پیشنهادی، روش عملکرد بیش تر بررسی برای می یابند. بهبود معیار
نمونه ای۴۶ پوشش احتمال و (SD۲) نمونه ای استاندارد انحراف ،(SD۱)مجانبی استاندارد انحراف
خطاهای که می دهد نشان نتایج است. شده  گزارش ۵ .۲ جدول در ۹۵٪ اطمینان فاصله برای (CP)
نزدیک موارد اغلب در پوشش احتمال و شده اند برآورد هم به نزدیک مجانبی و نمونه ای استاندارد
مجانبی رفتار برآوردگرها دیگر عبارت به است. روش خوب عملکرد بیانگر این ها که است ۹۵٪ به

دارد. مطابقت بیان شده حدی قضایای نتایج با امر این که داده اند نشان را خوبی

CD۴ داده های تحلیل ۲ .۳ .۳ .۲

ناپارامتری جزء عنوان به را Y EAR متغیر ما نیمه پارامتری مدل های بالای انعطاف از بهره مندی برای
مدل در است ممکن نیز متقابل اثرات آنجایی که از کردیم. مدل وارد خطی به صورت را متغیرها سایر و
پیشنهادی روش از و کرده وارد مدل در نیز را متغیرها متقابل اثرات تمامی ما باشند، داشته اهمیت
روش دو با P ´ SMM روش عملکرد مقایسه منظور به کردیم. استفاده مهم متغیرهای انتخاب برای
همچنین کردیم. استفاده SD مجانبی استاندارد انحراف معیار از SMM و P ´ LMM یعنی دیگر
اطلاع معیار و (AIC) کائیک آ اطلاع معیار داده ها، توسط پشتیبانی شده مدل بهترین شناسایی برای
در حاصل نتایج شده اند. معرفی ضمیمه قسمت در معیارها این کردیم. محاسبه را (BIC) بیزی
روش دو با مقایسه در P ´ SMM برآوردگر که می دهد نشان نتایج این شده است. ارائه ۶ .۲ جدول
روش بهتر عملکرد نیز BIC و AIC های معیار همچنین می باشند. کمتری SD مقادیر دارای دیگر
و CESD ،SEXP ،SMOKE متغیرهای ،P ´ SMM مدل تحت می کنند. تایید را پیشنهادی

شدند. شناسایی مهم متغیرهای عنوان به SMOKE ˚ SEXP

و صفر غیر ضرایب برآورد در رقیب، مدل های سایر با مقایسه در مدل که می دهند نشان نتایج
مدل های هستند، غیرخطی روند دارای داده ها وقتی دیگر عبارت به دارد. بهتری عملکرد مدل انتخاب
pn ą n و pn ă n حالت دو هر در نتایج هستند. کارآمدتر خطی مدل های به نسبت خطی−جزئی

است. برقرار

46Coverage probability



نرمال طولی داده های برای متغیر انتخاب ۸۴

مدل سه برازش تحت (SD) رگرسیونی پارامترهای برآورد :CD۴ داده های تحلیل نتایج :۶ .۲ جدول
.P ´ LMM و SMM ،P ´ SMM

SMM P ´ LMM P ´ SMM

متغیرها pβpSDq pβpSDq pβpSDq

AGE ۰٫۰۸۴ p۰٫۰۰۴q ´۰٫۶۶۱ p۰٫۰۰۵q ۰p۰q

SMOKE ۰٫۷۳۰ p۰٫۰۲۴q ۲٫۴۹۸ p۰٫۰۳۰q ۰٫۴۱۷p۰٫۰۱۴q

DRUG ۰٫۸۱۱ p۰٫۰۴۷q ۶٫۶۰۸ p۰٫۰۳۸q ۰p۰q

SEXP ۰٫۱۷۰ p۰٫۰۰۹q ۱٫۱۴۵ p۰٫۰۰۸q ۰٫۰۸۴p۰٫۰۰۶q

CESD ´۰٫۰۶۹ p۰٫۰۰۴q ۰ p۰q ´۰٫۰۵۴p۰٫۰۰۳q

AGE ˚ SMOKE ۰٫۰۱۲ p۰٫۰۰۱q ۰٫۰۱۶ p۰٫۰۰۱q ۰p۰q

AGE ˚DRUG ´۰٫۰۲۰ p۰٫۰۰۴q ۰٫۰۷۰ p۰٫۰۰۵q ۰p۰q

AGE ˚ SEXP ´۰٫۰۱۲ p۰٫۰۰۱q ۰ p۰q ۰p۰q

AGE ˚ CESD ´۰٫۰۰۵ p۰٫۰۰۰۲q ۰ p۰q ۰p۰q

SMOKE ˚DRUG ´۰٫۲۷۸ p۰٫۰۲۲q ´۱٫۱۶۶ p۰٫۰۳۱q ۰p۰q

SMOKE ˚ SEXP ۰٫۰۳۸ p۰٫۰۰۳q ۰ p۰q ۰٫۰۴۲p۰٫۰۰۳q

SMOKE ˚ CESD ´۰٫۰۰۵ p۰٫۰۰۱q ۰ p۰q ۰p۰q

DRUG ˚ SEXP ´۰٫۰۷۹ p۰٫۰۰۹q ´۰٫۵۵۸ p۰٫۰۱۰q ۰p۰q

DRUG ˚ CESD ۰٫۰۲۰ p۰٫۰۰۳q ۰ p۰q ۰p۰q

SEXP ˚ CESD ´۰٫۰۰۱ p۰٫۰۰۰۳q ۰ p۰q ۰p۰q

ℓmax ´۱۶۵۶۴٫۶۲ ´۱۷۳۰۶٫۱۹ ´۱۶۵۵۳٫۷۲
AIC ۳۳۱۵۹٫۲۴ ۳۴۶۴۲٫۳۷ ۳۳۱۳۷٫۴۵
BIC ۳۳۲۱۷٫۹۰ ۳۴۷۰۱٫۰۳ ۳۳۱۹۶٫۱۱



۳ فصل

در طولی داده های برای متغیر انتخاب
نمایی توزیع های خانواده

دودویی پاسخ های مانند غیر نرمال، داده های یا رسته ای۱ داده های با علمی، تحقیقات از بسیاری در
تعمیم خطی مدل های که بودند کسانی اولین (۱۹۷۲) ودربرن و نلدر هستیم. مواجه شمارشی و
مدل بندی برای را GLM مدل های (۱۹۸۹) نلدر و مک کلاچ و کردند معرفی را (GLM) یافته۲
استفاده با مشاهدات، استقلال پذیرفتن با مدل ها این در دادند. پیشنهاد غیر نرمال پاسخ متغیرهای
هنگامی می شود. برقرار خطی ارتباط کمکی متغیرهای و مشاهدات میانگین بین پیوند تابع یک از
خطی آمیخته مدل های نام به مذکور مدل های از تعمیمی دارد، وجود همبستگی مشاهدات بین که
آن در که شد؛ ارائه (۱۹۹۳) کلیتون و بریسلو توسط که می شود استفاده (GLMM) تعمیم یافته
تابع GLMMها، در هستند. نیز تصادفی اثرات شامل ثابت اثرات بر علاوه مدل پیشگوهای
تصادفی، اثرات وجود و پاسخ متغیرهای بودن غیرنرمال دلیل به خطی مدل های برخلاف درستنمایی
فرض با مقالات اکثر در لذا نیست. امکان پذیر راحتی به پارامترها برآورد و نداشته بسته ای صورت
بیشینه با تصادفی اثرات و مدل پارامترهای برآورد برای راه حلی ارائه به تصادفی اثرات بودن نرمال
پرداخته عددی روش های به مراتبی۴ سلسله درستنمایی و درستنمایی۳ شبه درستنمایی، توابع کردن

1Categorical
2Generalized linear models
3Quasi likelihood
4Hierarchical likelihood



نمایی توزیع های خانواده در طولی داده های برای متغیر انتخاب ۸۶

امیدریاضی بیشینه سازی مانند عددی روش های بردن بکار با ،(۱۹۹۷) مک کلاچ جمله از است. شده
شبیه سازی درستنمایی بیشینه و (MCNR) مونت کارلویی۶ رافسون نیوتون ،(MCEM) مونت کارلویی۵
همچنین آورد. به دست GLMM مدل در را پارامترها درستنمایی بیشینه برآورد (SML)  شده۷
برآورد (۲۰۰۷) لین و کارلو۸ مونت شبه برآورد ،(۲۰۰۷) تامپسون و پن ،GLM مدل های در
قرار مطالعه مورد تاوانیده درستنمایی شبه و نما۹ درستنمایی ترکیب با را پواسنی GLM پارامترهای
انتخاب نحوه ،GLM مدل های تحلیل در بیزی روش های بسط با (۲۰۰۰) کّس و ناتاراجان دادند.

کردند. مطالعه را مدل ها این در پیشین

یافته اند. ویژه ای جایگاه مختلف علوم در نیز باشد غیرنرمال آن ها پاسخ متغیر که طولی مطالعات
زیرا شده اند، واقع مفید بسیار (۱۹۹۱ ، کریم و (زیگر طولی داده های تحلیل در GLMM از استفاده
مدل ها این حال این با کرد. مدل بندی تصادفی اثرات از استفاده با می توان را گروه ها بین تفاوت
دارای آن ها پاسخ متغیر که طولی دادهای تحلیل در ثابت، اثرات پارامتری فرضیات اعمال دلیل به
محدودیت بردن بین از برای هستند. محدودیت هایی دارای است، زمان طول در پیچیده رفتارهای
،(GSMM) تعمیم یافته۱۰ نیمه پارامتری آمیخته مدل زمان، غیرخطی روند مدل سازی برای GLMM

اثرات از استفاده با آزمودنی ها درون همبستگی آن در که می شود استفاده طولی داده های تحلیل برای
،(۲۰۰۷) همکاران و فن می شود. گرفته درنظر هموار تابع یک توسط زمان اثر مدل سازی و تصادفی
مدل از (۲۰۱۶) همکارارن و کروم و (۲۰۰۹) لیانگ ،(۲۰۰۹) چو و چن ،(۲۰۰۷) چو و چن

کرده اند. استفاده طولی داده های تحلیل در GSMM

مورد در تحقیقات است، یافته گسترش اندازه ای تا نرمال طولی داده های برای مدل انتخاب اگرچه
است. مانده ناشناخته زیادی حد تا GLM چارچوب در غیرنرمال طولی داده های برای مدل انتخاب
(۲۰۰۵) همکاران و کانتونی ،(QIC) شبه درستنمایی۱۱ اطلاع معیار (۲۰۰۱) پن میان این در
در طولی داده های متغیر انتخاب برای را BIC معیار (۲۰۰۹) کوای و وانگ و Cp−مالو معیار
انجام کلاسیک معیارهای اساس بر را متغیر انتخاب روش ها این دادند. تعمیم GLM مدل های
نظر از روش ها این بالاست داده ها بعد که هنگامی شد بیان نیز این از پیش که همان طور می دهند.
تاوان، تابع بر مبتنی روش براساس طولی داده های متغیر انتخاب زمینه در ندارند. کارایی محاسباتی
زیاک و مستقل غربالگری روش (۲۰۱۰) همکاران و سوای لاسو، و بریج رگرسیون (۲۰۰۳) فو
که فوق تحقیقات تمامی در دادند. پیشنهاد یافته تعمیم خطی مدل های در را اسکد روش (۲۰۰۶)
بعد با طولی داده های زمینه در است. ثابت مدل بعد است، طولی داده های به تاوانیده GLM تعمیم
تاوان تابع با تاوانیده GEE روش (۲۰۱۳) همکاران و سو و (۲۰۱۲) همکاران و وانگ بالا،

5Monte Carlo Expectation Maximization
6Monte carlo Newton Raphson
7Simulated Maximum Likelihood
8Quasi Monte Carlo
9Pseudo Likelihood
10Generalized semiparametric mixed models
11Quasi­likelihood information criterion



۸۷ بالا بعد با داده ها برای متغیر انتخاب

دادند. پیشنهاد را اسکد
نیمه پارامتری آمیخته مدل های اجمالی معرفی به ،GSMM مدل های روی تمرکز با فصل این در
داده های برای تاوان تابع رهیافت بر مبتنی متغیر انتخاب و برآورد سپس می شود. پرداخته تعمیم یافته
معرفی شده برآوردگرهای می شود. گرفته درنظر پایین بعد و بالا بعد با نمایی توزیع های خانواده طولی
را تاوانیده GEE برآوردگر ،(۲۰۱۳) همکاران و سو روش بکارگیری با لذا ندارند؛ بسته صورت
تاوانیده، کارلویی مونت رافسون نیوتن الگوریتم نام به تکراری الگوریتم یک از استفاده با و کرده معرفی
در برآوردگرها مجانبی خواص این، بر علاوه می شود. انجام متغیر انتخاب و برآورد همزمان طور به
می یابد، افزایش نمونه حجم افزایش با متناسب پارامترها تعداد آن در که بالا بعد داده های چارچوب
همچنین و شبیه سازی مطالعه ای معرفی شده، روش عملکرد بررسی منظور به می گیرد. قرار بررسی مورد

است. آمده فراهم واقعی داده های مجموعه تحلیل

بالا بعد با داده ها برای متغیر انتخاب ۱ .۳

یافته تعمیم نیمه پارامتری آمیخته مدل ۱ .۱ .۳
پاسخ متغیرهای کنید فرض بگیرید. درنظر را بالا بعد با طولی داده های از تایی n تصادفی نمونه یک
که طوری به باشد، نمایی توزیع های خانواده دارای yij |ui هر و مستقل هم از تصادفی اثرات شرط به

صورت به احتمال چگالی تابع

ppyij |ui,βn, ϕq “ exp
”

ϕ´۱tyijθij ´ bpθijqu ` cpyij , ϕq

ı

, (۱ .۳)

امید همچنین هستند. معلوم توابع bp.q و ap.q پراکندگی، پارامتر ϕ کانونی، پارامتر θij آن در که است،
νij “ varpyij |uiq “ ϕb

2
pθijq و µij “ Epyij |uiq “ b

1
pθijq صورت به ترتیب به شرطی واریانس و

با مشاهدات، شرطی استقلال فرض با اکنون .b2
pθq “

B۲bpθq

Bθ۲ و b1
pθq “

Bbpθq

Bθ که طوری به هستند،
داریم ،g معلوم پیوند تابع از استفاده

gpµijq fi ηij “ XJ
ijβn `ZJ

ijui ` fptijq, i “ ۱, . . . , n; j “ ۱, . . . , ni. (۲ .۳)

برداری β “ pβ۱, . . . , βpnqJ آن در که است، tij زمان در iام آزمودنی به مربوط پاسخ yij فوق مدل در
هموار نامعلوم، تابعی fp.q xij؛ تبیینی متغیرهای به وابسته رگرسیونی ثابت ضرایب از بعدی pn ˆ۱
و هم از مستقل تصادفی، ضرایب از بعدی q ˆ ۱ برداری ui “ pui۱, . . . , uiqqJ دوم؛ مشتق داری و

صورت به توزیعی دارای و zij تبیینی متغیرهای به وابسته

ui ∼ fupui|Σq, (۳ .۳)

(GSMM) تعمیم یافته نیمه پارامتری آمیخته مدل عنوان به (۳ .۳)–(۱ .۳) روابط مجموع هستند.
می شود. شناخته



نمایی توزیع های خانواده در طولی داده های برای متغیر انتخاب ۸۸

۳ .۵ .۱ در داده شده شرح رگرسیونی اسپلاین های روش به مدل ناپارامتری مولفه کنید فرض حال
صورت به رگرسیونی مدل یک (۲ .۳) رابطه ترتیب بدین شود. زده تقریب

gpµijq fi ηij “ XJ
ijβn `ZJ

ijui `Bptijqαn, i “ ۱, . . . , n; j “ ۱, . . . , ni. (۴ .۳)

صورت به می توان را مدل نوشتار، در سادگی برای می دهد. نتیجه را

gpµijq fi ηij “ DJ
ijθn `ZJ

ijui, i “ ۱, . . . , n; j “ ۱, . . . , ni,

بعدی ppn `hnq ˆni ادغام شده طرح ماتریس Dij “
`

XJ
ij ,Bjptiq

J
˘J که طوری به کرد، بازنویسی

ppn ` hnq ˆ ۱ ادغام شده پارامتر بردار θn “ pβJ
n ,α

J
n qJ و اسپلاین اثرات و ثابت اثرات ماتریس از

تقریب در گره ها تعداد Kn و اسپلاین تقریب درجه d ،hn “ d ` Kn ` ۱ همچنین هستند. بعدی
است. اسپلاین

صورت به را GSMM یک خلاصه طور به لذا

ppyij |ui,θn, ϕq “ exp
”

ϕ´۱tyijθij ´ bpθijqu ` cpyij , ϕq

ı

,

ui ∼ fupui|Σq,

µij “ Epyij |uiq,

gpµijq fi ηij “ DJ
ijθn `ZJ

ijui, i “ ۱, . . . , n; j “ ۱, . . . , ni, (۵ .۳)

تمام می توان می آید، شمار به GLMM یک که (۵ .۳) مدل به توجه با اکنون داشت. خواهیم
برد. بکار نیز مدل این برای را GLMM در برآورد تکنیک های

GSMM در متغیر انتخاب ۲ .۱ .۳

MCNR الگوریتم ۱ .۲ .۱ .۳

مدل برای است. درستنمایی بیشینه روش GLMMها، در پارامترها برآورد برای معمول روش یک
صورت به درستنمایی تابع ،(۵ .۳)

Lpθn,Σ, ϕq “

n
ź

i“۱

ż

Rq

pyi|ui
pyi|ui,θn, ϕqpupui|Σqdui (۶ .۳)

و u “ pu۱, . . . ,unq ،yi “ pyi۱, . . . ,yini
qJ آن در که است

pyi|ui
pyi|ui,θn, ϕq “

ni
ź

j“۱
ppyij |ui,θn, ϕq.

تصادفی اثرات تعداد با برابر انتگرال گیری بعد و نیست بسته صورت دارای (۵ .۳) درستنمایی تابع
مونت کارلویی امیدریاضی بیشینه سازی الگوریتم از ML برآورد آوردن به دست برای لذا است. مدل
گمشده مقادیر عنوان به را ui تصادفی اثرات که ترتیب بدین می کنیم. استفاده (۱۹۹۷ ، (مک کلاچ



۸۹ بالا بعد با داده ها برای متغیر انتخاب

به کامل داده های برای درستنمایی تابع لگاریتم سپس می گیرد. ظر در کامل داده های را pyi,uiq و
صورت

ℓpθn,Σ, ϕq “

n
ÿ

i“۱
ⅼnpyi|ui

pyi|ui,θn, ϕq `

n
ÿ

i“۱
ⅼnpuipui|Σq. (۷ .۳)

برای ،Ⅿ−گام در که دارد را مزیت این گمشده مقادیر عنوان به ui گرفتن درنظر می شود. ارائه 
یعنی (۷ .۳) رابطه در اول عبارت امید تنها که است کافی ϕ و θn پارامترهای به نسبت بیشینه سازی
امید از تنها Σ پارامترهای به نسبت بیشینه سازی برای و کنیم بیشینه را E “ⅼnpyij |ui

pyij |ui,θnq
ˇ

ˇyij
‰

درستنمایی معادلات بنابراین می شود. استفاده E “ⅼnpuipui|Σq
ˇ

ˇyij
‰ یعنی (۷ .۳) رابطه دوم عبارت

صورت به ترتیب به ،Σ و θn برای

E
”Bⅼnpyij |ui

pyij |ui,θnq

Bθn
|yij

ı

“ 0,

E
”

Bⅼnpuipui|Σq

BΣ
|yij

ı

“ 0,

خطی مدل در بیشینه سازی مشابه فوق رابطه در اول عبارت که می شود ملاحظه می شود. حاصل
تعمیم یافته، خطی مدل با متناسب سازی برای که است منطقی مرحله این در بنابراین است. تعمیم یافته
نیوتن الگوریتم (۱۹۹۷) مک کلاچ شرایط این در ببریم. کار به را رافسون نیوتن روش نظیر رویکردی
طولی، داده های به الگوریتم این دادن بسط با داد. پیشنهاد را (MCNR) کارلویی۱۲ مونت رافسون

صورت به برآورد معادلات

Eu|y

”

n´۱
n
ÿ

i“۱

Bµipθn,uiq

BθJ
n

V ´۱
i pθn,uiq

`

yi ´ µipθn,uiq
˘

ı

“ 0, (۸ .۳)

yi|ui کوواریانس ماتریس V ipθn,uiq و µipθn,uiq “ pµi۱, . . . , µiniq
J آن در که می گردد، ارائه

نظر در ۱ .۱ .۳ .۱ بخش از GEE روش از تعمیمی می توان را معرفی شده MCNR الگوریتم است.
همبستگی ماتریس براساس را V ipθn,uiq کوواریانس ماتریس ،GEE روش مشابه لذا گرفت.
ρ و Aipθn,uiq “ diagpνi۱, . . . , νiniq که ،Rpρq : V ipθn,uiq “ A

۱
۲
i pθn,uiqRpρqA

۱
۲
i pθn,uiq

متعددی Rpρqساختارهای برای ۱ فصل در می کنیم. مشخص است، همبستگی پارامترهای از برداری
متفاوت روش های به را همبستگی پارامترهای می توان خاص ساختار یک ازای به که شد معرفی
به (۸ .۳) رابطه ،pR ” Rppρq صورت به کوواریانس ماتریس برآورد گرفتن درنظر با کرد. برآورد

صورت

Eu|y

”

n´۱
n
ÿ

i“۱
DJ

i A
۱
۲
i pθn,uiqpR

´۱
A

´ ۱
۲

i pθn,uiq
`

yi ´ µipθn,uiq
˘

ı

“ 0, (۹ .۳)

می آید. دست به (۹ .۳) معادلات حل با pθn برآوردگر .Di “ pDJ
i۱, . . . ,D

J
ini

qJ آن در که درمی آید،
.ni “ m ă 8 و ϕ “ ۱ می کنیم فرض تفسیر و نوشتار در سادگی برای ادامه در

می پردازیم. متغیر انتخاب و برآورد به تاوان تابع بر مبتنی هدف تابع بهینه سازی طریق از حال
12Monte carlo newton raphson
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تاوانیده MCNR الگوریتم ۲ .۲ .۱ .۳

جمله ،(۷ .۳) درستنمایی تابع لگاریتم به آن ها، ضرایب برآورد و مهم متغیرهای انتخاب منظور به
به صورت تاوانیده درستنمایی تابع لگاریتم آنگاه می کنیم، اضافه را řp

k“۱ Pλnp|βk|q تاوان

ℓppβn,αn,D, ϕq “

n
ÿ

i“۱
ⅼnpyi|ui

pyi|ui,θnq `

n
ÿ

i“۱
puipui|Σq ´ n

pn
ÿ

k“۱
pλnp|βnk|q, (۱۰ .۳)

معادلات است،  وابسته فوق عبارت سوم و اول جملات با θn ضرایب که آن جایی از می آید. به دست
صورت به تاوانیده برآورد

Unpθnq “ Snpθnq ´ qλnp|βn|qsgnpβnq,

به طوری که می شود، پیشنهاد

Snpθnq “ Eu|y

”

n
ÿ

i“۱
DJ

i A
۱
۲
i pθn,uiqpR

´۱
A

´ ۱
۲

i pθn,uiq
`

yi ´ µipθn,uiq
˘

ı

,

sgnpβnq “ تاوان، توابع از بعدی pn ˆ ۱ برداری qλnp|βn|q “
`

qλnp|βn۱|q, . . . , qλnp|βnpn |q
˘J

هستند. qλnp|βnk|q “ p
1

λn
p|βnk|q و `sgnpβn۱q, . . . , sgnpβnpnq

˘J

مدل در توجهی قابل سهم ناپارامتری قسمت می کنیم فرض سادگی، برای که باشید داشته درنظر
را. αnها نه و می کند منقبض را βn کوچک مولفه های تنها تاوانیده برآورد معادلات و باشد داشته
باید θn برآوردگر می بریم. کار به را (LQA) موضعی دو درجه تقریب با اسکد تاوان تابع اینجا در
ممکن است، ناپیوسته نقاط دارای Unpθnq که آن جایی از اما باشد، Unpθnq “ 0 معادله جواب
تقریبی جواب عنوان به را pθn برآوردگر لذا باشد. نداشته وجود Unpθnq “ 0 برای دقیق جواب است
.Unppθnq “ opanq باشیم داشته an Ñ ۰ دنباله ازای به دیگر عبارت به می شناسیم، برآورد معادلات
رافسون نیوتن تکراری الگوریتم از Unppθnq “ opanq تاوانیده سازی بهینه مسئله حل برای اکنون

به صورت بازگشتی رابطه و شده استفاده

pθ
pm`۱q

n “ pθ
pmq

n `

!

Hnppθ
pmq

n q ` nEnppθ
pmq

n q

)´۱
ˆ

!

Snppθ
pmq

n q ` nEnppθ
pmq

n qpθ
pmq

n

)

,(۱۱ .۳)

به طوری که می شود، حاصل

Hnppθ
pmq

n q “ Eu|y

”

n
ÿ

i“۱
DJ

i A
۱
۲
i pθn,uiqpR

´۱
A

۱
۲
i pθn,uiqDi

ı

,

Enppθ
pmq

n q “ ⅾiag
!qλnp|βn۱|q

ϵ` |βn۱|
, . . . ,

qλnp|βnpn |q

ϵ` |βnpn |
,0hn

)

, ϵ “ ۱۰´۶

است. ۰ عناصر با بعدی hn بردار 0hn و
توزیع به ui|yi شرطی توزیع زیرا ندارند، بسته صورت (۱۱ .۳) رابطه در ریاضی امید عبارت های
جایگزین روش یک از [۷۸] مشابه نیست. ساده ای کار آن صریح محاسبه که است وابسته yi حاشیه ای
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تصادفی نمونه هایی (۱۹۹۹۳) تانر متروپولیس الگوریتم از استفاده با که ترتیب بدین می کنیم استفاده
الگوریتم نیست. نیازی yi حاشیه ای توزیع تعیین به دیگر که می کنیم تولید ui|yi شرطی توزیع از
از تصادفی نمونه های آوردن به دست برای کارلویی۱۳ مونت مارکوف زنجیر روش یک متروپولیس،
برای می توان را نمونه ها این می باشد. دشوار آن از مستقیم نمونه برداری که است احتمالی توزیع یک
در کرد. استفاده ریاضی) امید یک مثال (به طور انتگرال ها برخی محاسبه برای یا توزیع یک برآورد
مشاهدات که طوری به می شود انتخاب نظر مورد مسئله با متناسب پیشنهادی توزیع یک الگوریتم این
ساده آن از نمونه گیری که شود ساخته گونه ای به باید پیشنهادی توزیع می شوند. ساخته آن از جدید
گذشته مشاهدات مقابل در جدید مشاهدات پذیرش احتمال پذیرش، تابع یک تعیین با سپس باشد.
u˚
k جدید مقادیر و باشد U |y شرطی توزیع از قبلی مشاهدات U کنید فرض حال می شود. محاسبه 

به pu گرفتن نظر در با می کنیم. تولید U˚ “ pu۱, . . . , uk´۱, u
˚
k, uk`۱, . . . , unqq kام مولفه برای را

احتمال با را U˚ پیشنهادی، توزیع عنوان

αkpU ,U˚q “ ⅿin
!

۱, pu|ypU˚|y,θn,DqpupU |Dq

pu|ypU |y,θn,DqpupU˚|Dq

)

. (۱۲ .۳)

رابطه در دوم عبارت می مانند. باقی U قبلی مقادیر ، U˚ جدید مقادیر رد صورت در می پذیریم.
صورت به می توان را ،(۱۲ .۳)

pu|ypU˚|y,θn,DqpupU |Dq

pu|ypU |y,θn,DqpupU˚|Dq
“

py|upy|U˚,θnq

py|upy|U ,θnq

“

śn
i“۱ pyi|u

pyi|U
˚,θnq

śn
i“۱ pyi|u

pyi|U ,θnq
,

آن بسته صورت که است y|u شرطی توزیع شامل تنها αkpU ,U˚q پذیرش تابع محاسبه نوشت.
می شود. پیشنهاد ۳ الگوریتم صورت به MCNR الگوریتم پایان در است. محاسبه قابل

ساختار انتخاب از مستقل که می دهد ارائه مدل ضرایب برای سازگاری برآوردگرهای روش این
واریانس− ماتریس و 0 میانگین با چندمتغیره مجانبی نرمال توزیع دارای ?

nppθ´θq و بوده همبستگی
به صورت کوواریانس

Ⅽovppθnq « rHnppθn,uiq ` nEnppθnqs´۱Mnppθn,uiqrHnppθn,uiq ` nEnppθn,uiqs´۱,

به طوری که است،

Mnppθn,uiq “

n
ÿ

i“۱
DJ

i A
۱{۲
i ppθn,uiqpR

´۱“
ϵippθn,uiqϵ

J
i ppθn,uiq

‰

pR
´۱
A

۱{۲
i ppθn,uiqD

J
i ,

و

ϵipθn,uiq “
`

ϵi۱pθn,uiq, . . . , ϵinipθn,uiq
˘J

“ A
´۱{۲
i pθn,uiq

`

Y i ´ µipθn,uiq
˘

.

13Markov chain Monte Carlo
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تاوانیده MCNR الگوریتم ۳ الگوریتم
کنید. انتخاب Σ۰ و θ۰

n صورت به اولیه مقادیر Σ و θn برای .mk “ ۰ کنید فرض .۱ گام
توزیع از U p۱q, . . . ,U pNq صورت به مشاهده N متروپولیس، الگوریتم از استفاده با .۲ گام
امید کارلویی مونت برآورد برای مشاهدات این از کنید. تولید pu|ypu|y,θ

pmkq
n ,Σpmkqq

یعنی کنید. استفاده ریاضی ها

صورت به را θpmk`۱q
n (a

θpmk`۱q
n “ θpmkq

n `

! ۱
N

N
ÿ

k“۱

”

Hn

`

pθ
pmkq

n ,U pkq
˘

ı

` nEnppβ
pmkq

n q

)´۱

ˆ

! ۱
N

N
ÿ

k“۱

”

Snppθ
pmkq

n ,U pkqq

ı

´ nEnppβ
pmkq

n qpβ
pmkq

n

)

,

که طوری به کنید، محاسبه

Hn

`

pθ
pmkq

n ,U pkq
˘

“

n
ÿ

i“۱
DJ

i A
۱
۲
i pθpmkq

n , U
pkq

i qpR
´۱
A

۱
۲
i pθpmkq

n , U
pkq

i qDi,

Sn

`

pθ
pmkq

n ,U pkq
˘

“

n
ÿ

i“۱
DJ

i A
۱
۲
i pθpmkq

n , U
pkq

i qpR
´۱
A

´ ۱
۲

i pθpmkq
n , U

pkq

i q
`

yi ´ µipθ
pmkq
n , U

pkq

i q
˘

.

آورید. دست به ۱
N

řN
k“۱ ⅼnfupU pkq|Σq عبارت بیشینه سازی طریق از را Σpmk`۱q (b

.mk “ mk`۱ دهید قرار (ⅽ

MCNR برآوردگر Σpmk`۱q و θpmk`۱q
n کنید. تکرار همگرایی به رسیدن تا را ۲ گام .۳ گام

هستند. Σ و θn برای تاوانیده



۹۳ بالا بعد با داده ها برای متغیر انتخاب

تاوان پارامترهای انتخاب ۳ .۲ .۱ .۳

این شود. اتخاذ مناسبی گیری تصمیم پارامتر چندین درباره باید پیشنهاد شده، روش پیاده سازی برای
B−اسپلاین تقریب در hn پایه توابع تعداد و Ln گره نقاط تعداد ،d جمله ای  چند درجه شامل پارامترها
روند مشابه a و hn ،Kn ،d درباره تصمیم گیری هستند. اسکد تاوان تابع در λn و a پارامترهای و
در معرفی شده GCV معیار از λn تاوان پارامتر برای همچنین است. ۳ .۱ .۳ .۲ بخش در بیان شده

به صورت که بخش همان

GCVλn “
RSSpλnq{n

p۱ ´ dpλnq{nq۲ ,

به صورت آن مولفه های که تفات این با می کنیم استفاده است،

RSSpλnq “
۱
N

N
ÿ

k“۱

”

n
ÿ

i“۱

`

yi ´ µip
pθn, U

pkq

i q
˘J
W´۱

i

`

yi ´ µip
pθn, U

pkq

i q
˘

ı

(۱۳ .۳)

و

dpλnq “ tr
”! ۱
N

N
ÿ

k“۱

”

Hn

`

pθn,U
pkq

˘

ı

` nEnppθnq

)´۱
ˆ

! ۱
N

N
ÿ

k“۱

”

Hn

`

pθn,U
pkq

˘

ı

q

)ı

صورت به و است yi پاسخ های برای ni ˆ ni کوواریانس ماتریس (۱۳ .۳) در W i می شوند. تعیین
که طوری به می شود، محاسبه W i “ Eu|y

´

Varpyi|uiq

¯

` Varu|y

´

Epyi|uiq

¯

,

Eu|y

´

varpyi|uiq

¯

“
۱
N

N
ÿ

k“۱

”

V ippθn, U
pkq

i q

ı

,

Varu|y

´

Epyi|uiq

¯

“
۱
N

N
ÿ

k“۱

”

µip
pθn, U

pkq

i q

ı۲
´

„ ۱
N

N
ÿ

k“۱

”

µip
pθn, U

pkq

i q

ı

ȷ۲
.

مجانبی خواص ۳ .۱ .۳
مطالعه پیشنهاد شده، MCNR الگوریتم تحت pf و pβn برآوردگرهای مجانبی رفتار بخش این در
بخش در معرفی شده تفکیک های و شرایط تعاریف، نیز، بخش این در که باشید داشته توجه می شوند.

بگیرید: درنظر را زیر نظم شرایط همچنین است. برقرار ۲ .۳ .۲

است. کراندار f۰ptiq kام مشتق ،k ě ۲ هر ازای به (۱ .A)

است. کراندار یکنواخت به طور ۱ ď j ď m ،۱ ď i ď n ،Xij (۲ .A)

است. ۲ .۳ .۲ بخش در (۳ .A) شرط مشابه شرط این (۳ .A)

برآورد شده همبستگی ماتریس است؛ کراندار ویژه مقادیر دارای R۰در واقعی همبستگی ماتریس (۴ .A)
معین ماتریس یک R به طوری که می کند صدق }pR

´۱
´ R

´۱
} “ Oppn´۱{۲q شرط در R

باشد. R۰ با برابر R که نیست لازم و است کراندار ویژه مقادیر دارای و مثبت



نمایی توزیع های خانواده در طولی داده های برای متغیر انتخاب ۹۴

کنید فرض (۵ .A)

ϵipθn,uiq “
`

ϵi۱pθn,uiq, . . . , ϵinipθn,uiq
˘J

“ A
´۱{۲
i pθn,uiq

`

Y i ´ µipθn,uiq
˘

.

داریم δها ą ۰ از بعضی و iها تمام ازای به که دارد وجود M۱ ą ۰ متناهی و ثابت مقدار

Ep}ϵipθn۰,uiq}۲`δq ď M۱;

که دارند وجود M۳ و M۲ مثبت و ثابت مقادیر

E
”

exp`M۲|ϵijpθn۰,uiq|
˘ˇ

ˇXi

ı

ď M۳.

و µ..pDJ
ijθnq ،µ.pDJ

ijθnq آن گاه .Bn “ tθn : }θn ´ θn۰} ď ∆
a

pn{nu کنید فرض (۶ .A)
هستند. کراندار یکنواخت به طور µp۳qpDJ

ijθnq

snplog nq۲ “ ،s۳nn´۱ “ op۱q ،λn Ñ ۰ ،min۱ďkďsn |θn۰k|{λn Ñ 8 آن گاه ،n ÝÑ 8 وقتی (۷ .A)
.pns۳nplog nq۸ “ opn۲λ۴

nq و pns۴nplog nq۶ “ opn۲λ۲
nq ،logppnq “ opnλ۲

n{plog nq ،opnλ۲
nq

،bn Ñ 8 ،an “ Opn´ ۱
۲ q ،lim infnÑ8 lim infθÑ۰`

p
1

λn
pθq{λn ą ۰ شرایط در تاوان تابع (۸ .A)

θ۱, θ۲ ą λnC هر ازای به به طوری که دارند وجود D و C ثابت مقادیر همچنین و می کند صدق
.|p2

λn
pθ۱q ´ p

2

λn
pθ۲q| ď D|θ۱ ´ θ۲| داشت خواهیم

بگیرید، درنظر را زیر برآوردیاب معادلات حال

Snpθq “ Eu|y

”

n
ÿ

i“۱
DJ

i A
۱
۲
i pθ,uiqR

´۱
A

´ ۱
۲

i pθ,uiq
`

yi ´ µipθ,uiq
˘

ı

.

پس است، Snpθq کوواریانس ماتریس Mnpθnq کنید فرض

Mnpθq “ Eu|y

”

n
ÿ

i“۱
DJ

i A
۱
۲
i pθ,uiqR

´۱
R۰R

´۱
A

۱
۲
i pθ,uiqDi

ı

.

بخش زیر در لم قالب در که داریم نیاز دیگری نتیجه های بیان به برآوردگرها حدی رفتار مطالعه برای
توسط f۰ptq ،(۱۹۸۱) اسچوماکر در ۱۲ .۷ قضیه از استفاده با است. شده ارائه پیوست از ب. ۳. ۱

داریم پس می شود، زده تقریب Bptqα۰

ηijpθ۰q “ g
`

µijpθ۰q
˘

“ XJ
ijβ۰ `Bptijqα۰ `ZJ

ijui, θ۰ “ pβJ
۰ ,α

J
۰ qJ

ppn`hnqˆ۱.

بودن نرمال و سازگاری بودن، موجود ترتیب به که می شوند بیان ۳ .۱ .۳−۱ .۱ .۳ قضایای ادامه در
می دهند. نشان pn Ñ 8 که هنگامی را تاوانیده برآوردگرهای

دارد وجود pθ “ ppθ
J

۱ , pθ
J

۲ qJ تاوانیده MCNR برآوردگر بیان شده، شرایط تحت .۱ .۱ .۳ قضیه
به طوری که

(i) Pn

´

|Unkppθnq| “ ۰, k “ ۱, . . . , s˚
n, ps

˚
n ` ۱q, . . . , psn “ s˚

n ` hnq

¯

Ñ ۱,



۹۵ بالا بعد با داده ها برای متغیر انتخاب

(ii) Pn

´

|Unkppθnq| ď
λn
log n

, k “ ps˚
n ` hn ` ۱q, . . . , pn

¯

Ñ ۱,

آن در که

Unkppθnq “

$

&

%

Snkppθnq ´ n
qλn p|pβnk|q

ϵ`|pβnk|
pβnk k “ ۱, . . . , sn,

Snkppθnq k “ psn ` ۱q, . . . , pn

,

است. Snppθnq kام مولفه Snkppθnq و

pθn جواب دارای Unpθnq “ op۱q آنگاه n´۱p۲
n “ op۱q وقتی بیان شده، شرایط تحت .۲ .۱ .۳ قضیه

به طوری که است

piq }pθn ´ θn۰} “ Opp
a

pn{nq,

piiq
۱
n

n
ÿ

i“۱

ni
ÿ

j“۱

`

pfptijq ´ f۰ptijq
˘۲

“ Oppn´۲r{p۲r`۱qq.

ازای به آن گاه n´۱p۳
n “ op۱q و Ln “ Oppn۱{p۲r`۱qq وقتی بیان شده، شرایط تحت .۳ .۱ .۳ قضیه

داریم ،}ξn} “ ۱ که ξn P Rpn هر

piq Pnppβn۲ “ 0q Ñ ۱,
piiq ξJ

nM
˚´۱{۲
n pβn۰qH

˚

npβn۰qppβn۱ ´ βn۰۱q
d

Ñ Npnp0,۱q,

به طوری که

M
˚

n “ Eu|y

”

n
ÿ

i“۱
X˚J

i A
۱
۲
i pθn,uiqR

´۱
R۰R

´۱
A

۱
۲
i pθn,uiqX

˚
i

ı

,

H
˚

n “ Eu|y

”

n
ÿ

i“۱
X˚J

i A
۱
۲
i pθn,uiqR

´۱
A

۱
۲
i pθn,uiqX

˚
i

ı

,

X˚
i “ pI ´ P qXi

P “ BpBJΩBq´۱BJΩ

Ω “ ⅾiagtΩiu

Ωi “ Eu|y

”

A
۱
۲
i pθn,uiqR

´۱
A

۱
۲
i pθn,uiq

ı

ضریب می تواند پیشنهادی برآوردگر بیان شده، نظم شرایط تحت که می دهد نشان ۳ .۱ .۳ قضیه
ضرایب همچنین کند. منقبض صفر سمت به ۱ به نزدیک احتمال با را مدل در بی تاثیر متغیرهای
قسمت در ۳ .۱ .۳−۱ .۱ .۳ قضایای اثبات هستند. مجانبی نرمال توزیع دارای مدل، در مهم متغیرهای

است. شده ارائه پیوست
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عددی مطالعات ۴ .۱ .۳
مطالعات اساس بر را متغیر انتخاب و مدل پارامترهای برآورد شامل مدل برازش فرآیند بخش، این در

می کنیم. بررسی ۴ .۱ بخش CD۴ داده های تحلیل و شبیه سازی
روش توسط را واقعی داده های با مطالعاتی مورد یک و شبیه سازی شده داده های از مجموعه ای ابتدا
تعمیم یافته آمیخته اثرات با نیمه پارامتری مدل در تاوانیده MCNR برآوردگر یعنی مقاله پیشنهادی
در P ´GSMM روش عملکرد بررسی منظور به سپس می دهیم. قرار تحلیل مورد (P ´GSMM)
یعنی تاوان تابع رهیافت بدون داده ها تحلیل از حاصل نتایج همزمان، متغیر انتخاب و برآورد مسئله
اگر که باشید داشته درنظر می شود. گزارش تعمیم یافته خطی آمیخته مدل در MCNR برآوردگر روش
برای می کند. عمل خطی مدل از بهتر نیمه پارامتری مدل باشند، ناپارامتری جزء دارای ذاتاً داده ها
تعمیم یافته خطی آمیخته مدل در تاوانیده روش با را P ´ GSMM روش موضوع این دادن نشان

می کنیم. مقایسه (P ´GLMM)

شبیه سازی مطالعه ۱ .۴ .۱ .۳

صورت به و تصادفی مبدا از عرض با پواسن مدل از را پاسخ متغیرهای قسمت این در

yij |bi ∼ Poispµijq, i “ ۱, . . . , n, j “ ۱, . . . , ni,

ηij “ logpµijq “
řpn

k“۱ xk,ijβk ` fptijq ` bi

صورت به مدل مولفه های آن در که می کنیم تولید

β “ p´۱,´۱,۲,۰, . . . ,۰q, bi „ N p۰, σ۲
b q; σ۲

b “ ۰٫۲۵,

XJ
ij “ px۱,ij , . . . , xpnijq „ Up´۱,۱q

fptijq “ ۲sinp۲πtijq, tij „ Up۰,۱q,

متغیرهای بعد اما می یابد افزایش نمونه حجم افزایش با ،pn مدل، متغیرهای تعداد شده اند. تعیین
برای ،۱ .۳ .۳ .۲ بخش در بیان شده مطالب به توجه با است. ۳ برابر و ثابت مدل در تاثیر گذار
،pn ą n حالت برای و pn ă n حالت برای را p۵۰,۱۱q, p۱۰۰,۱۴q, p۲۰۰,۱۶q موارد ،pn, pnq

است. شده گرفته درنظر p۳۰,۱۰۰q, p۱۰۰,۵۰۰q, p۲۰۰,۲۰۰۰q موارد
استفاده ۲ فصل از ۱ .۳ .۳ .۲ بخش مشابه معیارهای از برآورد، روش های عملکرد مقایسه برای
pn, pnq مختلف مقادیر ازای به و بیان شده برآورد روش سه برای معیارها این به مربوط نتایج شد.
روش است، آمده ۱ .۳ .۳ .۲ بخش در که استدلالی مشابه است. شده گزارش ۲ .۳ و ۱ .۳ جداول در
نتایج می کند. عمل دیگر مدل دو از بهتر متغیر انتخاب همچنین و برآورد دقت نظر از ،P ´GSMM

است. بیان شده حدی قضایای صحت بر گواهی نیز ۲ .۳ جدول
شامل نمودار ها این است. شده بررسی نمودارهایی رسم طریق از fptq تابع رفتار همچنین
به ۲ .۳ و ۱ .۳ شکل های هستند. پوشش احتمال و استاندارد انحراف اریبی، ،pfptq منحنی های
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P ´ و GSMM ،P ´ GSMM روش های متغیر انتخاب نتایج مقایسه شبیه سازی: نتایج :۱ .۳ جدول
.pn ą n و pn ă n حالت های برای GLMM

ⅿethoⅾ pn ă n حالت pn ą n حالت

pn, pq “ p۵۰, ۱۱q pn, pq “ p۵۰, ۱۰۰q

MSE Cp۸q Ip۰q UF CF OF MSE Cp۹۷q Ip۰q UF CF OF

GSMM ۰٫۱۱۶ ۰٫۰۹ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۱٫۰۰ ۶۸٫۰۲۸ ۰٫۰۷۴ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۱٫۰۰
P ´ GLMM ۰٫۰۶۰ ۶٫۵۴ ۰٫۰۰ ۰٫۰۰ ۰٫۱۳ ۰٫۸۷ ۰٫۴۳۵ ۹۶٫۴۸ ۰٫۰۰ ۰٫۰۰ ۰٫۵۵ ۰٫۴۵
P ´ GSMM ۰٫۰۵۲ ۷٫۵۹ ۰٫۰۰ ۰٫۰۰ ۰٫۶۴ ۰٫۳۶ ۰٫۳۹۱ ۹۶٫۴۱ ۰٫۰۰ ۰٫۰۰ ۰٫۶۰ ۰٫۴۰

pn, pq “ p۱۰۰, ۱۴q pn, pq “ p۱۰۰, ۵۰۰q

MSE Cp۱۱q Ip۰q UF CF OF MSE Cp۴۹۷q Ip۰q UF CF OF

GSMM ۰٫۰۷۲ ۰٫۱۶ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۱٫۰۰ ۱۴۹۹٫۱۳۶ ۴۷٫۰۲ ۰٫۰۳ ۰٫۰۳ ۰٫۰۰ ۱٫۰۰
P ´ GLMM ۰٫۰۴۱ ۱۰٫۵۲ ۰٫۰۰ ۰٫۰۰ ۰٫۷۷ ۰٫۲۳ ۰٫۰۶۲ ۴۹۵٫۷۲۰ ۰٫۰۰ ۰٫۰۰ ۰٫۸۹ ۰٫۱۱
P ´ GSMM ۰٫۰۳۶ ۱۰٫۷۰ ۰٫۰۰ ۰٫۰۰ ۰٫۹۳ ۰٫۰۷ ۰٫۰۳۸ ۴۹۶٫۲۵۰ ۰٫۰۰ ۰٫۰۰ ۰٫۹۲ ۰٫۰۸

pn, pq “ p۱۵۰, ۱۵q pn, pq “ p۲۰۰, ۲۰۰۰q

MSE Cp۱۲q Ip۰q UF CF OF MSE Cp۱۹۹۷q Ip۰q UF CF OF

GSMM ۰٫۰۶۰ ۰٫۲۶ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۱٫۰۰ ۱۲۵٫۴۰۶ ۱۱۳۷٫۶۲ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۱٫۰۰
P ´ GLMM ۰٫۰۴۴ ۱۱٫۲۵ ۰٫۰۰ ۰٫۰۰ ۰٫۹۲ ۰٫۰۸ ۰٫۰۱۸ ۱۹۹۶٫۸۹ ۰٫۰۰ ۰٫۰۰ ۰٫۳۰ ۰٫۷۰
P ´ GSMM ۰٫۰۴۵ ۱۱٫۸۷ ۰٫۰۰ ۰٫۰۰ ۰٫۹۶ ۰٫۰۴ ۰٫۰۱۸ ۱۹۹۶٫۹۳ ۰٫۰۰ ۰٫۰۰ ۰٫۵۴ ۰٫۴۶

.pn ą n و pn ă n حالت های برای P ´GSMM روش کارآیی شبیه سازی: نتایج :۲ .۳ جدول
pn ă n حالت pn ą n حالت

pn, pnq β۱ β۲ β۳ pn, pnq β۱ β۲ β۳

Bias ۰٫۰۴۷ ۰٫۰۹۶ ۰٫۰۶۹ Bias ۰٫۱۴۷ ۰٫۳۴۴ ۰٫۳۶۵
p۵۰,۱۱q SD۱ ۰٫۰۹۲ ۰٫۰۸۵ ۰٫۱۱۳ p۵۰,۱۰۰q SD۱ ۰٫۰۸۴ ۰٫۰۷۱ ۰٫۰۹۴

SD۲ ۰٫۰۹۷ ۰٫۰۹۴ ۰٫۰۹۷ SD۲ ۰٫۱۶۲ ۰٫۱۷۸ ۰٫۱۴۸
CP ۰٫۹۶ ۰٫۹۵ ۰٫۹۲ CP ۰٫۹۵ ۰٫۹۶ ۰٫۹۷

Bias ۰٫۰۷۶ ۰٫۱۰۳ ۰٫۰۵۳ Bias ۰٫۰۷۸ ۰٫۰۶۱ ۰٫۰۱۷
p۱۰۰,۱۴q SD۱ ۰٫۰۷۱ ۰٫۰۶۷ ۰٫۰۸۴ p۱۰۰,۵۰۰q SD۱ ۰٫۰۴۹ ۰٫۰۴۴ ۰٫۰۶۶

SD۲ ۰٫۰۷۲ ۰٫۰۶۷ ۰٫۰۷۸ SD۲ ۰٫۰۷۰ ۰٫۰۷۲ ۰٫۰۸۶
CP ۰٫۹۶ ۰٫۹۵ ۰٫۹۶ CP ۰٫۹۴ ۰٫۹۵ ۰٫۹۶

Bias ۰٫۱۰۱ ۰٫۱۲۴ ۰٫۰۹۹ Bias ۰٫۰۴۹ ۰٫۰۷۲ ۰٫۰۲۸
p۱۵۰,۱۵q SD۱ ۰٫۰۶۰ ۰٫۰۵۹ ۰٫۰۷۰ p۲۰۰,۲۰۰۰q SD۱ ۰٫۰۳۹ ۰٫۰۴۰ ۰٫۰۵۴

SD۲ ۰٫۰۵۲ ۰٫۰۵۹ ۰٫۰۵۹ SD۲ ۰٫۰۵۱ ۰٫۰۵۲ ۰٫۰۵۸
CP ۰٫۹۷ ۰٫۹۶ ۰٫۹۵ CP ۰٫۹۴ ۰٫۹۲ ۰٫۹۴

pn ă n حالت های برای نتایج تصویر دو هر در هستند. ۱۰۰ و ۵۰ نمونه حجم به مربوط نتایج ترتیب
هستند سینوسی تابع دارای تقریبا برآوردشده منحنی های که می شود مشاهده شده اند. رسم pn ą n و
خط حول برآوردگرها اریبی منحنی است. مشهودتر ۲ .۳ شکل یعنی بیشتر نمونه حجم در امر این و
همچنین است. ۵۰ نمونه حجم از کمتر اریبی میزان ۱۰۰ نمونه حجم برای و هستند نوسان در صفر
بالا نمونه حجم در که حالی در است pn ą n از کمتر pn ă n حالت اریبی میزان ۵۰ نمونه حجم برای



نمایی توزیع های خانواده در طولی داده های برای متغیر انتخاب ۹۸

استاندارد انحراف مقادیر شکل دو هر در می دهد. نشان را یکسانی رفتار حالت دو در اریبی میزان
خط حول شکل دو هر در پوشش احتمال منحنی همچنین . است pn ą n از کمتر pn ă n حالت

است. نوسان در ۹۵٪
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با pn ą n و pn ă n حالت های برای برآورد شده fptq به مربوط نتایج شبیه سازی: نتایج :۱ .۳ شکل
تصویر اریبی، منحنی بالا−راست: تصویر برآورد شده، fptq منحنی بالا−چپ: تصویر .n “ ۵۰ نمونه حجم

پوشش. احتمال پایین−راست: تصویر استاندارد، انحراف منحنی پایین−چپ:
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مطالعه در pn ą n و pn ă n حالت های برای برآورد شده fptq به مربوط نتایج شبیه سازی: نتایج :۲ .۳ شکل
منحنی بالا−راست: تصویر برآورد شده، fptq منحنی بالا−چپ: تصویر .n “ ۱۰۰ نمونه حجم با شبیه سازی

پوشش. احتمال پایین−راست: تصویر استاندارد، انحراف منحنی پایین−چپ: تصویر اریبی،



۹۹ بالا بعد با داده ها برای متغیر انتخاب

واقعی مثال ۲ .۴ .۱ .۳

CD۴ داده های تحلیل
می پردازیم. CD۴ داده های از استفاده با پیشنهادی برآوردگرهای رفتار مطالعه به بخش این در
که تفاوت این با کردیم. مدل وارد نیز را متقابل اثرات اصلی، اثرات بر علاوه ۳ .۳ .۲ بخش مشابه
داده ها توزیع تا شد گرفته درنظر (CD۴ سلول های (تعداد پاسخ متغیر دوم ریشه تبدیل بخش، آن در
را پواسن رگرسیون مدل پاسخ، متغیرهای تبدیل بدون اینجا در اما باشد؛ نزدیک نرمال توزیع به
مدل وارد خطی صورت به متغیرها سایر و ناپارامتری جزء عنوان به Y EAR متغیر می گیریم. درنظر
به می شود. داده برازش داده ها به تعمیم یافته نیمه پارامتری آمیخته مدل یک ترتیب بدین می شوند.
معیار از GSMM و P ´GLMM یعنی دیگر روش دو با P ´GSMM روش عملکرد مقایسه منظور
داده ها، توسط پشتیبانی شده مدل بهترین شناسایی برای و استفاده (SD) مجانبی استاندارد انحراف
جدول در حاصل نتایج می شود. محاسبه (BIC) بیزی اطلاع معیار و (AIC) کائیک آ اطلاع معیار
یعنی دیگر روش دو با مقایسه در کمتری SD مقادیر P ´ GSMM روش است. شده گزارش ۳ .۳
دو با مقایسه در پیشنهادی مدل BIC و AIC معیارهای همچنین دارد. GSMM و P ´ GLMM

،P ´GSMM مدل تحت است. آن بهتر عملکرد نشان دهنده که دارند کمتری مقادیر دیگر رقیب مدل
عنوان به DRUG ˚ SEXP و SOMKE ˚ DRUG ،SEXP ،DRUGS ،SMOKE متغیرهای
و است بوده متفاوت کمی P ´GLMM مدل تحت متغیر انتخاب شده اند. شناسایی مهم متغیرهای
SMOKE ˚SEXP و ،AGE ˚DRUG ،AGE ˚SMOKE متغیرهای ذکرشده، متغیرهای بر علاوه
شده اند مدل وارد مهم عوامل عنوان به نیز متقابل اثرات از برخی تحلیل این در شده اند. مدل وارد نیز
شده گرفته نادیده (۲۰۰۷) همکاران و هووانگ و (۲۰۰۵) همکاران و وانگ قبلی تحقیقات در که

بودند.
است. شده ارائه ۳ .۳ شکل در نمودار هایی توسط مدل ناپارامتری قسمت برآورد به مربوط نتایج
،۹۵٪ اطمینان فواصل نمودارهای همراه به fptq برآوردشده ناپارامتری تابع نمودار شامل شکل این
نمونه ای و مجانبی پوشش احتمال منحنی های و نمونه ای، و مجانبی استاندارد انحراف منحنی های
نقاط در همچنین دارد. نزولی روند ناپارامتری تابع زمان گذشت با که می شود مشاهده می باشند.
دارد. وجود چشمگیری اختلاف نمونه ای استاندارد انحراف و مجانبی استاندارد انحراف بین مرزی
احتمالات که می شود باعث امر این می یابد، کاهش شدت به مجانبی استاندارد انحراف نقاط این در

یابند. تنزل ۹۲٪ به ۹۵٪ از پوشش
ORF بیان ژن مخمر سلولی چرخه داده های تحلیل

آمیخته مدل ،۲ .۴ .۱ بخش از ORF بیان ژن مخمر سلولی چرخه داده های به بخش این در
صورت به نیمه پارامتری

yij “

۹۶
ÿ

k“۱
x

pkq

ij ` fptijq ` bi; i “ ۱, . . . ,۲۸۳; j “ ۱, . . . ,۴

ژن ۲۸۳ بیان ژن الگوهای با است ممکن که است TFهایی شناسایی هدف می دهیم. برازش را
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مدل سه برازش تحت (SD) رگرسیونی پارامترهای برآورد :CD۴ داده های تحلیل نتایج :۳ .۳ جدول
.P ´GLMM و GSMM ،P ´GSMM

GSMM P ´ GLMM P ´ GSMM

متغیرها pβpSEq pβpSEq pβpSEq

AGE ۰٫۰۷۳ p۰٫۰۳۹q ´۰٫۰۹۲ p۰٫۰۵۱q ۰ p۰q

SMOKE ۰٫۱۸۸ p۰٫۱۷۹q ۰٫۸۸۸ p۰٫۱۹۲q ۰٫۰۷۹ p۰٫۰۴۵q

DRUG ۰٫۱۳۰ p۰٫۱۴۳q ۶٫۰۶۸p۰٫۱۲۵q ۰٫۱۴۲ p۰٫۰۷۴q

SEXP ´۰٫۰۴۹ p۰٫۰۳۱q ۰٫۶۷۲ p۰٫۰۳۰q ۰٫۰۱۷ p۰٫۰۱۲q

CESD ´۰٫۰۰۱ p۰٫۰۱۱q ۰ p۰q ۰ p۰q

AGE ˚ SMOKE ۰٫۰۰۲ p۰٫۰۱۴q ۰٫۰۱۴ p۰٫۰۰۴q ۰ p۰q

AGE ˚ DRUG ´۰٫۰۳۴ p۰٫۰۲۴q ۰٫۰۳۲ p۰٫۰۳۵q ۰ p۰q

AGE ˚ SEXP ´۰٫۰۰۹ p۰٫۰۰۳q ۰ p۰q ۰ p۰q

AGE ˚ CESD ۰٫۰۰۱ p۰٫۰۰۲q ۰ p۰q ۰ p۰q

SMOKE ˚ DRUG ۰٫۰۰۹ p۰٫۰۵۴q ´۰٫۵۸۴ p۰٫۱۵۰q ´۰٫۰۱۴ p۰٫۰۳۸q

SMOKE ˚ SEXP ´۰٫۰۱۰ p۰٫۰۱۲q ´۰٫۰۳۴ p۰٫۰۱۰q ۰ p۰q

SMOKE ˚ CESD ´۰٫۰۰۶ p۰٫۰۰۹q ۰ p۰q ۰ p۰q

DRUG ˚ SEXP ´۰٫۰۲۵ p۰٫۰۱۹q ´۰٫۵۹۸ p۰٫۰۴۱q ´۰٫۰۲۲ p۰٫۰۱۲q

DRUG ˚ CESD ۰٫۰۰۶ p۰٫۰۰۶q ۰ p۰q ۰ p۰q

SEXP ˚ CESD ۰٫۰۰۱ p۰٫۰۰۳q ۰ p۰q ۰ p۰q

ℓmax ۸۴۶۳۰۰۷ ۷۵۲۹۱۵۸ ۸۶۲۴۴۲۹
AIC ´۱۶۹۲۵۹۸۳ ´۱۵۰۵۸۲۸۶ ´۱۷۲۴۸۸۲۷
BIC ´۱۶۹۲۵۹۲۴ ´۱۵۰۵۸۲۲۸ ´۱۷۲۴۸۷۶۹

P ´GSMM مدل اساس بر را تاوانیده روش یک بنابراین باشد. مرتبط سلولی چرخه از تنظیم شده
استفاده نیز را P ´GLMM مدل ،fptijq ناپارامتری مولفه گرفتن نادیده با همچنین می بریم. کار به

می کنیم.
P ´GSMM مدل های اساس بر برگزیده شده TFهای به مربوط نتایج از خلاصه ای جدول ۳. ۴،
فرآیند به مربوط TFها از تا ۱۶ و ۱۳ تعداد به مجموع در می دهد نشان که است P ´ GLMM و
TFهای تعداد می شوند. شناسایی P ´GLMM و P ´GSMM توسط ترتیب به مخمر سلولی چرخه
،PHD۱ ،MSN۴ ،MBP۱ ،GAT۳ شامل و بوده کم باشند مشترک مدل دو در که انتخاب شده
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تصویر .P ´GSMM مدل تحت برآورد شده fptq به مربوط نتایج :CD۴ داده های تحلیل نتایج :۳ .۳ شکل
تصویر (مشکی)، اطمینان فواصل و (آبی) pfptq بالا−راست: تصویر پاسخ، متغیر پراکنش نمودار بالا−چپ:
منحنی پایین−راست: تصویر (قرمز)، نمونه ای و (آبی) مجانبی استاندارد انحراف منحنی های پایین−چپ:

(قرمز). نمونه ای و (آبی) مجانبی پوشش احتمالات

تحت (SD) رگرسیونی پارامترهای برآورد :ORF مخمر سلولی چرخه داده های تحلیل نتایج :۴ .۳ جدول
.P ´GLMM و GSMM ،P ´GSMM مدل سه برازش

P ´ GLMM P ´ GSMM P ´ GLMM P ´ GSMM

متغیرها pβpSEq pβpSEq ادامه متغیرها pβpSEq pβpSEq

ARG۸۱ ۰٫۰۲۲ p۰٫۰۱۹q ۰p۰q PHD۱ ۰٫۰۶۵ p۰٫۰۲۷q ´۰٫۰۱۹ p۰٫۰۰۶q

DOT۶ ۰٫۰۱۸ p۰٫۰۱۷q ۰p۰q RAP۱ ۰٫۰۵۳ p۰٫۰۲۷q ۰ p۰q

FKH۱ ۰ p۰q ۰٫۰۰۳ p۰٫۰۰۵q RGM۱ ۰ p۰q ´۰٫۰۲۲ p۰٫۰۱۳q

FKH۲ ۰ p۰q ۰٫۱۶۶ p۰٫۰۰۸q RLM۱ ۰ p۰q ´۰٫۰۰۲ p۰٫۰۰۴q

GAT۱ ´۰٫۰۰۳ p۰٫۰۰۷q ۰ p۰q RME۱ ۰٫۰۷۲ p۰٫۰۲۸q ۰ p۰q

GAT۳ ۰٫۰۱۲ p۰٫۰۱۴q ´۰٫۰۲۲۳ p۰٫۰۱۲q SMP۱ ۰٫۰۴۵ p۰٫۰۲۴q ´۰٫۰۱۵ p۰٫۰۰۶q

MBP۱ ۰٫۱۴۷ p۰٫۰۳۵q ´۰٫۱۴۷۷ p۰٫۰۰۷q STB۱ ۰ p۰q ´۰٫۰۰۸ p۰٫۰۰۵q

MIG۱ ´۰٫۰۰۳ p۰٫۰۰۷q ۰ p۰q STP۱ ۰٫۰۰۲ p۰٫۰۰۵q ۰ p۰q

MSN۴ ۰٫۰۶۰ p۰٫۰۲۷q ´۰٫۰۰۸ p۰٫۰۰۶q SWI۴ ۰٫۰۷۶ p۰٫۰۳۰q ´۰٫۰۰۷ p۰٫۰۰۶q

NDD۱ ۰ p۰q ۰٫۰۸۴ p۰٫۰۰۸q SWI۶ ۰٫۱۱۵۱ p۰٫۰۳۴q ´۰٫۰۲۰ p۰٫۰۰۷q

PDR۱ ۰٫۰۲۲۸ p۰٫۰۱۷q ۰ p۰q Y AP۵ ۰٫۰۰۷ p۰٫۰۱۱q ۰ p۰q

ℓmax ´۵٫۷۱ ˆ ۱۰۱۴ ´۱٫۵۸ ˆ ۱۰۱۴

AIC ۱٫۱۴ ˆ ۱۰۱۵ ۳٫۱۷ ˆ ۱۰۱۴

BIC ۱٫۱۴ ˆ ۱۰۱۵ ۳٫۱۷ ˆ ۱۰۱۴



نمایی توزیع های خانواده در طولی داده های برای متغیر انتخاب ۱۰۲

SWI۶ و SWI۴ ،MBP۱ پروتئین های بیولوژیکی آزمایشات در است. SWI۶ و SWI۴ ،SMP۱
مدل دو هر در TFها این که می شوند شناخته سلولی چرخه از G۱ مرحله در مهم TF سه عنوان به
معیارهای و استاندارد خطاهای مقادیر جمله از مدل، انتخاب معیارهای حال، این با شده اند. وارد

کنند. می تأیید را ما پیشنهادی مدل بهتر عملکرد BIC و AIC

پایین بعد با داده های برای متغیر انتخاب ۲ .۳
بعد با غیرنرمال طولی داده های برای تعمیم یافته نیمه پارامتری آمیخته مدل در متغیر انتخاب فرآیند
حجم افزایش با و است ثابت pn مدل بعد که تفاوت این با است، بالا بعد از خاصی حالت پایین
شرایط تمام می پردازیم. آن به مربوط حدی قضایای بیان به تنها بخش این در لذا نمی کند. تغییر نمونه
و pn متغیرها کل تعداد که تفاوت این با است برقرار نیز این جا در ۳ .۱ .۳ بخش در بیان شده نظم

می یابند. تغییر s و p به و بوده ثابت sn مهم متغیرهای تعداد

Ln “ Oppn۱{p۲r`۱qq صورت به گره ها تعداد اگر ،۳ .۱ .۳ بخش در بیان شده شرایط تحت .۱ .۲ .۳ قضیه
داریم ،}ξn} “ ۱ که ξn P Rp هر ازای به آن گاه باشد،

Pppβn۲ “ ۰q Ñ ۱,

ξJ
nM

˚´۱{۲
n pβn۰qH

˚

npβn۰qppβn۱ ´ βn۰۱q
d

Ñ N p۰,۱q,

آن ها در که

M
˚

n “ Eu|y

”

n
ÿ

i“۱
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۱
۲
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.



۴ فصل

طولی داده های برای متغیر انتخاب
چندمتغیره

متغیرها این که می شوند اندازه گیری همزمان طور به پاسخ متغیر چند معمولا میدانی تحقیقات در
طولی مطالعات در می نامند. چند متغیره داده های را حاصل داده های و داشته همبستگی یکدیگر با
یک برای و خاص موضوع یک در مکرر طور به که پاسخ متغیر یک از بیش با داده هایی داشتن نیز
مدل سازی روش های می شود. چندمتغیره طولی داده های به منجر شوند، اندازه گیری خاص زمانی دوره
(۱۹۹۷) همکاران و شاه ابتدا در یافته اند. توسعه چند متغیره طولی داده های با رویارویی برای ویژه ای
EM الگوریتم از پارامترها برآورد برای و نمود معرفی را (MLMM) چند متغیره۱ خطی آمیخته مدل
(۲۰۰۶) روی ،(۲۰۰۲) وهمکاران سونگ ،(۱۹۹۹) همکاران و ساموئل سپس کرد. استفاده
با ذکر شده تحقیقات در پرداختند. مدل این پیرامون بیشتر تحقیقات به (۲۰۱۰) فن و وانگ و
و مدل پارامترهای برآورد برای راه حلی ارائه به مدل خطاهای و آمیخته اثرات بودن نرمال پذیرش
مشاهده قابل غیر دلیل به عمل در است. شده پرداخته درستنمایی تابع کردن بیشینه با آمیخته اثرات
می تواند فرض این نا صحیح پذیرش و نیست مقدور آن ها بودن نرمال بررسی آمیخته، اثرات بودن
نیز دیگری توزیع هر بررسی اگرچه باشد. داشته سوء تاثیر پیشگوها و پارامترها برآورد دقت روی بر
شده گرفته درنظر نرمال توزیع آمیخته اثرات برای که باشیم داشته مطالعاتی اگر اما نیست امکان پذیر
هنگامی مهم تر اما کرد. استفاده نرمال، مدل نتایج بهبود برای رقیب توزیع های برخی از می توان باشد،

1Multivariate linear mixed model



چندمتغیره طولی داده های برای متغیر انتخاب ۱۰۴

باشد. گمراه کننده می تواند مدل خطاهای برای نرمال توزیع پذیرش باشند، پرت مقادیر دارای داده ها که
رده یک اتخاذ غیرمعمول، مشاهدات یا پرت مقادیر حضور در طولی داده های تنومند مدل سازی برای
راستا این در است. شده پیشنهاد نرمال توزیع برای جایگزینی عنوان به توزیع ها از انعطاف پذیرتر
تعمیم به مدل، خطاهای و تصادفی اثرات برای t توزیع گرفتن درنظر با (۲۰۰۱) همکاران و پینهیرو
بیشتر توسعه دادند. پیشنهاد را (tMLMM) t خطی آمیخته مدل عنوان تحت مدلی و پرداخته LMM

و سونگ و (۲۰۰۷) لی و لین ،(۲۰۰۶) لی و لین ،(۲۰۰۴) همکاران و روزا توسط روش این
محدود پاسخ متغیر یک با داده هایی به آن ها روش حال این با است. گرفته انجام (۲۰۰۷) همکاران
فن و وانگ متغیره، چند طولی داده های برای پرت مقادیر برابر در تنومند استنباط برای می شود.

pMtLMMq چندمتغیره خطی آمیخته مدل عنوان تحت را tLMM مدل چند متغیره نسخه (۲۰۱۱)
جمله از (۲۰۱۵) لین و وانگ و (۲۰۱۲) فن و وانگ ،(۲۰۱۳) وانگ مقالات دادند. گسترش
پوشش را MtLMM کاربردی برنامه های و محاسباتی استراتژی های که هستند جامعی تحقیقات

می دهند.
این پرت، مقادیر مقابل در بودن تنومند و چندمتغیره داده های با MtLMMها سازگاری علیرغم
لین و وانگ اخیرا هستند. تبیینی متغیرهای و پاسخ متغیرهای بین خطی رابطه به محدود تنها مدل ها
(MtNLMM) چندمتغیره t غیرخطی آمیخته مدل مطالعه به (۲۰۱۸) کاسترو و وانگ و (۲۰۱۴)
می آید. شمار به (۲۰۰۶) همکاران و مارشال چندمتغیره غیرخطی آمیخته مدل تعمیم که پرداخته اند
به نسبت را عملی کاربردهای از گسترده تری طیف می تواند MNLMM مانند MtNLMM اگرچه

هستند. سنگین تر محاسباتی نظر از و پیچیده تر توجهی قابل طور به اما کند، فراهم خطی مدل های
متغیر انتخاب مسئله و چندمتغیره طولی داده های برای نیمه پارامتری مدل های از استفاده کنون تا
متغیر انتخاب مسئله به ابتدا فصل این در اساس، این بر است. بوده نادر نسبتاً MtLMMها در
آمیخته مدل عنوان تحت MtLMM نیمه پارامتری نسخه سپس می شود. پرداخته MtLMMها در

می شود. معرفی (MtSMM) چندمتغیره نیمه پارامتری

چندمتغیره t توزیع با آمیخته مدل در متغیر انتخاب ۱ .۴

MtLMM معرفی ۱ .۱ .۴
si و پاسخ متغیر r دارای iام نمونه به طوری که بگیرید، نظر در را طولی داده های از تصادفی نمونه n

کنید فرض باشد. زمان طول در مکرر مشاهده
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۱۰۵ چندمتغیره t توزیع با آمیخته مدل در متغیر انتخاب

به طوری که باشد، i “ ۱, . . . , n ازای به iام نمونه برای بعدی si ˆ r پاسخ متغیر های ماتریس
در ،j “ ۱, . . . , r jام، پاسخ متغیر مکرر مشاهدات از ستونی برداری yij “ pyij,۱, . . . , yij,siq

J

موقعیت در مشاهده شده پاسخ متغیرهای از سطری بردار yi,k “ pyi۱,k, . . . , yir,kq است. زمان طول
Ei “ rei۱ : . . . : eirs “

“

eJ
i,۱ : . . . : eJ

i,si

‰J کنید فرض همچنین است. ،k “ ۱, . . . , si kام، زمانی
خطاهای ستونی بردار eij “ peij,۱, . . . , eij,niq

J درون−گروهی، خطاهای از بعدی si ˆ r ماتریس
سهولت برای هستند. yi,k با هم ازر خطاهای سطری بردار ei,k “ pei۱,k, . . . , eir,kq و yij با هم ارز
ترتیب به مدل خطای و پاسخ بردارهای و می شود استفاده (vec) بردار ساز۲ عملگر از نمادگذاری در

می شوند. تعریف ni “ sir بعد با εi “ vecpEiq و yi “ vecpY iq به صورت
به صورت MtLMM iام نمونه برای

yi “ Xiβ `Zibi ` εi, (۱ .۴)

است: زیر به صورت چندمتغیره t توام توزیع دارای bi و εi می کنیم فرض و می شود بیان
»

–

bi

εi

fi

fl „ Tq`ni

¨

˝

»

–

0

0

fi

fl ,

»

–

D 0

0 Ri

fi

fl , ν

˛

‚. (۲ .۴)

Zi “ diagtZi۱, . . . ,Ziru و Xi “ diagtXi۱, . . . ,Xiru به صورت Zi و Xi ،(۱ .۴) مدل در
jام پاسخ با هم ارز و si ˆ pj بعد با ثابت اثرات از ماتریس یک Xij به طوری که می شوند، تعریف
طرح ماتریس یک می شود، ساخته Xijها از زیرمجموعه ای توسط معمولا که Zij و است i نمونه از
ماتریس تعیین واسطه به Zi Xiو بلوکی قطری ساختار است. تصادفی اثرات به مربوط بعدی siˆqj
پاسخ متغیرهای بین روابط راحتی به که می دهد اجازه تحلیل گران به پاسخ، متغیر هر برای مجزا طرح
دهند. پیوند یکدیگر به باشند، شده جمع آوری نابرابر زمانی فواصل در است ممکن که را تبیینی و
شوند، مشخص q “

řr
j“۱ qj با تصادفی اثرات کلی بعد و p “

řr
j“۱ pj با ثابت اثرات کلی بعد اگر

pj ˆ ۱ زیربرداری βj و است ثابت اثرات از بعدی p ˆ ۱ بردار یک β “ pβJ
۱ , . . . ,β

J
r qJ آنگاه

bi “ pbJ
i۱, . . . , b

J
irqJ می گیرد. قرار استفاده مورد jام پاسخ مشخصات توصیف برای که است بعدی

هم ارز بعدی qj ˆ ۱ زیربرداری bij و است نشده مشاهده تصادفی اثرات از بعدی q ˆ ۱ بردار یک
مربوط کوواریانس ماتریس های ترتیب به Ri و D ،(۲ .۴) رابطه توزیعی فرضیات در است. yij با
میزان که است تنظیم کننده پارامتر یک ν آزادی درجه هستند. مدل خطاهای و تصادفی اثرات به
و متقارن بعدی q ˆ q ماتریس یک D “ rDjj1 s این، بر علاوه می کند. تعیین را توزیع دم سنگینی
برای تصادفی اثرات کوواریانس ساختار Djj ،j “ j

1 ازای به است. Djj1 عناصر با مثبت معین
پاسخ متغیر جفت برای تصادفی اثرات کوواریانس ساختار Djj1 ،j ‰ j

1 ازای به و است jام پاسخ
،j “ ۱, . . . , r ازای به کنید فرض ،Ri کوواریانس ماتریس بهتر شناسایی منظور به است. j 1 و j
،ei,k „ Trp۰,Σ, νq باشیم داشته ،k “ ۱, . . . , si ازای به و eij „ Tsip۰, σjjΩi, νq باشیم داشته
Ωi و می کند توصیف را پاسخ متغیر r بین کوواریانس های و واریانس ها Σ “ rσjj1 s به طوری که

2Vectorial operation



چندمتغیره طولی داده های برای متغیر انتخاب ۱۰۶

زمانی موقعیت si بین سریالی همبستگی که است زمانی موقعیت های به وابسته همبستگی ماتریس
کیبریا ماتریسی t توزیع دارای ،Ei درون−گروهی خطای ماتریس اساس، این بر می دهد. نشان را
Ri مقیاس پارامتر و ۰ مکان پارامتر با چندمتغیره t توزیع دارای εi خطای بردار و بوده (۲۰۰۶)
KP ساختار می شود. تعریف Ri “ ΣbΩi به صورت (KP) کرونکر۳ ضرب ساختار توسط که است
جواب های از ناشی شناساپذیری عدم مسئله بر غلبه برای کنیم. برآورد دقیق تر را Ri تا می کند کمک
همبستگی ماتریس یک را Ωi که است لازم ،KP ساختار با Ri برآورد در Ωi و Σ برای غیر یکتا
ویژگی های اساس بر می توان شود، برآورد دقیق تر Ωi که این برای کوواریانس. ماتریس یک نه بدانیم
و ϕ همبستگی پارامترهای از تابعی که گرفت نظر در آن برای پارامتری ساختار یک موجود داده های
که گرفت نتیجه می توان راحتی به (۱ .۴) مدل تحت باشد. Ωi “ Ωipϕ, tiq به صورت ti زمانی نقاط

.Λi “ ZiDZ
J
i `Ri و yi „ TnipXiβ,Λi, νq

کمک به و گرفته بکار را τi مقیاس پارامترهای از مجموعه ای ،(۲۰۱۱) فن و وانگ از تبعیت به
به صورت مراتبی سلسله مدل یک توسط (۴. ۱)را رابطه در MtLMM مدل آن ها

yi|pbi, τiq „ NnipXiβ `Zibi, τ
´۱
i Riq, (۳ .۴)

bi|τi „ Nqp۰, τ´۱
i Dq,

τi „ Gpν{۲, ν{۲q.

مدل انتگرال گیری با مستقل اند. هم از εi|τi و bi|τi ،(۲ .۴) رابطه فرضیات اساس بر می کنیم. بیان
به صورت می توان را مدل ،bi به نسبت (۳ .۴)

yi|τi „ NnipXiβ, τ
´۱
i Λiq, τi „ Gpν{۲, ν{۲q. (۴ .۴)

انتخاب و برآورد به PML مانند تاوان تابع بر مبتنی هدف تابع بهینه سازی طریق از حال نوشت.
می پردازیم. متغیر

PML برای ECM الگوریتم ۲ .۱ .۴

EM الگوریتم و پارامترها ML برآورد پیرامون مختصری توضیحات ،۲ فصل از ۱ .۳ .۲ بخش در
مدل در اما می شود. استفاده مذکور روش از مدل پارامترهای برآورد برای نیز بخش این در شد. ارائه
برآوردگر ها برای بسته ای صورت و است پیچیده محاسباتی نظر از EM الگوریتم M گام ،MtLMM

ریاضی امید بیشینه سازی الگوریتم نام به دیگری الگوریتم مسئله، این حل برای یافت. نمی توان
شد معرفی (۱۹۹۳) رابین و مینگ توسط که ECM الگوریتم می شود. استفاده (ECM) شرطی۴
از که (CM) شرطی بیشینه سازی گام توسط آن M گام که تفاوت این با است EM الگوریتم مانند

می شود. جایگزین است، ساده تر محاسباتی نظر
3Kronecker product
4Expectation conditional maximization



۱۰۷ چندمتغیره t توزیع با آمیخته مدل در متغیر انتخاب

درستنمایی بیشینه برآوردگر ۱ .۲ .۱ .۴

اگر باشد. مدل پارامترهای تمام از مجموعه ای Θ “

´

β,veⅽhpDq,veⅽhpΣq, ϕ, ν
¯

کنید فرض
در کامل داده های را tpyi, biq, i “ ۱, . . . , nu مجموعه و گمشده مقادیر عنوان به را bi تصادفی اثرات

به صورت ثابت جمله گرفتن نظر در بدون کامل درستنمایی تابع لگاریتم آنگاه بگیریم، نظر

ℓcpΘq “
řn

i“۱ ℓ
ris
c pΘq “

řn
i“۱

۱
۲

!

log |R´۱
i | ` log |D´۱| ´ τirε

J
i R

´۱
i εi (۵ .۴)

`bJ
i D

´۱bis ` ν log p ν
۲q ´ ۲ log ν

۲ ` νplog τi ´ τiq
)

.

و y “ tyi, i “ ۱, . . . , nu شده مشاهده داده های شرط به (۵ .۴) شرطی امید ارزیابی برای است.
می کنیم. استفاده زیر قضیه از ، pΘprq

“ ppβ
prq
,veⅽhp pD

prq
q,veⅽhppΣ

prq
q, pϕprq, pνprq جاری برآوردهای

داریم ،(۳ .۴) مراتبی سلسله مدل تحت (۲۰۱۱ ، فن و (وانگ .۱ .۱ .۴ قضیه
»

–

yi

bi

fi

fl |τi „ Nni`q

¨

˝

»

–

Xiβ

0

fi

fl , τ´۱
i

»

–

Λi ZiD

DZJ
i D

fi

fl

˛

‚,

bi|pyi, τiq „ Nq

´

DZJ
i Λ

´۱
i pyi ´Xiβq, τ´۱

i pD´۱ `ZJR´۱
i Ziq

´۱
¯

,

τi|yi „ G
´

pν ` niq{۲, pν ` ∆iq{۲
¯

,

و است Xiβ و yi بین ماهالانوبیس۵ فاصله ∆i “ ∆ipβ,D,Σ, ϕ, νq “ ϵJ
i Λ

´۱
i ϵi آن در که

.ϵi “ yi ´Xiβ

می شود: انجام زیر شرح به EM الگوریتم اصلی مراحل

QipΘ| pΘ
prq

q “ E
`

ℓ
ris
c pΘq|yi, pΘ

prq˘ مجموع |QpΘکه pΘ
prq

q “ E
`

ℓcpΘq|y, pΘ
prq˘ تابع محاسبه :E گام

به صورت QipΘ| pΘ
prq

q و است i “ ۱, . . . , n برای

QipΘ| pΘ
prq

q “
۱
۲
!

log |R´۱
i | ` log |D´۱| ´ trpD´۱

pB
prq

i q ´ trpR´۱
i

pΨ
prq

i pθqq

`ν
`

logpν{۲q ` pκ
prq

i ´ pτ
prq

i

˘

)

´ logpν{۲q,

به طوری که می شود، تعریف

pτ
prq

i “ Epτi|yi, pΘ
prq

q “ ppνprq ` niq{ppνprq ` p∆
prq

i q,

pκ
prq

i “ Eplog τi|yi, pΘ
prq

q “ Dgp
pνprq ` ni

۲ q ´ logp
pνprq ` p∆

prq

i

۲ q,

pB
prq

i “ Epτibib
J
i |yi, pΘ

prq
q “ pτ

prq

i
pb

prq

i
pb

prqJ

i ` pV
prq

bi ,

pΨ
prq

i pβq “ Epτieie
J
i |yi, pΘ

prq
q

“ pτ
prq

i pyi ´Xiβ ´Zi
pb

prq

i qpyi ´Xiβ ´Zi
pb

prq

i qJ `Zi
pV

prq

bi Z
J
i ,

5Mahalanobis distance
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و

p∆
prq

i “ pyi ´Xi
pβ

prq
qJ

pΛ
prq´۱

i pyi ´Xi
pβ

prq
q,

pΛ
prq

i “ Zi
pD

prq
ZJ

i ` pR
prq

i ,

pR
prq

i “ pΣ
prq

b Ωippϕ
prqq,

pb
prq

i “ Epbi|yi, pΘ
prq

q “ pD
prq
ZJ

i
pΛ

prq´۱

i pyi ´Xi
pβ

prq
q,

pV
prq

bi “ pτ
prq

i ⅽovpbi|yi, pΘ
prq

q “
`

pD
prq´۱

`ZJ
i
pR

prq´۱

i Zi

˘´۱
.

. pΘpr`۱q
“ max

Θ
QpΘ| pΘ

prq
q توسط pΘ

prq کردن روز به :Ⅿ گام

EⅭⅯ الگوریتم و PⅯⅬ برآوردگر ۲ .۲ .۱ .۴

جمله ،(۵ .۴) درستنمایی تابع لگاریتم به آن ها، ضرایب برآورد و مهم متغیرهای انتخاب منظور به
به صورت تاوانیده درستنمایی تابع لگاریتم آنگاه می کنیم، اضافه را řp

k“۱ Pλnp|βk|q تاوان

ℓPenc pΘq “ ℓcpΘq ´ n

p
ÿ

k“۱
Pλnp|βk|q. (۶ .۴)

به صورت را E گام در تاوانیده Q تابع مشابه طور به می شود. حاصل

QPen
i pΘ| pΘ

prq
q “ QipΘ| pΘ

prq
q ´ n

pn
ÿ

k“۱
Pλnp|βk|q

در سازی بهینه مسئله حل برای و می کنیم استفاده اسکد تاوان تابع از این جا در می گیریم. نظر در
پیچیده محاسباتی نظر از M گام بیشینه سازی می بریم. کار به را موضعی دو درجه تقریب ،M گام
pe

prq

il “ yil ´ Xilθl ´ Zil
pb

prq

il می شود فرض گام این در می کنیم. استفاده CM گام از لذا است،
عناصر شامل و بعدی ql ˆ ۱ زیربردار یک pb

prq

il به طوری که ،peprq

is “ yis ´ Xisθs ´ Zis
pb

prq

is و
، pΨprq

pθq “ rpψ
prq

ils pθqs داریم حالت این در است. pbprq

i بردار از přlام
j“۱ qjq تا přl´۱ام

j“۱ qj ` ۱q

با مربعی ماتریس یک pψ
prq

ils pθq “ Epτieile
J
is|yi, pΘ

prq
q “ pτ

prq

i pe
prq

il pe
prqJ

is ´ Zil
pV

prq

bils
ZJ

is آن در که
تا přl´۱ام

j“۱ qj ` ۱q سطرهای شامل بعدی ql ˆ qs زیرماتریس یک pV
prq

bils
آن در که است si بعد

l, s “ ۱, . . . , r ازای به pV
prq

bi ماتریس přsام
j“۱ qjq تا přs´۱ام

j“۱ qj ` ۱q ستون های و přlام
j“۱ qjq

می شود. پیشنهاد ۴ الگوریتم به صورت ECM الگوریتم CM گام مجموع در است.

مجانبی خواص ۳ .۱ .۴
نظر در را موقعیتی می شود. مطالعه معرفی شده، تاوانیده برآوردگر مجانبی خواص بخش این در
Xi “ به صورت آن با هم ارز طرح ماتریس و β “ pβJ

۱ ,β
J
۲ qJ به صورت β درست مقادیر که بگیرید

در .β۲ “ 0 و صفراند غیر آن مقادیر همه که است بعدی s بردار β۱ شوند. تفکیک `Xip۱q,Xip۲q

˘
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EⅭⅯ الگوریتم و PⅯⅬ برآوردگر ۴ الگوریتم

طریق از pΣprq و pD
prq ،pβprq کردن روز به ،ν “ pνprq و ϕ “ pϕprq نگه داشتن ثابت :۱ −ⅭⅯ گام :۱

شوند: می حاصل زیر به صورت که QpΘ| pΘ
prq

q کردن بیشینه

pβ
pr`۱q

“

´

n
ÿ

i“۱
pτ

prq

i XJ
i
pR

prq´۱

i Xi ` nEnppβ
prq
¯´۱ n

ÿ

i“۱
pτ

prq

i XJ
i
pR

prq´۱

i pyi ´Zi
pb

prq

i q,

pD
pr`۱q

“ n´۱
n
ÿ

i“۱

pB
prq

i ,

pσ
pr`۱q

lm “

$

&

%

p
řn

i“۱ siq
´۱ řn

i“۱ tr
´

Ω´۱
i ppϕprqqpψ

prq

ils ppβ
pr`۱q

q

¯

for l “ s,

p۲řn
i“۱ siq

´۱ řn
i“۱ tr

´

Ω´۱
i ppϕprqq

`

pψ
prq

ils ppβ
pr`۱q

q ` pψ
prq

isl p
pβ

pr`۱q
q
˘

¯

for l ‰ s,

آن در که

Enppθ
prq

q “ ⅾiag
!qλnp|β۱|q

ϵ` |β۱|
, . . . ,

qλnp|βp|q

ϵ` |βp|

)

, ϵ “ ۱۰´۶.

قبل، گام در شده محاسبه ،pΣpr`۱q و ، pDpr`۱q ،pβpr`۱q اساس بر :۲ −ⅭⅯ گام :۲
دیگر عبارت به می آید. دست به Q تابع کردن بیشینه طریق از ppϕpr`۱q, pνpr`۱qq

ppϕpr`۱q, pνpr`۱qq “ arg max
pϕ,νq

!

n
ÿ

i“۱

´

r log |Ω´۱
i pϕq| ´ tr`ppΣ

pr`۱q´۱
b Ω´۱

i pϕqq ˆ pΨ
pr`۱{۲q

i

˘

¯

`ν logp ν
۲q ´ ۲ log Γp ν

۲q ` νppκ
prq

i ´ pτ
prq

i q

)

,

عبارت اول مشتق دادن قرار صفر برابر با که آنجایی از .pΨpr`۱{۲q

i “ pΨ
prq

i ppβ
pr`۱q

q به طوری که
باید ،ppϕpr`۱q, pνpr`۱qq کردن روز به برای نمی دهد؛ نتیجه بسته ای صورت ،ν و ϕ به نسبت Q
شده استفاده R نرم افزار در nlminb پکیچ از رساله این در که کرد استفاده عددی های روش از

است.
تا می کنیم تکرار ثابت مقداری به همگرایی زمان تا را ⅭⅯ و E های گام همگرایی: گام :۳

آید. بدست PⅯⅬ برآوردگر

،η “ pωJ, νqJ کنید فرض می شوند. تفکیک pβ “ ppβ
J

۱ , pβ
J

۲ qJ به صورت نیز برآوردگرها مقادیر نتیجه
ترتیب به Jηη Ñ Iηη و Jβ۲β۲ ،Jβ۱β۱ ،Jββ همچنین .ω “

`

vecpDqJ, vecpΣqJ,ϕJ
˘J آن در که

برآوردگرها، حدی رفتار مطالعه برای هستند. η و β۲ ،β۱ ،β به مربوط فیشر اطلاع ماتریس های
می گیریم: درنظر را زیر نظم شرایط
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آن گاه ،n Ñ 8 اگر (۱ .A)

n´۱Jββ Ñ Iββ, n´۱Jβ۱β۱ Ñ Iβ۱β۱

n´۱Jβ۲β۲ Ñ Iβ۲β۲ , n´۱Jηη Ñ Iηη

داریم است بعدی pr ˆ ۱ که a ‰ ۰ بردار ازای به (۲ .A)

max
i

␣

aJXJ
i Λ

´۱
i Xia

(

aJ
`
řn

i“۱X
J
i Λ

´۱
i Xi

˘

a
Ñ ۰. (۷ .۴)

به طوری که دارند، وجود C۱ و C۱ مثبت و ثابت مقادیر (۳ .A)

C۱ ă λmin

´۱
n

n
ÿ

i“۱
XJ

i Λ
´۱
i Xi

¯

ă λmax

´۱
n

n
ÿ

i“۱
XJ

i Λ
´۱
i Xi

¯

ă C۲,

هستند. A ماتریس ویژه مقدار بزرگترین و کوچکترین ترتیب به λmaxpAq و λminpAq آن در که

اگر (۳ .A)−(۱ .A) نظم شرایط و بخش این مفروضات تحت .۲ .۱ .۴ قضیه

lim inf
nÑ8

lim inf
λnÑ۰`

?
nP

1

λn
Ñ 8,

به طوری که است، ECM الگوریتم جواب یک pβ “ ppβ
J

۱ , pβ
J

۲ qJ آن گاه

Pnppβ۲ “ ۰q Ñ ۱,

pΘ
p

Ñ Θ,
?
nppβ۱ ´ β۱q

d
Ñ Nsp0, I´1

β1β1
q,

?
nppη ´ ηq

d
Ñ N p0, I´1

ηη q.

متغیرهای یعنی واقعی صفر ضرایب یک، به نزدیک احتمال با که می کند بیان ۲ .۱ .۴ قضیه
رفتار مطالعه با این بر علاوه دارند. بالایی کارآیی صفر غیر ضرایب و می شوند شناسایی بی تاثیر
اطمینان فاصله مانند آماری استنباط های سایر اجرای برای اولیه ابزار ،pη و pβ برآوردگرهای مجانبی
مجموعه کوواریانس ماتریس است لازم منظور این برای می آورد. فراهم را فرض آزمون های و
می توان است، مجانبی نرمال توزیع دارای و سازگار pΘ که آنجا از شوند. شناسایی pΘ برآوردگرهای
مجانبی کوواریانس ماتریس از تقریبی عنوان به را Θ “ pΘ نقطه در فیشر اطلاع ماتریس معکوس
است. آمده ضمیمه قسمت در ۲ .۱ .۴ قضیه اثبات و فیشر اطلاع ماتریس های گرفت. درنظر pΘ برای

عددی مطالعات ۴ .۱ .۴
که می شود داده نشان واقعی داده های تحلیل و شده شبیه سازی مطالعه یک طراحی با بخش این در
نرمال، توزیع جای به t توزیع از استفاده دلیل به مهم متغیرهای انتخاب بر علاوه معرفی شده روش
MtLMM رویکردهای تحت برآوردگرها عملکرد منظور بدین است. تنومند پرت داده های مقابل در

کرد. خواهیم مقایسه هم با را MNMM و تاوانیده MNMM ،MtLMM تاوانیده،



۱۱۱ چندمتغیره t توزیع با آمیخته مدل در متغیر انتخاب

شبیه سازی مطالعه ۱ .۴ .۱ .۴

در معرفی شده روش که می شود داده نشان شده، شبیه سازی مطالعه یک طراحی با بخش این در
است. برخوردار خوبی کارایی از t توزیع از مهم متغیرهای انتخاب

تولید (۲ .۴) فرضیات با (۱ .۴) مدل از پاسخ متغیر r “ ۲ ازای به را yi پاسخ متغیرهای
مولفه های به طوری که می گیریم. نظر در si “ ۵ برابر و ثابت را نمونه هر برای تکرارها تعداد می کنیم.

به صورت مدل

Xi۱,Xi۲ „ Up´۰٫۵,۰٫۵q

D “

»

–

۱ ۰٫۲۵
۰٫۲۵ ۱

fi

fl , Σ “

»

–

۲ ۰٫۷۵
۰٫۷۵ ۱

fi

fl , و Ω “ Isi

β “ pβ۱۱, . . . , β۱p, β۲۱, . . . , β۲pqJ به صورت مدل پارامترهای برای فرضی مقادیر شده اند. تعیین
اعضای سایر و pβ۱۱, β۱۲, β۱۳, β۲۱, β۲۲, β۲۳q “ p´۱,´۱,۲,´۱,´۱,۲q،p “ ۱۰ آن در که بوده
داده هایی همچنین و سنگین دم با داده هایی گرفتن درنظر برای هستند. صفر برابر پارامترها بردار
برای گرفتیم. نظر در ν “ ۵۰ و ν “ ۵ ترتیب به را آزادی درجه مقادیر نرمال، توزیع به نزدیک
و کوچک نسبتاً نمونه برای n “ ۲۵ به صورت نمونه حجم اندازه ،ML برآورد نمونه ای خواص بررسی
توسط شده شبیه سازی داده های از مجموعه هر است. شده تعیین بزرگ نسبتاً نمونه برای n “ ۱۰۰
ترکیب های ازای به و MNMM و تاوانیده MNMM ،MtLMM تاوانیده، MtLMM رهیافت های
، AIC معیارهای از برآوردگرها دقت سنجش منظور به گرفتند. قرار تحلیل مورد n و ν مختلف
ارزیابی برای می شود. استفاده شبیه سازی، از تکرار ۱۰۰ میانگین گیری اساس بر MSE و BIC

و CF ،UF ،I ،C معیار های از ۱ .۳ .۳ .۲ بخش مشابه متغیر انتخاب مساله در روش ها عملکرد
در شده ذکر روش چهار عملکرد به مربوط نتایج از خلاصه ای ،۱ .۴ جدول می کنیم. استفاده OF
رقیب روش های عملکرد بیشتر بررسی برای است. pn, νq مختلف مقادیر برای مدل انتخاب و برآورد
هر برای MSE و SD ،(ESt) برآورد به مربوط نتایج تاوانیده، MNMM و تاوانیده MtLMM

است. شده گزارش ۲ .۴ جدول در پارامترها از یک
MNMM و MtLMM که می کنیم مشاهده می رود انتظار که همان طور مدل، انتخاب نظر از
موفقیت با تاوانیده MNMM و تاوانیده MtLMM این، بر علاوه نمی دهند. انجام متغیر انتخاب
است بدیهی اما است. صفر آن ها I معیار زیرا می کنند انتخاب را صفر غیر ضرایب با متغیرها همه
در است. بزرگ تر C زیرا است تاوانیده MNMM از بهتر کم بسیار تفاوت با پیشنهادی رویکرد که
حجم افزایش با نرخ این و است ۷۰٪ حداقل درست مدل شناسایی احتمال تاوانیده، MtLMM

برآورد، دقت نظر از می شود. تایید خوبی به برآوردگرها مجانبی رفتار بنابراین می یابد. بهبود نمونه
شده کمتری Mse و SD به منجر توجهی قابل طور به روش ها سایر به نسبت تاوانیده MtLMM

حالت در برتری این می کند. صدق نیز MSE و BIC ،AIC معیارهای مورد در موضوع این است.
است. مشهودتر است، بیشتری پرت مقادیر دارای عبارتی به یا است، کلفت تر توزیع دم که ν “ ۵
،n “ ۱۰۰ است، بزرگ نمونه حجم یا ،ν “ ۵۰ است، نزدیک تر نرمال به داده ها توزیع که هنگامی
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افزایش با Mse و SD مقادیر که دریافتیم همچنین داشته اند. یکسانی عملکرد تقریباً روش دو هر
می کند. تائید را ML برآوردگرهای خوب مجانبی رفتار لذا می یابند، کاهش نمونه حجم

،MtLMM تاوانیده، MtLMM روش های متغیر انتخاب نتایج مقایسه شبیه سازی: نتایج :۱ .۴ جدول
مختلف. νهای و nها ازای به MNMM و تاوانیده MNMM

n “ ۲۵

ν MSE ℓ AIC BIC C I UF CF OF

تاوانیده MtLMM ۵ ۰٫۴۵۲ ´۸۹٫۸۵ ۲۳۳٫۷۰ ۲۶۶٫۶۱ ۱۳٫۷۵ ۰٫۰۰ ۰٫۰۰ ۰٫۸۳ ۰٫۱۷
۵۰ ۰٫۴۸۰ ´۹۰٫۱۵ ۲۳۴٫۳۰ ۲۶۷٫۲۱ ۱۳٫۶۶ ۰٫۰۰ ۰٫۰۰ ۰٫۷۳ ۰٫۲۷

MtLMM ۵ ۰٫۸۶۷ ´۷۸٫۶۹ ۲۱۱٫۳۹ ۲۴۴٫۲۹ ۲٫۷۵۰ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۱٫۰۰
۵۰ ۰٫۸۳۵ ´۸۴٫۷۷ ۲۲۳٫۵۵ ۲۵۶٫۴۶ ۲٫۸۹ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۱٫۰۰

تاوانیده MNMM ۵ ۰٫۷۱۱ ´۲۴۶٫۰۹ ۵۴۶٫۱۹ ۵۷۹٫۱۰ ۱۳٫۶۰ ۰٫۰۰ ۰٫۰۰ ۰٫۷۲ ۰٫۲۸
۵۰ ۰٫۵۵۰ ´۱۸۱٫۵۳ ۴۱۷٫۰۷ ۴۴۹٫۹۸ ۱۳٫۵۷ ۰٫۰۰ ۰٫۰۰ ۰٫۶۹ ۰٫۳۱

MNMM ۵ ۲٫۵۱۰ ´۲۴۰٫۸۹ ۵۳۵٫۷۷ ۵۶۸٫۶۸ ۱٫۹۷ ۰٫۰۰ ۰٫۰۱ ۰٫۰۰ ۱٫۰۰
۵۰ ۱٫۶۶۱ ´۱۷۷٫۱۳ ۴۰۸٫۲۸ ۴۴۱٫۱۸ ۲٫۱۵ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۱٫۰۰

n “ ۱۰۰

تاوانیده MtLMM ۵ ۰٫۱۰۱ ´۴۷۰٫۷۳ ۹۹۵٫۴۶ ۱۰۶۵٫۸۰ ۱۳٫۹۷ ۰٫۰۰ ۰٫۰۰ ۰٫۹۷ ۰٫۰۳
۵۰ ۰٫۰۸۳ ´۵۲۴٫۵۲ ۱۱۰۳٫۰۴ ۱۱۷۳٫۳۸ ۱۳٫۹۴ ۰٫۰۰ ۰٫۰۰ ۰٫۹۴ ۰٫۰۶

MtLMM ۵ ۰٫۱۸۹ ´۴۹۰٫۹۲ ۱۰۳۵٫۸۴ ۱۱۰۶٫۱۸ ۵٫۵۹ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۱٫۰۰
۵۰ ۰٫۱۸۳ ´۵۴۳٫۷۹۶ ۱۱۴۱٫۵۹۳ ۱۲۱۱٫۹۳۲ ۵٫۶۷ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۱٫۰۰

تاوانیده MNMM ۵ ۰٫۲۱۹ ´۱۰۵۱٫۱۴ ۲۱۵۶٫۲۹ ۲۲۲۶٫۶۳ ۱۳٫۹۱ ۰٫۰۱ ۰٫۰۱ ۰٫۹۰ ۰٫۰۹
۵۰ ۰٫۰۷۹ ´۷۷۵٫۸۳ ۱۶۰۵٫۶۵ ۱۶۷۵٫۹۹ ۱۳٫۸۸ ۰٫۰۰ ۰٫۰۰ ۰٫۸۹ ۰٫۱۱

MNMM ۵ ۰٫۵۴۹ ´۱۰۴۳٫۰۲۸ ۲۱۴۰٫۰۵ ۲۲۱۰٫۳۹ ۳٫۹۴ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۱٫۰۰
۵۰ ۰٫۳۴۶ ´۷۶۸٫۶۰ ۱۵۹۱٫۲۰ ۱۶۶۱٫۵۴ ۴٫۵۹ ۰٫۰۰ ۰٫۰۰ ۰٫۰۰ ۱٫۰۰

صفراوی بیماری داده های تحلیل ۲ .۴ .۱ .۴

MNMM ،MtLMM MtLMMتاوانیده، روش های توسط را صفراوی بیماری داده های بخش این در
پاسخ متغیرهای yi “ pyJ

i۱,y
J
i۲qJ می شوند. مقایسه هم با نتایج و کرده تحلیل MNMM و تاوانیده

از هدف است. lalbumin و lbili سطوح بیانگر ترتیب به yi۲ و yi۱ به طوری که است، iام بیمار برای
است. Drug و Sex ،Age تبیینی متغیرهای و پاسخ متغیر دو این بین ارتباط تعیین داده ها این تحلیل
β “ pβ۱۰, β۱۱, β۱۲, β۱۳, β۱۴, β۲۰, β۲۱, β۲۲, β۲۳, β۲۴q ثابت اثرات برای طرح ماتریس بنابراین

به صورت
Xi “ I۲ b rIsi : ti : sexiIsi : drugiIsi : ageiIsis,

با ti “ pti۱, . . . , tisiq
J ،۱ عناصر با بعدی si ˆ ۱ بردار یک Isi به طوری که می شوند، تعیین

شاخص drugi زن)، برای ۱ و ۰ مرد برای ۰) جنسیت شاخص sexi ،(Y ear) ti,k “ monthi,k{۱۲
برای طرح ماتریس هستند. iام بیمار سن agei ، D−پنیسیلامین) برای ۱ و دارونما برای ۰) دارو
محاسبات در سادگی برای است. Zi “ I۲ b rIsi : tis به صورت تصادفی شیب و مبدا از عرض



۱۱۳ چندمتغیره t توزیع با آمیخته اثرات با پارامتری نیمه مدل

خطای دیگر، روش سه با تاوانیده MLMM روش عملکرد مقایسه برای .Ωi “ I می کنیم فرض
برای همچنین می شود. محاسبه طرفه یک متقابل سنجی اعتبار روش طریق از برآوردگرها استاندار
(میانگین MSPE و BIC ،AIC معیارهای از داده ها، توسط شده پشتیبانی مدل بهترین شناسایی
خطاهای پارامترها، برآورد شامل نتایج ،۳ .۴ جدول می شود. استفاده پیشگویی) خطای دوم توان های
نتایج می دهد. ارائه مذکور روش های برازش تحت را MSPE و BIC ،AIC معیارهای و استاندارد
خطاهای تاوانیده، MNMM و تاوانیده MtLMM روش های تحت پارامترها که می دهند نشان
تفاوت MSPE معیار نظر از چه اگر دارند. MNMM و MtLMM به نسبت کمتری استاندارد
با مقایسه در پیشنهادی مدل BIC ،AIC معیارهای وجود این با نیست چشمگیر روش ها عملکرد
اثر Drug که می شود نتیجه تاوانیده، MtLMM مدل براساس دارند. کمتری مقدار دیگر مدل سه

نیست. Drug و Sex تاثیر تحت lalbumin و ندارد lbili روی معنی داری

چندمتغیره t توزیع با آمیخته اثرات با پارامتری نیمه مدل ۲ .۴
می شود. پرداخته (MtSMM) چندمتغیره t نیمه پارامتری آمیخته مدل معرفی به ابتدا بخش این در
زده تقریب ۳ .۵ .۱ بخش در شده داده شرح رگرسیونی اسپلاین های روش به مدل ناپارامتری مولفه
بررسی برای می کنیم. استفاده پارامترها برآورد برای ECM تکراری الگوریتم از سپس می شود.
داده مجموعه یک و شده شبیه سازی داده  مجموعه تحلیل از حاصل نتایج پیشنهادی، مدل کارایی

می شود. گزارش واقعی

اسپلاین تقریب و MtSMM مدل ۱ .۲ .۴
r دارای iام نمونه به طوری که بگیرید، نظر در را پرت مقادیر با طولی داده های از تصادفی نمونه n

به صورت iام نمونه برای MtSMM مدل باشد. زمان طول در مکرر مشاهده si و پاسخ متغیر

yi “ Xiβ ` fptiq `Zibi ` εi, (۸ .۴)

و gjptiq “
`

gjpti,۱q, . . . , gjpti,siq
˘J ،fptiq “

`

f۱ptiq
J, . . . ,f rptiq

J
˘J آن در که می شود، بیان

فرضیات است. ti,k زمان در شده اندازه گیری jام پاسخ برای مشتق پذیر و هموار تابع یک gjpti,kq

می شوند. تعیین ۱ .۴ بخش مشابه مدل مولفه های سایر است. (۲ .۴) رابطه به صورت مدل توزیعی
ti,۱ “ t

p۱q

ij ă کنید فرض رگرسیونی اسپلاین های روش به gjpti,kq ناپارامتری تابع تقریب برای
است. iام نمونه از j پاسخ متغیر با هم ارز که باشد rti,۱, ti,sis بازه برای افرازی . . . ă t

pLjq

ij “ ti,si

djpě ۱q مرتبه اسپلاین تابع از gjpti,kq تقریب برای اگر است. l “ ۱, . . . , Lj ازای به گره lامین ،tplqij

داشت خواهیم آن گاه کنیم، استفاده

gjpti,kq “ αj,۰ ` αj,۱ti,k ` . . .` αj,dj t
dj
i,k `

Lj
ÿ

l“۱
αpdj`۱q`lpti,k ´ t

plq
ij q

dj
` “ Bjpti,kqJαj ,



چندمتغیره طولی داده های برای متغیر انتخاب ۱۱۴

بعدی hj ˆ ۱ برداری Bjpti,kq “

´

۱, ti,k, . . . , tdji,k,
`

ti,k ´ t
p۱q

ij

˘dj
`
, . . . ,

`

ti,k ´ t
pLjq

ij

˘dj
`

¯

آن در که
بعد با اسپلاین ضرایب از برداری αj “ pαj,۰, . . . , αj,dj , αj,d`۱, . . . , αj,hj

, qJ و بوده پایه توابع از
به صورت خطی مدل یک به (۸ .۴) نیمه پارامتری مدل بنابراین است. hj “ dj ` ۱ ` Lj

yi “ Xiβ `Bptiqα`Zibi ` εi, (۹ .۴)

Bjptiq “
`

Bjpti,۱qJ, . . . ,Bjpti,siq
J
˘J Bptiqو “ diag

`

B۱ptiq, . . . ,Brptiq
˘ می شود. که تبدیل

را اسپلاین اثرات کلی بعد اگر است. مدل اسپلاینی بخش با هم ارز بعدی si ˆ hi طرح ماتریس یک
اسپلاین اثرات از بعدی h ˆ ۱ بردار یک α “ pαJ

۱ , . . . ,α
J
r qJ آنگاه دهیم، نشان h “

řr
j“۱ hj با

به صورت می توان را (۹ .۴) مدل سادگی، برای است.

yi “ X̃iθ `Zibi ` εi, (۱۰ .۴)

siˆppj`hjq طرح ماتریس X̃ij “
`

Xij ,Bjptiq
˘ و X̃i “ diagtX̃i۱, . . . , X̃iru به طوری که نوشت،

با شده ترکیب رگرسیونی پارامترهای بردار θ “ pβJ,αJqJ است. iام نمونه از j پاسخ برای بعدی
است. ppj ` hjq ˆ ۱ بعد

زیر مراتبی سلسله مدل به صورت می توان را (۱۰ .۴) مدل ،۱ .۴ بخش در شده ارائه راهکار طبق

yi|pbi, τiq „ NnipX̃iβ `Zibi, τ
´۱
i Riq, (۱۱ .۴)

bi|τi „ Nqp۰, τ´۱
i Dq,

τi „ Gpν{۲, ν{۲q.

مشابه کاملا روش این می پردازیم. ECM الگوریتم اساس بر پارامترها ML برآورد به حال نوشت.
که تفاوت این با است بخش در رفته بکار الگوریتم

ECM الگوریتم و ML برآورد ۲ .۲ .۴

اثرات اگر باشد. مدل پارامترهای تمام از مجموعه ای Θ “

´

θ, vechpDq, vechpΣq, ϕ, ν
¯

کنید فرض
نظر در کامل داده های را tpyi, biq, i “ ۱, . . . , nu مجموعه و گمشده مقادیر عنوان به را bi تصادفی

به صورت ثابت جمله گرفتن نظر در بدون شرطی درستنمایی تابع لگاریتم آنگاه بگیریم،

ℓcpΘq “
řn

i“۱ ℓ
ris
c pΘq “

řn
i“۱

۱
۲

!

log |R´۱
i | ` log |D´۱| ´ τirε

J
i R

´۱
i εi (۱۲ .۴)

`bJ
i D

´۱bis ` ν log p ν
۲q ´ ۲ log ν

۲ ` νplog τi ´ τiq
)

.

و y “ tyi, i “ ۱, . . . , nu شده مشاهده داده های شرط به (۱۲ .۴) شرطی امید ارزیابی برای است.
می کنیم. استفاده زیر قضیه از ، pΘprq

“

´

pθ
prq
, vechp pD

prq
q, vechppΣ

prq
q, pϕprq, pνprq

¯

جاری برآوردهای



۱۱۵ چندمتغیره t توزیع با آمیخته اثرات با پارامتری نیمه مدل

داریم ،(۳ .۴) مراتبی سلسله مدل تحت .(۲۰۱۱ فن، و (وانگ .۱ .۲ .۴ نتیجه
»

–

yi

bi

fi

fl |τi „ Nni`q

¨

˝

»

–

X̃iθ

0

fi

fl , τ´۱
i

»

–

Λi ZiD

DZJ
i D

fi

fl

˛

‚,

bi|pyi, τiq „ Nq

´

DZJ
i Λ

´۱
i pyi ´ X̃iθq, τ´۱

i pD´۱ `ZJR´۱
i Ziq

´۱
¯

,

τi|yi „ G
´

pν ` niq{۲, pν ` ∆iq{۲
¯

,

ϵ̃i “ و است X̃iθ و yi بین ماهالانوبیس فاصله ∆i “ ∆ipθ,D,Σ, ϕ, νq “ ϵ̃J
i Λ

´۱
i ϵ̃i به طوری که

.yi ´ X̃iθ

می شود: انجام زیر شرح به EM الگوریتم اصلی مراحل

QipΘ| pΘ
prq

q “ E
`

ℓ
ris
c pΘq|yi, pΘ

prq˘ مجموع |QpΘکه pΘ
prq

q “ E
`

ℓcpΘq|y, pΘ
prq˘ تابع محاسبه :E گام

به صورت QipΘ| pΘ
prq

q و است i “ ۱, . . . , n برای

QipΘ| pΘ
prq

q “
۱
۲
!

log |R´۱
i | ` log |D´۱| ´ trpD´۱

pB
prq

i q ´ trpR´۱
i

pΨ
prq

i pθqq

`ν
`

logpν{۲q ` pκ
prq

i ´ pτ
prq

i

˘

)

´ logpν{۲q,

به طوری که می شوند، تعریف

pτ
prq

i “ Epτi|yi, pΘ
prq

q “ ppνprq ` niq{ppνprq ` p∆
prq

i q,

pκ
prq

i “ Eplog τi|yi, pΘ
prq

q “ Dgp
pνprq ` ni

۲ q ´ logp
pνprq ` p∆

prq

i

۲ q,

pB
prq

i “ Epτibib
J
i |yi, pΘ

prq
q “ pτ

prq

i
pb

prq

i
pb

prqJ

i ` pV
prq

bi ,

pΨ
prq

i pθq “ Epτieie
J
i |yi, pΘ

prq
q

“ pτ
prq

i pyi ´ X̃iθ ´Zi
pb

prq

i qpyi ´ X̃iθ ´Zi
pb

prq

i qJ `Zi
pV

prq

bi Z
J
i ,

و

p∆
prq

i “ pyi ´ X̃i
pθ

prq
qJ

pΛ
prq´۱

i pyi ´ X̃i
pθ

prq
q,

pΛ
prq

i “ Zi
pD

prq
ZJ

i ` pR
prq

i ,

pR
prq

i “ pΣ
prq

b Ωippϕ
prqq,

pb
prq

i “ Epbi|yi, pΘ
prq

q “ pD
prq
ZJ

i
pΛ

prq´۱

i pyi ´ X̃i
pθ

prq
q,

pV
prq

bi “ pτ
prq

i ⅽovpbi|yi, pΘ
prq

q “
`

pD
prq´۱

`ZJ
i
pR

prq´۱

i Zi

˘´۱
.

. pΘpr`۱q
“ max

Θ
QpΘ| pΘ

prq
q توسط pΘ

prq کردن روز به :Ⅿ گام

می شود. پیشنهاد ۵ الگوریتم به صورت ECM الگوریتم CM گام مجموع در



چندمتغیره طولی داده های برای متغیر انتخاب ۱۱۶

EⅭⅯ الگوریتم و PⅯⅬ برآوردگر ۵ الگوریتم

طریق از pΣprq و pD
prq ،pθprq کردن روز به ،ν “ pνprq و ϕ “ pϕprq نگه داشتن ثابت :۱ −ⅭⅯ گام :۱

شوند: می حاصل زیر به صورت که QpΘ| pΘ
prq

q کردن بیشینه

pβ
pr`۱q

“

´

n
ÿ

i“۱
pτ

prq

i X̃
J

i
pR

prq´۱

i X̃i

¯´۱ n
ÿ

i“۱
pτ

prq

i X̃
J

i
pR

prq´۱

i pyi ´Zi
pb

prq

i q,

pD
pr`۱q

“ n´۱
n
ÿ

i“۱

pB
prq

i ,

pσ
pr`۱q

lm “

$

&

%

p
řn

i“۱ siq
´۱ řn

i“۱ tr
´

Ω´۱
i ppϕprqqpψ

prq

ils ppθ
pr`۱q

q

¯

for l “ s,

p۲řn
i“۱ siq

´۱ řn
i“۱ tr

´

Ω´۱
i ppϕprqq

`

pψ
prq

ils ppθ
pr`۱q

q ` pψ
prq

isl p
pθ

pr`۱q
q
˘

¯

for l ‰ s,

قبل، گام در شده محاسبه ،pΣpr`۱q و ، pDpr`۱q ،pθpr`۱q اساس بر :۲ −ⅭⅯ گام :۲
دیگر عبارت به می آید. دست به Q تابع کردن بیشینه طریق از ppϕpr`۱q, pνpr`۱qq

ppϕpr`۱q, pνpr`۱qq “ arg max
pϕ,νq

!

n
ÿ

i“۱

´

r log |Ω´۱
i pϕq| ´ tr`ppΣ

pr`۱q´۱
b Ω´۱

i pϕqq ˆ pΨ
pr`۱{۲q

i

˘

¯

`ν logp ν
۲q ´ ۲ log Γp ν

۲q ` νppκ
prq

i ´ pτ
prq

i q

)

,

. pΨpr`۱{۲q

i “ pΨ
prq

i ppβ
pr`۱q

q به طوری که
تا می کنیم تکرار ثابت مقداری به همگرایی زمان تا را ⅭⅯ و E های گام همگرایی: گام :۳

آید. بدست ⅯⅬ برآوردگر

مجانبی خواص ۳ .۲ .۴
شرایط از مجموعه ای ،pgptiq “ Bptiqpα و pΞ “ ppβ

J
,ωJ, pνq برآوردگرهای حدی رفتار مطالعه برای

اگر .ω “
`

vechpDqJ, vechpΣqJ,ϕJ
˘J جا این در است. نیاز مورد ۱ .۴ بخش مشابه نظم

می گوییم آن گاه ،supt |Bptiqpα ´ gptiq|
p

Ñ ۰ باشیم داشته ،n Ñ 8 که هنگامی و ppβ ´ βq
p

Ñ ۰
حدی رفتار که می کنیم بیان را ۱ .۲ .۴ قضیه نظم، شرایط تحت سازگاراند. ppβ, pgptiqq برآوردگرهای

می دهد. نشان را pgptiq و pΞ برآوردگرهای

آن گاه Lj « N۱{p۲mj`۱q اگر .۱ .۲ .۴ قضیه

piq :
۱
n

n
ÿ

i“۱

si
ÿ

k“۱

`

pgjpti,kq ´ gjpti,kq
˘۲

“ OppN۲mj{p۲mj`۱qq, j “ ۱, . . . , r,

piiq : pΞ
p

Ñ Ξ,
?
nppβ ´ βq

d
Ñ N p0, I´1

ββq,
?
nppη ´ ηq

d
Ñ N p0, I´1

ηη q.

معرفی (۱ .A) شرط در Iηη و Iββ ماتریس های و بوده مشاهدات کل تعداد N “
řn

i“۱ si آن در که
شده اند.



۱۱۷ چندمتغیره t توزیع با آمیخته اثرات با پارامتری نیمه مدل

عددی مطالعات ۴ .۲ .۴
ابتدا می کنیم. بررسی عددی به صورت را پارامترها برآورد و مدل برازش فرایند بخش، این در
روش توسط را واقعی داده های با مطالعاتی مورد یک و شده شبیه سازی داده های از مجموعه ای
مورد (MtSMM) چندمتغیره t آمیخته اثرات با نیمه پارامتری مدل در ML برآوردگر یعنی پیشنهادی

می دهیم. قرار تحلیل

شبیه سازی مطالعه ۱ .۴ .۲ .۴

می کنیم. تولید (۲ .۴) فرضیات با و (۸ .۴) مدل از پاسخ متغیر r “ ۲ ازای به را yi پاسخ متغیرهای
به طوری که

g۱pti,kq “ ۲٫۵ ´ ۱٫۵ti,k ` ۰٫۴t۲i,k,

g۲pti,kq “ ۲ sinp۲πti,kq ` ۲ cosp۲πti,kq,

سایر می شوند. تعیین β “ pβ۱۱, β۱۲, β۲۱, β۲۲qJ “ p۱,۲,´۲,۴, qJ به صورت مدل پارامترهای و
درجه اسپلاین تقریب g۱pti,kq برای است. ۱ .۴ بخش در سازی شبیه مطالعه مشابه مدل مولفه های
دلایل مطابق می گیریم. درنظر را ،d۲ “ ۳ مکعبی، اسپلاین تفریب g۲pti,kq برای و ،d۱ “ ۲ دو،
و n “ ۵۰,۱۰۰ مقادیر با ترتیب به آزادی درجه مقادیر و نمونه حجم (۲ .۴) بخش در شده بیان
شده برآورد پارامترهای MSE و SD اریبی، مقادیر با برآورد دقت می شوند. تعیین ν “ ۵,۵۰
معیارهای محاسبه با مدل انتخاب این، بر علاوه می شود. اندازه گیری مذکور مدل های برازش تحت
۴ .۴ جداول در ترتیب به n “ ۱۰۰ و n “ ۲۵ حالت های برای نتایج می شود. انجام BIC و AIC
مقادیر MNSMM به نسبت MtSMM می شود، مشاهده که همان طور است. شده گزارش ۵ .۴ و
در رفتار این است. صادق نیز BICو AIC معیارهای مورد در قضیه این دارد. کمتری MSE ،SD
،(ν “ ۵۰) نزدیکترند نرمال توزیع به داده ها که هنگامی است. مشهودتر pn, νq “ p۲۵,۵q حالت
که دریافتیم همچنین می دهند. نتیجه را مشابهی تقریباً استاندارد انحراف های و برآوردها مدل دو هر
خوب مجانبی ویژگی های کننده تأیید که می یابند کاهش نمونه اندازه افزایش با MSE و SD مقادیر

هستند. ،ML برآوردگرهای

صفراوی بیماری داده های تحلیل ۲ .۴ .۲ .۴

طول در متغیر دو رفتار می دهد نشان ۴ .۱ شکل می شوند. تحلیل PBCseq داده های بخش این در
زمان، طول در آن ها رفتار تغییر مطالعه برای که می رسد نظر به بنابراین است. هم از متفاوت زمان
که باشد گونه ای به باید طرح باشد. مناسب متغیرها، از یک هر برای مجزا ناپارامتری طرح از استفاده
می شود. پیشنهاد MtSMM مدل از استفاده لذا کند. کنترل نیز را داده ها در موجود پرت مقادیر تاثیر
نحوه آلبومین، و بیلیروبین بین ارتباط مطالعه بر علاوه که می دهد را اجازه این مدل این از استفاده



روش این بودن تنومند بررسی برای کنیم. بررسی را زمان طول در متغیر دو این ارتباط و تغییرات
و داده برازش داده ها به نیز را MNSMM مدل پیشنهادی، مدل بر علاوه پرت، مشاهدات حضور در
سه ،Ωi ماتریس برای اینجا در است. ۱ .۴ بخش مشابه مدل تنضیمات می شوند. مقایسه هم با نتایج
همبستگی و (EX) تبادل پذیر همبستگی ،(UNC) استقلال همبستگی شامل همبستگی اختیار نوع

هستیم. روبرو نامزد مدل ۶ با مجموع در می گیریم. درنظر را (ARp۱q) یک مرتبه اتورگرسیو

BIC ،AIC مقادیر شامل که می دهد نشان را نامزد مدل ۶ برازش از خلاصه ای ۶ .۴ جدول
دو هر برای ،ARp۱q همبستگی ساختار از استفاده معیارها، تمام به توجه با است. MSPE و
همراه به رگرسیونی پارامترهای برآورد ۷ .۴ جدول است. بوده مناسب MtSMM و MtSMM مدل
ارائه را ARp۱q همبستگی با MNSMM و MtSMM برای ثابت اثرات استاندارد انحراف های
تقریباً MNSMM و MtSMM مدل دو در ثابت اثرات برآورد که می کنند بیان نتایج می دهد.
نتیجه را کمتری بسیار استاندارد انحراف ،MNSMM با مقایسه در MtSMM اما است یکسان

است. MtSMM مناسب عملکرد بیانگر که می دهد،

تحقیق آینده برای پیشنهادات ۳ .۴

رگرسیونی مدل های دسته سه هر مثبت ویژگی های جمع آوری با نیمه پارامتری آمیخته اثرات مدل
داده های تحلیل در بالایی بسیار انعطاف از واحد، مدل یک در نیمه پارامتری و ناپارامتری پارامتری،
داده های تحلیل و شبیه سازی مطالعات در شده گزارش نتایج که همان گونه است. برخوردار طولی
نشان را معرفی شده برآوردگرهای بالای کارایی و معمول مدل های به نسبت مدل این برتری واقعی،
ابزاری و نوپا زمینه ای معرفی شده مدل چارچوب در طولی داده های تحلیل اساس، این بر می دهد،
داریم، تصمیم مهم این بر تکیه با نیز ما آورد. خواهد فراهم آماردانان آتی فعالیت های برای کارآمد
و مسائل از بسیاری در را مدل این و داده قرار راستا این در را خود فعالیت های و مطالعات
نمود. خواهیم ارائه مختصر طور به را خود پیشنهادات ادامه در کنیم. وارد دیگر آماری استنباط های

چندجمله ای داده های برای نیمه پارامتری تعمیم یافته آمیخته اثرات مدل ۱ .۳ .۴

کاربردی موضوعات اولین از یکی که برد پی می توان رساله، این مباحث اجمالی مطالعه و بررسی با
مسئله به پرداختن و ۲ .۴ و ۱ .۴ بخش های ادغام گرفت، درنظر بعدی مطالعه عنوان به می توان که
فرض همچنین است. چندمتغیره t توزیع با آمیخته اثرات با نیمه پارامتری مدل در متغیر انتخاب
که باشند رسته ای داده های انواع از ترکیبی فصل، این در بحث مورد چندجمله ای داده های که کنید
اثرات مدل یک می توان حالت این در است. خود به منحصر ربط تابع به کارگیری نیازمند کدام هر



۱۱۹ تحقیق آینده برای پیشنهادات

به صورت را نیمه پارامتری تعمیم یافته آمیخته

gjpµijq “ ηij “ XJ
ijβ `ZJ

ijui ` fptijq

اما بگیرد، دربر را عملی کاربردهای از گسترده تری طیف می تواند مدل این اگرچه گرفت. نظر در
جامعی تحقیقات نیازمند لذا بود. خواهد سنگین تر محاسباتی نظر از و پیچیده تر توجهی قابل به طور

است. کاربردی برنامه های و محاسباتی استراتژی های پیرامون

تجمعی تاوان توابع از استفاده ۲ .۳ .۴
می توان حال این با بود. مدل ها پارامتری جزء متغیر انتخاب و برآورد روی اصلی تمرکز رساله این در
عنوان به برد. به کار نیز مدل ها ناپارامتری جزء برای را پیشنهادی تکنیک ،(۲۰۰۹) سوای کار مشابه
رابطه در هم زمان متغیر انتخاب و برآورد مسئله تجمعی، تاوان جملات به کارگیری با ۲ فصل در مثال

به صورت تاوانیده، درستنمایی تابع لگاریتم بیشینه سازی مسئله حل به (۱۵ .۲)

ℓPenc pΘq “ ℓcpΘq ´ n

p
ÿ

k“۱
P

p۱q

λn
p|βk|q ´ n

p
ÿ

k“۱
P

p۲q

λn
p|αk|q

می کنند. کنترل را مدل ناپارامتری ضرایب P
p۲q

λn
p.q و مدل پارامتری ضرایب P

p۱q

λn
p.q که می شود، تبدیل

برای جالبی موضوع عنوان به می توان و است ویژه ای توجه نیازمند بیان شده مسئله نظری جزئیات
گرفت. درنظر آینده تحقیقات

آمیخته اثرات با نیمه پارامتری متغیر ضرایب مدل ۳ .۳ .۴
روبرو زیر اصلی هدف سه با طولی داده های تحلیل در شد، بیان رساله این اول فصل در که همان گونه

هستیم:
زمان. طول در آزمودنی ها تغییرات مطالعه .۱

پاسخ). متغیر روی بر تبیینی متغیرهای (اثر متغیرها بین رابطه مطالعه .۲
متغیرها. بین رابطه بر زمان تاثیر مطالعه .۳

باشد؛ موجود آن با ارز هم واقعی مشاهده که است نقاطی برآورد به قادر تنها آمیخته، اثرات مدل
متغیر برآورد آنجایی که، از دریافت. می توان را پاسخ متغیر روی بر تبیینی متغیرهای اثر بنابراین
به صورت زمان، به نسبت ناپارامتری تابع وجود دلیل به نیمه پارامتری آمیخته اثرات مدل در پاسخ
حال می گردد. محقق زمان طول در آزمودنی ها تغییرات مطالعه هدف می باشد، هموار منحنی یک
باشند داشته پاسخ ها روی متفاوتی تاثیر زمانی نقطه هر در که باشیم داشته تبیینی متغیرهایی اگر
با نیمه پارامتری آمیخته اثرات مدل باشیم، متغیرها بین رابطه بر زمان تاثیر مطالعه به علاقه مند و

به صورت می توان را متغیر ضرایب

yptq “ XptqJβptq `W ptqJα`ZptqJb` εptq,



چندمتغیره طولی داده های برای متغیر انتخاب ۱۲۰

است. زمان از نامعلوم تابعی βptq “
`

β۱ptq, . . . ,βpptq
˘J

P Rp پارامتر به طوری که گرفت، نظر در
یکدیگر روی متغیرها تاثیر نحوه و پدیده ها رفتار تغییر از حجیمی اطلاعات که می شود باعث ویژگی این
برای معرفی شده ناپارامتری های روش از یک هر گرفتن درنظر با آیند. به دست مختلف های زمان در

نمود. حل را منعطف بسیار مدل های نوع این در برآورد مساله می توان ،βptq

از متغیر ضرایب با طولی داده های مدل بندی زمینه در متعددی بسیار تحقیقات تاکنون اگرچه
چنگ و تانگ ،(۲۰۰۷) ژو و زو ،(۲۰۰۰) یانگ و وو ،(۱۹۹۸) همکاران و هوور جمله

چنگ و (۲۰۱۴) همکاران و یانگ ،(۲۰۱۳) همکاران و تانگ ،(۲۰۱۰) پارک و نوه ،(۲۰۰۸)
این پیشنهادی مدل تحقیقات این از هیچ کدام در وجود این با گرفته است؛ انجام (۲۰۱۴) همکاران و
اهمیت و ویژگی ها بررسی ضمن می شود پیشنهاد این رو از نگرفته است. قرار بررسی مورد مجموعه

شود. پرداخته نیز زیر موضوعات و مباحث به مذکور مدل کاربردی

همزمان. متغیر انتخاب و برآورد مسئله .۱

بالا. بسیار بعد و بالا بعد داده های با مرتبط نظریه های بررسی .۲

رسته ای. داده های با انطباق جهت مذکور مدل تعمیم یافته نسخه مطالعه .۳



۱۲۱ تحقیق آینده برای پیشنهادات

و nها ازای به تاوانیده MNMM و تاوانیده MtLMM روش های کارآیی شبیه سازی: نتایج :۲ .۴ جدول
مختلف. νهای

n “ ۲۵ n “ ۱۰۰

ν “ ۵ ν “ ۵۰ ν “ ۵ ν “ ۵۰

MtLMM MNMM MtLMM MNMM MtLMM MNMM MtLMM MNMM

Est ´۱٫۰۲۰ ´۱٫۰۳۵ ´۱٫۰۶۷ ´۱٫۰۲۷ ´۰٫۹۷۷ ´۰٫۹۵۶ ´۱٫۰۰۰ ´۱٫۰۰۱
β۱۱ SE ۰٫۲۸۹ ۰٫۲۸۶ ۰٫۳۲۹ ۰٫۳۳۱ ۰٫۱۸۰ ۰٫۲۷۰ ۰٫۱۴۵ ۰٫۱۴۵

MSE ۰٫۰۸۳ ۰٫۰۸۲ ۰٫۱۰۸ ۰٫۱۱۲ ۰٫۰۳۳ ۰٫۰۷۴ ۰٫۰۲۱ ۰٫۰۲۱

Est ´۱٫۰۱۰ ´۱٫۰۲۷ ´۱٫۰۰۷ ´۱٫۰۱۳ ´۰٫۹۸۶ ´۰٫۹۵۸ ´۰٫۹۹۵ ´۱٫۰۰۰
β۱۲ SE ۰٫۲۸۲ ۰٫۳۴۲ ۰٫۲۶۰ ۰٫۲۵۸ ۰٫۱۴۰ ۰٫۲۵۴ ۰٫۱۳۸ ۰٫۱۳۵

MSE ۰٫۰۷۹ ۰٫۱۱۶ ۰٫۰۶۷ ۰٫۰۶۶ ۰٫۰۲۰ ۰٫۰۶۶ ۰٫۰۱۹ ۰٫۰۱۸

Est ۲٫۰۶۰ ۲٫۰۴۹ ۲٫۰۳۳ ۲٫۰۳۶ ۱٫۹۸۲ ۱٫۹۳۷ ۲٫۰۲۰ ۲٫۰۲۲
β۱۳ SE ۰٫۲۴۷ ۰٫۳۲۵ ۰٫۲۶۷ ۰٫۲۹۱ ۰٫۱۵۲ ۰٫۱۸ ۰٫۱۲۵ ۰٫۱۲۰

MSE ۰٫۰۶۴ ۰٫۱۰۶ ۰٫۰۷۲ ۰٫۰۸۵ ۰٫۰۲۳ ۰٫۰۳۶ ۰٫۰۱۶ ۰٫۰۱۶

Est ´۰٫۹۷۹ ´۱٫۰۲۲ ´۰٫۹۸۷ ´۰٫۹۸۰ ´۰٫۹۹۱ ´۰٫۹۸۰ ´۰٫۹۷۹ ´۰٫۹۸۱
β۲۱ SE ۰٫۲۰۰ ۰٫۲۱۸ ۰٫۲۰۵ ۰٫۲۲۰ ۰٫۱۰۴ ۰٫۱۳۳ ۰٫۱۰۰ ۰٫۰۹۲

MSE ۰٫۰۴۰ ۰٫۰۴۷ ۰٫۰۴۲ ۰٫۰۴۸ ۰٫۰۱۱ ۰٫۰۱۸ ۰٫۰۱۰ ۰٫۰۰۹

Est ´۱٫۰۱۲ ´۰٫۹۸۹ ´۰٫۹۹۰ ´۱٫۰۰۰ ´۰٫۹۹۹ ´۱٫۰۰۶ ´۱٫۰۰۳ ´۱٫۰۰۲
β۲۲ SE ۰٫۱۹۸ ۰٫۲۵۷ ۰٫۲۰۷ ۰٫۱۹۷ ۰٫۰۸۷ ۰٫۱۱۸ ۰٫۰۹۱ ۰٫۰۸۳

MSE ۰٫۰۳۹ ۰٫۰۶۵ ۰٫۰۳۸ ۰٫۰۴۲ ۰٫۰۰۸ ۰٫۰۱۴ ۰٫۰۰۸ ۰٫۰۰۷

Est ۲٫۰۰۳ ۲٫۰۱۸ ۱٫۹۶۶ ۱٫۹۵۸ ۲٫۰۰۹ ۲٫۰۰۴ ۱٫۹۹۱ ۱٫۹۹۱
β۲۳ SE ۰٫۱۷۶ ۰٫۱۹۴ ۰٫۱۸۰ ۰٫۲۰۳ ۰٫۰۸۵ ۰٫۱۰۰ ۰٫۰۸۵ ۰٫۰۸۵

MSE ۰٫۰۳۱ ۰٫۰۳۷ ۰٫۰۳۴ ۰٫۰۴۲ ۰٫۰۰۷ ۰٫۰۱۰ ۰٫۰۰۷ ۰٫۰۰۷

Est ۱٫۱۷۸ ۳٫۴۴۷ ۱٫۱۸۵ ۲٫۲۰۵ ۱٫۲۸۹ ۳٫۵۵۱ ۱٫۳۹۳ ۲٫۲۲۵
d۱۱ SE ۰٫۴۰۲ ۱٫۳۵۰ ۰٫۷۲۲ ۰٫۴۴۹ ۰٫۲۶۹ ۰٫۷۹۴ ۰٫۲۶۸ ۰٫۳۴۶

MSE ۰٫۸۳۵ ۳٫۸۸۶ ۰٫۵۵۷ ۰٫۸۶۴ ۰٫۵۷۷ ۳٫۰۳۰ ۰٫۴۴۰ ۰٫۱۶۹

Est ۰٫۱۴۲ ۰٫۳۳۰ ۰٫۱۶۱ ۰٫۳۱۸ ۰٫۱۷۳ ۰٫۴۴۶ ۰٫۲۰۳ ۰٫۳۱۱
d۱۲ SE ۰٫۲۴۷ ۰٫۹۶۰ ۰٫۵۰۱ ۰٫۲۸۲ ۰٫۱۶۱ ۰٫۵۹۹ ۰٫۱۵۶ ۰٫۲۴۹

MSE ۰٫۰۷۲ ۰٫۹۱۳ ۰٫۲۵۳ ۰٫۰۸۷ ۰٫۰۳۲ ۰٫۳۹۳ ۰٫۰۲۶ ۰٫۰۶۵

Est ۱٫۱۵۰ ۳٫۴۳۴ ۱٫۲۳۵ ۲٫۲۴۱ ۱٫۲۱۰ ۳٫۴۲۲ ۱٫۳۵۶ ۲٫۱۵۸
d۲۲ SE ۰٫۳۷۰ ۱٫۳۶۰ ۰٫۶۶۰ ۰٫۵۴۱ ۰٫۲۷۴ ۰٫۸۵۳ ۰٫۲۹۱ ۰٫۳۵۲

MSE ۰٫۸۵۷ ۳٫۸۷۴ ۰٫۴۸۸ ۰٫۸۷۵ ۰٫۶۹۹ ۲٫۷۴۲ ۰٫۴۹۹ ۰٫۱۴۷

Est ۰٫۶۴۶ ۲٫۱۷۲ ۰٫۶۵۹ ۱٫۳۳۷ ۰٫۷۳۷ ۲٫۳۱۲ ۰٫۸۴۴ ۱٫۴۴۷
σ۱۱ SE ۰٫۱۵۹ ۰٫۵۵۲ ۰٫۲۱۰ ۰٫۲۱۲ ۰٫۱۴۳ ۰٫۳۹۲ ۰٫۱۳۹ ۰٫۱۲۲

MSE ۱٫۸۵۹ ۰٫۳۲۹ ۰٫۴۸۴ ۱٫۸۴۳ ۱٫۶۱۶ ۰٫۲۴۹ ۱٫۳۵۵ ۰٫۳۲

Est ۰٫۲۵۲ ۰٫۸۶۰ ۰٫۲۶۲ ۰٫۵۴۰ ۰٫۲۷۷ ۰٫۸۸۴ ۰٫۳۲۴ ۰٫۵۵۲
σ۱۲ SE ۰٫۰۶۶ ۰٫۲۵۹ ۰٫۱۲۵ ۰٫۰۹۵ ۰٫۰۵۸ ۰٫۱۹۳ ۰٫۰۵۹ ۰٫۰۶۸

MSE ۰٫۲۵۲ ۰٫۰۷۸ ۰٫۲۴۷ ۰٫۰۶۰ ۰٫۲۲۷ ۰٫۰۵۵ ۰٫۱۸۵ ۰٫۰۴۴

Est ۰٫۳۰۸ ۱٫۰۴۹ ۰٫۳۲۶ ۰٫۶۷۴ ۰٫۳۶۳ ۱٫۱۴۵ ۰٫۴۱۴ ۰٫۷۱۲
σ۲۲ SE ۰٫۰۷۹ ۰٫۲۷۸ ۰٫۱۱۰ ۰٫۰۹۴ ۰٫۰۶۷ ۰٫۱۷۸ ۰٫۰۶۶ ۰٫۰۶۰

MSE ۰٫۴۸۶ ۰٫۰۷۸ ۰٫۴۶۳ ۰٫۱۱۸ ۰٫۴۱۱ ۰٫۰۵۲ ۰٫۳۴۸ ۰٫۰۸۷

Est ۱٫۹۴۶ − ۳٫۱۷ ˆ ۱۰۶ − ۲٫۱۵۰ − ۳٫۹۷۱ −
ν SE ۰٫۳۵۲ − ۲٫۰۲ ˆ ۱۰۷ − ۰٫۴۲۵ − ۰٫۹۰۲ −

MSE ۹٫۴۵۱ − ۴٫۱۴ ˆ ۱۰۱۴ − ۸٫۳۰۱ − ۲۱۱۹٫۴۵ −



چندمتغیره طولی داده های برای متغیر انتخاب ۱۲۲

مدل سه برازش تحت (SD) رگرسیونی پارامترهای برآورد :PBCseq داده های تحلیل نتایج :۳ .۴ جدول
.MNMM و تاوانیده MNMM ،MtLMM تاوانیده، MtLMM

پارامترها تاوانیده MtLMM MtLMM تاوانیده MNMM MNMM

ثابت اثرات

β۱۰ pInterceptq ۱٫۲۷۹ p۰٫۰۲۰q ۱٫۶۴۵ p۰٫۱۲۱q ۱٫۲۳۶ p۰٫۰۲۰q ۱٫۴۹۷ p۰٫۱۸۰q

β۱۱ pTimeq ۰٫۰۲۴ p۸٫۸ ˆ ۱۰´۴q ۰٫۰۰۴ p۰٫۰۱۱q ۰٫۰۱۷۱ p۸٫۹ ˆ ۱۰´۴q ۰٫۰۱۷ p۰٫۰۲۰q

β۱۲ pSexq ´۰٫۳۷۲ p۰٫۰۱۰q ´۰٫۵۵۸ p۰٫۰۴۰q ´۰٫۳۳۱ p۰٫۰۱۱q ´۰٫۵۳۰ p۰٫۰۶۴q

β۱۳ pDrugq ۰٫۰۰۰ p۰٫۰۰۰q ´۰٫۰۰۸ p۰٫۰۲۰q ۰٫۰۰۰ p۰٫۰۰۰q ´۰٫۰۲۳ p۰٫۰۱۸q

β۱۴ pAgeq ´۰٫۰۱۰ p۰٫۰۰۶q ´۰٫۰۱۱ p۰٫۰۰۱q ´۰٫۰۰۸ p۰٫۰۰۷q ´۰٫۰۱۰ p۰٫۰۰۲q

β۲۰ pInterceptq ۱٫۰۱۳ p۰٫۰۰۲q ۱٫۴۰۲ p۰٫۰۸۶q ۱٫۳۴۳ p۰٫۰۰۲q ۱٫۳۱۲ p۰٫۰۱۷q

β۲۱ pTimeq ´۰٫۰۱۵ p۱٫۱ ˆ ۱۰´۴q ´۰٫۰۲۰ p۰٫۰۰۶q ´۰٫۰۱۳ p۱٫۲ ˆ ۱۰´۴q ´۰٫۰۱۴ p۰٫۰۰۱q

β۲۲ pSexq ۰٫۰۰۰ p۱٫۴ ˆ ۱۰´۴q ´۰٫۰۲۴ p۰٫۰۳۵q ´۰٫۰۰۰ p۱٫۵ ˆ ۱۰´۴q ´۰٫۰۰۱ p۰٫۰۰۵q

β۲۳ pDrugq ۰٫۰۰۰ p۸٫۴ ˆ ۱۰´۴q ۰٫۰۲۸ p۰٫۰۱۶q ۰٫۰۰۰ p۸٫۸ ˆ ۱۰´۴q ۰٫۰۲۵ p۰٫۰۰۳q

β۲۴ pAgeq ۰٫۰۰۶ p۳٫۶ ˆ ۱۰´۵q ´۰٫۰۰۲ p۰٫۰۰۱q ´۰٫۰۰۲ p۳٫۶ ˆ ۱۰´۵q ´۰٫۰۰۱ p۲ ˆ ۱۰´۴q

تصادفی اثرات

d۱۱ ۰٫۸۷۹ ۲٫۱۲۵ ۱٫۰۴۰ ۱٫۱۱۴
d۲۱ ۰٫۰۲۵ ۰٫۰۰۰ ۰٫۰۲۸ ´۰٫۳۴۳
d۲۲ ۰٫۰۷۴ ۰٫۲۱۱ ۰٫۰۸۲ ۲٫۶۳۱
d۳۱ ´۰٫۰۳۸ ´۰٫۱۰۰ ´۰٫۰۵۹ ´۰٫۰۶۵
d۳۲ ´۰٫۰۰۳ ´۰٫۰۰۱ ´۰٫۰۰۱ ۰٫۰۱۸

d۳۳ ۰٫۰۱۳ ۰٫۰۲۲ ۰٫۰۱۲ ۰٫۰۱۳
d۴۱ ´۰٫۰۱۱ ´۰٫۰۲۳ ´۰٫۰۰۷ ۰٫۰۱۶
d۴۲ ´۰٫۰۰۹ ´۰٫۰۲۴ ´۰٫۰۰۹ ´۰٫۱۵۷
d۴۳ ۰٫۰۰۱ ´۰٫۰۰۲ ´۰٫۰۰۱ ´۰٫۰۱۵
d۴۴ ۰٫۰۰۳ ۰٫۰۱۰ ۰٫۰۰۲ ۰٫۰۳۷

خطاها

σ۱۱ ۰٫۰۴۶ ۰٫۱۲۴ ۰٫۰۶۶ ۰٫۱۰۲
σ۲۱ ´۰٫۰۰۱ ´۰٫۰۰۱ ´۰٫۰۰۰۵ ´۰٫۰۰۲
σ۲۲ ۰٫۰۰۳ ۰٫۰۱۲ ۰٫۰۰۶۱ ۰٫۰۱۹
ν ۱٫۰۸۲ ۱٫۰۰۰ − −

معیارها

ℓmax ۸۶۷۵٫۴۰ ۵۴۳۳٫۴۴ ۶۵۰۱٫۰۵ ۵۳۴۶٫۲۷
AIC ´۱۷۳۰۲٫۸۱ ´۱۰۸۱۸٫۸۸ ´۱۲۹۵۶٫۱۱ ´۱۰۶۴۶٫۵۴
BIC ´۱۷۲۱۲٫۹۸ ´۱۰۷۲۹٫۰۵ ´۱۲۸۷۰٫۰۲ ´۱۰۵۶۰٫۴۵
MSPE ۷٫۷۴ ۶٫۸۶ ۷٫۷۵ ۷٫۸۴



۱۲۳ تحقیق آینده برای پیشنهادات

n “ ۲۵ ازای به MNSMM و MtLMM ،MtSMM روش های کارآیی شبیه سازی: نتایج :۴ .۴ جدول
مختلف. νهای و

n “ ۲۵

پارامترها ν “ ۵ ν “ ۵۰

MtSMM MtLMM MNSMM MtSMM MtLMM MNSMM

BIAS ۰٫۶۴۱ ۷٫۹۶۶ ۰٫۶۴۵ ۰٫۷۴۶ ۷٫۹۰۶ ۰٫۷۴۶
β۱۱ SD ۰٫۳۶۶ ۰٫۴۸۹ ۰٫۴۱۸ ۰٫۳۶۸ ۰٫۳۹۳ ۰٫۳۶۸

MSE ۰٫۵۴۳ ۶۳٫۷۰۱ ۰٫۵۸۹ ۰٫۶۹۰ ۶۲٫۶۵۸ ۰٫۶۹۰

BIAS ۰٫۰۳۰ ۰٫۵۵۵ ۰٫۰۶۴ ۰٫۰۵۸ ۰٫۶۴۸ ۰٫۰۶۴
β۱۲ SD ۰٫۲۲۴ ۰٫۷۷۸ ۰٫۲۶۵ ۰٫۲۷۱ ۰٫۷۳۰ ۰٫۲۷۰

MSE ۰٫۰۵۰ ۰٫۹۰۸ ۰٫۰۷۴ ۰٫۰۷۶ ۰٫۹۴۷ ۰٫۰۷۶

BIAS ۰٫۹۸۷ ۱٫۰۷۴ ۰٫۹۵۵ ۰٫۸۹۲ ۱٫۰۶۷ ۰٫۸۷۹
β۲۱ SD ۰٫۳۷۷ ۰٫۴۱۷ ۰٫۳۷۷ ۰٫۳۷۵ ۰٫۳۹۱ ۰٫۳۷۳

MSE ۱٫۱۱۶ ۱٫۳۲۴ ۱٫۰۵۳ ۰٫۹۳۵ ۱٫۲۸۹ ۰٫۹۱۰

BIAS ۰٫۳۱۲ ۱٫۲۹۲ ۰٫۲۱۵ ۰٫۱۷۳ ۱٫۲۸۷ ۰٫۱۵۱
β۲۲ SD ۰٫۴۸۴ ۰٫۵۱۲ ۰٫۴۱۴ ۰٫۳۱۴ ۰٫۴۳۵ ۰٫۳۰۰

MSE ۰٫۳۲۹ ۱٫۹۳۰ ۰٫۲۱۶ ۰٫۱۲۸ ۱٫۸۴۴ ۰٫۱۱۲

BIAS ۰٫۸۴۹ ۰٫۹۵۴ ۰٫۹۶۵ ۰٫۱۳۱ ۰٫۹۵۷ ۰٫۱۱۰
d۱۱ SD ۰٫۳۷۹ ۰٫۲۶۱ ۱٫۳۲۵ ۰٫۶۴۴ ۰٫۲۵۹ ۰٫۷۳۷

MSE ۰٫۸۶۲ ۰٫۹۷۷ ۲٫۶۷۰ ۰٫۴۲۷ ۰٫۹۸۳ ۰٫۵۵۰

BIAS ۰٫۰۳۶ ۰٫۱۶۰ ۰٫۳۰۳ ۰٫۰۵۰ ۰٫۱۹۴ ۰٫۰۸۶
d۱۲ SD ۰٫۳۳۸ ۰٫۱۶۵ ۰٫۹۹۰ ۰٫۵۰۲ ۰٫۱۶۶ ۰٫۵۶۲

MSE ۰٫۱۱۴ ۰٫۰۵۳ ۱٫۰۶۲ ۰٫۲۵۱ ۰٫۰۶۵ ۰٫۳۲۰

BIAS ۰٫۵۵۳ ۱٫۶۵۰ ۱٫۷۰۳ ۰٫۰۴۳ ۱٫۷۳۴ ۰٫۳۰۲
d۲۲ SD ۰٫۵۴۶ ۰٫۱۵۲ ۲٫۰۷۰ ۰٫۸۲۸ ۰٫۱۰۰ ۰٫۹۳۹

MSE ۰٫۶۰۱ ۲٫۷۴۴ ۷٫۱۴۳ ۰٫۶۸۰ ۳٫۰۱۷ ۰٫۹۶۴

BIAS ۱٫۲۲۶ ۳٫۱۳۵ ۰٫۱۸۸ ۰٫۷۷۰ ۳٫۲۴۷ ۰٫۵۹۵
σ۱۱ SD ۰٫۱۷۷ ۰٫۵۱۱ ۰٫۷۳۴ ۰٫۱۹۰ ۰٫۶۱۴ ۰٫۲۲۳

MSE ۱٫۵۳۳ ۱۰٫۰۸۵ ۰٫۵۶۹ ۰٫۶۲۷ ۱۰٫۹۱۳ ۰٫۴۰۳

BIAS ۰٫۴۵۳ ۰٫۷۶۸ ۰٫۰۸۳ ۰٫۲۲۷ ۰٫۷۷۰ ۰٫۱۵۶
σ۱۲ SD ۰٫۱۵۷ ۰٫۱۲۷ ۰٫۴۳۲ ۰٫۲۴۰ ۰٫۰۹۶ ۰٫۲۷۰

MSE ۰٫۲۳۰ ۰٫۶۰۶ ۰٫۱۹۲ ۰٫۱۰۸ ۰٫۶۰۲ ۰٫۱۰۰

BIAS ۰٫۳۹۸ ۰٫۶۳۹ ۲٫۱۶۸ ۱٫۵۵۶ ۰٫۶۴۶ ۱٫۸۸۳
σ۲۲ SD ۰٫۲۲۲ ۰٫۰۵۷ ۰٫۵۰۷ ۰٫۳۱۰ ۰٫۰۶۰ ۴۰٫۳۴۴

MSE ۰٫۲۰۷ ۰٫۴۱۱ ۴٫۹۵۳ ۲٫۵۱۵ ۰٫۴۲۰ ۳٫۶۶۱

BIAS ۰٫۰۲۳ ۳٫۲۶۲ − ۱٫۱۵۷ ۴۸٫۹۹۹ −
ν SD ۰٫۱۳۲ ۰٫۴۳۹ − ۰٫۹۷۹ ۰٫۰۰۸ −

MSE ۰٫۰۱۸ ۱۰۸ − ۲٫۲۸۸ ۲۴۰۰٫۸۸۴ −
ℓmax ´۲۱۵٫۳۲۹ ´۲۳۲٫۳۷۴ ´۳۲۷٫۲۵۳ ´۲۶۵٫۹۲۳ ´۲۲۸٫۷۵۷ ´۲۸۷٫۰۸۹
AIC ۴۵۲٫۶۵۸ ۴۸۶٫۷۴۸ ۶۷۴٫۵۰۶ ۵۵۳٫۸۴۶ ۴۷۹٫۵۱۵ ۵۹۴٫۱۷۷
BIC ۴۶۶٫۰۶۵ ۵۰۰٫۱۵۶ ۶۸۶٫۶۹۵ ۵۶۷٫۲۵۴ ۴۹۲٫۹۲۲ ۶۰۶٫۳۶۶



چندمتغیره طولی داده های برای متغیر انتخاب ۱۲۴

n “ ۱۰۰ ازای به MNSMM و MtLMM ،MtSMM روش های کارآیی شبیه سازی: نتایج :۵ .۴ جدول
مختلف. νهای و

n “ ۱۰۰

Paraⅿeters ν “ ۵ ν “ ۵۰

MtSMM MtLMM MNSMM MtSMM MtLMM MNSMM

BIAS ۰٫۷۲۴ ۸٫۱۸۷ ۰٫۷۲۷ ۰٫۷۴۰ ۸٫۱۹۴ ۰٫۷۴۰
β۱۱ SD ۰٫۱۹۰ ۰٫۲۵۵ ۰٫۲۱۹ ۰٫۱۶۲ ۰٫۱۷۶ ۰٫۱۶۳

MSE ۰٫۵۶۰ ۶۷٫۰۸۵ ۰٫۵۷۶ ۰٫۵۷۳ ۶۷٫۱۷۳ ۰٫۵۷۳۴

BIAS ۰٫۰۳۳ ۰٫۸۶۹ ۰٫۰۲۳ ۰٫۰۰۶ ۰٫۸۲۵ ۰٫۰۰۶
β۱۲ SD ۰٫۱۲۰ ۰٫۲۷۲ ۰٫۱۳۸ ۰٫۱۰۰ ۰٫۲۴۷ ۰٫۱۰۳

MSE ۰٫۰۱۵ ۰٫۸۲۸ ۰٫۰۱۹ ۰٫۰۱۰ ۰٫۷۴۲ ۰٫۰۱۱

BIAS ۰٫۰۱۸ ۰٫۱۶۲ ۰٫۰۱۴ ۰٫۰۶۱ ۰٫۱۷۹ ۰٫۰۵۶
β۲۱ SD ۰٫۲۲۳ ۰٫۲۳۹ ۰٫۲۳۹ ۰٫۱۴۸ ۰٫۲۱۴ ۰٫۱۴۷

MSE ۰٫۰۵۰ ۰٫۰۸۳ ۰٫۰۵۷ ۰٫۰۲۵ ۰٫۰۷۷ ۰٫۰۲۵

BIAS ۰٫۷۰۸ ۰٫۵۶۸ ۰٫۶۲۲ ۰٫۶۴۳ ۰٫۵۰۹ ۰٫۶۳۲
β۲۲ SD ۰٫۲۳۰ ۰٫۲۸۶ ۰٫۲۱۸ ۰٫۱۵۵ ۰٫۲۱۱ ۰٫۱۵۷

MSE ۰٫۵۵۲ ۰٫۴۰۴ ۰٫۴۳۴ ۰٫۴۳۷ ۰٫۳۰۳ ۰٫۴۲۴

BIAS ۰٫۵۶۲ ۱٫۰۲۸ ۱٫۵۷۰ ۰٫۱۱۴ ۱٫۰۴۴ ۰٫۲۱۲
d۱۱ SD ۰٫۲۷۷ ۰٫۱۶۷ ۰٫۹۷۵ ۰٫۳۳۹ ۰٫۱۵۸ ۰٫۳۹۴

MSE ۰٫۳۹۲ ۱٫۰۸۴ ۳٫۴۰۴ ۰٫۱۲۷ ۱٫۱۱۴ ۰٫۱۹۹

BIAS ۰٫۰۴۴ ۰٫۲۴۴ ۰٫۲۵۳ ۰٫۰۲۱ ۰٫۲۳۷ ۰٫۰۲۱
d۱۲ SD ۰٫۲۰۸ ۰٫۰۸۷ ۰٫۷۴۷ ۰٫۲۷۱ ۰٫۰۷۹ ۰٫۳۱۱

MSE ۰٫۰۴۵ ۰٫۰۶۷ ۰٫۶۱۶ ۰٫۰۷۳ ۰٫۰۶۲ ۰٫۰۹۶

BIAS ۰٫۳۳۲ ۱٫۶۳۱ ۱٫۶۹۷ ۰٫۱۰۲ ۱٫۶۸۳ ۰٫۴۵۸
d۲۲ SD ۰٫۲۹۳ ۰٫۰۸۰ ۰٫۸۶۱ ۰٫۳۵۱ ۰٫۰۵۸ ۰٫۴۰۳

MSE ۰٫۱۹۵ ۲٫۶۶۸ ۳٫۶۱۲ ۰٫۱۳۳ ۲٫۸۳۶ ۰٫۳۷۰

BIAS ۱٫۱۳۷ ۴٫۰۰۹ ۴۰٫۲۹۸ ۰٫۷۶۸ ۴٫۳۲۰ ۰٫۵۴۲
σ۱۱ SD ۰٫۱۲۳ ۰٫۶۲۳ ۰٫۴۰۳ ۰٫۱۰۶ ۰٫۵۸۰ ۰٫۱۲۳

MSE ۱٫۳۰۸ ۱۶٫۴۵۲ ۰٫۲۵۰ ۰٫۶۰۱ ۱۸٫۹۹۸ ۰٫۳۰۹

BIAS ۰٫۴۲۳ ۰٫۷۴۱ ۰٫۱۲۱ ۰٫۲۴۷ ۰٫۷۸۰ ۰٫۱۵۶
σ۱۲ SD ۰٫۰۷۹ ۰٫۰۵۸ ۰٫۲۲۳ ۰٫۱۱۴ ۰٫۰۵۶ ۰٫۱۳۰

MSE ۰٫۱۸۵ ۰٫۵۵۲ ۰٫۰۶۴ ۰٫۰۷۴ ۰٫۶۱۱ ۰٫۰۴۱

BIAS ۰٫۸۰۷۸ ۰٫۵۶۹ ۲٫۶۹۵ ۱٫۹۲۱ ۰٫۵۶۷ ۲٫۳۹۱
σ۲۲ SD ۰٫۲۰۷ ۰٫۰۵۴ ۰٫۲۶۰ ۰٫۱۸۳ ۰٫۰۵۲ ۰٫۱۷۵

MSE ۰٫۶۹۵ ۰٫۳۲۶ ۷٫۳۲۷ ۳٫۷۲۳ ۰٫۳۲۵ ۵٫۷۴۵

BIAS ۰٫۰۱۴ ۳٫۲۹۵ − ۰٫۷۶۰ ۴۸٫۹۹۸ −
ν SD ۰٫۱۴۳ ۰٫۰۸۰ − ۰٫۹۷۶ ۰٫۰۰۶ −

MSE ۰٫۰۲۰ ۱۰٫۸۶۴ − ۱٫۵۲۰ ۲۴۰۰٫۸۴۶ −
ℓmax ´۹۹۴٫۸۰۸ ´۱۰۳۴٫۴۹۱ ´۱۴۰۰٫۳۷۷ ´۱۱۳۵٫۹۴۸ ´۱۰۳۸٫۵۰۰ ´۱۲۲۶٫۶۳۱
AIC ۲۰۱۱٫۶۱۷ ۲۰۹۰٫۹۸۲ ۲۸۲۰٫۷۵۳ ۲۲۹۳٫۸۹۶ ۲۰۹۸٫۹۹۹ ۲۴۷۳٫۲۶۲
BIC ۲۰۴۰٫۲۷۴ ۲۱۱۹٫۶۳۹ ۲۸۴۶٫۸۰۵ ۲۳۲۲٫۵۵۲ ۲۱۲۷٫۶۵۶ ۲۴۹۹٫۳۱۴



۱۲۵ تحقیق آینده برای پیشنهادات

مدل های برازش تحت مدل انتخاب معیارهای نتایج :PBCseq داده های تحلیل نتایج :۶ .۴ جدول
مختلف. همبستگی ساختارهای و MNSMM و MtSMM

Ⅽriteria

مدل Ωi ℓmax AIC BIC MSPE

MtSMM

UNC ۵۰۹۰٫۴۹ ´۱۰۱۴۲٫۹۸ ´۱۰۰۵۴٫۶۳ ۶٫۴۰
EX ۵۲۵۱٫۲۴ ´۱۰۴۶۲٫۴۸ ´۱۰۳۷۶٫۱۳ ۶٫۳۸
ARp۱q ۵۳۵۸٫۴۱ ´۱۰۶۷۲٫۸۲ ´۱۰۵۹۰٫۴۷ ۶٫۱۳

MNSMM

UNC ۳۸۱۷٫۹۴ ´۷۵۹۳٫۸۸ ´۷۵۱۵٫۲۸ ۷٫۲۴
EX ۳۹۳۸٫۵۰ ´۷۸۳۵٫۰۰ ´۷۷۵۶٫۴۰ ۷٫۱۸
ARp۱q ۴۰۱۸٫۸۸ ´۷۹۹۵٫۷۷ ´۷۹۱۷٫۱۶ ۷٫۱۰



چندمتغیره طولی داده های برای متغیر انتخاب ۱۲۶

مدل های برازش تحت (SD) رگرسیونی پارامترهای برآورد :PBCseq داده های تحلیل نتایج :۷ .۴ جدول
.MNSMM و MtSMM

پارامترها MtSMM MNSMM

ثابت اثرات

β۱۰pInterceptq ۱٫۴۳۲p۰٫۰۱۸q ۱٫۴۲۸p۰٫۱۱۲q

β۱۱pSexq ´۰٫۵۴۲p۰٫۰۱۰q ´۰٫۵۳۸p۰٫۰۴۲q

β۱۲pDrugq ´۰٫۰۱۵p۰٫۰۰۷q ´۰٫۰۱۹p۰٫۰۱۳q

β۱۳pAgeq ´۰٫۰۱۰p۳٫۳ ˆ ۱۰´۴q ´۰٫۰۱۰۲p۰٫۰۰۲q

β۲۰pInterceptq ۱٫۱۷۱p۰٫۰۰۲q ۱٫۱۷۲p۰٫۰۰۷q

β۲۱pSexq ´۰٫۰۰۴p۰٫۰۰۱q ´۰٫۰۰۵p۰٫۰۰۳q

β۲۲pDrugq ۰٫۰۱۰p۸٫۹ ˆ ۱۰´۴q ۰٫۰۰۹p۰٫۰۰۱q

β۲۳pAgeq ´۰٫۰۰۲p۴٫۱ ˆ ۱۰´۵q ´۰٫۰۰۱p۱٫۱ ˆ ۱۰´۴q

تصادفی اثرات

d۱۱ ۰٫۸۰۷ ۰٫۷۳۸
d۲۱ ´۰٫۰۱۲ ´۰٫۰۲۱
d۲۲ ۰٫۳۱۷ ۰٫۳۰۹
d۳۱ ´۰٫۰۲۲ ´۰٫۰۱۹
d۳۲ ´۰٫۰۰۳ ´۰٫۰۰۲

d۳۳ ۰٫۳۱۰ ۰٫۳۰۹
d۴۱ ´۰٫۰۰۷ ´۰٫۰۰۶
d۴۲ ´۰٫۰۰۵ ´۰٫۰۰۴
d۴۳ ´۰٫۰۹۵ ´۰٫۰۹۵
d۴۴ ۰٫۲۵۶ ۰٫۲۵۶

خطاها

σ۱۱ ´۰٫۰۸۵ ´۰٫۱۱۴
σ۲۱ ´۰٫۰۰۳ ´۰٫۰۰۲
σ۲۲ ´۰٫۲۲۲ ´۰٫۲۲۴
ν ۳٫۱۲۰ −
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آ پیوست

ملزومات و تعاریف

گردآوری رساله، این فصل های در استفاده شده تعاریف و ملزومات مختلف بخش های در پیوست این در
شده اند.

برازش نیکویی معیارهای آ. ۱
می شود؛ انجام متعدد معیارهای توسط مختلف مدل های برازش نیکویی سنجش حاضر، رساله در
خطای دوم توان های میانگین و (BIC) بیزی اطلاع معیار ،(AIC) کائیک آ اطلاع معیار جمله از
مانند معیارهایی از مختلف برآوردگرهای کارایی تشخیص برای همچنین .(MSPE) پیشگویی۱
(Mse) خطای دوم توان  میانگین ،(SD) برآوردگرها استاندارد انحراف ،(Bias) برآوردگرها اریبی
هر ادامه در می شود. استفاده برآوردگرها بردار برای (MSE) خطا دوم توان  میانگین و برآوردگرها

می کنیم. تعریف را معیارها این از یک

صورت به شد معرفی (۱۹۷۳) کائیک آ توسط که معیار این :AIC آ. ۱. ۱. تعریف

AIC “ ۲m´ ۲ℓmax

است. مدل پارامترهای تعداد m و است درستنمایی تابع بیشینه مقدار ℓmax آن در که می شود تعریف
1Mean squared prediction error

۱۳۹
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صورت به شد معرفی (۱۹۷۸) شوارتز توسط که معیار این :BIC آ. ۱. ۲. تعریف

BIC “ m log n´ ۲ℓmax

است. نمونه حجم n و بوده AIC تعریف مشابه m و ℓmax آن در که می شود تعریف

جدید مقدارهای پیش بینی در آن کارایی اساس بر را مدل معیار این :MSPE آ. ۱. ۳. تعریف
در ولی شده اند مشاهده که دارد تکیه داده هایی بر دیگر عبارت به می کند. ارزیابی (مشاهده نشده)
برای مدل کارایی سنجش و بررسی منظور به داده ها این نمی شوند. گرفته به کار مدل ساختن هنگام
می شوند. افراز مکمل زیرمجموعه دو به داده ها منظور بدین می روند. به کار جدید داده  های پیش بینی
حاصل، نتایج اساس بر و می شود انجام تحلیل آموزشی) (داده های زیرمجموعه ها آن از یکی روی بر
پیشگویی عمل دقت، افزایش برای می شوند. پیشگویی آزمایش) (داده های دیگر مجموعه داده های
کنیم فرض اگر می شود. گرفته میانگین پیشگویی  خطاهای از و انجام مختلف افرازهای با بار چندین
آزمایش داده های عنوان به یکی بار هر زیرمجموعه، S این از شده اند. افراز زیرمجموعه S به داده ها
بار یک داده ها همه و می شود تکرار بار S روال این می روند. بکار آموزش برای دیگر تای S ´ ۱ و

صورت به MSPE می روند. به کار آزمایش برای بار یک و آموزش برای

MSPE “
۱
S

S
ÿ

s“۱
pY

p´sq
test ´ pY

p´sq

test qJpY
p´sq
test ´ pY

p´sq

test q,

اساس بر پیشگویی مقادیر pY
p´iq

test و sام افراز در آزمایشی داده های Y p´sq
test آن در که می شود تعریف

هستند. sام افراز داده های گذاشتن کنار نتایج

واقعی مقدار و برآوردگر آن ریاضی امید بین اختلاف همان برآوردگر یک اریبی :Bias آ. ۱. ۴. تعریف
صورت به pβ برآوردگر اریبی است. برآورد شده پارامتر

Biasppβq “ Eppβq ´ β

صورت به Eppβq باشیم، داشته تولیدشده مجموعه S اگر شبیه سازی مطالعات در می شود. تعریف

pEppβq “
۱
S

S
ÿ

s“۱

pβpsq

است. sام تولیدشده مجموعه اساس بر β برآورد pβpsq که می شود تقریب

از تکرار S اساس بر pβ برآوردگر SD حاضر، مقاله شبیه سازی مطالعات در :SD آ. ۱. ۵. تعریف
صورت به شبیه سازی

SD “

g

f

f

e

řS
s“۱

´

pβs ´ Eppβq

¯۲

S ´ ۱
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تولیدشده داده مجموعه s−امین در β برآورد pβs و pEppβq “ ۱
S

řS
s“۱ pβpsq آن در که می شود تعریف

است.
زیرمجموعه S به داده ها ،MSPE تعریف در شده بیان روش مشابه واقعی، داده های مجموعه در
آموزشی داده های اساس بر را برآوردگرها آزمایش، داده های گذاشتن کنار با بار هر می شوند. افراز
انحراف محاسبه با داشت. خواهیم مدل پارامتر برای برآورد S تعداد ترتیب بدین می آوریم. به دست
انحراف عنوان با معمولا که می آید به دست مورد نظر SD معیار حاصل، برآوردگرهای مجموعه استاندارد

می بریم. نام آن از نمونه ای استاندارد

از تکرار S اساس بر pβ برآوردگر Mse حاضر، مقاله شبیه سازی مطالعات در :Mse آ. ۱. ۶. تعریف
صورت به شبیه سازی

Mse “
۱
S

S
ÿ

s“۱
ppβs ´ βq۲

است. تولیدشده داده مجموعه s−امین در β برآورد pβs آن در که می شود تعریف

شبیه سازی از تکرار S اساس بر MSE حاضر، مقاله شبیه سازی مطالعات در :MSE آ. ۱. ۷. تعریف
صورت به

MSE “
۱
S

S
ÿ

s“۱
}pβ

s
´ β} “

۱
S

S
ÿ

s“۱
ppβ

s
´ βqJppβ

s
´ βq

است. تولیدشده داده مجموعه s−امین در β پارامتر بردار برآورد pβs آن در که می شود تعریف

نامساوی ها و تعاریف آ. ۲
x “ px۱, . . . , xnqJ برداری فضای بر که است حقیقی تابع یک :(}.}) اقلیدسی نرم آ. ۲. ۱. تعریف

صورت به

}x} “

´

n
ÿ

i“۱
|xi|

۲
¯۱{۲

می شود. تعریف

بردارهای از مجموعه ای برداری، فضای یک برای پایه یک از منظور خطی جبر در پایه: آ. ۲. ۲. تعریف
است: زیر خاصیت دو دارای که بوده فضا آن در موجود

به نوشت، بردارها بقیه از خطی ترکیب صورت به نتوان را مجموعه آن بردارهای از کدام هیچ .۱
باشند. مستقل هم از خطی طور به بردارها دیگر، عبارت

آورد. به دست بردارها این خطی ترکیب از بتوان را برداری فضای آن در دیگر بردار هر .۲
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تصادفی متغیر به توزیع در tXn;n ě ۱u تصادفی متغیرهای دنباله توزیع: در هم گرایی آ. ۲. ۳. تعریف
باشیم داشته است، پیوسته آن در F تابع که x P R هر برای اگر هم گراست X

lim
nÑ8

Fnpxq “ F pxq,

را هم گرایی نوع این است. X تجمعی توزیع تابع F و tXn;n ě ۱u تجمعی توزیع تابع Fn آن در که
می دهند. نشان Xn

d
Ñ X صورت به

X تصادفی متغیر به احتمال در tXnu تصادفی متغیرهای دنباله احتمال: در هم گرایی آ. ۲. ۴. تعریف
باشیم داشته ،ε ą ۰ هر برای اگر هم گراست

lim
nÑ8

P p|Xn ´X| ą ۰q “ ۰.

می دهند. نشان Xn
P
Ñ X صورت به را هم گرایی نوع این

در tTnu اگر است، سازگار apθq برای tTn;n ě ۱u برآوردگرهای دنباله سازگاری: آ. ۲. ۵. تعریف
باشد. هم گرا apθq به احتمال

رابطه اگر است، θ برای ?−سازگار
n برآوردگر یک pθn برآوردگر گوییم آ. ۲. ۶. تعریف

pθn ´ θ “ Oppn´۱{۲q,

باشد. برقرار

fpnq

gpnq
آن گاه ،n Ñ 8 وقتی اگر ،fpnq “ O

`

gpnq
˘ یا است gpnq مرتبه از fpnq گوییم آ. ۲. ۷. تعریف

به طوری که باشند موجود n۰ حقیقی عدد و M مثبت حقیقی عدد دیگر، عبارت به باشد. متناهی

@n ą n۰ |fpnq| ď M |gpnq|.

باشد. gpnq قدرمطلق برابر M حداکثر fpnq قدرمطلق ،n بزرگ کافی اندازه به مقادیر برای یعنی

،n Ñ 8 وقتی اگر ،fpnq “ o
`

gpnq
˘ یا است gpnq کوچک تر مرتبه از fpnq گوییم آ. ۲. ۸. تعریف

باشیم داشته آن گاه

lim
nÑ8

fpnq

gpnq
“ ۰.

هر است. O قوی تر حالت o بنابراین می کند. رشد fpnq از سریع تر بسیار gpnq دیگر عبارت به
نیست. برقرار آن عکس اما هست، نیز Opgq باشد، opgq که عبارتی

ثابت های از دنباله یک tanu و تصادفی متغیرهای از دنباله یک tXnu کنید فرض آ. ۲. ۹. تعریف
یعنی است، کراندار احتمال در Xn

an
مقادیر که است معنی بدین Xn “ Oppanq نماد باشد. متناضر

به طوری که دارند وجود M,N ą ۰ متناهی اعداد ،ε ą ۰ هر برای

@n ą N, Pp|
Xn

an
| ą Mq ą ε.



۱۴۳ نامساوی ها و تعاریف

مشتق پذیر بار n`۱ و شده تعریف ra, bs بازه بر fpxq تابع که کنید فرض تیلور: بسط آ. ۲. ۱۰. تعریف
بین ξ مانند عددی ،x “ x۰ ` ∆x که x P pa, bq هر برای بگیرید. در نظر  را x۰ P pa, bq نقطه باشد.

تساوی به طوری که دارد، وجود x۰ و x نقطه دو

fpx۰ ` ∆xq “ fpx۰q ` ∆xf
1

px۰q `
∆x۲

۲! f
2

px۰q ` . . .`
∆xn

n!
f pnqpx۰q `Rnpx۰ ` ∆xq,

آن در که است. برقرار

Rnpx۰ ` ∆xq “
∆xn`۱

pn` ۱q!
f pn`۱qpξq, x۰ ď ξ ď x.

اول جملات از اندکی تعداد معمولا عمل در است. nام مرتبه مشتق f pnq از منظور روابط این در
تقریب باشد، کوچک کافی قدر به ∆x مقدار اگر حالت این در می شود. استفاده تقریب برای سری
n برای تیلور سری با تابع تقریب که صورتی در می شود. حاصل x۰ همسایگی در تابع از مناسبی
Op∆xnq با را آن و بود خواهد ∆xn با متناسب تقریب خطای یا سری مانده شود، انجام اول جمله

یعنی می دهند. نشان

fpx۰ ` ∆xq “ fpx۰q ` ∆xf
1

px۰q `
∆x۲

۲! f
2

px۰q ` . . .`
∆xn

n!
f pnqpx۰q `Op∆xnq.

بردارسازی ماتریس، نظریه و خطی جبر در ویژه به ریاضیات، در بردار ساز۲: عملگر آ. ۲. ۱۱. تعریف
عبارت به می کند. تبدیل ستونی بردار یک به را ماتریس که است خطی تبدیل یک ماتریس یک
ستونی بردار یک می شود، داده نمایش vecpAq نماد با که ، mˆn بعد با A ماتریس بردارسازی دیگر
vecp.q به می آید. به دست یک دیگر روی بر A ماتریس ستون های انباشتن با که است بعدی mnˆ ۱

صورت به و گویند بردار ساز عملگر

vecpAq “ pa۱,۱, . . . , am,۱, a۱,۲, . . . , am,۲, . . . , a۱,n, . . . , am,nqJ

است. A ماتریس jام ستون و iام سطر به مربوط عضو ai,j به طوری که می شود، تعریف

اطلاعات حاوی vecpAq بردار ،A متقارن ماتریس برای نیمه بردار ساز۳: عملگر آ. ۲. ۱۲. تعریف
متقارن ماتریس یک A اگر است. aji عضو برابر aij عضو i ‰ j ازای به زیرا است؛ غیر ضروری
بردار یک A ماتریس پایین مثلث بردار سازی با ،vechpAq نیمه بردارساز، عملگر باشد، بعدی n ˆ n

دیگر عبارت به می دهد. نتیجه را بعدی npn`۱q

۲ ˆ ۱

vechpAq “ pa۱,۱, . . . , an,۱, a۲,۲, . . . , an,۲, . . . , an´۱,n´۱, an,n´۱, an,nqJ.

2Vectorization
3Half­vectorization



ملزومات و تعاریف ۱۴۴

به B P RmBˆnB و A P RmAˆnA ماتریس های کرونکر ضرب کرونکر: ضرب آ. ۲. ۱۳. تعریف
با: است برابر و می شود داده  نمایش AbB صورت

AbB “

¨

˚

˚

˚

˝

a۱۱B . . . a۱nA
B

... . . . ...
amA۱B . . . amAnAB

˛

‹

‹

‹

‚

بعدی mAmB ˆ nAnB ماتریس یک AbB بنابراین است، mB ˆ nB سایز در بلوک یک aijB هر
است.

به مثلثی آرایه یک که بگیرید درنظر را Xij تصادفی متغیرهای لیندبرگ۴: قضیه آ. ۲. ۱۴. تعریف
صورت

X۱۱ X۱۲ . . . X۱n۱

X۲۱ X۲۲ . . . . . . X۲n۲

X۳۱ X۳۲ . . . . . . . . . X۳n۳
... ... ... ... ... ... ...

صدق می شود، نامیده مثلثی آرایه شروط که زیر شروط در Xijها که می شود فرض می دهند. تشکیل را
می کنند.

مستقل اند. هم از دو به دو iام، سطر در Xi۱, Xi۲, . . . , Xini تصادفی متغیر ni ،i هر برای .۱

.EpXijq “ ۰ jها، و iها تمام ازای به .۲

.řj EpX۲
ijq “ ۱ iها، تمام ازای به .۳

Si “
ř

j Xij صورت به را می آید دست به مثلثی آرایه سطری عناصر مجموع از که تصادفی دنباله
در Xijها می کنیم فرض به علاوه باشد. دنباله این توزیع تابع Lpsiq می کنیم فرض می کنیم. تعریف

لیندبرگ شرط
@ϵ ą ۰, lim

iÑ8

ni
ÿ

j“۱
E
´

X۲
ijIp|Xij | ą ϵq

¯

“ ۰

داریم آن گاه می کنند. صدق
lim
iÑ8

LpSiq Ñ N p۰,۱q.

یعنی باشد، مثبت مقادیر با تصادفی متغیر یک Xn کنید فرض مارکف: نامساوی آ. ۲. ۱۵. تعریف
که می کند بیان نامساوی این آن گاه .PpXn ě ۰q “ ۱

PpXn ě cq ď
EpXnq

c
.

می دهد. ارائه احتمال مقدار برای بالا کران یک نامساوی این
4Lindeberg



۱۴۵ نامساوی ها و تعاریف

ریاضی امید و باشد pa, bq بازه در محدب تابع یک g کنید فرض جنسن۵: نامساوی آ. ۲. ۱۶. تعریف
به جنسن نامساوی آن گاه داشته باشد. وجود ،P

´

Xn P pa, bq
¯

“ ۱ ویژگی با Xn تصادفی متغیر
است. برقرار زیر صورت

g
´

EpXnq

¯

ď E
´

gpXnq

¯

.

تصادفی متغیر دو هر برای که می کند بیان نامساوی این کوشی شوارتز۶: نامساوی آ. ۲. ۱۷. تعریف
داریم ،Yn و Xn

E۲pXnYnq ď EpX۲
n qEpY ۲

n q.

داریم فوق نامساوی طرفین دوم ریشه گرفتن با هم چنین
ˇ

ˇ

ˇ
EpXnYnq

ˇ

ˇ

ˇ
ď E۱{۲pX۲

n qE۱{۲pY ۲
n q.

است ریشه یابی الگوریتم یک روش این عددی آنالیز در نیوتن−رافسون: الگوریتم آ. ۲. ۱۸. تعریف
برای نیوتن الگوریتم حالت، پایه ای ترین در می زند. تابع یک ریشه نزدیکی در خوبی تقریب های که
عمومی شکل می رود. به کار x۰ اولیه حدس همراه به f 1 مشتق با و x متغیر با f چون تابعی یک

می باشد: زیر شرح به الگوریتم

x۱ “ x۰ ´
fpx۰q

f 1
px۰q

مفروض تابع ریشه به نزدیک اولیه حدس همچنین و سازد برآورد را دقیقی و کافی حدس تابع اگر
جواب ها، همگرایی احتساب با که چرا می آید. حساب به x۰ به نسبت بهتری تقریب x۱ آن گاه باشد
نزدیک تر تابع ریشه به و بوده برخوردار بالاتری دقت از خودش از قبل تقریب به نسبت تقریب هر

است.

5Jensen
6Cauchy–Schwarz





ب پیوست

قضایا  اثبات

شده است. آورده تفصیل به آمده، گذشته) (فصل های رساله متن در که قضایایی اثبات پیوست این در

۱ فصل قضایای اثبات ب. ۱

۱ .۵ .۱ قضیه اثبات ب. ۱. ۱

داریم ،pβK هسته ای، برآوردگر برای

?
n
´

pβK ´ β
¯

“ D´۱
n t

?
nCnu ` opp۱q,

به طوری که

Dn “
۱
n

n
ÿ

i“۱
X̃

J

i V
´۱
i X̃i, و Cn “

۱
n

n
ÿ

i“۱
X̃

J

i V
´۱
i

“

Y i ´
`

XJ
i β ` pfptiq

˘‰

.

داد نشان می توان ساده محاسبات اندکی با .D “ lim
nÝÑ8

Dn “ E
␣

X̃
J
V ´۱X̃

( کنید فرض
صورت به ترتیب به C۲n و C۱n آن در که Cn “ C۱n ´ C۲n ` opp۱q

C۱n “
۱
n

n
ÿ

i“۱
X̃

J

i V
´۱
i

“

Y i ´ µi

‰

“
۱
n

n
ÿ

i“۱
WJ

۱i
“

Y i ´ µi

‰



قضایا ۱۴۸ اثبات

و

C۲n “
۱
n

n
ÿ

i“۱
X̃

J

i V
´۱
i

“

pfpti,βq ´ fptiqs

در صورت گرفته اثبات مشابه .W ۱i “ V ´۱
i X̃i و µi “ XJ

i β` fptiq به طوری که می شوند، تعریف
که داد نشان می توان ،(۲۰۰۲) کارول و لین

C۲n “
۱
n

n
ÿ

i“۱
WJ

۲i
“

Y i ´ µi

‰

`
h۲

۲ E
␣

XJV ´۱f۲ptq
(

` opp۱q,

و W ۲i “ tW ۲i۱, . . . ,W ۲imuJ به طوری که

W ۲ij “
t
řm

k“۱
řm

l“۱EpX̃kV
kl|tl “ tijqufjptijqq

řm
l“۱ flptijqq

.

بنابراین

?
n
´

pβK ´ β
¯

“ D´۱ ۱
?
n

n
ÿ

i“۱
pW ۱i ´W ۲iqpY i ´ µiq `

a

nh۴bKpβ,fq{۲ ` opp۱q,

V K “ همچنین و V o “ VarpY |X, tq که فرض این با .bKpβ, gq “ D´۱EtX̃
J
V ´۱gp۲qptqu که

می شود. حاصل موردنظر نتیجه ،D´۱ E
␣

pW ۱ ´W ۲qJV opW ۱ ´W ۲q
(

D´۱

۳ .۵ .۱ قضیه اثبات ب. ۱. ۲
به V BF ماتریس اصلی جزء است. مثبت معین نیمه ماتریس یک V BF ´V K کنیم ثابت می خواهیم
صورت به V K ماتریس اصلی جزء همچنین .ε˚ “ ZJb` ε که است XJV ´۱pI ´ Sqε˚ صورت
مقایسه برای است. X̃J

V ´۱pI ´ Sqε˚ صورت به عبارتی به یا و XJpI ´ SqJV ´۱pI ´ Sqε˚

که می دهیم نشان اکنون کنیم. مقایسه را آن ها اصلی اجزای که است کافی V K و V BF ماتریس دو

CovtXJV ´۱pI ´ Sqε˚u ě CovtX̃
J
V ´۱pI ´ Sqε˚u.

داریم بازگشتی برآوردگر برای

CovtXJV ´۱pI ´ Sqε˚u “ E
!

XJV ´۱pI ´ SqV opI ´ SqJV ´۱X|t
)

(ب. ۱)

“ µJ
XptqV ´۱pI ´ SqV opI ´ SqJV ´۱µXptq

` tr
“

V ´۱pI ´ SqV opI ´ SqJV ´۱ CovpX|tq
‰

.

ماتریس یک V ´۱pI ´ SqV opI ´ SqJV ´۱ زیرا است مثبت نیمه معین فوق عبارت اول جمله
برآوردگر برای طرفی از است. غیرصفر مقداری µXptq عبارت همچنین است. مثبت نیمه معین



۱۴۹ ۲ فصل قضایای اثبات

داریم هسته ای

CovtX̃
J
V ´۱pI ´ Sqε˚u “ E

!

X̃
J
V ´۱pI ´ SqV opI ´ SqJV ´۱X̃|t

)

(ب. ۲)

“ EpX̃|tqJV ´۱pI ´ SqV opI ´ SqJV ´۱ EpX̃|tq

` tr
“

V ´۱pI ´ SqV opI ´ SqJV ´۱ trpX̃|tq
‰

.

که این به توجه با

EpX̃i|tiq “ E
!

Xi ´ µXptiq|ti

)

“ ۰, CovpX̃i|tiq “ Cov
!

Xi ´ µXptiq|ti

)

“ CovpXi|tiq.

برابر (ب. ۲) و (ب. ۱) عبارات در دوم جملات و بوده ۰ برابر (ب. ۲) عبارت در اول جمله بنابراین
نتیجه و ،CovtXJV ´۱pI ´ Sqε˚u ě CovtX̃

J
V ´۱pI ´ Sqε˚u که می گیریم نتیجه لذا هستند.

می شود. حاصل نظر مورد

۲ فصل قضایای اثبات ب. ۲

فیشر اطلاع ماتریس و رتبه بردار ب. ۲. ۱
Θ پارامتر اعضای از یک هر به نسبت (۱۵ .۲) تاوانیده درستنمایی تابع لگاریتم از جزئی اول مشتق

شامل آن اعضای که می گویند pSΘq رتبه بردار را

Sθ “

n
ÿ

i“۱
X̃

J

i V
´۱
i pyi ´ X̃iθq ´ nEnpθq,

rSηsl “ ´
۱
۲

n
ÿ

i“۱

!

trpV ´۱
i

˝

V ilq ´ pyi ´ X̃iθqJV ´۱
i

˝

V ilV
´۱
i pyi ´ X̃iθq

)

,

، g “
qpq`۱q

۲ `
mpm`۱q

۲ ،l “ ۱, . . . , g آن در که است،

˝

V il “
B∇ipD,Σq

Bηl
“

$

&

%

Zi
BD
Bηl
ZJ

i ηl “ vecpDq اگر
BΣ
Bηl

ηl “ vecpΣq اگر
و

∆ipD,Σq “ pyi ´ X̃iθ ´Zibiq
JV ´۱

i pyi ´ X̃iθ ´Zibiq.

از یک هر به نسبت (۱۵ .۲) تاوانیده درستنمایی تابع لگاریتم از جزئی دوم مشتق امید همچنین
صورت به آن اعضای که می گویند pJΘq فیشر اطلاع ماتریس را Θ پارامتر اعضای

JΘΘ “

»

–

Jθθ Jθη

JJ
ηθ Jηη

fi

fl ,



قضایا ۱۵۰ اثبات

که طوری به می شود، تعیین

Jθη “ 0,

Jθθ “

n
ÿ

i“۱
X̃

J

i V
´۱
i X̃i ´ n

BEnpθq

Bθ
,

rJηηsls “
۱
۲

n
ÿ

i“۱

´

tr
`

V ´۱
i

˝

V ilV
´۱
i

˝

V is

˘

´ tr
`

V ´۱
i

˝

V il

˘

tr
`

V ´۱
i

˝

V is

˘

¯

,

صورت های به قضایا اثبات در نیاز مورد اطلاع ماتریس های سایر به علاوه، .l, s “ ۱, . . . , g و

Jθθ “

»

–

Jθ۱θ۱ Jθ۱θ۲

JJ
θ۲θ۱

Jθ۲θ۲

fi

fl , Jθ۱θ۱ “

»

–

Jβ۱β۱ Jβ۱α

JJ
αβ۱

Jαα

fi

fl

صورت به آن ها اعضای و هستند تفکیک قابل

Jθ۱θ۱ “

n
ÿ

i“۱
X̃

J

i۱V
´۱
i۱۱X̃i۱ ´ n

BEnpθ۱q

Bθ۱
,

Jθ۲θ۲ “

n
ÿ

i“۱
X̃

J

i۲V
´۱
i۲۲X̃i۲ ´ n

BEnpθ۲q

Bθ۲
,

Jθ۱θ۲ “

n
ÿ

i“۱
X̃

J

i۱V
´۱
i۱۲X̃i۲,

Jβ۱β۱ “

n
ÿ

i“۱
XJ

i۱V
´۱
i۱۱Xi۱ ´ n

BEnpβ۱q

Bβ۱
,

Jβ۱α “

n
ÿ

i“۱
XJ

i۱V
´۱
i۱۱Bi,

Jαα “

n
ÿ

i“۱
BJ

i V
´۱
i۱۱Bi;

ماتریس اعضای V i۱۲ و V i۲۲ ،V i۱۱ آن ها در که می شوند، تعیین

V i “

»

–

V i۱۱ V i۱۲

V i۱۲ V i۲۲

fi

fl

هستند.

۱ .۳ .۲ قضیه اثبات ب. ۲. ۲
کافی اندازه به و ثابت مقدار یک C که طوری به ،}U} “ C و αn “

?
pnpn´۱{۲ ` anq کنید فرض

که دارد وجود C ثابت مقدار یک ξ ą ۰ هر ازای به که دهیم نشان می خواهیم است. بزرگ

P
!

inf
}U}“C

ℓPen
c pθn۰ ` αnUq ě ℓPen

c pθn۰q

)

ě ۱ ´ ξ.



۱۵۱ ۲ فصل قضایای اثبات

tθn۰ ` αnU : }U} ď Cu مجموعه در ℓPen
c pθn۰q برای محلی جواب یک ،۱ به نزدیک احتمال با یعنی

داریم ،pλnp۰q “ ۰ از استفاده با دارد. وجود

DnpUq “ ℓPen
c pθn۰ ` αnUq ´ ℓPen

c pθn۰q

ě ℓcpθn۰ ` αnUq ´ ℓcpθn۰q ` n
n
ÿ

i“۱
tpλnp|θn۰,k ` αnUk|q ´ pλnp|θn۰,k|qu

” I ` II.

داریم ساده محاسبات اندکی با

I “
nα۲

n

۲ UJ
pΓnU ´ αnU

J
n
ÿ

i“۱
X̃iΣ

´۱
i pY i ´ X̃iθ ´Zibiq

” I۱ ´ I۲,

و pΓn “ n´۱ řn
i“۱ X̃

J

i
pΣ

´۱
i X̃i ،Γn “ n´۱ řn

i“۱ X̃
J

i Σ
´۱
i X̃i آن در که

I۱ “
nα۲

n

۲ UJpΓn ´ pΓn ` pΓnqU

“
nα۲

n

۲ UJ
pΓnU `Oppn´۱{۲qnα۲

n}U}۲,

I۲ “ αnU
J

n
ÿ

i“۱
X̃iΣ

´۱
i ϵi.

که داد نشان می توان (۳ .A) شرط از استفاده با

|αnU
J

n
ÿ

i“۱
X̃iΣ

´۱
i ϵi| ď αn}αn}}U}

“ Oppαn
?
npnq}U} “ Oppα۲

nnq}U}.

که داد نشان می توان (۲۰۰۱) لی و فن اثبات مشابه .I۲ “ Oppα۲
nnq}U} بنابراین

II “ Opp
?
snnαnanq}U} `Oppnα۲

nbnq}U}.

که دریافت می توان باشد، بزرگ کافی اندازه به }U} اینکه و (۳ .A) شرط آمده، بدست نتایج اساس بر
بنابراین است. مثبت مقداری عبارت این که می باشند I۱ عبارت الشعاع تحت II و I۲ عبارت های

می شود. اثبات ۱ .۳ .۲ قضیه piq قسمت
تحت (۱۹۸۱) اسچوماکر در ۱۲ .۷ قضیه از استفاده با ،۱ .۳ .۲ قضیه piiq قسمت اثبات برای

که طوری به دارد وجود C مانند ثابتی مقدار (۱ .A) شرط

sup
tPr۰,۱s

|f۰ptq ´Bptqα۰| ď CK´m
n .



قضایا ۱۵۲ اثبات

داریم Kn « n۱{p۲r`۱q انتخاب با حال
`

pfptq ´ f۰ptq
˘۲

“
`

Bptqpαn ´ f۰ptq
˘۲

»
`

Bptqαn۰ ´ f۰ptq
˘۲

ď |Bptqαn۰ ´ f۰ptq||Bptqαn۰ ´ f۰ptq|

ď sup
tPr۰,۱s

|Bptqαn۰ ´ f۰ptq| sup
tPr۰,۱s

|Bptqαn۰ ´ f۰ptq|

ď CL´r
n CL´r

n “ C۲n´۲r{p۲r`۱q “ Oppn´۲r{p۲r`۱qq.

می شود. اثبات ۱ .۳ .۲ قضیه piiq قسمت بنابراین

۲ .۳ .۲ قضیه اثبات ب. ۲. ۳
و }θn۱ ´ θn۰۱} “ Opp

a

pn{nq که ای θn۱ هر ازای به که داد نشان باید ،piq قسمت اثبات برای
دیگر عبارت به است. تاوانیده درستنمایی تابع بهینه جواب pθJ

n۱,0qJ ،C ثابت مقدار هر

ℓPen
c tpθJ

n۱,0qJu “ max
}θn۲}ďC

?
pn{n

ℓPen
c tpθJ

n۱,θ
J
n۲qJu.

که کنیم ثابت است کافی فوق عبارت اثبات برای

BℓPen
c tpθnq

Bθn,k
, ă ۰ @ ۰ ă θn,k ă ξn;

BℓPen
c tpθnq

Bθn,k
, ą ۰ @ ´ ξn ă θn,k ă ۰.

است واضح .ξn “ C
a

pn{n که طوری به است، برقرار k “ sn ` ۱, . . . , pn و θn,k ‰ ۰ هر ازای به
که

BℓPen
c tpθnq

Bθn,k
“

Bℓctpθnq

Bθn,k
´ np

1

λn
p|θn,k|q sgnpθn,kq,

که نشان می توان (۲۰۰۱) لی و فن مشابه و

Bℓctpθnq

Bθn,k
“ Opp

?
npnq.

عبارت می توان بنابراین

BℓPen
c tpθnq

Bθn,k
“ nλn

!

´
p

1

λn
p|θn,k|q

λn
sgnpθn,kq `Op

`

a

pn{n

λn

˘

)

علامت ،lim infnÑ8 lim infθÑ۰`
p

1

λn
pθq{λn ą ۰ و

?
pn{n

λn
Ñ ۰ که آنجایی از گرفت. نتیجه را

می شود. کامل اثبات بنابراین است. BℓPen
c tpθnq

Bθn,k
علامت تعیین کننده θn,k

بزرگ، اعداد ضعیف قانون طریق از مستقیما توزیع در همگرایی و احتمال در همگرایی بخش
می شود. اثبات اسلاتسکی قضیه و مرکزی حد قضیه



۱۵۳ ۳ فصل قضایای اثبات

۳ فصل قضایای اثبات ب. ۳
مقادیر است ممکن بخش این مختلف جاهای در که باشد، مثبت و ثابت مقدار یک C کنید فرض
تعریف Snpθq “

`

Sn۱pθq, . . . , Snpnpθnq
˘J صورت به را Snpθq بخش این در باشد. داشته مختلفی

عضو که است بعدی pn بردار یک ۱ ď k ď pn ،ek و Snkpθnq “ eJ
k Snpθq که طوری به می شود

صورت به θn به نسبت Snkpθnq مشتق همچنین هستند. ۰ برابر اعضا سایر و بوده ۱ برابر آن kام
داریم و می شود تعریف Dnkpθnq “ B

BθJ
n
Snkpθnq

Dnkpθnq “ Hnkpθnq ` Enkpθnq `Gnkpθnq,

Snpθq مشتق از مشابه طور به که هستند Gn و En ،Hn kام عضو Gnk و Enk ،Hnk آن در که
می کنیم. بیان می شوند، استفاده قضایا اثبات در که را لم هایی ادامه در شده اند. استخراج θn به نسبت

لم ها ب. ۳. ۱

زیرا بزنیم؛ تقریب Snpθq توسط را Snpθq که است این برآوردگرها سازگاری اثبات برای اصلی ایده
این همچنین می کند، تعیین را تقریب این صحت ب. ۳. ۱ لم است. آسان تر آن گشتاورهای ارزیابی

دارد. ۳ .۱ .۳ قضیه در برآوردگرها توزیع بودن مجانبی نرمال اثبات در مهمی نقش لم

آن گاه ،n´۱p۲
n “ op۱q اگر نظم، شرایط تحت ب. ۳. ۱. لم

}Unpθn۰q ´Unpθn۰q} “ }Snpθn۰q ´ Snpθn۰q} “ Opppnq.

برای Dnpθnq “ B

BθJ
n
Snpθnq از ،Snpθnq برآوردیابی تابع تیلور بسط یافتن در سادگی برای

برای کاربردی نمایش ب. ۳. ۲ لم می شود. استفاده ،Dnpθnq “ B

BθJ
n
Snpθnq گرادیانت، تابع تقریب

می دهد. ارائه Dnpθnq

ب. ۳. ۲. لم

Dnpθnq “ Hnpθnq `Enpθnq `Gnpθnq, (ب. ۳)

که طوری به

Hnpθnq “ ´n´۱ Eu|y

”

n
ÿ

i“۱
DJ

i A
۱
۲
i pθn,uiqR

´۱
A

۱
۲
i pθn,uiqDi

ı

,

Enpθnq “ ´p۲nq´۱ Eu|y

”

n
ÿ

i“۱
DJ

i A
۱
۲
i pθn,uiqR

´۱
A

´۳
۲

i pθn,uiqCipθn,uiqF ipθn,uiqDi

ı

,

Gnpθnq “ p۲nq´۱ Eu|y

”

n
ÿ

i“۱
DJ

i A
۱
۲
i pθn,uiqF ipθn,uiqJ ipθn,uiqDi

ı

,



قضایا ۱۵۴ اثبات

و

Cipθn,uiq “ diag
´

yi۱ ´ µi۱pθn,uiq, . . . ,yim ´ µimpθn,uiq

¯

,

F ipθn,uiq “ diag
´

µ..pDJ
i۱θn `ZJ

i۱uiq, . . . ,µ
..pDJ

imθn `ZJ
imuiq

¯

,

J ipθn,uiq “ diag
´

R
´۱
i A

۱
۲
i pθn,uiq

`

yi ´ µipθn,uiq
˘

¯

,

ماتریس یک ،diagpaq و diagpa۱, . . . , amq ،a “ pa۱, . . . , aniq
J نماد سه هر فوق، عبارت های در

هستند. pa۱, . . . , amq آن اصلی قطر عناصر که است بعدی mˆm قطری

داریم ،bn P Rpn و ∆ ą ۰ هر ازای به ،n´۱p۲
n “ op۱q اگر نظم، شرایط تحت ب. ۳. ۳. لم

sup
}θn´θn۰}ď∆

?
pn{n

sup
}bn}“۱

ˇ

ˇ

ˇ
bJ
n

“

Dnpθnq ´Dnpθnq
‰

bn

ˇ

ˇ

ˇ
“ Opp

?
npnq.

می دهد. نتیجه را زیر گزاره فوق لم است. متقارن ماتریس یک Dnpθnq ´Dnpθnq ماتریس

ب. ۳. ۱. نتیجه

sup
}θn´θn۰}ď∆

?
pn{n

ˇ

ˇ

ˇ
λmin

“

Dnpθnq ´Dnpθnq
‰

ˇ

ˇ

ˇ
“ Opp

?
npnq,

sup
}θn´θn۰}ď∆

?
pn{n

ˇ

ˇ

ˇ
λmax

“

Dnpθnq ´Dnpθnq
‰

ˇ

ˇ

ˇ
“ Opp

?
npnq.

داریم ،bn P Rpn و ∆ ą ۰ هر ازای به آن گاه ،n´۱p۲
n “ op۱q اگر نظم، شرایط تحت ب. ۳. ۴. لم

sup
}θn´θn۰}ď∆

?
pn{n

sup
}bn}“۱

ˇ

ˇ

ˇ
bJ
n

“

Dnpθnq ´Hnpθnq
‰

bn

ˇ

ˇ

ˇ
“ Opp

?
npnq.

داریم ،bn P Rpn و ∆ ą ۰ هر ازای به آن گاه ،n´۱p۲
n “ op۱q اگر نظم، شرایط تحت ب. ۳. ۵. لم

sup
}θn´θn۰}ď∆

?
pn{n

sup
}bn}“۱

ˇ

ˇ

ˇ
bJ
n

“

Hnpθnq ´Hnpθn۰q
‰

bn

ˇ

ˇ

ˇ
“ Opp

?
npnq.

داریم ،}ξn} “ ۱ که ξn P Rpn هر ازای به آن گاه ،n´۱p۳
n “ op۱q اگر نظم، شرایط تحت ب. ۳. ۶. لم

ξJ
nM

´ ۱
۲

n pθn۰qSnpθn۰q
d

Ñ Npnp۰,۱q.

لم ها اثبات ب. ۳. ۲

ب. ۳. ۱ لم اثبات

آن گاه باشد. pR
´۱

´R
´۱ ماتریس نمایان گر Q “ tqj۱,j۲u۱ďj۱,j۲ďm کنید فرض

Snpθn۰q ´ Snpθn۰q “

n
ÿ

i“۱

m
ÿ

j۱“۱

m
ÿ

j۲“۱
qj۱,j۲A

۱{۲
ij۱

pθn۰,uiqA
´۱{۲
ij۲

pθn۰,uiq

ˆ
`

yij۱ ´ µij۲pθn۰,uiq
˘

Dij۱

“

m
ÿ

j۱“۱

m
ÿ

j۲“۱
qj۱,j۲

”

n
ÿ

i“۱
A

۱{۲
ij۱

pθn۰,uiqϵij۲pθn۰,uiqDij۱

ı

,



۱۵۵ ۳ فصل قضایای اثبات

که باشید داشته نظر در .ϵij۲pθn۰,uiq “ A
´۱{۲
ij۲

pθn۰,uiq
`

yij۱ ´ µij۲pθn۰,uiq
˘ که طوری به

E
”›

›

›

n
ÿ

i“۱
A

۱{۲
ij۱

pθn۰,uiqϵij۲pθn۰,uiqDij۱

›

›

›

۲
‰

“

n
ÿ

i“۱
A

۱{۲
ij۱

pθn۰,uiqErϵ۲ij۲pθn۰,uiqsDJ
ij۱Dij۱

ď

n
ÿ

i“۱
DJ

ij۱Dij۱ “ Opnpnq.

هر ازای به ،(۴ .A) شرط اساس بر .}řn
i“۱A

۱{۲
ij۱

pθn۰,uiqϵij۲pθn۰,uiq

›

›

›
“ Opp

?
npnq بنابراین

می شود. کامل اثبات لذا ،qj۱,j۲ “ Opp
a

pn{nq داریم ،j۲ ď m و ۱ ď j۱

ب. ۳. ۲ لم اثبات

است. (۲۰۰۲) پن مشابه اثبات

ب. ۳. ۳ لم اثبات

تعریف ،Gnpθnq و Enpθnq ،Hnpθnq مشابه ترتیب به Gnpθnq و Enpθnq ،Hnpθnq کنید فرض
زیر نتایج که است کافی ب. ۳. ۲، لم اساس بر می شود. جایگزین pR توسط R که تفاوت این با شوند

کنیم. اثبات را

sup
}θn´θn۰}ď∆

?
pn{n

sup
}bn}“۱

ˇ

ˇ

ˇ
bJ
n

“

Hnpθnq ´Hnpθnq
‰

bn

ˇ

ˇ

ˇ
“ Opp

?
npnq, (ب. ۴)

sup
}θn´θn۰}ď∆

?
pn{n

sup
}bn}“۱

ˇ

ˇ

ˇ
bJ
n

“

Enpθnq ´Enpθnq
‰

bn

ˇ

ˇ

ˇ
“ Opp

?
npnq, (ب. ۵)

sup
}θn´θn۰}ď∆

?
pn{n

sup
}bn}“۱

ˇ

ˇ

ˇ
bJ
n

“

Gnpθnq ´Gnpθnq
‰

bn

ˇ

ˇ

ˇ
“ Opp

?
npnq. (ب. ۶)

داریم حال
ˇ

ˇ

ˇ
bJ
n

“

Hnpθnq ´Hnpθnq
‰

bn

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

n
ÿ

i“۱
bJ
nD

J
i A

۱{۲
i pθn,uiqrpR

´۱
´R

´۱
sA

۱{۲
i pθn,uiqDibn

ˇ

ˇ

ˇ

ď }pR
´۱

´R
´۱

}λmax

`

Aipθn,uiq
˘

λmax

`

n
ÿ

i“۱
DJ

i Di

˘

}bn}۲.

که باشید داشته نظر در سپس می شود. اثبات (ب. ۴) عبارت ،(۴ .A) شرط تحت
ˇ

ˇ

ˇ
bJ
n

“

Enpθnq ´ Enpθnq
‰

bn

ˇ

ˇ

ˇ
“

۱
۲
ˇ

ˇ

ˇ

n
ÿ

i“۱

m
ÿ

j“۱

`۱ ´ ۲µijpθn,uiq
˘

ϵijpθn,uiqb
J
nD

J
i A

۱{۲
i pθn,uiq

ˆrpR
´۱

´R
´۱

seje
J
j Dibn

ˇ

ˇ

ˇ

ď

n
ÿ

i“۱

m
ÿ

j“۱
A

´۱{۲
i pθn,uiq

ˇ

ˇbJ
nD

J
i A

۱{۲
i pθn,uiqrpR

´۱
´R

´۱
sej

ˇ

ˇ.
ˇ

ˇeJ
j Dibn

ˇ

ˇ

ď

n
ÿ

i“۱

m
ÿ

j“۱
A

´۱{۲
i pθn,uiq}pR

´۱
´R

´۱
}.}A

۱{۲
i pθn,uiq}.}Dibn}۲.



قضایا ۱۵۶ اثبات

داریم ،(۴ .A)شرط برقراری تحت

sup
}θn´θn۰}ď∆

?
pn{n

sup
}bn}“۱

ˇ

ˇ

ˇ
bJ
n

“

Enpθnq ´Enpθnq
‰

bn

ˇ

ˇ

ˇ

ď C}pR
´۱

´R
´۱

}.
n
ÿ

i“۱

m
ÿ

j“۱
sup

}θn´θn۰}ď∆
?

pn{n

A
´۱{۲
ij pθn,uiq sup

}bn}“۱
}Dibn}۲

“ Opp
a

pn{nqOpnq “ Opp
?
npnq.

است. برقرار قبل عبارت دو مشابه (ب. ۶) عبارت می شود. اثبات نیز (ب. ۵) عبارت بنابراین

ب. ۳. ۴ لم اثبات

که دهیم نشان است کافی تنها ب. ۳. ۲ لم اساس بر

sup
}θn´θn۰}ď∆

?
pn{n

sup
}bn}“۱

ˇ

ˇ

ˇ
bJ
nEnpθnqbn

ˇ

ˇ

ˇ
“ Opp

?
npnq, (ب. ۷)

و

sup
}θn´θn۰}ď∆

?
pn{n

sup
}bn}“۱

ˇ

ˇ

ˇ
bJ
nGnpθnqbn

ˇ

ˇ

ˇ
“ Opp

?
npnq. (ب. ۸)

صورت به را Enpθnq می توان که باشید داشته نظر در

Enpθnq “
۱
۲

n
ÿ

i“۱

m
ÿ

j“۱

`۱ ´ ۲µijpθn۰,uiq
˘

ϵijpθn۰,uiqD
J
i A

۱{۲
i pθn۰,uiqR

´۱
eje

J
j Di

`
۱
۲

n
ÿ

i“۱

m
ÿ

j“۱

`۱ ´ ۲µijpθn۰,uiq
˘

ϵijpθn۰,uiqD
J
i

”

A
۱{۲
i pθn,uiq

´A
۱{۲
i pθn۰,uiq

ı

R
´۱
eje

J
j Di

`
۱
۲

n
ÿ

i“۱

m
ÿ

j“۱

”

`۱ ´ ۲µijpθn,uiq
˘

A
´۱{۲
ij pθn,uiq ´ p۱ ´ ۲µijpθn۰,uiq

˘

ˆA
´۱{۲
ij pθn۰,uiq

ı

`

yij ´ µijpθn۰,uiq
˘

DJ
i A

۱{۲
i pθn,uiqR

´۱
eje

J
j Di

`
۱
۲

n
ÿ

i“۱

m
ÿ

j“۱
p۱ ´ ۲µijpθn,uiq

˘

A
´۱{۲
ij pθn,uiq

`

µijpθn۰,uiq ´ µijpθn,uiq
˘

ˆDJ
i A

۱{۲
i pθn,uiqR

´۱
eje

J
j Di

“ E۱npθn۰q `

۴
ÿ

k“۲
Eknpθnq

که دهیم نشان است کافی (ب. ۷) عبارت برای بنابراین کرد. تجزیه

sup
}bn}“۱

ˇ

ˇ

ˇ
bJ
nE۱npθn۰qbn

ˇ

ˇ

ˇ
“ Opp

?
npnq



۱۵۷ ۳ فصل قضایای اثبات

و
sup

}θn´θn۰}ď∆
?

pn{n

sup
}bn}“۱

ˇ

ˇ

ˇ
bJ
nEknpθnqbn

ˇ

ˇ

ˇ
“ Opp

?
npnq.

که دهیم نشان اگر است. برقرار sup
}bn}“۱

ˇ

ˇ

ˇ
bJ
nE۱npθn۰qbn

ˇ

ˇ

ˇ
“ Opp

?
npnq که می دهیم نشان ابتدا

نتیجه آن گاه ،}E۱npθn۰q} “

b

tr
`

E۱npθn۰qE
J

۱npθn۰q
˘ که طوری به ،}E۱npθn۰q} “ Opp

?
npnq

داریم حال می شود. حاصل

Er}E۱npθn۰q}۲s

“
۱
۴

n
ÿ

i“۱

m
ÿ

j۱“۱

m
ÿ

j۲“۱

`۱ ´ ۲µij۱pθn۰,uiq
˘`۱ ´ ۲µij۲pθn۰,uiq

˘

ˆErϵij۱pθn۰,uiqϵij۲pθn۰,uiqs

ˆ tr
“

DJ
i A

۱{۲
i pθn۰,uiqR

´۱
ej۱e

J
j۱DiD

J
i ej۲e

J
j۲R

´۱
A

۱{۲
i pθn۰,uiqDi

‰

ď C
n
ÿ

i“۱

m
ÿ

j۱“۱

m
ÿ

j۲“۱

ˇ

ˇeJ
j۱DiD

J
i ej۲e

J
j۲R

´۱
A

۱{۲
i pθn۰,uiqDiD

J
i A

۱{۲
i pθn۰,uiqR

´۱
ej۱

ˇ

ˇ

ď C
n
ÿ

i“۱

m
ÿ

j۱“۱

m
ÿ

j۲“۱
}eJ

j۱Di}.}D
J
i ej۲}.}eJ

j۲R
´۱
A

۱{۲
i pθn۰,uiqDi}

ˆ}DJ
i A

۱{۲
i pθn۰,uiqR

´۱
ej۱}.

}eJ
j۲
R

´۱
A

۱{۲
i pθn۰,uiqDi} ď ،}DJ

i ej۲} “ }Dij۲} ،}eJ
j۱
Di} “ }Dij۱} که باشید داشته نظر در

شرایط براساس بنابراین .}DJ
i A

۱{۲
i pθn۰,uiqR

´۱
ej۱} ď C

`

trpDiD
J
i q
˘۱{۲ و C` trpDiD

J
i q
˘۱{۲

داریم ،(۳ .A) و (۲ .A)

Er}E۱npθn۰q}۲s ď C
n
ÿ

i“۱

m
ÿ

j۱“۱

m
ÿ

j۲“۱
}Dij۱}.}Dij۲} trpDiD

J
i q

ď Cmax
i,j

}Dij}
۲ tr

`

n
ÿ

i“۱
DiD

J
i

˘

“ Opnp۲
nq,

داریم سپس . sup
}bn}“۱

ˇ

ˇ

ˇ
bJ
nE۱npθn۰qbn

ˇ

ˇ

ˇ
“ Opp

?
npnq که

ˇ

ˇ

ˇ
bJ
nE۲npθn۰qbn

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

۱
۲

n
ÿ

i“۱

m
ÿ

j“۱

`۱ ´ ۲µijpθn۰,uiq
˘

ϵ
۱{۲
ij pθn۰,uiqb

J
nD

J
i rA

۱{۲
i pθn,uiq

´A
۱{۲
i pθn۰,uiqsR

´۱
eje

J
j Dibn

ˇ

ˇ

ˇ

ď C
n
ÿ

i“۱

m
ÿ

j“۱

ˇ

ˇ

ˇ
bJ
nD

J
i rA

۱{۲
i pθn,uiq ´A

۱{۲
i pθn۰,uiqsR

´۱
ej

ˇ

ˇ

ˇ
.
ˇ

ˇ

ˇ
eJ
j Dibn

ˇ

ˇ

ˇ

ď C
n
ÿ

i“۱

m
ÿ

j“۱
}Dibn}۲λmaxpR

´۱
qmax

j
|A

۱{۲
ij pθn,uiq ´A

۱{۲
ij pθn۰,uiq|.

که یافت می توان را ˚θهایی
n ،θn۰ و θn بین

A
۱{۲
ij pθn,uiq ´A

۱{۲
ij pθn۰,uiq “

۱
۲A

۱{۲
ij pθ˚

n,uiq
`۱ ´ ۲µijpθ˚

n,uiq
˘

DJ
ijpθn ´ θn۰q

ď C}Dij}.}pθn ´ θn۰q}.



قضایا ۱۵۸ اثبات

بنابراین

sup
}θn´θn۰}ď∆

?
pn{n

sup
}bn}“۱

ˇ

ˇ

ˇ
bJ
nE۲npθnqbn

ˇ

ˇ

ˇ

ď Cmax
ij

}Dij} sup
}θn´θn۰}ď∆

?
pn{n

}pθn ´ θn۰q}.λmax

`

n
ÿ

i“۱
DiD

J
i

˘

“ Op
?
pnqOp

a

pn{nqOpnq “ Op
?
npnq.

sup
}θn´θn۰}ď∆

?
pn{n

sup
}bn}“۱

ˇ

ˇ

ˇ
bJ
nEknpθnqbn

ˇ

ˇ

ˇ
“ Opp

?
npnq, k “ که داد نشان می توان مشابه طور به

نتیجه مشابه تکنیک های طریق از (ب. ۸) عبارت برقراری می شود. اثبات (ب. ۷) عبارت لذا .۳,۴
می شود.

ب. ۳. ۵ لم اثبات

bJ
n

“

Hnpθnq ´Hnpθn۰q
‰

bn

“

ˇ

ˇ

ˇ

n
ÿ

i“۱
bJ
nD

J
i

“

A
۱{۲
i pθnqR

´۱
A

۱{۲
i pθnq ´A

۱{۲
i pθn۰qR

´۱
A

۱{۲
i pθn۰q

‰

Dibn

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

n
ÿ

i“۱
bJ
nD

J
i

“

A
۱{۲
i pθnqR

´۱
A

۱{۲
i pθnq ´A

۱{۲
i pθnqR

´۱
A

۱{۲
i pθn۰q

‰

Dibn

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

n
ÿ

i“۱
bJ
nD

J
i

“

A
۱{۲
i pθnqR

´۱
A

۱{۲
i pθnq ´A

۱{۲
i pθn۰qR

´۱
A

۱{۲
i pθn۰q

‰

Dibn

ˇ

ˇ

ˇ

“ In۱ ` In۲.

توان می کوشی−شوارتز نامساوی اساس بر

In۱ ď

n
ÿ

i“۱

ˇ

ˇ

ˇ
bJ
nD

J
i A

۱{۲
i pθnqR

´۱“
A

۱{۲
i pθnq ´A

۱{۲
i pθn۰q

‰

Dibn

ˇ

ˇ

ˇ

ď

n
ÿ

i“۱
}bJ

nD
J
i A

۱{۲
i pθnqR

´۱{۲
}.}R

´۱{۲“
A

۱{۲
i pθnq ´A

۱{۲
i pθn۰q

‰

Dibn},

عبارت های از سپس گرفت. نتیجه را

}bJ
nD

J
i A

۱{۲
i pθn,uiqR

´۱{۲
} “

”

bJ
nD

J
i A

۱{۲
i pθnqR

´۱
A

۱{۲
i pθn,uiqDibn

ı

ď λ۱{۲
max

`

R
´۱˘

λ۱{۲
max

`

Aipθn,uiq
˘

}Dibn},

و

}R
´۱{۲“

A
۱{۲
i pθnq ´A

۱{۲
i pθn۰q

‰

Dibn}

ď λ۱{۲
max

`

R
´۱˘

λ۱{۲
max

`“

A
۱{۲
i pθnq ´A

۱{۲
i pθn۰q

‰۲˘
}Dibn},



۱۵۹ ۳ فصل قضایای اثبات

که داد نشان می توان

In۱ ď Cmax
i,j

ˇ

ˇ

ˇ
A

۱{۲
ij pθnq ´A

۱{۲
ij pθn۰q

ˇ

ˇ

ˇ

n
ÿ

i“۱
}Dibn}۲

ď Cmax
i,j

}Dij}.}θn ´ θn۰}.λmax

`

n
ÿ

i“۱
DJ

i Di

˘

}bn}۲.

داشت خواهیم بنابراین

sup
}θn´θn۰}ď∆

?
pn{n

sup
}bn}“۱

In۱ “ Opp
?
npnq.

می شود. اثبات لم و sup
}θn´θn۰}ď∆

?
pn{n

sup
}bn}“۱

In۲ “ Opp
?
npnq که داد نشان می توان مشابه طور به

ب. ۳. ۶ لم اثبات

αJ
nM

´۱{۲
n pθn۰qSnpθn۰q “

řn
i“۱ Zni صورت به یافت را آن مجانبی توزیع باید که نظر مورد عبارت

از .Zni “ αJ
nM

´۱{۲
n pθn۰qDJ

i A
۱{۲
i pθn۰,uiqR

´۱
ϵipθn۰,uiq که طوری به است، بیان قابل

نشان برای .Var `αJ
nM

´۱{۲
n pθn۰qSnpθn۰q

˘

“ ۱ داریم ،Mnpθn۰q “ Cov
`

Snpθn۰q
˘ که آنجایی

هر ازای به که صورت این به کنیم، بررسی را لیندبرگ شرط که است کافی مجانبی نرمال توزیع دادن
داریم کوشی−شوارتز نامساوی اساس بر .řn

i“۱ ErZ۲
niIp|Zni| ą ϵqs Ñ ۰ باشیم داشته ϵ ą ۰

Z۲
ni ď }αJ

nM
´۱{۲
n pθn۰qDJ

i A
۱{۲
i pθn۰,uiqR

´۱
}۲.}ϵipθn۰,uiq}۲

ď λmax

`

R
´۲˘

λmax

`

Aipθn۰,uiq
˘`

αJ
nM

´۱{۲
n pθn۰qDJ

i DiM
´۱{۲
n pθn۰qαn

˘

}ϵipθn۰,uiq}۲

ď Cγni}ϵipθn۰,uiq}۲,

که هنگامی داد خواهیم نشان سپس .γni “ αJ
nM

´۱{۲
n pθn۰qDJ

i DiM
´۱{۲
n pθn۰qαn که طوری به

.γni ď λmax

`

DJ
i Di

˘

λ´۱
min

`

Mnpθn۰q
˘ که باشید داشته نظر در .max۱ďiďn γni Ñ ۰ آن گاه n Ñ 8

داریم ،bn P Rpn هر ازای به ،λmin

`

Mnpθn۰q
˘ ارزیابی برای است، متقارن Mnpθn۰q که آنجایی از

bJ
nMnpθn۰qbn ě λmin

`

R۰
˘

λmin

`

R
´۲˘ n

ÿ

i“۱
λmin

`

Aipθn۰,uiq
˘

bJ
nD

J
i Dibn

ě CbJ
n

´

n
ÿ

i“۱
DJ

i Di

¯

bn ě Cλmin

´

n
ÿ

i“۱
DJ

i Di

¯

}bn}۲.

این و می گیریم نتیجه را inf}bn}“۱ |bJ
nMnpθn۰qbn| ě Cλmin

´

řn
i“۱D

J
i Di

¯

نامساوی بنابراین
نامساوی می توان حال .λmin

`

Mnpθn۰q ě Cλmin

´

řn
i“۱D

J
i Di

¯

که می دهد نشان

γni ď
λmax

´

DJ
i Di

¯

Cλmin

´

řn
i“۱D

J
i Di

¯ ď
tr
´

DJ
i Di

¯

Cλmin

´

řn
i“۱D

J
i Di

¯ “

řm
j“۱D

J
ijDij

Cλmin

´

řn
i“۱D

J
i Di

¯ ,



قضایا ۱۶۰ اثبات

داریم بنابراین گرفت. نتیجه را max۱ďiďn γni ď Opn´۱pnq “ op۱q آن دنبال به و
n
ÿ

i“۱
ErZ۲

niIp|Zni| ą ϵqs ď

n
ÿ

i“۱
Cγni E

”

}ϵipθn۰,uiq}۲I
!

}ϵipθn۰,uiq}۲ ą
ϵ۲

Cγni

)ı

.

ϵ ą ۰ هر ازای به لذا است، کراندار یکنواخت طور به }ϵipθn۰,uiq}۲ عبارت ،(۳ .A) شرط اساس بر
تضمین این I

!

}ϵipθn۰,uiq}۲ ą ϵ۲
Cγni

)

“ ۰. که دارد وجود C مانند مثبت و ثابت عدد یک ،δ ą ۰ و
که می کند

n
ÿ

i“۱
Cγni E

”

}ϵipθn۰,uiq}۲I
!

}ϵipθn۰,uiq}۲ ą
ϵ۲

Cγni

)ı

Ñ ۰.

است. برقرار لیندبرگ شرط لذا

۱ .۱ .۳ قضیه اثبات ب. ۳. ۳
کافی .Snkppθn,uiq “ ۰ ،k “ ۱, . . . , sn ازای به که است بدیهی pθn تعریف اساس بر :piq قسمت
تاوان تابع ،۱ به نزدیک احتمال با یعنی ،Pp|pθnk| ě aλn, k “ ۱, . . . , snq Ñ ۱ که کنیم ثابت است

که می دانیم است. ۰ برابر

min
۱ďkďsn

|pθnk| ě min
۱ďkďsn

|pθn۰k| ´ max
۱ďkďsn

|pθn۰k ´ pθnk| ě min
۱ďkďsn

|pθn۰k| ´ }θn۱۰ ´ pθn۱۰}.

کنید فرض همچنین

}θn۱۰ ´ pθn۱۰} “
a

sn{n. (ب. ۹)

که گرفت نتیجه می توان }θn۱۰ ´ pθn۱۰} “ opλnq و min
۱ďkďsn

|pθn۰k|{λ Ñ 8 که آنجایی از

Pp min
۱ďkďsn

|pθn۰k| ´ }θn۱۰ ´ pθn۱۰} ě aλnq “ Pp}θn۱۰ ´ pθn۱۰} ď min
۱ďkďsn

|pθn۰k| ´ aλnq Ñ ۱.

.Pp min
۱ďkďsn

|pθnk| ě aλnq Ñ ۱ داریم ،n Ñ 8 که هنگامی بنابراین
کافی .qλnp|θnk|q sgnpθnkq “ ۰ لذا ،pθnk “ ۰ داریم ،k “ sn ` ۱, . . . , pn هر ازای به :piiq قسمت

که دهیم نشان است

P
ˆ

max
sn`۱ďkďpn

|Snkppθq| ď
λn
log n

˙

Ñ ۱. (ب. ۱۰)

که دهیم نشان است کافی دیگر عبارت به

P
ˆ

max
sn`۱ďkďpn

|Snkppθnq ´ Snkppθnq| ą
λn

۲ log n

˙

Ñ ۰, (ب. ۱۱)

و

P
ˆ

max
sn`۱ďkďpn

|Snkppθnq| ą
λn

۲ log n

˙

Ñ ۰. (ب. ۱۲)



۱۶۱ ۳ فصل قضایای اثبات

عبارت توسط (ب. ۱۱)، در چپ سمت عبارت

P
´

max
sn`۱ďkďpn

n´۱ Eu|y

”

n
ÿ

i“۱

ˇ

ˇ

ˇ
ekD

J
i A

۱
۲
i pθn,uiqrpR

´۱
´R

´۱
sA

´ ۱
۲

i pθn,uiq

ˆ
`

yi ´ µipθn,uiq
˘

ˇ

ˇ

ˇ

ı

ą
λn

۲ log n

¯

ď P
´

max
sn`۱ďkďpn

n´۱ Eu|y

”

n
ÿ

i“۱
}ekD

J
i A

۱
۲
i pθn,uiq}.}pR

´۱
´R

´۱
}.}A

´ ۱
۲

i pθn,uiq

ˆ
`

yi ´ µipθn,uiq
˘

}

ı

ą
λn

۲ log n

¯

ď P
´

}pR
´۱

´R
´۱

}n´۱Eu|y

”

n
ÿ

i“۱
p max
sn`۱ďkďpn

}ekD
J
i A

۱
۲
i pθn,uiq}q}A

´ ۱
۲

i pθn,uiq

ˆ
`

yi ´ µipθn,uiq
˘

}

ı

ą
λn

۲ log n

¯

ď P
´

n´۱Eu|y

”

n
ÿ

i“۱
}ϵipθn,uiq}

ı

ą
λn

?
n

۲?
sn log n

¯

ď C
n´۱ Eu|y

”

řn
i“۱ Ep}ϵipθn,uiq}q

ı

?
sn log n

λn
?
n

“ O
`

?
sn log n

λn
?
n

˘

“ op۱q,

همچنین می شود. نتیجه (۴ .A) و (۲ .A) شرط های از سوم نامساوی که طوری به است، کراندار بالا از
تیلور بسط (ب. ۱۲)، عبارت اثبات برای .?sn log n{λn

?
n Ñ ۰ که می کند بیان (۴ .A) شرط

صورت به را Snkppθn,uiq عبارت

Snkppθn,uiq “ Snkpθn۰,uiq `
BSnkpθn,uiq

BθJ
n

ppθn ´ θn۰q (ب. ۱۳)

` ppθn ´ θn۰qJ B۲Snkpθ˚
n,uiq

BθnBθJ
n

ppθn ´ θn۰q,

∇kpθn,uiq “ Dkpθn,uiqو “
BSnkpθn,uiq

BθJ
n

کنید فرض است. pθn و θn۰ بین θ˚
n که می گیریم، نظر در

است. Dkpθn,uiq بردار اول عضو sn شامل که است زیربرداری Dk۱pθn,uiq .B۲Snkpθn,uiq

BθnBθJ
n

اول ستون و سطر sn اعضای همه که است بعدی sn ˆ sn ماتریس یک ∇k۱pθn,uiq همچنین
عبارت ،pθn ´ θn۰ “

`

ppθn۱ ´ θn۰۱qJ,0J
˘J که آنجایی از می شود. شامل را ∇kpθn,uiq ماتریس

صورت به می توان را (ب. ۱۳)

Snkppθn,uiq “ Snkpθn۰,uiq ` Dk۱pθn,uiqppθn۱ ´ θn۱۰q

` ppθn۱ ´ θn۱۰qJ∇k۱pθ˚
n,uiqppθn۱ ´ θn۱۰q,



قضایا ۱۶۲ اثبات

داریم حال نمود. بیان

P
`

max
sn`۱ďkďpn

|Snkppθnq| ą
λn

۲ log n

˘

ď P
`

max
sn`۱ďkďpn

|Snkppθnq| ą
λn

۶ log n

˘

`P
`

max
sn`۱ďkďpn

|Dk۱pθn,uiqppθn۱ ´ θn۱۰q| ą
λn

۶ log n

˘

`P
`

max
sn`۱ďkďpn

|ppθn۱ ´ θn۱۰qJ∇k۱pθ˚
n,uiqppθn۱ ´ θn۱۰q| ą

λn
۶ log n

˘

“ In۱ ` In۲ ` In۳.

نشان ابتدا بود. خواهد برقرار (ب. ۱۲) رابطه آن گاه ،i “ ۱,۲,۳ که Ini “ op۱q دهیم نشان اگر
می توان حال .In۱ ď

řpn
k“sn`۱ P

´

|Snkppθq| ą λn

۶ logn

¯

که است بدیهی .In۱ “ op۱q که می دهیم

Zi “ ekD
J
i A

۱
۲
i pθn۰,uiqR

´۱
ϵipθn۰,uiq که طوری به ،Snkppθn۰,uiq “ n´۱ řn

i“۱ Zi نوشت
،δ ą ۰ و M ą ۰ ثابت های و l ě ۲ هر ازای به هستند. ۰ میانگین با مستقل تصادفی متغیرهای

داریم

E |Zi|
l ď E

”

}ekD
J
i A

۱
۲
i pθn۰,uiqR

´۱
i }l}ϵipθn۰,uiq}l

ı

ď C lE
”

}ϵipθn۰,uiq}l
ı

“ C l E
”

`

m
ÿ

j“۱
ϵ۲ijpθn۰,uiq

˘l{۲ı

ď C lml{۲´۱
m
ÿ

j“۱
E |ϵijpθn۰,uiq|l ď C lml{۲´۱

m
ÿ

j“۱
l!M´l

۲ E
`

exppM۲|ϵijpθn۰,uiqq
˘

ď C lml{۲´۱ml!M۳ ď l!M l´۲δ{۲.

از می توان را سوم نامساوی می شود. نتیجه (۳ .A) و (۲ .A) شرایط از دوم نامساوی فوق عبارت در
،|řm

j“۱ ai|
p ď mp´۱ řm

j“۱ |ai|
p داریم p ě ۱ و m ě ۱ برای می کند بیان که جنسن نامساوی نتیجه

بنابراین می شوند. نتیجه (۵ .A) شرط از آخر نامساوی و تیلور بسط از چهارم نامساوی گرفت. نتیجه
داریم و می کنند صدق برنشتاین نامساوی شرط در Ziها

P
`

|Snkppθn۰q| ą
λn

۶ log n

˘

ď ۲ exp
”

´
۱
۲

n۲λ۲
n{
`۳۶plog nq

˘۲

nδ `M˚nλn{p۶ log nq

ı

ď ۲ exp
”

´ C
nλ۲

n

plog nq۲

ı

.

بنابراین هستند، برقرار nλ۲
n{plog nq۲ Ñ 8 و log pn “ o

`

nλ۲
n{plog nq۲˘ (۷ .A) شرط اساس بر

داریم

In۱ ď ۲ exp
”

log pn ´ C
nλ۲

n

plog nq۲

ı

“ op۱q,

می شود. اثبات In۱ “ op۱q و



۱۶۳ ۳ فصل قضایای اثبات

زیربرداری Hnk۱ “ pHnk۱, . . . , HnksnqJ کنید فرض .In۲ “ op۱q که داد خواهیم نشان سپس
می شوند. تعریف مشابه طور به Gnk۱ و Enk۱ می شود. شامل را Hnk بردار اولیه عضو sn که باشد

داریم حال

In۲ “ P
`

max
sn`۱ďkďpn

|Dk۱pθn۰,uiqppθn۱ ´ θn۱۰q| ą
λn

۶ log n

˘

“ P
`

max
sn`۱ďkďpn

|Dk۱pθn۰,uiqppθn۱ ´ θn۱۰q| ą
λn

۶ log n
, }pθn۱ ´ θn۱۰} ď

a

sn{n log n
˘

`P
`

}pθn۱ ´ θn۱۰} ą
a

sn{n log n
˘

ď P
`

max
sn`۱ďkďpn

}Dk۱pθn۰,uiq} ą
λn

?
n

۶?
snplog nq۲

˘

` op۱q

ď P
`

max
sn`۱ďkďpn

}Hnk۱pθn۰,uiq} ą
λn

?
n

۶?
snplog nq۲

˘

`P
`

max
sn`۱ďkďpn

}Enk۱pθn۰,uiq} ą
λn

?
n

۶?
snplog nq۲

˘

`P
`

max
sn`۱ďkďpn

}Gnk۱pθn۰,uiq} ą
λn

?
n

۶?
snplog nq۲

˘

` op۱q

“ In۲۱ ` In۲۲ ` In۲۳ ` op۱q.

طور به |Hnkk1 pθn۰,uiq| اینکه و (۶ .A) و (۴ .A) ،(۵ .A) شرایط تحت ،In۲۱ ارزیابی برای
که داد نشان می توان است، کراندار یکنواخت

In۲۱ ď P
`

max
sn`۱ďkďpn

}Hnk۱pθn۰,uiq}۲ ą C
nλ۲

n

snplog nq۴
˘

ď P
`

max
sn`۱ďkďpn

ˇ

ˇ

ˇ
}Hnk۱pθn۰,uiq}۲ ´ E }Hnk۱pθn۰,uiq}۲

ˇ

ˇ

ˇ

` max
sn`۱ďkďpn

}Hnk۱pθn۰,uiq}۲ ą C
nλ۲

n

snplog nq۴
˘

.

از . max
sn`۱ďkďpn

}Hnk۱pθn۰,uiq}۲ “ max
sn`۱ďkďpn

E
`
řsn

k1
“۱Hnkk1 pθn۰,uiq

˘

ď Csn داریم بنابراین

است، برقرار pns۳nplog nq۸{pn۲λ۴
nq “ op۱q و s۲nplog nq۴ “ opnλ۲

nq ،(۷ .A) شرط تحت که آنجایی
داریم

In۲۱ ď P
´

max
sn`۱ďkďpn

ˇ

ˇ

ˇ
}Hnk۱pθn۰,uiq}۲ ´ E }Hnk۱pθn۰,uiq}۲

ˇ

ˇ

ˇ
ą
C

۲
nλ۲

n

snplog nq۴

¯

ď

pn
ÿ

k“sn`۱
P
´ˇ

ˇ

ˇ
}Hnk۱pθn۰,uiq}۲ ´ E }Hnk۱pθn۰,uiq}۲

ˇ

ˇ

ˇ
ą
C

۲
nλ۲

n

snplog nq۴

¯

ď C

pn
ÿ

k“sn`۱

E
“
řsn

k1
“۱

´

H۲
nkk1 pθn۰,uiq ´ E

`

H۲
nkk1 pθn۰,uiq

˘

¯

‰۲
s۲nplog nq۸

n۲λ۴
n

“ Oppns
۳
nplog nq۸{pn۲λ۴

nqq “ op۱q,

که داد نشان می توان مشابه طور به می شود. نتیجه مارکوف نامساوی از سوم نامساوی که طوری به
می شود. اثبات In۲ “ op۱q عبارت لذا .In۲۳ “ op۱q و In۲۲ “ op۱q



قضایا ۱۶۴ اثبات

بگیرید نظر در را زیر مساوی های نا .In۳ “ op۱q که می کنیم اثبات پایان در

In۳ ď P
´

max
sn`۱ďkďpn

|ppθn۱ ´ θn۱۰qJ∇k۱pθ˚
n,uiqppθn۱ ´ θn۱۰q| ą

λn
۶ log n

¯

ď P
´

max
sn`۱ďkďpn

|ppθn۱ ´ θn۱۰qJ∇k۱pθ˚
n,uiqppθn۱ ´ θn۱۰q| ą

λn
۶ log n

,

}pθn۱ ´ θn۱۰} ď
a

sn{n log n
¯

` P
´

}pθn۱ ´ θn۱۰} ą
a

sn{n log n
¯

ď

pn
ÿ

k“sn`۱
P
´

trp∇k۱pθ˚
n,uiqq ą

nλn

snplog nq۳

¯

` op۱q

ď C

pn
ÿ

k“sn`۱

E
“

trp∇k۱pθ˚
n,uiqq۲‰s۲nplog nq۶

n۲λ۲
n

` op۱q,

شوند. می نتیجه مارکوف نامساوی از آخر نامساوی و (ب. ۹) عبارت از سوم نامساوی که طوری به
داریم (۶ .A) و (۵ .A) ،(۴ .A) ،(۲ .A) شرایط تحت

E
”

trp∇k۱pθ˚
n,uiqq۲

ı

“ E
”

sn
ÿ

k1
“۱

B۲Snk

Bβ۲
nk1

pθ˚
n,uiq

ı۲
ď Cs۲n.

In۳ “ Oppns
۴
nplog nq۶ “ لذا است برقرار pns۴nplog nq۶ “ pn۲λ۲

nq “ op۱q (۷ .A) شرط تحت که آنجایی از
.`n۲λ۲

nq
˘

` op۱q “ op۱q

می شود. اثبات قضیه نیاز، مورد شرایط همه جمع آوری با

۲ .۱ .۳ قضیه اثبات ب. ۳. ۴
به n برای که دارد وجود ∆ ą ۰ ثابت یک ،ϵ ą ۰ هر ازای به دهیم، نشان است کافی :piq قسمت

داریم بزرگ، کافی اندازه

P

¨

˝ sup
}θn´θn۰}“∆

?
pn{n

pθn ´ θn۰qJUnpθnq ă ۰
˛

‚ě ۱ ´ ϵ.

کنیم. بررسی ␣θn : }θn ´θn۰} “ ∆
a

pn{n
( روی را pθn ´θn۰qJUnpθnq علامت که است لازم لذا

داریم ،θ˚
n “ tθn ` p۱ ´ tqθn۰ باشیم داشته ۰ ă t ă ۱ ازای به یعنی ،θn۰ anⅾ θn بین θ˚

n ازای به

pθn ´ θn۰qJUnpθnq “ pθn ´ θn۰qJUnpθn۰q ´ pθn ´ θn۰qJDnpθ˚
nqpθn ´ θn۰q

“ Jn۱ ` Jn۲.

نوشت می توان Jn۱ برای

Jn۱ “ pθn ´ θn۰qJUnpθn۰q ` pθn ´ θn۰qJrUnpθn۰q ´Unpθn۰qs “ Jn۱۱ ` Jn۱۲.
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.|Jn۱۱| ď }θn ´ θn۰}.}Unpθn۰q} “ ∆
a

pn{n}Unpθn۰q} داریم شوارتز کوشی نامساوی اساس بر
بنابراین

E
”

}Unpθn۰q}۲
ı

“ E
”

n
ÿ

i“۱
ϵJ
i pθn۰,uiqR

´۱
A

۱
۲
i pθn۰,uiqDiD

J
i A

۱
۲
i pθn۰,uiqR

´۱
ϵJ
i pθn۰,uiq

ı

ď

n
ÿ

i“۱
λmaxpDiD

J
i qλmaxpAipθn۰,uiqqλmaxpR

´۲
qE

”

ϵJ
i pθn۰,uiqϵipθn۰,uiq

ı

ď C tr
`

n
ÿ

i“۱
DiD

J
i

˘

“ C
n
ÿ

i“۱

ni
ÿ

j“۱
DJ

ijDij “ Opnpnq.

نتیجه می توان را |Jn۱۱| “ ∆Opppnq آن دنبال به و }Unpθn۰q} “ Opp
?
npnq فوق عبارات از

که داد نشان می توان ب. ۳. ۱ لم اساس بر Jn۱۲ عبارت برای گرفت.

|Jn۱۲| ď }θn ´ θn۰}.}Unpθn۰q ´Unpθn۰q} “ ∆
a

pn{nOpppnq “ ∆opppnq.

صورت به می توان را Jn۲ ادامه در است. برقرار |Jn۱| “ ∆Opppnq تساوی بنابراین

Jn۲ “ ´pθn ´ θn۰qJDnpθ˚
nqpθn ´ θn۰q ´ pθn ´ θn۰qJrDnpθ˚

nq ´Dnpθ˚
nqspθn ´ θn۰q

“ Jn۲۱ ` Jn۲۲,

که داد نشان می توان ب. ۳. ۳ لم اساس بر ابتدا داد. نشان

|Jn۲۲| ď max
´

|λmax

`

Dnpθ˚
nq ´Dnpθ˚

nq
˘

|, |λmin

`

Dnpθ˚
nq ´Dnpθ˚

nq
˘

|

¯

ˆ }θn ´ θn۰}۲

“ Opp
?
npnq∆۲ pn

n
“ ∆۲opppnq.

دیگر عبارت به

Jn۲۱ “ ´ pθn ´ θn۰qJHnpθn۰qpθn ´ θn۰q

´ pθn ´ θn۰qJrHnpθ˚
nq ´Hnpθn۰qspθn ´ θn۰q

´ pθn ´ θn۰qJrDnpθ˚
nq ´Hnpθ˚

nqsppθ˚
nqpθn ´ θn۰q

“ Ja
n۲۱ ` Jb

n۲۱ ` Jc
n۲۱.

Jc
n۲۱ “ ∆۲opppnq عبارت ب. ۳. ۴، لم براساس و Jb؛

n۲۱ “ ∆۲opppnq عبارت ب. ۳. ۵، لم اساس بر
داریم (۳ .A) شرط تحت کنیم. بررسی را Ja

n۲۱ عبارت که است کافی لذا می شود. نتیجه

Ja
n۲۱ “ ´pθn ´ θn۰qJ

”

n
ÿ

i“۱
DJ

i A
۱
۲
i pθn۰,uiqR

´۱
A

۱
۲
i pθn۰,uiqDi

ı

pθn ´ θn۰q

ď λminpR
´۱

qmin
i
λminpAipθn۰,uiqqλminp

n
ÿ

i“۱
DJ

i Diq}θn ´ θn۰}۲ ď ´C∆۲pn.
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عبارت به احتمال در pθn ´θn۰qJUnpθnq عبارت ،pθn ´θn۰qJUnpθnq پارامتر فضای در بنابراین
می شود. اثبات نتیجه لذا است. منفی مقداری که همگراست Jn۱۱ ` Ja

n۲۱
مانند ثابتی مقدار (۱ .A) شرط تحت (۱۹۸۱) اسچوماکر در ۱۲ .۷ قضیه از استفاده با :piiq قسمت

که طوری به دارد وجود C

sup
tPr۰,۱s

|f۰ptq ´Bptqα۰| ď CK´m
n .

داریم ،Kn « n۱{p۲r`۱q انتخاب با حال
`

pfptq ´ f۰ptq
˘۲

“
`

Bptqpαn ´ f۰ptq
˘۲

»
`

Bptqαn۰ ´ f۰ptq
˘۲

ď |Bptqαn۰ ´ f۰ptq||Bptqαn۰ ´ f۰ptq|

ď sup
tPr۰,۱s

|Bptqαn۰ ´ f۰ptq| sup
tPr۰,۱s

|Bptqαn۰ ´ f۰ptq|

ď CL´r
n CL´r

n “ C۲n´۲r{p۲r`۱q “ Oppn´۲r{p۲r`۱qq,

می شود. کامل اثبات و

۳ .۱ .۳ قضیه اثبات ب. ۳. ۵
نشان که این برای می کند. صدق ،pθn۲ “ ۰ تنکی، شرط در pθn که می دهیم نشان ابتدا :piq قسمت
،n Ñ 8 که هنگامی دهیم نشان است کافی می آید، بدست بهینه جواب ،pθn۲ “ ۰ ازای به دهیم
}pθn۲} ď Cp

a

pn{nq و }pθn۱ ´ pθn۱۰} “ Opp
a

pn{nq شرایط در ترتیب به که pθn۲ و pθn۱ هر برای
با ،k “ sn ` ۱, . . . , pn که βk P

`

´Cp
a

pn{nq, Cp
a

pn{nq
˘ برای Unkpθq عبارت می کنند، صدق

صورت به را Unkpθq عبارت هستند. متفاوت علامت های دارای ۱ به همگرا احتمال

Snkppθq “ Opp
a

pn{nq,

که داد نشان می توان بنابراین بگیرید، نظر در

Unkpθq “ nλn

!qλnp|βk|q

λn
sgnpβkq `Opp

a

pn{nq

)

.

که داد نشان می توان ،lim infnÑ8 lim infβkÑ۰`
qλn p|βk|q

λn
ą ۰ و

a

pn{n{λn Ñ ۰ که آنجایی از
می شود. حاصل نظر مورد نتیجه لذا است. Unkpθq علامت کننده تعیین βk علامت

.ξJ
nM

´۱{۲
n pθn۰qHnpθn۰qppθn۱ ´ θn۰۱q

d
Ñ Nsnp۰,۱q که می دهیم نشان ابتدا :piiq قسمت

داد نشان می توان

ξJ
nM

´۱{۲
n pθn۰qSnpθn۰q

“ ξJ
nM

´۱{۲
n pθn۰qSnpθn۰q ` ξJ

nM
´۱{۲
n pθn۰qrSnpθn۰q ´ Snpθn۰qs

“ ξJ
nM

´۱{۲
n pθn۰qDnpθ˚

nqpxθn ´ θn۰q ` ξJ
nM

´۱{۲
n pθn۰qrSnpθn۰q ´ Snpθn۰qs
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“ ξJ
nM

´۱{۲
n pθn۰qHnpθn۰qpxθn ´ θn۰q

`ξJ
nM

´۱{۲
n pθn۰qrDnpθ˚

nq ´Hnpθn۰qspxθn ´ θn۰q

`ξJ
nM

´۱{۲
n pθn۰qrSnpθn۰q ´ Snpθn۰qs,

θn۰ و xθn بین θ˚
n برای و Snppθnq “ ۰ می شود فرض دوم تساوی به رسیدن برای که طوری به

داریم ب. ۳. ۶، لم اساس بر .Snpθn۰q “ Dnpθ˚
nqpxθn ´ θn۰q داریم تیلور بسط اساس بر و

که دهیم نشان است کافی قضیه اثبات برای بنابراین .ξJ
nM

´۱{۲
n pθn۰qSnpθn۰q

D
Ñ Nsnp۰,۱q

عبارت های ،∆ ą ۰ هر ازای به

sup
}θn´θn۰}ď∆

?
pn{n

|ξJ
nM

´۱{۲
n pθn۰qrDnpθnq ´Hnpθn۰qspxθn ´ θn۰q| “ opp۱q (ب. ۱۴)

و

|ξJ
nM

´۱{۲
n pθn۰qrSnpθn۰q ´ Snpθn۰qs| “ opp۱q (ب. ۱۵)

که بگیرید نظر در می کنیم. اثبات را (ب. ۱۵) عبارت ابتدا است. برقرار
“

ξJ
nM

´۱{۲
n pθn۰qrSnpθn۰q ´ Snpθn۰qs

‰۲

“ ξJ
nM

´۱{۲
n pθn۰qrSnpθn۰q ´ Snpθn۰qsrSnpθn۰q ´ Snpθn۰qsJM

´۱{۲
n ξn

ď λmax

`

M
´۱
n pθn۰q

˘

λmax

`

rSnpθn۰q ´ Snpθn۰qsrSnpθn۰q ´ Snpθn۰qsJ
˘

ď
}Snpθn۰q ´ Snpθn۰q}۲

λmin

`

Mnpθn۰q
˘

ď
}Snpθn۰q ´ Snpθn۰q}۲

Cλmin

`
řn

i“۱X
J
i Xi

˘ “ Oppp۲
n{nq “ opp۱q.

که این و ب. ۳. ۱ لم اساس بر

λmin

`

Mnpθn۰q
˘

ě Cλmin

`

n
ÿ

i“۱
XJ

i Xi

˘

, (ب. ۱۶)

می پردازیم. (ب. ۱۴) عبارت بررسی به حال کرد. اثبات ب. ۳. ۶ لم مشابه را (ب. ۱۵) عبارت می توان
نامساوی های و تساوی های

sup
}θn´θn۰}ď∆

?
pn{n

|ξJ
nM

´۱{۲
n pθn۰qrDnpθnq ´Hnpθn۰qspxθn ´ θn۰q|

ď sup
}θn´θn۰}ď∆

?
pn{n

|ξJ
nM

´۱{۲
n pθn۰qrDnpθnq ´Dnpθnqspxθn ´ θn۰q|

` sup
}θn´θn۰}ď∆

?
pn{n

|ξJ
nM

´۱{۲
n pθn۰qrDnpθnq ´Hnpθnqspxθn ´ θn۰q|

` sup
}θn´θn۰}ď∆

?
pn{n

|ξJ
nM

´۱{۲
n pθn۰qrHnpθnq ´Hnpθn۰qspxθn ´ θn۰q|

“ Kn۱ `Kn۲ `Kn۳,



قضایا ۱۶۸ اثبات

داریم ب. ۳. ۱، نتیجه و شوارتز کوشی نامساوی براساس بگیرید. نظر در را

Kn۱ ď sup
}θn´θn۰}ď∆

?
pn{n

rξJ
nM

´۱{۲
n pθn۰q

`

Dnpθnq ´Dnpθnq
˘۲

ˆM
´۱{۲
n pθn۰qξns۱{۲}pθn ´ θn۰}

ď sup
}θn´θn۰}ď∆

?
pn{n

max
`

|λminpDnpθnq ´Dnpθnqq|, |λmaxpDnpθnq ´Dnpθnqq|
˘

ˆλ
´۱{۲
min

`

Mnpθn۰q
˘

Oppp۱{۲
n n´۱{۲q

“ Opp
?
npnqOpn´۱{۲qOppp۱{۲

n n´۱{۲q “ Oppn´۱{۲p۳{۲
n q “ opp۱q.

Kn۲ “ که داد نشان می توان ب. ۳. ۵، و ب. ۳. ۴ لم های مشابه استدلال با .Kn۱ “ opp۱q بنابراین
که دادیم نشان مرحله این تا می شود. اثبات (ب. ۱۴) عبارت لذا .Kn۳ “ opp۱q و opp۱q

ξJ
nM

´۱{۲
n pθn۰qHnpθn۰qppθn۱ ´ θn۰۱q

D
Ñ Nsnp۰,۱q,

که است بدیهی .ppθn۱ ´ θn۰۱q
D
Ñ Nsn

`۰,H´۱J

n pθn۰qMnpθn۰qH
´۱
n pθn۰q

˘ بنابراین

ppθn۱ ´ θn۰۱q “

¨

˝

pβn۱ ´ βn۰۱

pαn۱ ´αn۰۱

˛

‚

D
Ñ N۲

¨

˝

¨

˝

0sn

0hn

˛

‚,

¨

˝

Q۱ Q۲

Q۳ Q۴

˛

‚

˛

‚.

.Q۱ “ H
˚´۱J

n pβn۰qM
˚

npβn۰qH
˚´۱
n pβn۰q که دهیم نشان است کافی قضیه اثبات برای نتیجه در

صورت به را Hn

Hn “

¨

˝

XJ

BJ

˛

‚Ω
´

X B
¯

“

¨

˝

XJΩX XJΩB

BJΩX BJΩB

˛

‚,

Mn “

¨

˝

XJ

BJ

˛

‚Ω۰
´

X B
¯

“

¨

˝

XJΩ۰X XJΩ۰B

BJΩ۰X BJΩ۰B

˛

‚,

.Ω۰i “ Eu|y

”

A
۱
۲
i pθn,uiqR

´۱
R۰R

´۱
A

۱
۲
i pθn,uiq

ı

و Ω۰ “ ⅾiagtΩ۰iu که طوری به می کنیم، باز تعریف
که می دهد نشان این

H
´۱
n “

¨

˝

pXJΩXq´۱ ` pXJΩXq´۱BJΩXQBJΩXpXJΩXq, Q˚

Q˚J

, Q

˛

‚,

.Q˚ “ ´pXJΩXq´۱XJΩBQ Qو “

´

BJΩB´BJΩXpXJΩXq´۱XJΩB
¯´۱

که طوری به



۱۶۹ ۳ فصل قضایای اثبات

صورت به را Q۱ می توان جبری محاسبات کمی با

Q۱ “
`

I ´Q˚BJΩX
˘

pXJΩXq´۱

ˆ

”

XJΩ۰X `XJΩ۰BQ˚J

pXJΩXq
`

I ´Q˚BJΩX
˘´۱

`pXJΩXq
`

I ´Q˚BJΩX
˘´۱

Q˚BJΩ۰X

`pXJΩXq
`

I ´Q˚BJΩX
˘´۱

Q˚BJΩ۰BQ˚J

pXJΩXq
`

I ´Q˚BJΩX
˘´۱ı

ˆ
`

I ´Q˚BJΩX
˘

pXJΩXq´۱,

که دهیم نشان است کافی بنابراین کرد. بیان

`

I ´Q˚BJΩX
˘

pXJΩXq´۱ “

´

XJΩXpI ´Q˚BJΩX
˘´۱¯´۱

“ H
˚´۱
n (ب. ۱۷)

و

XJΩ۰X ` XJΩ۰BQ˚J

pXJΩXq
`

I ´Q˚BJΩX
˘´۱ (ب. ۱۸)

` pXJΩXq
`

I ´Q˚BJΩX
˘´۱

Q˚BJΩ۰X

` pXJΩXq
`

I ´Q˚BJΩX
˘´۱

Q˚BJΩ۰BQ˚J

pXJΩXq
`

I ´Q˚BJΩX
˘´۱

“ M
˚

n.

که هستند pI ´Q˚BJΩX
˘´۱ جمله شامل (ب. ۱۸) و (ب. ۱۷) عبارت دو هر

pI ´Q˚BJΩX
˘´۱

“ I ´ pXJΩXq´۱XJΩBpBJΩBq´۱BJΩX.

از استفاده با

XJΩX
`

I ´Q˚BJΩX
˘´۱

“ XJΩX ´XJΩBpBJΩBq´۱BJΩX “ H
˚

n,

از استفاده با همچنین می شود. اثبات (ب. ۱۷) عبارت

XJΩX
`

I ´Q˚BJΩX
˘´۱

Q˚ “ ´XJΩBpBJΩBq´۱,

صورت به می توان را (ب. ۱۸) عبارت

XJΩ۰X ´ XJΩ۰BpBJΩBq´۱BJΩX

´ XJΩBpBJΩBq´۱BJΩ۰X

` XJΩBpBJΩBq´۱BJΩ۰BpBJΩBq´۱BJΩX “ M
˚

n,

می شود. کامل قضیه اثبات و بوده برقرار نیز (ب. ۱۸) لذا کرد. بیان



قضایا ۱۷۰ اثبات

۴ فصل قضایای اثبات ب. ۴

فیشر اطلاع ماتریس و رتبه بردار ب. ۴. ۱
بردار را Θ پارامتر اعضای از یک هر به نسبت تاوانیده درستنمایی تابع لگاریتم از جزئی اول مشتق

شامل آن اعضای که می گویند pSΘq رتبه

Sβ “

n
ÿ

i“۱

´ ν ` ni
ν ` ∆i

¯

XJ
i Λ

´۱
i pyi ´Xiβq,

rSωsl “ ´
۱
۲

n
ÿ

i“۱

!

trpΛ´۱
i

˝

Λilq ´

´ ν ` ni
ν ` ∆i

¯

pyi ´XiβqJΛ´۱
i

˝

ΛilΛ
´۱
i pyi ´Xiβq

)

,

sν “
۱
۲

n
ÿ

i“۱

!

Dg

´ν ` ni
۲

¯

´ Dg

´ ν

۲
¯

´
ni
ν

´ log
´

۱ `
∆i

ν

¯

`
pν ` niq∆i

pν ` ∆iqν

)

,

دیاگاما تابع Dgpxq “ BΓpxq{Bx ،g “ qpq`۱q{۲` rpr`۱q{۲`۲ ،l “ ۱, . . . , g آن در که است،
و بوده

˝

Λil “
B∆ipD,Σ,ϕq

Bωl
“

$

’

’

’

&

’

’

’

%

Zi
BD
Bωl
ZJ

i if ωl “ vecpDq,

BΣ
Bωl

b Ωi if ωl “ vecpΣq,

Σ b BΩi
Bωl

if ωl “ ϕ.

اعضای از یک هر به نسبت تاوانیده درستنمایی تابع لگاریتم از جزئی دوم مشتق امید همچنین
صورت به آن اعضای که می گویند pJΘq فیشر اطلاع ماتریس را Θ پارامتر

JΘΘ “

»

–

Jββ Jβη

JJ
ηβ Jηη

fi

fl ,

که طوری به می شود، تعیین

Jββ “

n
ÿ

i“۱

pν ` niq

pν ` ni ` ۲q
XJ

i Λ
´۱
i Xi, Jβη “ m۰, anⅾ Jηη “

»

–

Jωω Jων

JJ
νω Jνν

fi

fl

و

rJωωsls “
۱
۲

n
ÿ

i“۱

۱
ν ` ni ` ۲

´

pν ` niq tr
`

Λ´۱
i

˝

ΛilΛ
´۱
i

˝

Λis

˘

´ tr
`

Λ´۱
i

˝

Λil

˘

tr
`

Λ´۱
i

˝

Λis

˘

¯

,

rJωνsl “ ´

n
ÿ

i“۱

۱
pν ` niqpν ` ni ` ۲q

tr
`

Λ´۱
i

˝

Λil

˘

,

Jνν “
۱
۴

n
ÿ

i“۱

´

Tg
` ν

۲
˘

´ Tg
`ν ` ni

۲
˘

´
۲nipν ` ni ` ۴q

νpν ` niqpν ` ni ` ۲q

¯

,



۱۷۱ ۴ فصل قضایای اثبات

می توان را Jββ علاوه به است. تری گاما تابع Tgpxq “ B۲ log Γpxq{Bx۲ و l, s “ ۱, . . . , g آن در که
صورت به

Jββ “

»

–

Jβ۱β۱ Jβ۱β۲

JJ
β۲β۱

Jβ۲β۲

fi

fl ,

که طوری به کرد، تفکیک

Jβ۱β۱ “
řn

i“۱
pν`niq

pν`ni`۲q
XJ

i۱Λ
´۱
i۱۱Xi۱,

Jβ۲β۲ “
řn

i“۱
pν`niq

pν`ni`۲q
XJ

i۲Λ
´۱
i۲۲Xi۲,

Jβ۱β۲ “
řn

i“۱
pν`niq

pν`ni`۲q
XJ

i۱Λ
´۱
i۱۲Xi۲;

عضوهای Λi۱۲ ،Λi۲۲ ،Λi۱۱ و

Λi “

»

–

Λi۱۱ Λi۱۲

Λi۱۲ Λi۲۲

fi

fl .

هستند.

۲ .۱ .۴ قضیه اثبات ب. ۴. ۲
شرط در pβ ،۱ به همگرا احتمال با که داد نشان می توان ،(۲۰۰۱) لی و فن مشابه

}pβ ´ β} “ Oppn´۱{۲ ` anq.

اینکه برای است. وابسته λn تاوان پارامتر به pβ همگرایی نرخ که می دهد نشان این می کند. صدق
λn تاوان پارامتر و an “ Oppn´۱{۲q می کنم فرض است، ?−سازگار

n برآوردگر یک pβ دهیم نشان
صدق ،pβ۲ “ ۰ تنکی، شرط در pβ که می دهیم نشان ابتدا می گیریم. نظر در کوچک بسیار مقداری را
این برای هستند. βk به نسبت ℓc و ℓPenc اول مشتق ترتیب به ،Sk و Uk که کنید فرض می کند.
که هنگامی دهیم نشان است کافی می آید، بدست بهینه جواب ،pβ۲ “ ۰ ازای به دهیم نشان که
Ukpβq عبارت می کند، صدق }pβ۱ ´ β۱} “ Oppn´۱{۲ ` anq شرط در که β۱ هر برای ،n Ñ 8

دارای ۱ به همگرا احتمال با k “ s` ۱, . . . , p که βk P
`

´Cpn´۱{۲ ` anq, Cpn´۱{۲ ` anq
˘ برای

صورت به را Ukpβq عبارت هستند. متفاوت علامت های

Ukpβq “ Skppβq ` nqλnp|βk|q sgnpβkq,

داریم بنابراین .Skppβq “ Oppn´۱{۲ ` anq داد نشان می توان بگیرید. نظر در

Ukpβq “ nλn

!qλnp|βk|q

λn
sgnpβkq `Oppn´۱{۲ ` anq

)

.

داد نشان می توان ،lim infnÑ8 lim infβkÑ۰`
qλn p|βk|q

λn
ą ۰ و Oppn´۱{۲ ` anq Ñ ۰ که آنجایی از

می شود. حاصل نظر مورد نتیجه لذا است. Unkpθq علامت کننده تعیین βk علامت که



قضایا ۱۷۲ اثبات

۱ .۲ .۴ قضیه اثبات ب. ۴. ۳
زد. تقریب Bjptiqαj توسط را gjptiq می توان (۱۹۸۱) اسچوماکر در ۱۲ .۷ قضیه از استفاده با

داریم ،Kj « N۱{p۲rj`۱q انتخاب با سپس
`

pgjptq ´ gjptq
˘۲

“ |pgjptq ´ gjptq||pgjptq ´ gjptq|

ď sup
tPr۰,۱s

|pgjptq ´ gjptq| sup
tPr۰,۱s

|pgjptq ´ gjptq|

ď CjL
´mj

j CjL
´mj

j “ C۲
j N

۲mj{p۲mj`۱q “ OppN۲mj{p۲mj`۱qq,

بزرگ، اعداد ضعیف قانون طریق از مستقیما قضیه piiq قسمت می شود. اثبات قضیه piq بخش که
می شود. اثبات اسلاتسکی قضیه و مرکزی حد قضیه



Abstract

This thesis considers the estimation methods in semiparametric mixed effects regression mod­

els for longitudinal data analysis. The model is a combination of mixed effects and semiparametric

models. The nonparametric function of the model is estimated using kernel, backfitting and spline

methods, then consider the multicollinearity problem and introduce a new estimator called the

ridge estimator. Also considers the problem of simultaneous variable selection and estimation in

the generalized semiparametric mixed effects model for gaussian and non­gaussian high dimen­

sional data. A penalization type of generalized estimating equation method is proposed while using

regression spline to approximate the nonparametric component. In addition, for analyzing multi­

variate longitudinal data in the presence of atypical observations or outliers, a robust method based

on multivariate t­distribution is offered. In each study framework, the asymptotic behavior of pro­

posed estimators is studied and for practical implementation, an appropriate iterative algorithm

is developed. The performance of the proposed methods are compared through both simulation

examples and real data sets.

Keywords: Smoothing Spline, Variable selection, Ridge estimator, High dimention, Penalized,

Multivariate t­distribution, Asymptotic distribution, Outliers, Longitudinal data, Heavy­tailed dis­

tribution, Backfitting, Kernel, Generalized estimating equations, Semiparametric mixed effects

model.
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