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١ فصل

شبکه هاي با مرتبط اساسی مفاهیم و مقدمات
عصبی

بیولوژیکی عصبی شبکه هاي 1 .1

نهفته درآن آدمی شعور راز و مغز کار نحوه شک بدون و است نرون2 نام به خاص سلولی عصبی1، شبکه اصلی واحد
شکل در که همان طور دارند. مشترکی مشخصه هاي ظاهري، شکل و اندازه نظر از زیاد تفاوت هاي وجود با نرون ها است.
و دندریت ها دارند. نام دندریت3 که می شود خارج کوتاه شاخک تعدادي نرون سلولی تنه از است شده داده نشان (1 .1)
دیگر نرون هاي به آکسون4 به نام باریک لوله یک طریق از و می کنند دریافت مجاور نرون هاي از را سیگنال ها سلولی، تنه

می گردد[25]. منتقل

دندریت هاي با و دارد نام آکسونی پایانه هاي که می شود تقسیم باریک جانبی رشته تعدادي به خود انتهاي در آکسون
مرکب سیناپس، یک می نامند. سیناپس5 را دیگر نرون دندریت و نرون یک آکسون بین ارتباط است. مرتبط نرون ها سایر

1Neural Networks
2Neuron
3 ِDendrite
4Axon
5Synapse

1



عصبی شبکه هاي با مرتبط اساسی مفاهیم و مقدمات 2

تنه در شده، جمع بندي سیگنال هاي همه است. سیناپسی8 از بعد پایانه و سیناپسی7 شکاف سیناپسی6، از قبل پایانه از
می شود فعال شدن9 تحریک مرحله برسد، نرون آستانه به شده ترکیب سیگنال هاي وسعت اگر و می شوند ترکیب نرون
خاص میزان یک در پالس ها از بخشی یا منفرد پالس یک به صورت سیگنال این می شود. تولید خروجی سیگنال یک و
عصب-رسانه می شود. عصب-رسانه به نام موادي ترشح موجب و می یابد انتقال سیناپسی پایانه هاي به آکسون موازات به
به نرون یک از سیگنال یک ترتیب این به و می کند تحریک را بعدي نرون و می شود پخش سیناپسی شکاف داخل در
برقرار ارتباط این صورت به نرون یک دندریت هاي با مختلف نرون هاي از آکسون زیادي بسیار تعداد می یابد. انتقال دیگري

می کنند.[25]
می شوند[25] تقسیم دسته سه به عملکردشان به توجه با نرون ها

نرون. یک ساختار :1 .1 شکل

خاصی سلول گیرنده می کنند. منتقل مرکزي عصبی دستگاه به گیرنده ها از را پیام ها نرون ها این حسی: نرون هاي (1
این می یابد، در را شمیایی یا فیزیکی تغییرات و دارد قرار ... و پوست عضلات، حسی، اندام هاي در که است

می کند. تبدیل عصبی سیگنال هاي به را تغییرات

می رسانند. کننده عمل اندام هاي به نخاعی طناب یا مغز از را پیام ها نرون ها این حرکتی: نرون هاي (2

یا و می دهند انتقال دیگر رابط نرون یک به و می گیرند حسی نرون هاي از را پیام ها نرون ها این رابط: نرون هاي (3
می شوند. یافت نخاعی طناب و چشم مغز، در فقط رابط نرون هاي می رسانند. حرکتی نرون یک به را پیام ها

ساختاري تغییر این که تحریک)، از (بعد سیناپس در ساختاري نسبتاً تغییري از است عبارت یادگیري از منظور حال
می شود. سیناپس کارایی افزایش باعث

6Resynaptic Terminal
7Synaptic Cleft
8Postsynaptic Termina
9Firing



3 مصنوعی عصبی شبکه هاي

مصنوعی عصبی شبکه هاي 2 .1
فوق العاده و مرموز جهان این از کوچک بسیار گوشه اي دادن نشان و بیولوژیکی عصبی شبکه بر گذرا اشاره اي از بعد
سخت مدل هاي مصنوعی عصبی شبکه هاي می پردازیم. مصنوعی10 عصبی شبکه هاي یعنی اصلی موضوع به پیچیده
شامل که هستند انسان عصبی سیستم هاي و بیولوژیکی نرون هاي رفتار و ساختار از گرفته الهام افزاري نرم یا افزاري
ساختار که است، ارتباطات به یافته اختصاص (وزن ها) ضرایب با آنها میان ارتباطات و نرون ها) نام (به پردازشی عناصر
کرد خواهیم فرض ریاضی مدل یک را مصنوعی عصبی شبکه هاي ما پایان نامه این در دهند. می تشکیل را عصبی شبکه

برد. خواهیم به کار را عصبی شبکه هاي عبارت خلاصه به طور مصنوعی عصبی شبکه هاي عبارت از استفاده به جاي و

نرون. یک ریاضی مدل :2 .1 شکل

مجموعه یک کلی حالت در نرون یک است. شده داده نمایش (2 .1) شکل در نرون، یک شده شبیه سازي مدل
از یا محیط از که هستند عصبی سیگنال هاي همان ورودي ها این دارد. (j = 1, . . . , n + 1) xj ورودي n + 1 از
سیناپسی ساختار نقش هستند واقع آکسون ها روي که (j = 1, . . . , n + 1) wj می شوند. فرستاده دیگر نرون یک
قاعده اي چه بر تغییر این این که حال افتد، اتفاق یادگیري فرآیند تا کنند تغییر باید که هستند این ها می کنند. ایفا را
بایاس را آن  و می دهند نشان b با را −θ یعنی ورودي آخرین وزن دارد. تعلیم یا آموزش الگوریتم به بستگی باشد استوار
این مجموع و شده ضرب wn+1 و ... و w2 و w1 در به ترتیب xn+1 و ... و x2 و x1 عصبی سیگنال هاي می نامند.
روي تابع یک همانند نرون مرحله این در می شوند. نرون وارد می دهیم، نشان net با را آن شکل در که حاصل ضرب ها
تابع این می فرستد. دیگر نرون هاي به راست طرف آکسون هاي طریق از را تابع) (برد خود کار حاصل و می کند عمل net

فعال سازي11می نامند[25]. تابع را
سیگنال یعنی می شود، تعریف R به Rn از تابع این شود فرض تابع به عنوان نرون اگر که می کنیم نشان خاطر البته
قبلاً که همان طور داده ایم. نمایش O با شکل روي که می باشد یکسان راست طرف هاي آکسون تمام در نرون از خروجی
از و می شود دریافت حسی نرون هاي طریق از اطلاعات باشند. حرکتی یا و ارتباطی حسی، می توانند نرون ها شد اشاره

10Artificial Neural Networks
11Activation Function
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دریافت اطلاعات به عصبی شبکه واکنش یا و عصبی شبکه کار نتیجه بالاخره و می یابد انتقال ارتباطی نرون هاي طریق
حرکتی هاي نرون ورودي، لایه را حسی نرون هاي (3 .1) شکل در می شود منتقل خارج به حرکتی نرون هاي طریق از شده
البته گردد تشکیل لایه چندین از تواند می مخفی لایه گویند. می نیز پنهان لایه را ارتباطی نرون هاي و خروجی لایه را

است[25]. شده گرفته نظر در لایه تک مخفی لایه (3 .1) شکل در
از[25] عبارت اند گیرند قرار مدنظر باید آن طراحی در که عصبی شبکه یک اصلی مشخصه هاي

ارتباطی نرون هاي بخش دهنده  تشکیل لایه هاي تعداد و آن ها تعداد نرون ها، بین اتصالات نحوه عصبی: شبکه معماري
می گویند. عصبی شبکه  معماري را

تولید را نرون خروجی و کرده اثر نرون هاي ورودي بر تا بگیرد قرار نرون روي تابعی چه این که فعال سازي: تابع هاي
داده نشان فعال سازي توابع مهم ترین از تعدادي (1 .1) جدول در می شود. نامیده نرون آن فعال سازي تابع کند

است. شده

تا ((3 .1) شکل در vjkها و (wijها می کنند تغییر آن اساس بر آکسون ها روي وزن هاي که روشی آموزش: الگوریتم
می گوییم. آموزش الگوریتم را درآید مطلوب حالت به عصبی شبکه خروجی

داد: نسبت را زیر عمومی خصوصیات مصنوعی عصبی شبکه هاي براي می توان قبل مطالب به توجه با

می گیرد. انجام عصبی) (سلول نرون نام به ساده بسیار عناصر در اطلاعات پردازش .1

می شوند. مبادله آن ها بین اتصالات طریق از عصبی سلول هاي بین عصبی سیگنال هاي .2

در ها وزن این معمولی عصبی شبکه هاي در که می شود داده نسبت وزن یک (آکسون) اتصال خط هر به .3
می شوند. ضرب شده منتقل سیگنال هاي

است. غیرخطی موارد اکثر در تابع این که می باشد فعال سازي تابع یک داراي نرون هر .4

خروجی. لایه و پنهان لایه ورودي، لایه با نرون یک ساختار :3 .1 شکل



5 مصنوعی عصبی شبکه هاي

فعال سازي توابع :1 .1 جدول

تابع شکل تابع تعریف نام ردیف

f(x) =


0 x < 0,

1 x ≥ 0.
مقداره دو آستانه اي 1

f(x) =


−1 x < 0,

1 x ≥ 0.
متقارن مقداره دو آستانه اي 2

f(x) = x خطی 3

f(x) =



−1, x < −1,

x, −1 ≤ x ≤ 1,

1, x > 1.

متقارن خطی آستانه اي 4

f(x) =



0, x < 0,

x 0,≤ x ≤ 1,

1, x > 1.

خطی آستانه اي 5

f(x) = 1
1+e−x سیگموئید 6
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برگشت پذیري نظر از مصنوعی عصبی شبکه هاي انواع 3 .1

پیشخور شبکه هاي 1 .3 .1
لایه نرون هاي به و می شوند پردازش جلو به رو همواره آن ها، در پاسخ مسیر که هستند شبکه هایی پیشخور12 شبکه هاي
تا ورودي از یعنی کنند، عبور طرفه یک مسیر از تنها می دهند اجازه سیگنال ها به شبکه ها نوع این در نمی گردد. باز قبل
نیز انسان بدن در ندارد. لایه همان بر تاثیري لایه هر خروجی که معنی این به ندارد، وجود بازخوردي بنابراین خروجی

.[20] آکسون به سپس و سلول بدنه به دندریت از می کنند، حرکت طرفه یک عصبی پیام هاي

بازگشتی عصبی شبکه هاي 2 .3 .1
یا و لایه همان نرون هاي یا نرون همان به نرون یک از برگشتی سیگنال یک حداقل بازگشتی13، عصبی شبکه هاي در
حالات به بلکه ورودي سیگنال هاي به تنها نه بعد حالت و می دارد نگه را حافظه اي شبکه اي چنین دارد. وجود قبل لایه
ظاهر اول مرتبه دیفرانسیل معادلات به صورت ریاضی مدل در معمولاً عصبی شبکه هاي این است. وابسته نیز شبکه قبل

.[25] می شوند

بازگشتی. لایه دو عصبی شبکه هاي :4 .1 شکل

عصبی شبکه تکامل تاریخچه 4 .1
ریاضی مدل اولین پیتز15 والتر نام به آمار متخصص یک همراه به کلاچ14 مک وارن نام به نرولوژیست یک 1943 سال در
نام به ثابتی مقادیر در را ورودي نام به عناصري که بود محاسبه گر عنصر یک ساده نرون این .[14] دادند ارائه را نرون

12Feedforward Networks
13 Recurrent Neural Network
14Warren McCulloch
15Walter Pitts



7 عصبی شبکه تکامل تاریخچه

وزن ها مدل این در می داد. تشکیل را نرون خروجی حاصل و می داد عبور خطی عملگر یک از را آنها و می کرد ضرب وزن
قانون مبنا این بر نوشت. انسان مغز در یادگیري نحوه درباره کتابی [5] هب16 دونالد 1949 سال در بودند. ثابتی مقادیر
در شد. استفاده آن از عصبی شبکه هاي تعلیم در بعدها و است معروف هب قانون به که داد ارائه را نرون براي یادگیري
پیاده سازي را هب قانون و کردند وصل هم به تصادفی به طور را نرون ها از مدلی [24] کلارك17 و فارلی 1954 سال
کامپیوتر علم پیشرفت با داد. تشخیص هم از تعلیم قانون این با را ورودي الگوي دو می توان که دادند نشان و نمودند
کامپیوتر از استفاده با 1958 سال در IBM شرکت محقق روچستر18 ناتانیال توسط مصنوعی عصبی نرون از مدل اولین
و یادگیري قابلیت آن به و کرد اصلاح را پیتز مک کلاچ ساده نرون 1958 سال در [15] روزنبلات19 شد. شبیه سازي
عصبی شبکه هاي براي رسمی قانون اولین پرسپترون تعلیم قانون نامید. پرسپترون20 را نرون این و کرد اضافه را سازگاري

است.
نام گذاري آدلاین23 که کردند ابداع را نرون ها از سطحی سه مدل یک همکارانشان و هاف22 مارسین و ویدرو21 برنارد
گیري مشتق مبناي بر تعلیم قانون یک آدلاین براي و ،[18] بود تطبیقی24” خطی عنصر ” حروف شده مختصر و شد
ساخته مادلاین25 یکدیگر به آدلاین چند کردن متصل از است. معروف α − LMS به تعلیم قانون این نمودند. بیان

نمودند. استفاده تلفن خطوط از اکو حذف براي مادلاین عصبی شبکه از هاف و ویدرو شد.
نوشتند پرسپترون نام به کتابی [13] مینسکی26 و پاپرت بود. عصبی شبکه براي رکود دوره یک آغاز 1969 سال
XOR گیت ولی کرد سازي پیاده پرسپترون از استفاده با می توان را AND و OR گیت هاي اگرچه که دادند نشان و
دهه همچنین 1970 دهه کرد. استفاده اطلاعات پردازش براي عصبی شبکه از نمی توان لذا و نیست سازي پیاده قابل
حافظه هاي و گراسبرگ30 و 29 اماري ، مالسبورگ28 در وان وسیله ي به SOM اختصار به سازمانده27 خود نگاشت ظهور

است. بوده اندرسون32 و کوهنن31 توسط انجمنی
مستقل به طور [16] هارت35 رامل توسط بعدها و شد ارائه 1974 سال در [17] ورباس34 پال انتشار33 پس الگوریتم

16Donald Hebb
17Farley and Clark
18Nathanial Rochester
19Frank Rosenblatt
20Perceptron
21Bernard Widrow
22Marcian Hoff
23Adeline
24Adaptive Linear Elaments
25Madaline
26Papert and Minsky
27Self Organizing Map
28Von der Malsburg
29Amari
30Grossberg
31Kohonen
32Anderson
33Back Propagation
34Paul Werbos
35Rumelhart
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پیشخور36 عصبی شبکه هاي در آموزش الگوریتم یک به عنوان گسترده به طور پیدایش زمان از الگوریتم این گردید. کشف
اتفاق دو سال ها این در دانست. عصبی شبکه دوباره تولد می توان را 1986 تا 1982 سال است. گرفته قرار استفاده مورد
سال در که بود [7] هاپفیلد37 جان توسط انرژي تابع مفهوم و بازگشتی عصبی شبکه ارائه اول داد. رخ زمینه این در مهم
که داد نشان هاپفیلد بود. هاپفیلد شبکه توسط (TSP) دوره گرد فروشنده مسأله حل اتفاق، دومین شد. منتشر 1982
مصنوعی عصبی شبکه هاي در را جدیدي افق و کرد استفاده بهینه سازي مسائل حل براي می توان بازگشتی شبکه این از

.[8] گشود

عصبی شبکه هاي انواع 5 .1
دسته اي براي هریک که شده اند، معرفی مصنوعی عصبی شبکه هاي کلی عنوان تحت محاسباتی مدل هاي از مختلفی انواع
.[22] است شده گرفته الهام انسان مغز خواص و قابلیت ها از مشخصی وجه از کدام، هر در و استفاده  اند قابل کاربردها از
گرفته نظر در است، دادن نمایش قابل هم گرافیکی صورت به البته که ریاضی، ساختار یک مدل ها، این همه در
بهینه و تنظیم تربیت38 یا یادگیري الگوریتم یک توسط کلی، ساختار این دارد. تنظیم پارامترها سري یک که می شود

.[22] دهد نشان خود از را مناسبی رفتار بتواند که می شود،
را این با مشابه فرآیندي مغزمان در نیز ما واقع در که می دهد نشان نیز، انسان مغز در یادگیري فرآیند به نگاهی
شکل مغز عصبی سلول هاي میان ارتباط تقویت یا تضعیف اثر در ما، خاطرات و دانسته ها مهارت ها، همه و می کنیم تجربه
مدل سازي یا وزن39 به موسوم پارامتر یک تنظیم صورت به را خودش ریاضی زبان در تضعیف، و تقویت این می گیرند.
قابلیت هاي از بخشی یک، هر و است متفاوت کاملا مصنوعی عصبی شبکه هاي مدل هاي نگاه طرز اما می شود. توصیف
عصبی شبکه هاي انواع از مروري بررسی یک ادامه، در نموده اند. تقلید و داده قرار هدف را انسان مغز تطبیق و یادگیري

.[22] است آمده مختلف

لایه چند پرسپترون عصبی شبکه هاي 1 .5 .1
عملکرد که است MLP اختصار به یا [22] لایه40 چند پرسپترون مدل موجود، عصبی مدل هاي ترین پایه اي از یکی
آن در سیگنال انتشار و انسان مغز شبکه اي رفتار عصبی، شبکه  نوع این در می کند. شبیه سازي را انسان مغز انتقالی
مغز عصبی سلول هاي از یک هر می شوند. نامیده پیشخور شبکه هاي نام با گاهی رو، این از و است بوده نظر مد بیشتر
می دهد انجام آن روي پردازشی دیگر، عصبی غیر یا عصبی سلول یک از ورودي دریافت از پس نرون به موسوم انسان،
که دارد، ادامه مشخص نتیجه اي حصول تا رفتار این می دهد. انتقال عصبی غیر یا دیگر عصبی سلول یک به را نتیجه و

ببنید. را (5 .1) شکل شد. خواهد حرکت یا و تفکر پردازش، تصمیم، یک به منجر احتمالاً

36Feed Forward
37John Hopfield
38Training Algorithm
39Weight
40Multi-Layer Perceptron
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پرسپترون عصبی شبکه هاي :5 .1 شکل

شعاعی عصبی شبکه هاي 2 .5 .1

نظر از پردازنده، واحد هاي آن ها، در که دارند وجود عصبی شبکه هاي از دیگري نوع ،MLP عصبی شبکه هاي الگوي مشابه
مدل سازي RBF اختصار به یا [22] شعاعی41 توابع طریق از تمرکز، این هستند. متمرکز خاصی موقعیت بر پردازشی
پردازشی نوع صرفاً و ندارند MLP شبکه هاي با چندانی تفاوت RBF عصبی شبکه هاي کلی، ساختار نظر از می شود.
یادگیري فرآیند داراي غالباً RBF شبکه هاي حال این با است. متفاوت می دهند، انجام ورودي هایشان روي نرون ها که
راحت   تر آن ها تنظیم کار خاص، عملکردي محدوده بر نرون ها تمرکز دلیل به واقع در هستند. سریع تري آماده سازي و

ببنید. را (6 .1) شکل بود. خواهد

شعاعی عصبی شبکه هاي :6 .1 شکل

41Radial Basis functions
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پشتیبان بردار ماشین هاي عصبی شبکه هاي 6 .1
و تخمین خطاي که نحوي به است، عصبی شبکه  هاي ساختار بهبود بر توجه غالباً ،RBF و MLP عصبی شبکه هاي در
پشتیبان42 بردار ماشین به موسوم عصبی، شبکه هاي از خاصی نوع در اما شود. کمینه عصبی شبکه هاي اشتباه هاي میزان
ساختار می شود. تمرکز صحیح، عملکرد عدم به مربوط عملیاتی ریسک کاهش روي بر صرفاً ،SVM اختصار به یا [22]
شکل است. یادگیري شیوه در آن، اصلی تفاوت عملاً و دارد MLP عصبی شبکه با زیادي اشتراکات ،SVM شبکه یک

ببنید. را (7 .1)

پشتیبان بردار ماشین عصبی شبکه هاي :7 .1 شکل

سازمان ده خود نگاشت هاي 7 .1
که است عصبی شبکه هاي از خاصی نوع SOM اختصار به یا [22] سازمان ده44 خود نگاشت یا و کوهنن43 عصبی شبکه
متفاوت گرفتند، قرار بررسی مورد این از پیش که عصبی شبکه هاي انواع با کاملاً کاربرد، و ساختار عملکرد، شیوه نظر از
اصلی کاربرد و است شده گرفته الهام مغز، قشري ناحیه عملکردي تقسیم از سازمان ده، خود نگاشت اصلی ایده  است.
پیدا در ،SOM یک اصلی کارکرد واقع در هستند. معروف نظارت بدون یادگیري مسائل به که است مسائلی حل در آن
که کاري با مشابه است. گرفته قرار آن اختیار در که است داده ها از انبوهی میان در مشابه دسته هاي و شباهت ها کردن
است. کرده طبقه بندي مشابهی گروه هاي در را مغز به حرکتی و حسی ورودي هاي از انبوهی و داده انجام انسان مغز قشر

ببنید. را (8 .1) شکل
42Support Vector Machine
43Kohonen
44Self-Organizing Map
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سازمان ده خود نگاشت هاي عصبی شبکه هاي :8 .1 شکل

بردار ساز رقمی یادگیرنده عصبی شبکه هاي 8 .1

شده بیان نظارت با یادگیري مسائل حل براي SOM عصبی شبکه هاي ایده تعمیم عصبی شبکه هاي از خاص نوع این
شود تعبیر این صورت به می تواند LVQ اختصار به یا [22] بردار45 ساز رقمی یادگیرنده عصبی شبکه  طرفی از است.
این کاربرد اصلی ترین می گیرد. یاد دهد، انجام باید که را کاري متفاوت رویکرد یک با MLP عصبی شبکه گویا که
پوشش را هوشمند سیستم هاي کاربردهی از وسیعی گستره که است، بندي طبقه مسائل حل در عصبی، شبکه هاي نوع

ببنید. را (9 .1) شکل می دهد.

بردار ساز رقمی  یادگیرنده عصبی شبکه هاي :9 .1 شکل

45Learrning Vector Quantization
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هاپفیلد عصبی شبکه هاي مدل 1 .8 .1
”AT AND آزمایشگاه هاي در و می کرد فعالیت کالیفرنیا تکنولوژي انیستیوي در که هاپفیلد جان ،1982 سال در
در داشت. مطابقت بیولوژیکی نرون هاي همزمانی غیر ماهیت با که نمود تصور را مدلی بود، کار به مشغول TBELL”
[21] هاپفیلد شبکه کلی، طور به است. پرسپترون شبکه با تضاد در که بود ناهمزمان و تصادفی شبکه یک مدل این واقع،
متقارن طور به شبکه یک همچنین شبکه، این است. نرونی لایه یک از متشکل که است بازگشتی متصل کاملا شبکه یک
و مستقیم غیر آن ها از یکی که است خروجی دو با پردازشگر عنصر یک هاپفیلد مدل اصلی واحد است. شده گذاري وزن
تابع می تواند آن نرون هاي فعال ساز تابع که است بازگشتی عصبی شبکه ي نوعی هاپفیلد شبکه ي است. معکوس دیگري

ببنید. را (10 .1) شکل است. −1 و 1 فقط نرون هر خروجی یعنی باشد، علامت

عصبی هاپفیلد  شبکه هاي :10 .1 شکل



٢ فصل

پایداري  با مرتبط اساسی مفاهیم و مقدمات

مقدمه 1 .2
سیستم آن رفتار که است ریاضی معادلات از دسته اي فرمول بندي دینامیکی1 سیستم هر کمی تحلیل در قدم اولین
قابل ناشناخته، اغتشاش گر نیروهاي تمام اثرات فرمول بندي ها، این دقیق ترین در حتی حال این با می کند. توصیف را
می پردازد نیروهایی چنین اثرات مورد در تحقیق به است، ریاضیات از گرفته نشأت که پایداري2 مفهوم نیست. محاسبه
به منجر است ممکن دیگر موارد در که حالی در باشد، ناچیز است ممکن اغتشاشات این اثر موارد، بعضی در .[20]
رفتار کیفی لحاظ از نمی دهد. نشان خود از اغتشاشی سیستم آن، از پس که شود سیستم رفتار در ملاحضه قابل انحرافی
می شود، مشاهده فیزکی سیستم هاي تمامی در اغتشاش گر نیروهاي چون گویند. ناپایدار را دوم نوع و پایدار، را اول نوع از

است. برخوردار بالایی اهمیت از کاربردي هم و نظري دلایل به هم پایداري مسائل روي مطالعه

خطی ماتریسی نامساوي تاریخچه 2 .2
از می رسد. سال 100 از بیش به دینامیکی سیستم هاي تحلیل و تجزیه در 3LMI خطی ماتریسی نامساوي تاریخچه
وي نمود. ارائه است معروف لیاپانوف نظریه به حاضر حال در که را خود اصلی کار لیاپانوف4 نام به فردي 1890 سال

1Dynamical Systems
2Stability
3Linear matrix inequality
4Lyapunov

13
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دیفرانسیل معادله که داد نشان

d

dt
x(t) = Ax(t), (1 .2)

نامساوي به طوریکه باشد موجود P مثبت5 معین ماتریس اگر تنها و اگر است، پایدار

ATP + PA < 0,

هم چنین است. خطی ماتریسی نامساوي از خاصی فرم که می گویند P روي بر لیاپانوف نامساوي آن به که باشد، برقرار
حل سپس و مناسب Q = QT انتخاب با که است خطی ماتریسی نامساوي نخستین این داد نشان صراحت به لیاپانوف

.[2] کرد حل را آن می توان ATP + PA = −Q خطی معادله
گسترده اي طور به ،[12] شد معرفی 19 قرن اواخر در لیاپانوف توسط که غیرخطی سیستم هاي مجانبی6 پایدراي
تاثیرات با و می گیرد نظر در سیستم درونی خاصیت یک عنوان به را پایداري ، لیاپانوف پایداري گرفت. قرار مطالعه مورد
مدت در سیستم، مسیر منحنی هاي که است آن مستلزم پایداري این دارد. کار و سر اولیه شرط تغییر از آنی اختلالات
به که سرعت نیز و دقت به وسیله عمدتاً کنترلی سیستم هر بخشی اثر شوند. همگرا نظر مورد ناحیه به نامحدود زمان
خاص معیارهاي کردن برآورده براي تلاش از قبل اما می گیرد. قرار قضاوت مورد می شود، کنترل متغیرها آن وسیله
تحلیل در اولیه اهداف از یکی این رو از است. لازم امري آن پایداري از یافتن اطمینان سیستم، بهینه سازي یا عملکرد
1980 سال در بعدي مهم عطف نقطه .[20] است سیستم آن پایداري خواص از واضح درکی داشتن کنترلی سیستم هاي
به کنترل مهندسی در خاص عملی مسائل از برخی براي را لیاپانوف روش هاي آن ها افتاد. اتفاق 8 پاسنیکاو و لرُر7 توسط

.[2] نمودند اعمال خاص عملگري با کنترل سیستم هاي پایداري مسأله ویژه
و پاپاو11 کالمن10، یاکوبوویچ9، چون پژوهشگرانی که زمانی داد، رخ 1960 دهه ي اوایل در بعدي بزرگ موفقیت
ساده ي معیار هاي از استفاده با توانستند بوده موجود لرُر مسأله ي در که را خطی ماتریسی نامساوي روش محققان دیگر
شناخته رسمیت به کنترل نظریه در خطی ماتریسی نامساوي ،1960 سال اوایل در کاهش دهند. 12pr لم به گرافیکی
را آن می توان تنها نه شده، بیان مثبت حقیقی لم در که خطی ماتریسی نامساوي شد مشخص 1971 سال در شد.
جی. سال همین در است. حل قابل 13ARE ریکاتی جبري معادله توسط بلکه کرد، حل گرافیکی برنامه هاي طریق از
اخیر سال هاي در لذا کرد. بررسی دوم درجه ي بهینه ي کنترل مسائل روي بر را خطی ماتریسی نامساوي ویلمز14 سی.
(براي مستقیم روش به توان می که یافتند خطی ماتریسی نامساوي از خاصی انواع براي را روش چندین پژوهشگران

.[2] نمود اشاره ریکاتی معادلات حل و گرافیکی، روش کوچک)، سیستم هاي
5Positive definite
6Asymptotically Stable
7Lur’r
8Posnikow
9Yakubovich
10Kalman
11Popov
12Positive real
13Algebraic Riccati Equation
14J.C. Willems
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اولیه تعاریف 3 .2
باشیم داشته و باشند مشتق پذیر و پیوسته توابعی q(x) و p(x) کنید فرض انتگرال). (مشتق 1 .3 .2 تعریف

f(x) =

∫ q(x)

p(x)
h(t)dt,

است زیر شکل به بالا تابع مشتق آن گاه

f ′(x) = q′(x) · h(q(x))− p′(x) · h(p(x)).

.A = AT هرگاه می گویند، متقارن را A مربعی ماتریس .([21] متقارن15 (ماتریس 2 .3 .2 تعریف

اصلی قطر خارج درایه هاي تمام هرگاه می گویند، قطري را D مربعی ماتریس .([19] قطري16 (ماتریس 3 .3 .2 تعریف
می دهند نمایش زیر صورت  دو به را آن و باشند صفر برابر

D =


d1 0 . . . 0

0 d2 . . . 0
... ... . . . ...
0 0 . . . dn

 ,

D = diag(d1, d2, . . . , dn).

غیر بردار هر ازاي به هرگاه می گویند مثبت معین را A ∈ Rn×n متقارن ماتریس .([21] مثبت (معین 4 .3 .2 تعریف
.xTAx > 0 باشیم داشته ،x ∈ Rn×n صفر

ازاي به هرگاه می گویند مثبت معین نیمه را A ∈ Rn×n متقارن ماتریس .([21] مثبت17 معین نیمه ) 5 .3 .2 تعریف
.xTAx ≥ 0 باشیم داشته ،x ∈ Rn×n صفر غیر بردار هر

بردار هر ازاي به هرگاه می گویند منفی معین را A ∈ Rn×n متقارن ماتریس .([21] منفی18 معین ) 6 .3 .2 تعریف
.xTAx < 0 باشیم داشته ،x ∈ Rn×n صفر غیر

این در . باشد مثبت معین و متقارن ماتریس یک A ∈ Rn×n کنید فرض .([6] چولسکی19 (تجزیه 7 .3 .2 تعریف
مثبت آن اصلی قطر روي درایه هاي طوري که به دارد وجود M = m(ij) بفرد منحصر مثلثی پایین ماتریس صورت

.A = MMT و هستند
15Symmetric matrix
16Diagonal matrix
17positive semi definite
18Negatitive definite
19Cholesky decomposition
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شیتز21 لیپ (پیوسته می کند صدق شیتز20 لیپ شرط در E روي F : E ⊂ Rn → Rn تابع .([25] ) 8 .3 .2 تعریف
باشیم داشته x, y ∈ E نقطه دو هر براي که به طوري باشد داشته وجود L ثابت اگر است)

∥F (x)− F (y)∥ ≤ L ∥x− y∥ .

Nε(x0) ⊂ مانند همسایگی −ε یک ،x0 ∈ E نقطه براي اگر می شود نامیده E روي محلی22 شیتز لیپ پیوسته F تابع
باشیم داشته x, y ∈ Nε(x0) نقطه دو هر براي که به طوري باشد داشته وجود L0 ثابت یک و E

∥F (x)− F (y)∥ ≤ L0 ∥x− y∥ .

تعریف زیر صورت به r(t) بالاي23 راست دینی مشتق باشد، پیوسته تابع یک r : R → R اگر .([3]) 9 .3 .2 تعریف
شود می

D+r(t) = lim
∆t→0+

sup
r(t+∆t)− r(t)

∆t
.

سیستم 1 .3 .2
و مشخص رفتاري یکدیگر، بر آن ها انفعالات و فعل از که معلول و علت چندین شامل مجموعه اي از است عبارت سیستم

کرد: تقسیم دسته دو به می توان را سیستم ها کلی طور به می شود. نتیجه معین

باز حلقه سیستم الف)

بازخورد24 سیستم ب)

آینده اش رفتار بر تأثیري آن گذشته رفتار که است سیستمی باز حلقه سیستم .([20] باز حلقه (سیستم 10 .3 .2 تعریف
فضاي در خلاء در که جسمی مانند ندارد. سیستم ورودي روي بر اثري هیچ سیستم خروجی رفتار دیگر عبارت به ندارد،
حرکت مسیر و ثابت همواره جسم این سرعت نمی شود. وارد آن به خارج از نیرویی هیچ و است حرکت حال در بی کران

است. راست خط یک  آن

بر گذشته زمان در آن خروجی عملکرد که است سیستمی بازخورد، سیستم .([20] بازخورد (سیستم 11 .3 .2 تعریف
اطلاعات بازگشت و انتقال به را بازخورد می توان کلی طور به می گذارد. اثر آینده و حال زمان در آن خروجی عملکرد
غیره. و چاي فنجان شدن سرد رانندگی، رفتن، راه مثل دارد، وجود فراوانی بازخورد سیستم هاي طبیعت در کرد. تعبیر

به دیفرانسیل معادلات دستگاه با می توان را فیزیکی سیستم هاي از بسیاري .([10] حرکت (معادله 12 .3 .2 تعریف
20Lipschitz
21Lipschitz Continuous
22Locally Lipschitz Continuous
23The upper right Dini derivative
24Feedback
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کرد توصیف زیر صورت
dx1
dt = f1(x1(t), x2(t), . . . , xn(t), u1(t), . . . , um(t), t),

...
dxn
dt = fn(x1(t), x2(t), . . . , x1(t), u1(t), . . . , um(t), t),

(2 .2)

کنید فرض (2 .2) دیفرانسیل معادلات دستگاه براي

x(t) =


x1(t)

...
xn(t)

 , u(t) =


u1(t)

...
un(t)

 .

داد نمایش زیر صورت به می توان را آن آن گاه

ẋ(t) = f(x(t), u(t), t), (3 .2)

بردار به موسوم بعدي m ستونی بردار u(t) و حالت بردار به موسوم بعدي n ستونی بردار x(t) زمان، متغیر t درآن که
می نامند. سیستم حالت معادله ي را فوق دیفرانسیل معادله ي می باشد. کنترل متغیر یا ورودي

به زیر صورت به و می کند تغییر زمان با که باشد بعدي r بردار y(t) کنیم فرض .([10] خروجی (بردار 13 .3 .2 تعریف
است وابسته t و u(t) ،x(t)

y1(t) = g1(x1(t), x2(t), . . . , xn(t), u1(t), . . . , um(t), t),

...

yr(t) = gr(x1(t), x2(t), . . . , x1(t), u1(t), . . . , um(t), t),

(4 .2)

یا

y(t) =


y1(t)

...
yn(t)

 = g(x(t), u(t), t),

می گویند. خروجی بردار y(t) به حالت این در

می دهند نمایش زیر صورت به را دیفرانسیل سیستم معادلات .([10] سیستم معادلات ) 14 .3 .2 تعریف
ẋ(t) = f(x1(t), x2(t), . . . , xn(t), u1(t), . . . , um(t), t),

y(t) = g(x1(t), x2(t), . . . , x1(t), u1(t), . . . , um(t), t).

(5 .2)

به را خروجی و حالت معادلات گسسته، خطی سیستم براي .([10] گسسته زمانی خطی سیستم ) 15 .3 .2 تعریف
می گیرند نظر در زیر صورت

x(k + 1) = Ax(k) +Bu(k), (6 .2)
y(k) = Cx(k). (7 .2)
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صورت به را خروجی و حالت معادلات پیوسته، خطی سیستم براي .([10] پیوسته زمانی خطی (سیستم 16 .3 .2 تعریف
می گیرند نظر در زیر

ẋ(t) = Ax(t) +Bu(t), (8 .2)
y(t) = Cx(t). (9 .2)

خطی ماتریسی نامساوي 2 .3 .2
می شود بیان زیر شکل به خطی ماتریسی نامساوي .([2]) 17 .3 .2 تعریف

F (x) = F0 +

m∑
i=1

xiFi > 0,

است . F (x) = F T (x) فوق تعریف در x ∈ RM و Fi ∈ Rn×n ،Fi = F T
i آن در که

زیر خطی ماتریسی نامساوي .([3] شور25 (مکمل 1 .3 .2 لم

S =

S11 S12

S21 S22

 > 0,

است معادل زیر عبارت با

S22 > 0, S11 − S12S
−1
22 S

T
12 > 0, (10 .2)

که

S11 = ST
11,

S22 = ST
22.

داریم را زیر نامساوي Y ∈ Rn×n مثبت معین ماتریس و a, b ∈ Rn بردار هر براي .([3]) 2 .3 .2 لم

2aT b ≤ aTY a+ bTY −1b. (11 .2)

[t0 − τ, t0] بازه روي نامنفی27 پیوسته تابع یک y(t) و p > q > 0 کنید فرض .([3] هالاناي26 (نابرابري 3 .3 .2 لم
داریم را زیر نامساوي این صورت در باشد، t ≥ t0 و

D+y(t) ≤ −py(t) + qȳ(t),

داریم را زیر نامساوي t ≥ t0 براي بعلاوه .τ ≥ 0 و است ثابت یک τ که ،ȳ(t) = supt−τ≤s≤t{y(s)} که

y(t) ≤ ȳ(t0)e
−λ(t−t0),

25Schur complement
26Halanay inequality
27Nonegative continuous function
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است زیر معادله براي مثبت فرد به منحصر جواب یک λ که

λ = p− qeλτ . (12 .2)

Q3 = QT
3 > 0 طوري که به هستند مناسب ابعاد با حقیقی ماتریس  هاي Q3 و Q2 ،Q1 کنید فرض .([11]) 4 .3 .2 لم

داریم را زیر نامساوي این صورت در

QT
1 Q2 +QT

2 Q1 ≤ QT
1 Q3Q1 +QT

2 Q
−1
3 Q2.

پایداري و دینامیکی سیستم هاي 3 .3 .2
شروع از قبل می دهیم. ارائه را پایداري به مربوط مفاهیم و تعاریف و نموده معرفی را دینامیکی سیستم هاي بخش این در
از مفاهیمی جزء همگی فراکتال ها29 و آشوب28 عصبی، شبکه هاي مانند مواردي که کنیم توجه نکته این به باید بحث
کار و سر زمان گذر در سیستم یک حالت هاي در تغییرات با دینامیکی سیستم هاي عنوان هستند. دینامیکی سیستم هاي
یا بزند دور حلقه  اي دور مداوم طور به اینکه یا کند پیدا استقرار خود تعادل30 نقطه روي کاملا سیستم اینکه چه دارد،
امروزه دینامیک ها اینکه با استفاده می کنیم. آن ها از رفتار تحلیل براي ما که هستند دینامیک ها این کند، رفتار پیچیده تر
نیوتون31 از .[20] می شدند شناخته فیزیک از شاخه اي عنوان به اصل در می شوند، شناخته رشته اي بین مبحث عنوان به
حرکت، جاذبه، قوانین کشف با او برد. نام کرده فعالیت دینامیکی سیستم هاي زمینه در که کسی اولین عنوان به می توان
را سیارات حرکت مورد در کپلر32 قوانین توانست آن ها تلفیق و دیفرانسیل معادلات معرفی و العمل عکس و عمل قوانین
آورد بدست را زیر نتیجه و کند حل را زمین) دور به ماه (حرکت جسم دو مسأله توانست نیوتون به  خصوص کند. تشریح

است. آن ها بین فاصله مجذور عکس با متناسب گرانشی جاذبه نیروي
گسترش جسم سه مسأله براي را نیوتون تحلیلی روش کرده اند سعی فیزیک  دانان و ریاضی دانان از متوالی نسل هاي
مسأله اما رسید، خود اوج به سوئد پادشاه طرف از هنگفت پاداش تعیین با تلاش ها حتی ماه). زمین، (خورشید، دهند
جسم سه مسأله حل اساساً که رساند نتیجه این به را آنان نهایت در باشد. حل قابل که بود شده آن از مشکل تر خیلی

است. ممکن غیر اجسام حرکت براي مشخص فرمول و صریح جواب کردن پیدا در
مورد کمیتی نگاه جاي به را کیفی نگاه و کرد نگاه مسئله به جدیدي دید با پوآنکاره33 هنري 1800 سال در اما

کرد: مطرح را سوالاتی مثال براي داد. قرار بررسی
کنند؟ حرکت بی نهایت سمت به می توانند سیارات یا بود؟ خواهد پایدار همیشه براي خورشیدي سیستم آیا

امکان که بود کسی اولین او همچنین داد. گسترش را پرقدرتی هندسی دیدگاه سوالاتی چنین تحلیل براي پوآنکاره
کاربردهایی که بودند غیرخطی نوسانگرهاي داد، قرار توجه مورد را آشوب که مسائلی جمله از کرد. مطرح را آشوب بروز
میلادي، 1950 دهه در بالا سرعت با کامپیوترهاي اختراع با داشتند. و... رادیو رادار، لیزر، مانند مهندسی و علوم در

28Chaos
29Fractals
30Equilibrium Point
31Newtone
32Kepler
33H.poancare
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نسبت آگاهی و درك زمینه در مهمی گام چنین این نبود. ممکن آن از قبل که کنند حل را معادلاتی توانستند دانشمندان
آشوبناك حرکت معرفی با میلادي 1963 سال در لورنتز34 ادوارد نمونه عنوان به شد. برداشته خطی غیر سیستم هاي به
این عرصه به پا دینامیک در دیگر شاخه دو 1970 دهه در کرد. جدیدي مرحله وارد را علم این عجیب، کننده هاي جذب در
شامل را زیبایی گرافیکی شکل هاي آن ها شد. ارئه بروت35 مندل توسط که بودند فراکتال ها آن ها از یکی گذاشتند. علم
نوسانگرهاي دانشمندان داشت. کاربرد بیولوژي-ریاضی حوزه ي در دیگري می آمد. به دست کامپیوتر توسط که می شدند
علوم و هواشناسی کامپیوتر، علوم اقتصاد، شیمی، بیولوژي، ریاضیات، نجوم، فیزیک، بردند. به کار بیولوژي در را غیرخطی

دادند. قرار خویش کار سرلوحه را غیرخطی دینامیکی سیستم هاي مطالعه امروزه که هستند علومی جمله از پزشکی

تعاریف 4 .3 .2
شعاعی به طور V (x) باشد. پذیر مشتق پیوسته به طور تابع یک V : Rn → R کنید فرض .([9]) 18 .3 .2 تعریف

اگر می شود گفته بی کران
∥x∥ → ∞ ⇒ V (x) → ∞.

بگیرید نظر در را زیر شکل به دیفرانسیل معادله ي دستگاه .([9]) 19 .3 .2 تعریف
dx

dt
= f(x(t), t), (13 .2)

دستگاه یک دستگاهی چنین می شود. نامیده 37 حرکت یا حالت36 وضعیت، بردار x(t) = [xi(t)]
T ، t ≥ 0 آن در که

می شود. ظاهر f ضابطه ي در آشکار به طور t متغیر که معنی این به است. 38 غیرخودگردان یا زمان به وابسته
عبارتی به نباشد وابسته t به صریح به طور fi اگر

dx

dt
= f(x(t)), (14 .2)

می نامند. زمان از مستقل یا خودگردان39 را سیستم دراین صورت
گفته دینامیکی سیستم یک می کند، تغییر زمان تغییر با آن وضعیت بردار که دیفرانسیلی معادله ي دستگاه چنین به

. می کنیم استفاده زمان به نسبت x مشتق نمایش براي ẋ(t) نماد از ادامه در می شود.

بگیرید نظر در را زیر دینامیکی سیستم .([9] تنها40 تعادل نقطه و تعادل (نقطه 20 .3 .2 تعریف

ẋ = f(x(t)), x(t0) = x0 ∈ Rn, (15 .2)

همسایگی اگر همچنین .f(x∗) = 0 اگر می شود نامیده (15 .2) تعادل نقطه یک x∗.می باشد f : Rn → Rnآن در که
تنها تعادل نقطه یک x∗ آن گاه ،f (x) ̸= 0 ،∀x ∈ Ω∗\{x∗} و f(x∗) = 0 که باشد داشته وجود x∗ از Ω∗ ⊆ Rn

می شود. نامیده
34E.Norton Lorenz
35Mandelbrot
36State Vector
37Motion
38Nonautonomous
39Autonomous
40Isolated Equilibrium Point
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،x∗ تنها تعادل نقطه باشد، (15 .2) جواب یک x(t) کنید فرض .([9] لیاپانوف41 مفهوم به (پایداري 21 .3 .2 تعریف
اگر که به طوري باشد داشته وجود δ > 0 یک ،ε > 0 هر و x0 = x(t0) هر براي اگر است لیاپانوف مفهوم به پایدار

آن گاه ∥x(t0)− x∗∥ < δ

∥x(t)− x∗∥ < ε, ∀t ≥ t0.

می دهد. نشان را لیاپانوف پایداري (1 .2) شکل

لیاپانوف. پایداري :1 .2 شکل

(15 .2) جواب هاي مجموعه به سراسري همگراي (15 .2) دینامیکی سیستم .([9] سراسري (همگراي 22 .3 .2 تعریف
کند صدق زیر رابطه در x(t) مسیر دلخواه، آغازین نقطه هر براي اگر می شود گفته می شود، داده نمایش Ω∗ با که

lim
t→∞

dist(x(t),Ω∗) = 0,

آن در که
dist (x,Ω∗) = inf

y∈Ω∗
∥x− y∥ ,

می دهد. نشان را l2 نرم ∥.∥ و

مجانبی پایدار ،x∗ یکتاي تعادل نقطه در (15 .2) دینامیکی سیستم .([9] سراسري42 مجانبی (پایدار 23 .3 .2 تعریف
کند صدق زیر شرط در و باشد پایدار لیاپانوف مفهوم به x∗ اگر می شود نامیده سراسري

lim
t→∞

x(t) = x∗.

می هد. نشان را مجانبی پایداري (2 .2) شکل

41Stability in the Sense of Lyapunov
42Globally Asymptotically Stable



پایداري  با مرتبط اساسی مفاهیم و مقدمات 22

مجانبی. پایداري :2 .2 شکل

سراسري نمایی پایداري x∗ نقطه در (15 .2) دینامیکی سیستم .([9] سراسري43 نمایی (پایدار 24 .3 .2 تعریف
کند صدق زیر رابطه در x(t) مسیر دلخواه، آغازین نقطه هر براي اگر می شود نامیده β نرخ با

∥x(t)− x∗∥ ≤ α ∥x(t0)− x∗∥ e−β(t−t0), ∀t ≥ t0,

پایداري سراسري نمایی پایداري که است واضح هستند. آغازین نقاط از مستقل و مثبت ثابت هاي β و α آن در که
می دهد. نتیجه را سراسري مجانبی

پایداري با مرتبط قضایاي 4 .2
و باشد (15 .2) سیستم تعادل نقطه یک x = 0 که کنید فرض .([25] لیاپانوف پایداري (قضیه 1 .4 .2 قضیه

به طوري که باشد مشتق پذیر پیوسته به طور تابع یک V : Rn → R

V (0) = 0 الف)

V (x) > 0 ،x∈ Rn\{0} هر ازاي به ب)

V̇ (x) ≤ 0 ،x∈ Rn\{0} هر ازاي به ج)

بود. خواهد سیستم پایداري نقطه x = 0 آن گاه

کند صدق زیر شرایط در V (·) اگر 1 .4 .2 قضیه شرایط تحت .([25] مجانبی پایداري (قضیه 2 .4 .2 قضیه

V (0) = 0 الف)

V (x) > 0 ،x∈ Rn\{0} هر ازاي به ب)

V̇ (x) < 0 ،x∈ Rn\{0} هر ازاي به ج)
43Globally Exponential Stability
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بود. خواهد مجانبی پایدار x = 0 آن گاه

باشد بی کران شعاعی به طور V (·) اگر 1 .4 .2 قضیه شرایط تحت .([25] سراسري مجانبی پایداري (قضیه 3 .4 .2 قضیه
است. سراسري مجانبی پایدار x = 0 نقطه آن گاه

تأخیري دینامیکی سیستم هاي 1 .4 .2
قابل فقط و گذشته حالت هاي از مستقل که معمولی دیفرانسیل معادلات از تنها نه طبیعی و اجتماعی پدیده هاي نمایش در
ارتباط قبلی حالت هاي با که [1] تأخیري دیفرانسیل معادلات از بلکه می شود، استفاده هستند کنونی حالت هاي با تعیین
الکترونیکی اقتصادي، شناسی، زیست فیزیکی، مکانیکی، سیستم هاي در اغلب زمانی تأخیرات می شود. استفاده دارند
در وسیعی کاربرد هستند، دینامیکی سیستم هاي از وسیع و مهم دسته اي که معادلات این می دهد. رخ شیمیایی و
در تنظیماتی و می کند نظارت سیستم شرایط و موقعیت بر کننده کنترل یک سیستم ها این در دارند. کنترل سیستم هاي
به وجود کنترل عمل و مشاهده میان تأخیري نمی شوند، انجام فوري هیچ گاه تنظیمات این چون می دهد. انجام سیستم

. می آید
می شوند: تقسیم عمده دسته ي دو به تأخیري دیفرانسیل معادلات

این می شوند. داده نمایش RDDE با اختصار به که هستند پیشینی44 تأخیري دیفرانسیل معادلات اول: دسته ي
هستند زیر صورت به معادلات

ẋ(t) = f(t, x(t), x(t− τ1), x(t− τ2), . . . , x(t− τk)),

به وابسته ثابت، صورت سه به که هستند تأخیر توابع دهنده ي نشان j = 1, 2, . . . , k ازاي به τjها آن در که
می شوند. ظاهر حالت و زمان به وابسته و زمان

زیر کلی صورت و می دهند نمایش NDDE با اختصار به را آن ها که خنثی45 تأخیري دیفرانسیل معادلات دوم: دسته
دارند را

ẋ(t) = f(t, x(t), x(t− τ1), ẋ(t− τ2)),

حالت و زمان به وابسته و زمان به وابسته ثابت، می توانند و هستند تأخیر توابع دهنده ي نشان τ2 و τ1 آن در که
باشند.

داد نمایش زیر صورت به می توان را می شوند توصیف تأخیري دیفرانسیل معادله با که دینامیکی سیستم هاي

ẋ(t) = −Ax(t) +W0g(x(t)) +W1g(x(t− τ)) + I,

و A = [aij ]n×n ماتریس هاي است، دینامیکی سیستم حالت بردار x = [x1, x2, . . . , xn] درآن که
است. تأخیرات تأثیر ماتریس W1 = [w1

ij ]n×n ماتریس و هستند ارتباط ماتریس هاي W0 = [w0
ij ]n×n

و است دینامیکی سیستم فعالیت تابع g(x(t)) = [g1(x(t)), g2(x(t)), . . . gn(x(t))]
T تابع

.[23] است سیستم تاخیر تابع τ و ثابت بردار I = [I1, I2, . . . In]

44Retarded Delay Differential Equations
45Neutral Delay Differential Equations





٣ فصل

تعادل نقطه یکتایی بررسی و پایداري تحلیل
تاخیري سلولی عصبی شبکه هاي

مسئله مفروضات و مقدمات 1 .3
مجانبی پایداري تحلیل به ادامه در و می پردازیم تعادل نقطه یکتایی بررسی به سپس و مسأله معرفی به ابتدا فصل این در

است. [11] مقاله از فصل این در رفته کار به مطالب می پردازیم. تاخیري سلولی عصبی شبکه هاي
کرد توصیف زیر حالت معادلات با می توان را تاخیري سلولی عصبی شبکه هاي دینامیکی رفتار

ẋ(t) = −x(t) +Ay(x(t)) +Aτy(x(t− τ)) + u, (1 .3)

است زیر به صورت بردارحالت یک x(t) آن در که

x(t) = [x1(t), x2(t), . . . , xn(t)]
T ∈ R,

است زیر به صورت خروجی بردار یک y(x(t)) و

y(x(t)) = [y1(t), y2(t), . . . , yn(t)]
T ∈ R,

یک τ و تاخیري حالت بازخورد ماتریس یک Aτ = [aτij ]n×n که است حالت بازخورد ماتریس A = [aij ]n×n

.(τ > 0) است زمانی تاخیر

25
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است زیر ورودي به صورت ثابت بردار یک u

u = [u1, u2, . . . , un] ∈ Rn,

می گیریم نظر در زیر به صورت را yi(xi(t)) و

yi(xi(t)) = 0.5(|xi(t) + 1| − |xi(t)− 1|) ∈ [−1, 1], i = 1, 2, . . . , n.

دهیم انجام را زیر تغییرات اگر می دهیم. انتقال مبداء به را (1 .3) سیستم از x∗ تعادل نقطه هر نمایش راحتی براي

z(t) = x(t)− x∗, z(t− τ) = x(t− τ)− x∗,

می شود تبدیل زیر به صورت (1 .3) سیستم آنگاه

ż(t) = −z(t) +Aϕ(z(t)) +Aτϕ(z(t− τ)), (2 .3)

می شود بیان زیر به صورت مؤلفه ها حسب به که

żi(t) = −zi(t) +
n∑

j=1

aijϕj(zj(t)) +
n∑

j=1

aτijϕ(zj(t− τ)), i = 1, 2, . . . n,

است زیر به صورت جدید حالت بردار یک z(t) اینجا در

z(t) = [z1(t), z2(t), ..., zn(t)]
T ∈ Rn,

داریم و

ϕ(z(t)) = [ϕ(z1(t)), ..., ϕ(zn(t))]
T ∈ Rn,

ϕj(zj(t)) = yj(zj(t) + x∗j )− yj(zj(t)), ϕ(0) = 0,

ϕ(zj(t)) < zj(t),

ϕ2
j (zj(t)) ≤ zj(t)ϕ(zj(t)), j = 1, 2, 3, ..., n.

(3 .3)

تاخیري سلولی عصبی شبکه هاي تعادل نقطه یکتایی اثبات 2 .3
طوري که به باشند داشته وجود α > 0 و P مثبت معین ماتریس اگر .1 .2 .3 قضیه

Ω ≡ ATPA+ α(A+AT ) + αP−1 + (α+ 1)(Aτ )TPAτ < 0, (4 .3)

است. یکتا (2 .3) سیستم تعادل نقطه به عنوان مبداء آنگاه

نباشد، یکتا تعادل نقطه کنیم فرض اثبات.
یعنی است صفر تعادل نقطه در سرعت می دانیم

ẋ(t) = 0,
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داریم (1 .3) در x∗(t), و x∗∗(t) جایگذاري با

0 = −x∗(t) +Ay(x∗(t)) +Aτy(x∗(t− τ)) + u,

0 = −x∗∗(t) +Ay(x∗∗(t)) +Aτy(x∗∗(t− τ)) + u,

داریم یکدیگر از عبارت دو این تفریق با

0 = −x∗(t) +Ay(x∗(t)) +Aτy(x∗(t− τ)) + u+ x∗∗(t)−Ay(x∗∗(t))−Aτy(x∗∗(t− τ))− u,

داریم گیري فاکتور و بندي دسته با

x∗∗ − x∗ +Aτ [y(x∗(t− τ))− y(x∗∗(t− τ))] +A[y(x∗(t))− y(x∗∗(t))] = 0,

x∗ − x∗∗ = +Aτ [y(x∗(t− τ))− y(x∗∗(t− τ))] +A[y(x∗(t))− y(x∗∗(t))],

داریم بنابراین t− τ −→ t آنگاه t −→ ∞ وقتی که می دانیم

x∗ − x∗∗ = +Aτ [y(x∗(t))− y(x∗∗(t))] +A[y(x∗(t))− y(x∗∗(t))],

داریم فاکتورگیري با

x∗ − x∗∗ = (A+Aτ )[y(x∗(t))− y(x∗∗(t))], (5 .3)

می کنیم ضرب 2[y(x∗(t))− y(x∗∗(t))] در را (5 .3) عبارت طرف دو

2(x∗−x∗∗)[y(x∗(t))−y(x∗∗(t))] = 2(A+Aτ )[y(x∗(t))−y(x∗∗(t))][y(x∗(t))−y(x∗∗(t))], (6 .3)

نوشت زیر شکل به می توان را (6 .3) عبارت
(7 .3)

2(x∗ − x∗∗)T [y(x∗(t))− y(x∗∗(t))] = 2(A+Aτ )[y(x∗(t))− y(x∗∗(t))]T [y(x∗(t))− y(x∗∗(t))],

داریم (7 .3) عبارت اول طرف در (5 .3) جایگذاري با

2(A+Aτ )T [y(x∗(t))− y(x∗∗(t))]T [y(x∗(t))− y(x∗∗(t))], (8 .3)

داریم (8 .3) عبارت کردن ساده با

(A+Aτ )T [y(x∗(t))− y(x∗∗(t))]T [y(x∗(t))− y(x∗∗(t))]︸ ︷︷ ︸
می گیریم ترانهاده عبارت این از

+ (A+Aτ )T [y(x∗(t))− y(x∗∗(t))]T [y(x∗(t))− y(x∗∗(t))],

(9 .3)

است. برابر خودش با عدد هر ترانهاده و می شود عدد یک گرفته ایم ترانهاده آن از که عبارتی حاصل

(A+Aτ )[y(x∗(t))− y(x∗∗(t))][y(x∗(t))− y(x∗∗(t))]T︸ ︷︷ ︸
می کنیم ضرب را عبارت این

+ (A+Aτ )T [y(x∗(t))− y(x∗∗(t))]T [y(x∗(t))− y(x∗∗(t))],

(10 .3)
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داریم (10 .3) کردن ساده با

A[y(x∗(t))− y(x∗∗(t))][y(x∗(t))− y(x∗∗(t))]T

+Aτ [y(x∗(t))− y(x∗∗(t))][y(x∗(t))− y(x∗∗(t))]T

+ (AT + (Aτ )T )[y(x∗(t))− y(x∗∗(t))]T [y(x∗(t))− y(x∗∗(t))]︸ ︷︷ ︸
می کنیم ضرب را عبارت این

,

(11 .3)

داریم (11 .3) کردن ساده با

A[y(x∗(t))− y(x∗∗(t))][y(x∗(t))− y(x∗∗(t))]T

+Aτ [y(x∗(t))− y(x∗∗(t))][y(x∗(t))− y(x∗∗(t))]T

+AT [y(x∗(t))− y(x∗∗(t))]T [y(x∗(t))− y(x∗∗(t))]

+ (Aτ )T [y(x∗(t))− y(x∗∗(t))]T [y(x∗(t))− y(x∗∗(t))].

(12 .3)

می گیریم نظر در زیر صورت به را Q3 و Q2 ، Q1 (4 .3 .2) لم به توجه با

Q1 = Aτ [y(x∗(t))− y(x∗∗(t)],

Q2 = [y(x∗(t))− y(x∗∗(t))],

Q3 = P,

(13 .3)

است. متقارن و مثبت معین ماتریس یک P آن در که

می نویسیم زیر صورت به (13 .3) از استفاده با را (12 .3) عبارت

(A+AT )[y(x∗(t))− y(x∗∗(t))][y(x∗(t))− y(x∗∗(t))]T

+Aτ [y(x∗(t))− y(x∗∗(t))]︸ ︷︷ ︸
Q1

[y(x∗(t))− y(x∗∗(t))]T︸ ︷︷ ︸
QT

2

+ (Aτ )T [y(x∗(t))− y(x∗∗(t))]T︸ ︷︷ ︸
QT

1

[y(x∗(t))− y(x∗∗(t))]︸ ︷︷ ︸
Q2

≤ (A+AT )[y(x∗(t))− y(x∗∗(t))][y(x∗(t))− y(x∗∗(t))]T

+ [y(x∗(t))− y(x∗∗(t))]T (Aτ )T︸ ︷︷ ︸
QT

1

P︸︷︷︸
Q3

[y(x∗(t))− y(x∗∗(t))]Aτ︸ ︷︷ ︸
Q1

+ [y(x∗(t))− y(x∗∗(t))]T︸ ︷︷ ︸
QT

2

P−1︸︷︷︸
Q−1

3

[y(x∗(t))− y(x∗∗(t))]︸ ︷︷ ︸
Q2

(14 .3)
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داریم (14 .3) دوم طرف از گیري فاکتور با

(A+AT )[y(x∗(t))− y(x∗∗(t))][y(x∗(t))− y(x∗∗(t))]T

+Aτ [y(x∗(t))− y(x∗∗(t))]︸ ︷︷ ︸
Q1

[y(x∗(t))− y(x∗∗(t))]T︸ ︷︷ ︸
QT

2

+ (Aτ )T [y(x∗(t))− y(x∗∗(t))]T︸ ︷︷ ︸
QT

1

[y(x∗(t))− y(x∗∗(t))]︸ ︷︷ ︸
Q2

≤ [y(x∗)− y(x∗∗)]T [(A+AT ) + (Aτ )TPAτ + P−1][y(x∗)− y(x∗∗)].

(15 .3)

داریم (6 .3) و (15 .3) به توجه با حال

2(x∗ − x∗∗)T [y(x∗(t))− y(x∗∗(t))]

≤ [y(x∗)− y(x∗∗)]T [(A+AT ) + (Aτ )TPAτ + P−1][y(x∗)− y(x∗∗)],
(16 .3)

داریم α > 0 در (16 .3) طرف دو ضرب با

2α(x∗ − x∗∗)[y(x∗)− y(x∗∗)]

≤ [y(x∗)− y(x∗∗)]T [α(A+AT ) + α(Aτ )TPAτ + αP−1][y(x∗)− y(x∗∗)].
(17 .3)

دارد وجود Q مثلثی پایین ماتریس (7 .3 .2) چولسکی تجزیه طبق است مثبت معیین ماتریس یک P که آنجایی از
طوري که به

P = QTQ,

داریم حال

[y(x∗)− y(x∗∗)]TATPA[y(x∗)− y(x∗∗)]

= [QA[y(x∗)− y(x∗∗)]]T [QA[y(x∗)− y(x∗∗)]] ≥ 0,
(18 .3)

داریم مشابه طور به

[y(x∗)− y(x∗∗)]T (Aτ )TPAτ [y(x∗)− y(x∗∗)]

= [QAτ [y(x∗)− y(x∗∗)]]T [QAτ [y(x∗)− y(x∗∗)]] ≥ 0,
(19 .3)

داریم (3 .3) از استفاده با و (17 .3) به (19 .3) و (18 .3) کردن اضافه با حال

2α[y(x∗)− y(x∗∗)]T [y(x∗)− y(x∗∗)]︸ ︷︷ ︸
می شود نرم چون است نامنفی همراه عبارت این

≤ 2α(x∗ − x∗∗)T [y(x∗)− y(x∗∗)]︸ ︷︷ ︸
(3 .3) طبق

≤ [y(x∗)− y(x∗∗)]T [α(A+AT ) + α(Aτ )TPAτ + αp−1][y(x∗)− y(x∗∗)]︸ ︷︷ ︸
(17 .3) طبق

+ [y(x∗)− y(x∗∗)]TATPA[y(x∗)− y(x∗∗)]︸ ︷︷ ︸
(18 .3)

+ [y(x∗)− y(x∗∗)]T (Aτ )TPAτ [y(x∗)− y(x∗∗)]︸ ︷︷ ︸
(19 .3)

= [y(x∗)− y(x∗∗)]T [ATPA+ α(A+AT ) + αp−1 + (α+ 1)(Aτ )TPAτ ][y(x∗)− y(x∗∗)].

(20 .3)
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انتخاب با

Ω = [ATPA+ α(A+AT ) + αp−1 + (α+ 1)(Aτ )TPAτ ], (21 .3)

داریم

[y(x∗)− y(x∗∗)]TΩ[y(x∗)− y(x∗∗)] ≥ 0, (22 .3)

پایین ماتریس (7 .3 .2) چولسکی قضیه طبق همچنین و است) منفی معین Ω) است Ω < 0 ،(24 .3) طبق طرفی از
داریم (22 .3) به باتوجه لذا .−Ω = RTR بنابراین .Ω = −RTR طوري که به دارد وجود R مثلثی

[R[y(x∗)− y(x∗∗)]]T [R[y(x∗)− y(x∗∗)]] ≤ 0. (23 .3)

بنابراین
||R[y(x∗)− y(x∗∗)]|| = 0.

نتیجه در
y(x∗) = y(x∗∗),

و
x∗ = x∗∗.

است. یکتا تعادل نقطه بنابراین

تأخیري سلولی عصبی شبکه هاي سراسري مجانبی پایداري اثبات 3 .3
طوري که به باشد داشته وجود α > 0 و P مثبت معین ماتریس اگر .1 .3 .3 قضیه

Ω ≡ ATPA+ α(A+AT ) + αP−1 + (α+ 1)(Aτ )TPAτ < 0, (24 .3)

است. سراسري مجانبی پایدار (2 .3) سیستم آنگاه

باشد. dV (z(t))
dt < 0 و V (z(t)) > 0 طوري که به می کنیم معرفی لیاپانوف-کراسوفسکی تابع یک اثبات.

می گیریم نظر در را زیر تابع
(25 .3)

V (z(t)) = zT (t)Pz(t) + 2α

∫ zi(t)

0
ϕ(s)d(s) + (α+ 1)

∫ t

t−τ
ϕT (z(s))(Aτ )TPAτϕ(z(s))d(s),

داریم (25 .3) از مشتق گرفتن با . α > 0 و P T = P > 0 طوري که به

V̇ (z(t)) =żT (t)Pz(t) + zT (t)P ż(t) + αϕT (z(t))ż(t) + αżT (t)ϕ(z(t))

+ (α+ 1)ϕT (z(t))(Aτ )TPAτϕ(z(t))− (α+ 1)ϕT (z(t− τ))(Aτ )TPAτϕ(z(t− τ)),

(26 .3)
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داریم (26 .3) در (2 .3) جایگذاري با حال

V̇ (z(t)) = [−z(t) +Aϕ(z(t)) +Aτϕ(z(t− τ))]T︸ ︷︷ ︸
می دهیم تاثیر کروشه داخل در را ترانهاده

Pz(t)

+ zT (t)P [−z(t) +Aϕ(z(t)) +Aτϕ(z(t− τ))]

+ αϕT (z(t))[−z(t) +Aϕ(z(t)) +Aτϕ(z(t− τ))]

+ α[−z(t) +Aϕ(z(t)) +Aτϕ(z(t− τ))]Tϕ(z(t))

+ (α+ 1)ϕT (z(t))(Aτ )TPAτϕ(z(t))− (α+ 1)ϕT (z(t− τ))(Aτ )TPAτϕ(z(t− τ)),

(27 .3)

بنابراین

V̇ (z(t)) =[−zT (t) +ATϕT (z(t)) + (Aτ )TϕT (z(t− τ))]Pz(t)

+ zT (t)P [−z(t) +Aϕ(z(t)) +Aτϕ(z(t− τ))]

+ αϕT (z(t))[−z(t) +Aϕ(z(t)) +Aτϕ(z(t− τ))]

+ α[−zT (t) +ATϕT (z(t)) + (Aτ )TϕT (z(t− τ))]ϕ(z(t))

+ (α+ 1)ϕT (z(t))(Aτ )TPAτϕ(z(t))− (α+ 1)ϕT (z(t− τ))(Aτ )TPAτϕ(z(t− τ)),

(28 .3)

داریم (28 .3) کردن ساده با

V̇ (z(t)) =− zT (t)Pz(t) +ATϕT (z(t))Pz(t) + (Aτ )TϕT (z(t− τ))Pz(t)

− zT (t)Pz(t) + zT (t)PAϕ(z(t)) + zT (t)PAτϕ(z(t− τ))

− αϕT (z(t))z(t) + αϕT (z(t))Aϕ(z(t)) + αϕT (z(t))Aτϕ(z(t− τ))]

− αzT (t)ϕ(z(t)) + αATϕT (z(t))ϕ(z(t)) + α(Aτ )TϕT (z(t− τ))ϕ(z(t))

+ αϕT (z(t))(Aτ )TPAτϕ(z(t)) + ϕT (z(t))(Aτ )TPAτϕ(z(t))

− αϕT (z(t− τ))(Aτ )TPAτϕ(z(t− τ))− ϕT (z(t− τ))(Aτ )TPAτϕ(z(t− τ)),

(29 .3)

داریم (4 .3 .2) لم از استفاده با

ϕT (z(t− τ))(Aτ )T︸ ︷︷ ︸
QT

1

Pz(t)︸ ︷︷ ︸
Q2

+ zT (t)P︸ ︷︷ ︸
QT

2

ϕ(z(t− τ))Aτ︸ ︷︷ ︸
Q1

≤ ϕT (z(t− τ))(Aτ )T︸ ︷︷ ︸
QT

1

P︸︷︷︸
Q3

ϕ(z(t− τ))Aτ︸ ︷︷ ︸
Q1

+ zT (t)P T︸ ︷︷ ︸
QT

2

P−1︸︷︷︸
Q3

Pz(t)︸ ︷︷ ︸
Q2

,
(30 .3)
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ϕT (z(t))AT︸ ︷︷ ︸
QT

1

Pz(t)︸ ︷︷ ︸
Q2

+ zT (t)P︸ ︷︷ ︸
QT

2

ϕ(z(t))A︸ ︷︷ ︸
Q1

≤ ϕT (z(t))AT︸ ︷︷ ︸
QT

1

P︸︷︷︸
Q3

ϕ(z(t))A︸ ︷︷ ︸
Q1

+ zT (t)P T︸ ︷︷ ︸
QT

2

P−1︸︷︷︸
Q3

Pz(t)︸ ︷︷ ︸
Q2

,
(31 .3)

و

ϕT (z(t− τ))(Aτ )T︸ ︷︷ ︸
QT

1

ϕ(z(t))︸ ︷︷ ︸
Q2

+ϕT (z(t))︸ ︷︷ ︸
QT

2

ϕ(z(t− τ))Aτ︸ ︷︷ ︸
Q1

≤ ϕT (z(t− τ))(Aτ )T︸ ︷︷ ︸
QT

1

P︸︷︷︸
Q3

ϕ(z(t− τ))Aτ︸ ︷︷ ︸
Q1

+ϕT (z(t))︸ ︷︷ ︸
QT

2

P−1︸︷︷︸
Q3

ϕ(z(t))︸ ︷︷ ︸
Q2

.
(32 .3)

داریم (32 .3) و (31 .3) ، (30 .3) طرفین کردن جمع با

ϕT (z(t− τ))(Aτ )TPz(t) + zT (t)Pϕ(z(t− τ))Aτ

+ ϕT (z(t))ATPz(t) + zT (t)Pϕ(z(t))A

+ ϕT (z(t− τ))(Aτ )Tϕ(z(t)) + ϕT (z(t))ϕ(z(t− τ))Aτ

≤ ϕT (z(t− τ))(Aτ )TPϕ(z(t− τ))Aτ + zT (t)Pz(t)

+ ϕT (z(t))ATPϕ(z(t))A+ zT (t)Pz(t)

+ ϕT (z(t− τ))(Aτ )TPϕ(z(t− τ))Aτ + ϕT (z(t))P−1ϕ(z(t)),

(33 .3)

داریم (29 .3) در (33 .3) جایگذاري با حال

V̇ (z(t)) =− zT (t)Pz(t) +ATϕT (z(t))Pz(t) + (Aτ )TϕT (z(t− τ))Pz(t)

− zT (t)Pz(t) + zT (t)PAϕ(z(t)) + zT (t)PAτϕ(z(t− τ))

− αϕT (z(t))z(t) + αϕT (z(t))Aϕ(z(t)) + αϕT (z(t))Aτϕ(z(t− τ))]

− αzT (t)ϕ(z(t)) + αATϕT (z(t))ϕ(z(t)) + α(Aτ )TϕT (z(t− τ))ϕ(z(t))

+ αϕT (z(t))(Aτ )TPAτϕ(z(t)) + ϕT (z(t))(Aτ )TPAτϕ(z(t))

− αϕT (z(t− τ))(Aτ )TPAτϕ(z(t− τ))− ϕT (z(t− τ))(Aτ )TPAτϕ(z(t− τ))

≤ϕT (z(t− τ))(Aτ )TPϕ(z(t− τ))Aτ + zT (t)Pz(t)

+ ϕT (z(t))ATPϕ(z(t))A+ zT (t)Pz(t)

+ αϕT (z(t− τ))(Aτ )TPϕ(z(t− τ))Aτ + αϕT (z(t))P−1ϕ(z(t))+

− 2zT (t)Pz(t)− αϕT (z(t))z(t) + αϕT (z(t))Aϕ(z(t))− αzT (t)ϕ(z(t)) + αϕT (z(t))ATϕ(z(t))

+ αϕT (z(t))(Aτ )TPAτϕ(z(t)) + ϕT (z(t))(Aτ )TPAτϕ(z(t))

− αϕT (z(t− τ))(Aτ )TPAτϕ(z(t− τ))− ϕT (z(t− τ))(Aτ )TPAτϕ(z(t− τ)),

(34 .3)
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داریم (34 .3) دوم طرف سازي ساده با

V̇ (z(t)) =− zT (t)Pz(t) +ATϕT (z(t))Pz(t) + (Aτ )TϕT (z(t− τ))Pz(t)

− zT (t)Pz(t) + zT (t)PAϕ(z(t)) + zT (t)PAτϕ(z(t− τ))

− αϕT (z(t))z(t) + αϕT (z(t))Aϕ(z(t)) + αϕT (z(t))Aτϕ(z(t− τ))]

− αzT (t)ϕ(z(t)) + αATϕT (z(t))ϕ(z(t)) + α(Aτ )TϕT (z(t− τ))ϕ(z(t))

+ αϕT (z(t))(Aτ )TPAτϕ(z(t)) + ϕT (z(t))(Aτ )TPAτϕ(z(t))

− αϕT (z(t− τ))(Aτ )TPAτϕ(z(t− τ))− ϕT (z(t− τ))(Aτ )TPAτϕ(z(t− τ))

≤ϕT (z(t))ATPϕ(z(t))A+ αϕT (z(t))P−1ϕ(z(t))

− αϕT (z(t))z(t) + αϕT (z(t))Aϕ(z(t))− αzT (t)ϕ(z(t)) + αϕT (z(t))ATϕ(z(t))

+ αϕT (z(t))(Aτ )TPAτϕ(z(t)) + ϕT (z(t))(Aτ )TPAτϕ(z(t)),

(35 .3)

داریم (35 .3) دوم طرف از فاکتور  گیري با که

V̇ (z(t)) ≤ϕT (z(t)) [ATPA+ αP−1 + α(A+AT ) + (α+ 1)(Aτ )TPAτ ]︸ ︷︷ ︸
Ω

ϕ(z(t))

− αϕT (z(t))z(t)− αϕ(z(t))zT (t),

(36 .3)

می کنیم بازنویسی زیر شکل به را (36 .3) عبارت

V̇ (z(t)) ≤ ϕT (z(t))Ωϕ(z(t))− 2αϕT (z(t))z(t),

داریم (3 .3) از استفاده با

V̇ (z(t)) ≤ ϕT (z(t))Ωϕ(z(t))− 2αϕT (z(t))z(t) ≤ ϕT (z(t))Ωϕ(z(t))− 2αϕ2(z(t)),

داریم (4 .3) از استفاده با حال

V̇ (z(t)) ≤ ϕT (z(t))Ωϕ(z(t))− 2αϕ2(z(t)) ≤ ϕT (z(t))Ωϕ(z(t)) < 0, (37 .3)

است. سراسري مجانبی پایدار (2 .3) سیستم لذا

را زیر شرایط طوري که به باشد داشته وجود P = P T > 0 مثبت معین ماتریس و r > 0 عدد اگر .1 .3 .3 نتیجه
باشد داشته

باشد. مثبت معین −(A+AT + rI) الف)

λmax((A
τ )TPAτ ) ≤ 2 + a+ r − λmax(P

−1) ب)

است. مجانبی پایدار مبداء در (2 .3) سیستم آنگاه است، a = λmin[−(A+AT + rI)] > 0 که
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داریم AT و A ماتریس هر براي (37 .3) در اثبات.

ϕT (z(t))ATPAϕ(z(t)) ≤ λmax(A
TPA)∥ϕ(z(t))∥22,

ϕT (z(t))(Aτ )TPAτϕ(z(t)) ≤ λmax((A
τ )TPAτ )∥ϕ(z(t))∥22,

(38 .3)

است. مربوطه ماتریس ویژه مقدار بیشترین λmax که
داریم مشابه طور به

−ϕT (z(t))(A+AT )ϕ(z(t)) = −ϕT (z(t))(A+AT + rI)ϕ(z(t)) + rϕT (z(t))ϕ(z(t))

≥ λmin(−A−AT − rI)∥ϕ(z(t))∥22+r∥ϕ(z(t))∥22

= (a+ r)∥ϕ(z(t))∥22.

(39 .3)

داریم (37 .3) از استفاده با

V̇ (z(t)) ≤[λmax(A
TPA) + λmax((A

τ )TPAτ )]∥ϕ(z(t))∥22

− α[2 + a+ r − λmax(P
−1)− λmax((A

τ )TPAτ )]∥ϕ(z(t))∥22.
(40 .3)

می شود انتخاب زیر صورت به α است، λmax((A
τ )TPAτ ) ≤ 2 + a+ r − λmax(P

−1) اینکه به توجه با

α >
λmax(A

TPA) + λmax((A
τ )TPAτ )

2 + a+ r − λmax(P−1)− λmax((Aτ )TPAτ )
, (41 .3)

است. V̇ (z(t)) < 0 آنگاه ∥ϕ(z(t))∥≠ 0 اگر بنابراین

داریم. را زیر نتیجه آنگاه P = I دهیم قرار ،(1 .3 .3) نتیجه در اگر

باشد برقرار زیر شرایط طوري که به باشد داشته وجود r > 0 عدد اگر .2 .3 .3 نتیجه

باشد. مثبت معین −(A+AT + rI) الف)

∥Aτ∥2≤
√
1 + a+ r ب)

مبداء در (2 .3) سیستم آنگاه است، a = λmin[−(A + AT + rI)] > 0 و ∥Aτ∥2=
√
λmax((Aτ )TAτ ) که

است. مجانبی پایدار

عددي مثال  هاي 4 .3
بگیرید درنظر را زیر ماتریس هاي است. مفروض (2 .3) سیستم .1 .4 .3 مثال

A =

−2 0

0 −2

 , Aτ =

√
6 0

0
√
6

 , (42 .3)
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داریم r = 3 گرفتن با

−(A+AT + rI) =

1 0

0 1

 ,

اگر .∥Aτ∥=
√
6 و

P =

0.5 0

0 0.5

 ,

آنگاه
λmax((A

τ )TPAτ ) = 3 ≤ 2 + 1 + 3− 2 = 4.

است. مجانبی پایدار (2 .3) سیستم لذا است، برقرار (1 .3 .3) نتیجه شرایط بنابراین

بگیرید درنظر را زیر ماتریس هاي است. مفروض (2 .3) سیستم .2 .4 .3 مثال

A =

−0.1 −1

1 −0.9

 , Aτ =
1

2

√
3

√
3

√
3

√
3

 , (43 .3)

داریم r = 0.5 گرفتن با

−(A+AT + rI) =

1.7 0

0 1.3

 ,

اگر .∥Aτ∥=
√
3 و a = 1.3 آنگاه

P =

0/5 0

0 0/5

 ,

آنگاه
λmax((A

τ )TPAτ ) = 1.5 ≤ 2 + 1.3 + 0.5− 2 = 1.8.

است. مجانبی پایدار (2 .3) سیستم لذا است، برقرار (1 .3 .3) نتیجه شرایط بنابراین





۴ فصل

عصبی شبکه هاي نمایی و مجانبی پایداري
کوهن-گراسبرگ

مسئله معرفی و مقدمه 1 .4
با می توان را آن که [4] شد معرفی 1983 سال در گراسبرگ و کوهن توسط کوهن-گراسبرگ1 عصبی شبکه مدل

کرد بیان زیر شکل به معمولی دیفرانسیل معادلات

dui(t)

dt
= −ai(ui(t))

bi(ui(t))− n∑
j=1

aijgj(uj(t)) + Ii

 , i = 1, 2, . . . , n,

می گیریم نظر در زیر دیفرانسیل معادلات از استفاده با را تأخیري کوهن-گراسبرگ عصبی شبکه هاي فصل این در
است) [3] مقاله از فصل دراین شده ذکر (مطالب

dui(t)

dt
= −ai(ui(t))

bi(ui(t))− n∑
j=1

aijgj(uj(t))−
n∑

j=1

bijgj(xj(t− τj)) + Ii

 , (1 .4)

aj(uj(t)) و وزن3 تأخیري اتصال ماتریس B = (bij)n×n وزن2، اتصال ماتریس A = (aij)n×n آن در که
1Cohen–Grossberg
2Connection weight matrix
3Delayed connection weight matrix

37
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هستند. فعال ساز توابع gi(ui(t)) و رفتاري5 توابع bi(ui(t)) ،4 تقویت توابع

سیستم اولیه شرایط 1 .1 .4
است زیر صورت به (1 .4) سیستم اولیه شرایط

ui(s) = ϕi(s) ∈ C([−τ, 0],R), s ∈ [−τ, 0], i = 1, 2, . . . , n,

آن در که

τ = max(τj , 1 ≤ j ≤ n).

مسئله مفروضات 2 .1 .4
همچنین است، پیوسته و مثبت ، کراندار ai

0 < αi
−

≤ ai(u) ≤
−
αi, i = 1, 2, . . . , n, (2 .4)

و است پیوسته bi(ui)
b′i ≥ γi > 0, i = 1, 2, . . . , n,

طوري که به دارد وجود Gi > 0 ثابت و است کراندار gi(ui) فعال ساز تابع

|gi(v1)− gi(v2)| ≤ Gi|v1 − v2|, ∀ v1, v2 ∈ R. (3 .4)

به نقطه این انتقال با بگیریم نظر در (1 .4) سیستم تعادل نقطه به عنوان را u⋆ = (u⋆1, . . . , u
⋆
n) اگر

کنیم نویسی باز زیر صورت به را (1 .4) سیستم می توانیم x(t) = u(t)− u⋆

dxi(t)

dt
= −αi(xi(t))

βi(xi(t))− n∑
j=1

aijϕj(xj(t))−
n∑

j=1

bijϕj(xj(t− τj))

 , (4 .4)

هستند زیر صورت به ϕj(xj(t)) و βi(xi(t)) ، αi(xi(t)) که

αi(xi(t)) = ai(xi(t) + u⋆i ), (5 .4)
βi(xi(t)) = bi(xi(t) + u⋆i )− bi(u

⋆
i ), (6 .4)

ϕj(xj(t)) = gj(xj(t) + u⋆j )− gj(u
⋆
j ), (7 .4)

گیریم می نظر در را زیر روابط همچنین

xi(t)βi(xi(t)) ≥ γix
2
i (t), i = 1, 2, . . . , n, (8 .4)

ϕ2
i (t) ≤ G2

ix
2
i (t), i = 1, 2, . . . , n. (9 .4)

4Amplification functions
5behaved functions



39 سراسري مجانبی پایداري اثبات

سراسري مجانبی پایداري اثبات 2 .4
و P = (P1, . . . , Pn) مانند مثبت قطري ماتریس هاي اگر است سراسري مجانبی پایدار (1 .4) سیستم .1 .2 .4 قضیه

طوري که به باشند داشته وجود Q = (Q1, . . . , Qn)2PΓ− PAQATP −GQG−GQ−1G −PB

−BTP Q

 > 0, (10 .4)

یا
2PΓ− PAQATP −GQG−GQ−1G− PBQ−1BTP > 0,

.B = BT و هستند قطري ماتریس هایی G = (G1, . . . , Gn) و Γ = (γ1, . . . , γn) آن در که

بگیرید نظر در را زیر لیاپانوف تابع اثبات.

V (x(t)) = 2
n∑

i=1

Pi

∫ xi(t)

0

s

αi(s)
ds+

n∑
i=1

Qi

∫ t

t−τi

ϕ2
i (xi(s))ds. (11 .4)

داریم (11 .4) از مشتق گرفتن با

V̇ (x(t)) = 2

n∑
i=1

Pi

[
xi(t)

αi(xi(t))

(dxi(t)
dt

)]
+

n∑
i=1

Qi

[
ϕ2
i (xi(t))− ϕ2

i (xi(t− τi))
]
, (12 .4)

داریم (12 .4) در (4 .4) جایگذاري با

V̇ (x(t)) =2

n∑
i=1

Pi

 xi(t)

αi(xi(t))

−αi(xi(t))
(
βi(xi(t))−

n∑
j=1

aijϕj(xj(t))−
n∑

j=1

bijϕj(xj(t− τj))
)

+

n∑
i=1

Qi

[
ϕ2
i (xi(t))− ϕ2

i (xi(t− τi))
]
,

(13 .4)

داریم (13 .4) ساده سازي با

V̇ (x(t)) =− 2
n∑

i=1

Pixi(t)

βi(xi(t))− n∑
j=1

aijϕj(xj(t))−
n∑

j=1

bijϕj(xj(t− τj))


+

n∑
i=1

Qiϕ
2
i (xi(t))−

n∑
i=1

Qiϕ
2
i (xi(t− τi)).

(14 .4)

نوشت زیر صورت به می توان را (14 .4)

V̇ (x(t)) =− 2
n∑

i=1

Pixi(t)βi(xi(t)) + 2
n∑

i=1

n∑
j=1

Pixi(t)aijϕj(xj(t)) + 2
n∑

i=1

n∑
j=1

Pixi(t)bijϕj(xj(t− τj))

+

n∑
i=1

Qiϕ
2
i (xi(t))−

n∑
i=1

Qiϕ
2
i (xi(t− τi)).

(15 .4)
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داریم (8 .4) از استفاده با

− 2
n∑

i=1

Pixi(t)βi(xi(t)) ≤ −2
n∑

i=1

Piγix
2
i (t) = −2xT (t)ΓPx(t). (16 .4)

همچنین

2

n∑
i=1

n∑
j=1

Pixi(t)aijϕj(xj(t)) = 2PxT (t)Aϕ(x(t)), (17 .4)

2
n∑

i=1

n∑
j=1

Pixi(t)bijϕj(xj(t− τj)) = 2xT (t)PBϕ(x(t− τ)), (18 .4)

n∑
i=1

Qiϕ
2
i (xi(t)) = ϕT (x(t))Qϕ(x(t)), (19 .4)

n∑
i=1

Qiϕ
2
i (xi(t− τi)) = ϕT (x(t− τ))Qϕ(x(t− τ)), (20 .4)

ماتریس هاي G = (G1, . . . , Gn) و Γ = (γ1, . . . , γn) ، Q = (Q1, . . . , Qn) ، P = (P1, . . . , Pn) که
هستند زیر شکل به ϕ(x(t− τ)) و ϕ(x(t)) و می باشند قطري

ϕ(x(t)) = (ϕ1(x1(t)), . . . , Qn(xn(t))
T , (21 .4)

ϕ(x(t− τ)) = (ϕ1(x1(t− τ1)), . . . , Qn(xn(t− τn))
T . (22 .4)

داریم (15 .4) در (20 .4) و (19 .4) ،(18 .4) ،(17 .4) ،(16 .4) جایگذاري با حال

V̇ (x(t)) ≤− 2xT (t)ΓPx(t) + 2PxT (t)Aϕ(x(t)) + 2xT (t)PBϕ(x(t− τ)

ϕT (x(t))Qϕ(x(t))− ϕT (x(t− τ))Qϕ(x(t− τ)).
(23 .4)

داریم (2 .3 .2) لم طبق طرفی از

2xT (t)PAϕ(x(t)) ≤ xT (t)PAQATPx(t) + ϕT (x(t))Q−1ϕ(x(t)). (24 .4)

داریم (23 .4) در (24 .4) جایگذاري با

V̇ (x(t)) ≤− 2xT (t)ΓPx(t) + xT (t)PAQATPx(t) + ϕT (x(t))Q−1ϕ(x(t)) + 2xT (t)PBϕ(x(t− τ)

ϕT (x(t))Qϕ(x(t))− ϕT (x(t− τ))Qϕ(x(t− τ)).

(25 .4)

داریم (9 .4) طبق طرفی از

ϕT (x(t))Q−1ϕ(x(t)) ≤ GxT (t)Q−1x(t)G, (26 .4)
ϕT (x(t))Qϕ(x(t)) ≤ GxT (t)Qx(t)G, (27 .4)
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داریم (25 .4) در (27 .4) و (26 .4) جایگذاري با حال

V̇ (x(t)) ≤− 2xT (t)ΓPx(t) + xT (t)PAQATPx(t) +GxT (t)Q−1x(t)G+ 2xT (t)PBϕ(x(t− τ)

GxT (t)Qx(t)G− ϕT (x(t− τ))Qϕ(x(t− τ)).

(28 .4)
داریم (28 .4) ساده سازي با

V̇ (x(t)) ≤xT (t)(−2ΓP + PAQATP +GQ−1G+GQG)x(t) + 2xT (t)PBϕ(x(t− τ)

− ϕT (x(t− τ))Qϕ(x(t− τ)).

(29 .4)
نوشت زیر شکل به می توان را (29 .4) عبارت

V̇ (x(t)) ≤ −
(
xT (t) ϕT (x(t− τ))

)
Ω

 x(t)

ϕ(x(t− τ)))

 , (30 .4)

است زیر شکل به Ω آن در که

Ω =

2PΓ− PAQATP −GQG−GQ−1G −PB

−BTP Q

 > 0,

است. سراسري مجانبی پایدار (1 .4) سیستم لذا است. V̇ (x(t)) < 0 لذا می باشد Ω > 0 ،(10 .4) طبق چون

نمایی پایداري اثبات 3 .4
باشد، برقرار شده گفته مفروضات و اولیه شرایط اگر است، سراسري نمایی پایدار (1 .4) سیستم .1 .3 .4 قضیه

مثبت معین قطري ماتریس همچنین و باشد داشته وجود P = (P1, . . . , Pn) مثبت قطري ماتریس  ،α > β > 0

طوري که به باشد داشته وجود Q

2PΓ− PAQATP − PBQBTP −GQ−1G− α

α
−

P > 0, (31 .4)

و

−GQ−1G+
β
−
α
P > 0, (32 .4)

قطري ماتریس هاي G = (G1, . . . , Gn) و Γ = (γ1, . . . , γn) ،α
−
= min1≤i≤n(α−

) ،−α = max1≤i≤n(
−
α) که

هستند.

می گیریم نظر در را زیر لیاپانوف تابع اثبات.

V (x(t)) = 2

n∑
i=1

Pi

∫ xi(t)

0

s

αi(s)
ds. (33 .4)
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داریم (33 .4) در انتگرال محاسبه با

V (x(t)) =
n∑

i=1

Pi
x2i (t)

αi(xi(t))
, (34 .4)

طرفی از

1
−
α

n∑
i=1

Pix
2
i (t) ≤ V (x(t)) ≤ 1

α
−

n∑
i=1

Pix
2
i (t), (35 .4)

یا
1
−
α
xT (t)Px(t) ≤ V (x(t)) ≤ 1

α
−

xT (t)Px(t). (36 .4)

داریم (33 .4) در مشتق محاسبه با

V̇ (x(t)) = 2

n∑
i=1

Pi

[ xi(t)

αi(xi(t))

(dxi(t)
dt

)]
, (37 .4)

داریم (37 .4) در (4 .4) باجایگذاري

V̇ (x(t)) = 2

n∑
i=1

Pi

 xi(t)

αi(xi(t))

−αi(xi(t))
(
βi(xi(t))−

n∑
j=1

aijϕj(xj(t))−
n∑

j=1

bijϕj(xj(t− τj))
) ,

(38 .4)

طرفی از

V̇ (x(t)) = −2

n∑
i=1

Pixi(t)

βi(xi(t))− n∑
j=1

aijϕj(xj(t))−
n∑

j=1

bijϕj(xj(t− τj))

 , (39 .4)

نتیجه در

V̇ (x(t)) = −2

n∑
i=1

Pixi(t)βi(xi(t)) + 2

n∑
i=1

n∑
j=1

Pixi(t)aijϕj(xj(t)) + 2

n∑
i=1

n∑
j=1

Pixi(t)bijϕj(xj(t− τj)),

(40 .4)

داریم (8 .4) از استفاده با

− 2

n∑
i=1

Pixi(t)βi(xi(t)) ≤ −2

n∑
i=1

Piγix
2
i (t) = −2xT (t)ΓPx(t), (41 .4)

همچنین

2

n∑
i=1

n∑
j=1

Pixi(t)aijϕj(xj(t)) = 2PxT (t)Aϕ(x(t)), (42 .4)

2
n∑

i=1

n∑
j=1

Pixi(t)bijϕj(xj(t− τj)) = 2xT (t)PBϕ(x(t− τ)), (43 .4)
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داریم (40 .4) در (43 .4) و (42 .4) ،(41 .4) جایگذاري با حال

V̇ (x(t)) ≤ −2xT (t)ΓPx(t) + 2xT (t)PAϕ(x(t)) + 2xT (t)PBϕ(x(t− τ), (44 .4)

داریم (2 .3 .2) لم طبق طرفی از

2xT (t)PAϕ(x(t)) ≤ xT (t)PAQATPx(t) + ϕT (x(t))Q−1ϕ(x(t)), (45 .4)
2xT (t)PBϕ(x(t− τ)) ≤ xT (t)PBQBTPx(t) + ϕT (x(t− τ))Q−1ϕ(x(t− τ)), (46 .4)

داریم (44 .4) در (46 .4) و (45 .4) جایگذاري با

V̇ (x(t)) ≤− 2xT (t)ΓPx(t) + xT (t)PAQATPx(t) + ϕT (x(t))Q−1ϕ(x(t))+

xT (t)PBQBTPx(t) + ϕT (x(t− τ))Q−1ϕ(x(t− τ)),
(47 .4)

داریم (9 .4) طبق طرفی از

ϕT (x(t))Q−1ϕ(x(t)) ≤ GxT (t)Q−1x(t)G, (48 .4)
ϕT (x(t− τ))Q−1ϕ(x(t− τ)) ≤ GxT (t− τ)Q−1x(t− τ)G. (49 .4)

داریم (47 .4) در (49 .4) و (48 .4) جایگذاري با حال

V̇ (x(t)) ≤− 2xT (t)ΓPx(t) + xT (t)PAQATPx(t) +GxT (t)Q−1x(t)G+

xT (t)PBQBTPx(t) +GxT (t− τ)Q−1x(t− τ)G,
(50 .4)

داریم فاکتورگیري و (50 .4) دوم طرف به β
−
α
xT (t− τ)Px(t− τ) و α

α
−
xT (t)Px(t) کردن کم و اضافه با حال

V̇ (x(t)) ≤xT (t)
(
− 2ΓP + PAQATP +GQ−1G+ PBQBTP +

α

α
−

P
)
x(t)

+ xT (t− τ)
(
GQ−1G− β

−
α
P
)
x(t− τ)− α

α
−

xT (t)Px(t) +
β
−
α
xT (t− τ)Px(t− τ).

(51 .4)

داریم (51 .4) در (36 .4) جایگذاري با

V̇ (x(t)) ≤xT (t)
(
− 2ΓP + PAQATP +GQ−1G+ PBQBTP +

α

α
−

P
)
x(t)

+ xT (t− τ)
(
GQ−1G− β

−
α
P
)
x(t− τ)− αV (x(t)) + βV (x(t− τ)).

(52 .4)

داریم (32 .4) و (31 .4) به توجه با

V̇ (x(t)) ≤ −αV (x(t)) + βV̄ (x(t)). (53 .4)
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داریم (3 .3 .2) لم از استفاده با حال

V (x(t)) ≤ V̄ (x(t0))e
−λ(t−t0).

داریم (35 .4) از استفاده با طرفی از

1
−
α
min(Pi)

n∑
i=1

x2i (t) ≤ V (x(t)) ≤ V̄ (x(t0))e
−λ(t−t0) ≤ 1

α
−

max(Pi) sup
t−τ≤s≤t0

[ n∑
i=1

x2i (s)
]
e−λ(t−t0),

با است معادل این که
n∑

i=1

(ui(t)− u∗i )
2 ≤

−
αmax(pi)

α
−
min(pi)

sup
t−τ≤s≤t0

[ n∑
i=1

(ui(t)− u∗i )
2
]
e−λ(t−t0),

است. نیز نمایی سراسري پایدار (1 .4) سیستم لذا

زیر نتایج آنگاه باشد، همانی ماتریس یک E که طوري به P = Q = E دهید، قرار (1 .3 .4) و (1 .2 .4) قضیه در
داریم. را

و P = (P1, . . . , Pn) مانند مثبت قطري ماتریس هاي اگر است سراسري مجانبی پایدار (1 .4) سیستم .1 .3 .4 نتیجه
طوري که به باشند داشته وجود Q = (Q1, . . . , Qn)2Γ−AAT − 2G2 −B

−BT E

 > 0, (54 .4)

یا
2Γ−AAT − 2G2 −BBT > 0,

هستند. قطري ماتریس هاي G = (G1, . . . , Gn) و Γ = (γ1, . . . , γn) که

،α > β > 0 باشد، برقرار گفته مفروضات و اولیه شرایط اگر است سراسري نمایی پایدار (1 .4) سیستم .2 .3 .4 نتیجه
طوري که به باشند داشته وجود Q = (Q1, . . . , Qn) و P = (P1, . . . , Pn) مثبت قطري ماتریس هاي

2Γ−AAT −BBT −G2 − α

α
−

E > 0, (55 .4)

و

−G2 +
β
−
α
E > 0, (56 .4)

قطري ماتریس هاي G = (G1, . . . , Gn) و Γ = (γ1, . . . , γn) ،α
−
= min1≤i≤n(α−

) ،−α = max1≤i≤n(
−
α) که

هستند.
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عددي مثال  هاي 4 .4
بگیرید نظر در را زیر تأخیري عصبی شبکه .1 .4 .4 مثال

(57 .4)
dui(t)

dt
= −

9 0

0 2

u1(t)

u2(t)

+

0.5 0

0.1 0.3

tanh(2u1(t))

tanh(u2(t))

+

3 0

0 1

+

tanh(2u1(t− τ1))

tanh(u2(t− τ2))

+

I1

I2

 .

آن در که

Γ =

9 0

0 2

 , A =

0.5 0

0.1 0.3

 , B =

3 0

0 1

 , G =

2 0

0 1

 ,

داریم

2Γ−AAT − 2G2 −BBT =

 0.75 −0.05

−0.05 0.9


(57 .4) سیستم (1 .3 .4) توجه با بنابراین است، مثبت معین 2Γ−AAT − 2G2−BBT وضوح به .τ1 = τ2 = 1 و

است. شده داده نمایش (1 .4) شکل در (57 .4) سیستم رفتار است. سراسري مجانبی پایدار

.(57 .4) مثال در u2(t) و u1(t) حالت متغیرهاي مسیر :1 .4 شکل

بگیرید نظر در را زیر تأخیري عصبی شبکه .2 .4 .4 مثال

dui(t)

dt
= −

2 + f(u1(t)) 0

0 2 + f(u2(t))

[8 0

0 10

u1(t)

u2(t)


−

1 2

2 −1

f(u1(t))

f(u2(t))

−

−1 −1

−2 2

f(2u1(t− τ1))

f(u2(t− τ2))

+

−2

2

]
,

(58 .4)
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آن در که

Γ =

8 0

0 10

 , A =

1 2

2 −1

 , B =

−1 −1

−2 2

 , G =

1 0

0 1

 ,

داریم

2Γ−AAT −BBT −G2 − α

α
−

E =

3 0

0 1

 > 0,

و

−G2 +
β
−
α
E =

1
3 0

0 1
3

 > 0,

سیستم (2 .3 .4) به توجه با .τ1 = τ2 = 1 و α
−
= 1 ، −

α = 3 ، f(x) = 0.5(|x + 1| − |x − 1|) کنید فرض
است. شده داده نمایش (2 .4) شکل در (58 .4) سیستم رفتار است. سراسري نمایی پایدار (58 .4)

.(58 .4) مثال در u2(t) و u1(t) حالت متغیرهاي مسیر :2 .4 شکل

پیشنهادات و نتایج 5 .4
خطی ماتریسی نامساوي و پایداري دینامیکی، سیستم هاي عصبی، شبکه هاي از مقدماتی ارائه به ابتدا پایان نامه این در
با آمده به دست پایداري شرایط گرفت. صورت تاخیري سلولی عصبی شبکه هاي مجانبی پایداري بررسی سپس پرداختیم.
این انتهاي در همچنین گرفت. قرار بررسی مورد خطی ماتریسی نامساوي رویکرد و کراسوفسکی لیاپانوف تابع از استفاده
براي سراسري مجانبی پایداري انتها در گردید. ارئه شده معرفی روش هاي عملکرد و اعتبار دادن نشان براي مثال دو فصل
نابرابري لم و خطی ماتریسی نامساوي رویکرد از استفاده با کوهن-گراسبرگ تاخیري سلولی عصبی شبکه هاي از رده  اي

گردید. ارائه هالاناي
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Aabstract

In this thesis in the first in chapter , biological and artificial neural networks are explained.

Then in the second chapter, stability of neural networks are given. By considering the delayed cell

neraul network in chapter 3, we show that the equilibrium point is unique. Then by presenting a

suitable Lyapunov–Krasovskii function and using the linear matrix inequality we prove that the

system is asymptotically stable. In chapter 4, by considering a delayed daynamic system of the

Cohen–Grossberg delay network and presenting a suitable Lyapunov–Krasovskii function, and

using the linear matrix inequality, as well as the Halanay inequality technique, we prove that the

system is asymptotically stable and exponentially stable.

keywords: linearmatrix inequality, Lyapunov–Krasovskii, asymptotic stability, delay Cellular

neural networks.
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