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 تشکر و قدردانی

هدی مشایخی که در تمام طول مسیر این دکتر ی گرانقدر سرکار خانم ر از استاد راهنمابا تشک

اند. های بسیاری نموده پژوهش کمک
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 تعهدنامه

مهندسی رشته )دکتری(  دانشجوی دوره کارشناسی ارشد سید علی اکبر حسینی اینجانب

دانشگاه  عاتلااطناوری مهندسی کامپیوتر و فدانشکده  کامپیوتر گرایش هوش مصنوعی و رباتکیز

های مالی با استفاده از رویکردهای  تشخیص تقلب در تراکنشنامه صنعتی شاهرود نویسنده پایان

 .شوممتعهد می دکتر هدی مشایخی ییراهنماتحت  یادگیری عمیق

  برخوردار است . توسط اینجانب انجام شده است و از صحت و اصالت نامه پایانتحقیقات در این 

 محققان دیگر به مرجع مورد استفاده استناد شده است . یها پژوهشفاده از نتایج در است 

  تاکنون توسط خود یا فرد دیگری برای دریافت هیچ نوع مدرک یا امتیازی در هیچ جا ارائه  نامه پایانمطالب مندرج در

 نشده است .

   دانشگاه صنعتی شاهرود » لات مستخرج با نام و مقا استکلیه حقوق معنوی این اثر متعلق به دانشگاه صنعتی شاهرود

 به چاپ خواهد رسید .«  Shahrood  University  of  Technology» و یا « 

  نامه پایاندر مقالات مستخرج از  اند بودهتأثیرگذار  نامه پایاناصلی  جینتاحقوق معنوی تمام افرادی که در به دست آمدن 

 .گردد یمرعایت 

 ( استفاده شده است ضوابط و  ها آن یها بافت، در مواردی که از موجود زنده ) یا  نامه پایاناین  در کلیه مراحل انجام

 اصول اخلاقی رعایت شده است .

  در مواردی که به حوزه اطلاعات شخصی افراد دسترسی یافته یا استفاده شده است نامه پایاندر کلیه مراحل انجام این ،

                                                                                                                                                                      لاق انسانی رعایت شده است .اصل رازداری ، ضوابط و اصول اخ

 1400ه ما اسفند: تاریخ                                                 

 : سید علی اکبر حسینیامضای دانشجو                                                 
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کلیه حقوق معنوی این اثر و محصولات آن )مقالات مستخرج ، کتاب ، برنامه های رایانه ای ، نرم افزار ها و تجهیزات ساخته 

 در تولیدات علمی مربوطه ذکر شود .. این مطلب باید به نحو مقتضی  باشد میشده است ( متعلق به دانشگاه صنعتی شاهرود 

 .باشد میبدون ذکر مرجع مجاز ننامه  پایانده از اطلاعات و نتایج موجود در استفا
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 چکیده

ها در میان حجم زیاد اطلاعات موجود، از اهمیت زیادی برخوردار است.  شناسایی رفتار و الگوی متفاوت داده

 مالی و هایها، حوزه و ناهنجاری در دادههای حال حاضر درمورد تشخیص الگوی متفاوت  ترین حوزه یکی از مهم

، چیدگی فرآیند انجام معاملاتگذاران و پی ها، تعداد زیاد سرمایه . به دلیل حجم بالای تراکنشمعاملات استبخش 

است که در این بخش وجود دارد. با استقرار و رشد دولت الکترونیک در  یاقتصادی از جمله معضلات تقلب و تبانی

های سنتی خارج شده و  از روشهای انجام شده در بخش دولتی  مناقصات و مزایدهبسیاری از ها،  ربسیاری از کشو

شود. پژوهش حاضر با هدف شناسایی افراد مشکوک در مناقصات بخش دولتی  انجام می به صورتی الکترونیکی

ها  ناسایی رفتار مشکوک دادهدر ش بازنمایی گراف های یادگیری عمیق انجام شد و به بررسی تاثیر استفاده از روش

بندی به تحلیل رفتار مشتریان در معاملات پرداخته شد و الگوی  خوشه  در این پژوهش با کمک روش پرداخته است.

 های مختلف تحلیل شد. ها در خوشه داده

ر های دولتی در کشو توسط دستگاهشامل مناقصات انجام شده در پژوهش حاضر، مجموعه دادگان استفاده شده 

بعد از  در سامانه تدارک دولتی )ستاد( در دسترس عموم قرار دارد. 1398تا  1389ی زمانی  است که در بازه ایران

های مهم گراف  شاخص های گرافی های تحلیل شبکه ، با روشمعاملات قالب گراف ها در تبدیل دادهو سازی  مدل

های اجرایی  کنندگان و دستگاه پرداخته شد و تامین رارزش گراف معاملاتیهای پ به استخراج انجمناستخراج شد و 

های  ها بر روی داده بندی و تحلیل خوشه برای اجرای الگوریتم خوشهتاثیرگذار در معاملات بزرگ شناسایی شد. 

های  های گراف صورت گرفت. ویژگی بازنمایی گراف، تعبیه گره های یادگیری عمیق ها، با استفاده از رویکرد انجمن

های بدست آمده از طریق  ( به همراه ویژگیه معاملاتی )ارزش ریالی معاملات و تعداد معاملات انجام شدهگر هر

در و بندی در نظر گرفته شد.  های الگوریتم خوشه و بردار ویژگی تعبیه گراف، به عنوان ورودی داده تحلیل گراف

 .های مشکوک و با رفتار متفاوت شناسایی شد داده ها خوشه  هریک از آنهای درون  ه ها و داد تحلیل خوشه نهایت با



 

  خ  

 

 گرافی ها گرهبه همراه بردار ویژگی تعبیه شده  های گراف دهند که استفاده از ویژگی های تحقیق نشان می یافته

ها کمک  داده رت و با کیفیت بندی بهتر ، در خوشههای یادگیری عمیق بازنمایی گراف به دست آمده که توسط روش

هی داشتند. بعلاوه، این پژوهش نشان داد که هرچه طول بردار ویژگی در تعبیه گراف بیشتر باشد، به دلیل قابل توج

شود و  ها می بندی داده های همسایه در گراف، باعث عملکرد بهتر در خوشه در دسترس بودن اطلاعات بیشتر گره

 گیرد. ت میها با دقت بالاتری صور شناسایی داده با رفتار مشکوک در بین داده

 

یادگیری بازنمایی گراف، کاوی، تعبیه گراف،  تشخیص ناهنجاری، دولت الکترونیک، گراف  :کلمات کلیدی

 ، یادگیری عمیقK-meansبندی، الگوریتم  خوشه
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 81 ....................................................................................................... مقدار است(

ن یبهتر 4گره )که مقدار  112اد معاملات با گراف بدون جهت با وزن تعد یها برا :تعداد خوشه10-4 شکل 

 81 ....................................................................................................... مقدار است(

 نیگره)که بهتر 876معاملات با  یالیگراف بدون جهت با وزن ارزش ر یها برا : تعداد خوشه11-4 شکل 

 82 ................................................................................... است( 4ها  خوشه یمقدار برا

ن مقدار یگره)که بهتر 83معاملات با  یالیگراف بدون جهت با وزن ارزش ر یها برا :تعداد خوشه12-4 شکل 

 82 ...........................................................................................است( 3ها  خوشه یبرا

ها یژگیو گریگراف به همراه د هیبا استفاده از تعب Silhoutte اریبراساس مع یبند خوشه سهی: مقا13-4 شکل 

 DeepWalk ........................................... 84گراف در هر چهار گراف و در روش  هیو بدون تعب

ها یژگیو گریگراف به همراه د هیتعببا استفاده از  Silhoutte اریبراساس مع یبند خوشه سهی: مقا14-4 شکل 

 node2vec ............................................. 84گراف در هر چهار گراف و در روش  هیو بدون تعب

ها یژگیو گریگراف به همراه د هیبا استفاده از تعب Silhoutte اریبراساس مع یبند خوشه سهی: مقا15-4 شکل 

 SDNE ................................................. 85گراف در هر چهار گراف و در روش  هیون تعبو بد
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 تشخیص ناهنجاری 1-1

تشخخیص  شاهد هستیم، در آن ها را  ترین مسائل در دنیای امروز که رشد روزافزون تعداد داده یکی از مهم

اولخین بخار در سخال     های ناهنجار داده مفهوماست.  های مختلف ها در حوزه طیف وسیع دادهدر ناهنجاری 

بخه طخور کخل    امخا  ، وجود نخدارد تعریف دقیقی از تشخیص ناهنجاری . به وجود آمد Grubbتوسط  1969

در هخا مطابقخت ندارنخد.     هایی است که با رفتار معمولی دیگر داده یافتن داده ی تشخیص ناهنجاری مسئله

خطاهخای انسخانی در   های ناهنجاری وجخود دارد.   ادههای مختلف دلایل مختلفی برای وجود چنین د حوزه

مربوط به ابزارهخای  ، خطاهای امانهدر رفتار و عملکرد س غیرمنتظره ها، تغییر دادهو وارد کردن آوری  جمع

، هخای کخامپیوتری   در شخبکه  هخای مخربانخه   ، فعالیخت در سخامانه  و مشکوک افخراد  مکانیکی، رفتار متقلبانه

 بخرداری و تغییخرات محیطخی    ، خطاهای نمونهصنعتی های مکانیکی در محیط یهاخطاهای مربوط به ابزار

نخو  شناسایی  ،1. داده پرتشوند می های ناهنجار آمدن داده به وجودکه باعث از دلایلی هستند  )مانند دما(

بخا  متناسب هایی است که  از دیگر نام 4نامأنوس عجیب و یها داده، 3ها داده اختلالات ،2و جدید بودن داده

 .[1]شود می اطلاقهای ناهنجار  به دادهمختلف های کاربردی  حوزه

 ترین مهمو بررسی قرار داد. یکی از  بحثد مورهای مختلف  توان از جنبه را می ناهنجاری مسئله تشخیص

ای  ودی آن است. هر نمونه داده با مجموعههای ور هر روش تشخیص ناهنجاری، دانستن ماهیت داده ابعاد

)تصخویر،   یبخ یترت ریخ غهخای زمخانی( و    )صوت، متن، سری 5های ترتیبی داده شود. توصیف می ها ویژگیاز 

از انخواع   رهیخ متغچند  و رهیمتغتک  ای، های دودویی، پیوسته، طبقه داد ها(، رکوردهای عددی و دیگر داده

 اند.  های متفاوت تشخیص ناهنجاری کاربرد روش کننده مشخصهای ورودی هستند که  داده

                                                 
1 Outlier Data 
2 Novelty Detection 
3 Abnormality in Data 
4 Unexpected Data 
5 Sequential Data 
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از انخواع   3و تجمعخی  2، مفهخومی 1ای نقطخه  نظمی هاست. بی موجود در داده نظمی بینوع  ،دیگر جنبه مهم

مهخم دیگخر در    ی . مسخئله شخوند  مخی  شناسخایی های مختلخف   های حوزه که در داده هستند هایی نظمی بی

هخای متفخاوتی در تشخخیص     . روشدار اسخت  هخای برچسخب   یا عدم وجخود داده وجود  ،تشخیص ناهنجاری

ایی که از وضعیت ناهنجاری آن مطلخع  ه داده) 4بدون نظارتهای یادگیری  الگوریتموجود دارد؛ ناهنجاری 

( و هایی که برچسب ناهنجاری و یخا داده معمخولی دارنخد    داده) 5با نظارتهای یادگیری  الگوریتم(، نیستیم

. شود متناسب با نوع داده موجود و کاربرد آن استفاده می ها روشاین هرکدام از از که  6نیمه نظارتیروش 

تواند به صخورت امتیخاز و یخا بخه صخورت       روش تشخیص ناهنجاری میخروجی یک الگوریتم و  ،تیدرنهاو 

  برچسب )داده هنجار و داده ناهنجار( باشد.

های کخاربردی   ناهنجاری با بسیاری از برنامههای ورودی،  های ناهنجار و جنس داده با توجه به مفهوم داده

های مالی و  داری و تقلب در تراکنشکلاهبر، 7هایی مثل نفوذ در شبکه دنیای واقعی مرتبط هستند. برنامه

های پرت بخا   های حوزه سلامت و پزشکی، داده ، تقلب در مسائل مربوط به بیمه، ناهنجاری در داده8بانکی

در دنیای  مواردیاز  و ویدئو و اینترنت اشیاء پردازش تصویرلات صنعتی، آ عیوب در صنعت و ماشین توجه

وجخود   در زمینخه پزشخکی   به عنوان مثخال  است. زیاد ها جار در آنواقعی هستند که امکان وجود داده ناهن

در بخه طخور مشخابه،     .[2]تواند باشد میدهنده تومور بدخیم  مغزی نشان MRI اسکن ناهنجاری در تصاویر

در و  .[3]شود های کارت اعتباری منجر به اعمال مخربانه می رفتار مشکوک در تراکنشمالی نیز  های حوزه

دهنده هک شدن یا مورد حمله قرار  الگوی ترافیکی غیرمعمول یک شبکه نشانهای کامپیوتری نیز  شبکه

 .[4]استگرفتن شبکه نیز 

                                                 
1 Point Anomaly 
2 Contextual Anomaly 
3 Collective Anomaly 
4 Unsupervised Learning 
5 Supervised Learning 
6 Semi-Supervised Learnin 
7 Network Intrusion 
8 Financial Fraud 
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 های تشخیص ناهنجاری چالش 1-2
یکی کند.  می دشواررا  هایی وجود دارد که این مسئله ها، چالش در راستای تشخیص ناهنجاری در داده

ای است  داده پرت دادهاست.  نویزهای  ه دادو  رتهای پَ بین داده شناسایی و تعیین حد و مرز ها از چالش

ی نویز رفتار اشتباه و غلطی دارد.  ها است. ولی داده ی مورد انتظار ما در مجموعه داده ه خارج از محدودهک

اهنجار در یک و داده ن های معمولی بین دادهاز نظر تعداد عدم تعادل هنجار و نا های تعداد کم داده 

ص داده ناهنجار کاهش یابد. یدقت رویکردهای تشخشود  باعث می مجموعه داده از دیگر مسائلی است که

زه متفاوت در این حو یکردهایروهایی که محققان بسیاری را به تحقیق بیشتر و ارائه  از دیگر چالش

شود  ی ناهنجار است که باعث می های مختلف و اهمیت شناسایی داده گستردگی در حوزه، مند کرده علاقه

توان ها را ن های و تکنیک د و برخی از الگوریتمهای و رویکردهای شناسایی مختص همان حوزه باش تکنیک

ها  چالششده نیز از  یگذار برچسبدر دسترس نبودن داده  تیدرنهاو  .دیگر استفاده کرد های در حوزه

 است. حوزهبرانگیز در  بحث

ها ناهنجار  ها از تاثیرات مثبت شناسایی داده گیری بهتر در مورد داده کسب اطلاعات مفید و تصمیم

داده از این نوع بدین معنی که با فهمیدن و درک در مورد روند و رفتار داده ناهنجار و تمیز دادن  است.

باعث جلوگیری از افشای اطلاعات حساس،  های مختلف حوزه در توان می با رفتار معمولیهای  داده

  های خطا شد. گیری گیری از تصمیم پیشهای غیرمجاز و  جلوگیری از دسترسی

 و ضرورت انجام تحقیق هبیان مسئل 1-3

هخای   در حخوزه ای  جخدی  راتیتخأث توانخد باعخث    ناهنجاری می ،در بسیاری از مواردکه گفته شد  طور همان

نظر با توجه به  اه دادههای ناهنجار در  روند داده تشخیص ی حائی اهمیت این است که نکته .شودبمختلف 

یکخی   مالی های حوزهتشخیص تقلب در شود. می تحلیلگران داده و متخصصان در آن حوزه ایجادو تصمیم 

 کارهای زیخادی حوزه  این در های تشخیص ناهنجاری است و روش های حوزهترین  ترین و مهم از کاربردی
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هخای مخالی    تقلخب شناسایی و کشخف  صورت گرفته است. و در دنیای واقعی در بخش تحقیقات دانشگاهی 

و تقلخب در مسخائل مربخوط بخه وام(،      2هخای اعتبخاری   کخارت ، تقلب در 1ییشو پولهای بانکی ) مانند تقلب

های شخرکتی   های مربوط به مسائل بیمه )تقلب در مسائل بیمه حوزه سلامت و بیمه اتومبیل(، تقلب تقلب

 راًیخ اخ( و 4هخا  و تقلب در مسائل مربوط به مناقصخه و مزایخده   3های مالی حساب یا گروهی )تقلب در صورت

های مالی و رفتار مشکوک هست که از  از مصادیق تقلب ،ها در حوزه رمز ارزراد شناسایی رفتار مشکوک اف

 شخود  هخا مخی   هخا و شخرکت   هخا، دولخت   ضررهای که در این بخش متوجه بانک و برخوردارنداهمیت زیادی 

 های بسیاری را به وجود آورده است. نگرانی

ایم.  ه دولت الکترونیک بودهنی اخیر شاهد پیشرفت و رونق بسیار زیادی در زمی  دو دههطی در 

های سنتی  از روش پیشرفتدر حال های  یافته و حرکت رو به رشد کشور های توسعه پیشرفت سریع کشور

5به سوی دولت الکترونیک دوفروشیخربانکی و 
بسیار چشمگیر بوده است و همچنان در حال افزایش  

اطلاعات و ارتباطاتی دلایلی همچون افزایش  های به سوی استفاده از فناوریگذر از عصر سنتی این . است

های بسیار  و ویژگی و کاراتر، افزایش فشارهای سیاسی تر تقاضای شهروندان به منظور ارائه خدمات سریع

 .[5] ها را به این سمت کشانده است که دولت استرا دارا های اطلاعاتی  خوب فناوری

های در حال توسعه( از قدیم تا به حال با آن  معضلات اقتصادی که کشورها )بخصوص کشور ازجمله

است.  در بخش معاملاتی است که  بخش دولتی متولی انجام آن اند مسئله فساد اقتصادی درگیر بوده

هزینه  شوردر ک رساختیزمبالغ بسیار زیادی را برای خرید کالا، خدمات و توسعه  هر کشوردر ها  دولت

فساد اقتصادی به  .شود ها انجام می سپاری به شرکت که این امر از بستر دولت الکترونیک و بیرون کند می

با توسعه . استمنافع و سود شخصی خود  تأمینمعنی نقض قوانین موجود و استفاده از اموال دولتی برای 

 یکیالکترونای  در سامانهو اطلاعات ن معاملات در بستر فناوری در آکه الکترونیک  دولت شیازپ شیب

                                                 
1 Money Laundering 
2 Credit Card Fraud  
3 Financial Statement Fraud 
4 Procurement Fraud 
5 E-Government 
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و  تامین کالا فان و متقلبان در راستای انجام الکترونیکی به شناسایی متخلها  نیاز دولت ،شود انجام می

را  1شاخص ادراک فساد 3-1در شکل  به امری بسیار مهمی تبدیل گردیده است.ها  مناقصات و مزایده

در ها  شرکت دوفروشیخرفساد و تبانی در بخش دولتی میزان  ی دهنده نشانکنیم که  مشاهده می

 Transparencyها که از طریق یک سازمان مستقل و غیردولتی به نام  دهد. این داده را نشان میها  کشور

International خالی از فساد( است. 100عددی بین صفر )بیشترین میزان فساد( تا  در دسترس است(

حد در آن  از ی فساد بیش دهنده فساد در آن کشورها، و رنگ قرمز نشان کمتر بودن دهنده نشانرنگ سبز 

 کشور است.

 
پدیا در  های ویکی داده بر اساس) 2برای شناسایی تبانی در بخش عمومی و دولتی در کشورها CPI: شاخص 1-1 شکل 

 (2021سال 

ها ایجاد کرده و باعث از بین  دولت در الگوی سنتی و پیشینای را  اساسی دولت الکترونیک تغییرات

 یها سازمانپراکندگی های دولتی، کاهش اتلاف وقت به دلیل  طولانی، کاهش هزینه مراتب سلسلهرفتن 

 حیاتیهای  از ویژگییکی  .فساد اداری شده استتخلفات و و کاهش  شفافیت اطلاعات مالی دولتی،

نظارت کامل و دقیق بر روند اجرای  (های یکپارچه معاملات دولتی سامانه) لت الکترونیکدو یها سامانه

بر انجام شده،  یها عد مبلغ و هزینههم از بُعد مقدار و از هم بُ هایی کنترل ابتدا تا انتها است ومعاملات از 

                                                 
1 Corruption Perceptions Index (CPI) 
2 https://en.wikipedia.org/wiki/Corruption_Perceptions_Index 
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 .[6]گیرد شود و روند اطلاعات مورد بررسی قرار می ها اعمال می روی داده

ی اطلاعات، به منظور ایجاد تحول های دولتی از فناور دولت الکترونیک، استفاده دولت و سایر سازمان

در رابطه با شهروندان، مراکز تجاری و سایر مواردی است که با دولت در حال تعامل هستند و به افراد، 

ها و ارائه  تسهیلات لازم جهت دسترسی مناسب به اطلاعات و خدمات دولتی، اصلاح کیفیت آن

 .[7]دهد سالار را می ای مردمه ها و نهاد های گسترده برای مشارکت در فرآیند فرصت

های اطلاعاتی در  اده از فناوریکاربردهای استفاند که  یافتهردها  دولتدر عصر فناوری اطلاعات امروزه 

در ر است و جهت همگام شدن با تغییرات ناپذی سازی دولت الکترونیک امری اجتناب دولتی و پیادهبخش 

معاملات و حجم رفت. رسانی به شهروندان باید آن را به کار گ سازی خدمات و آسان دنیا و کشورها

رشد و استحکام  یها مؤلفههای اقتصادی آن  که زیرساخت افتهین توسعههای  دولت در کشور دوفروشیخر

با معاملات بخش غیردولتی بسیار زیاد خصوصی قدرتمند تشکیل گردد، در مقایسه  لازم را ندارند تا بخش

 د.ده است. همین ویژگی میزان تبانی در معاملات را افزایش می

، 1تبانی تواند داشته باشد؛ مصادیق مختلفی می ،فساد ،الکترونیک دولت در حوزه معاملات دولتی و

ی  خرید کالا و خدمات به وسیلهمبتنی بر پول.  تجارت و نفوذ اعمال، نامشروع ، کسبییشو پولتقلب، 

و  دوفروشیخر دهد. ها را تشکیل می های دولتی بخش بزرگی از اقتصاد ملی کشور ها و نهاد دولت

 ریک اقتصاد به شما مهمهای  مناقصات بخش دولتی به دلیل حجم و ارزش بالای آن یکی از بخش

تواند باعث آسیب اقتصادی بزرگی  و به همین دلیل فساد اقتصادی و تقلب در این بخش می آیند می

 . [8]بشود

ها،  ، حجم تراکنشر معاملاتانجام شده دهای  هزینهسطح بالای آیند معاملات دولتی به دلیل فر

همیشه با احتمال ارتکاب اعمال  ،گذاران در آن سرمایهبالای پیچیدگی فرآیند انجام معاملات و تعداد 

ها و  فراگیر و جهانی که امروزه بسیاری از کشورت اس یا مسئلهفساد مالی  ست.اغیرقانونی همراه 

بخش دولتی به لحاظ انجام امور و انعقاد . اند نبایگرن دست به های در حال توسعه با آ کشور خصوص به
                                                 
1 Collusion 
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های مالی در حوزه  بیشتر در معرض فساد ،ها و خدمات عمومی کالا تأمینهای دولتی در راستای  قرارداد

 .[9]استفساد مالی مفهومی کلی بوده و دارای مصادیق متعدد  قرار دارد. ادمعاملات دولتی و قرارد

 
 ل اهمیت شناسایی تقلب در معاملات دولتی: دلای2-1 شکل 

 تصور قابلمندی از کاربردهای مفید فناوری اطلاعات  ، بدون بهرهالکترونیک دولت ماندگاریامروزه 

گان  نندهک های دیگری را برای استفاده تواند چالش می اطلاعات یفناور یریکارگ بهاز طرفی نیست، اما 

 .ها را فراهم کند ه بیشتر را آنپذیری هرچ فراهم آورد و موجبات آسیب

سازی و تحلیل گراف، رویکردهای یادگیری عمیق و  مدلشود تا با استفاده از  در این پژوهش تلاش می

های حوزه معاملات دولت )که  ها در داده های یادگیری ماشین به شناسایی افراد مشکوک و تبانی تکنیک

. در این تحقیق که از بپردازیم شود( دولت انجام میبه صورت الکترونیک و در بستر ایجاد شده توسط 

های  و استخراج ویژگی است، با تعیین الگو شده استفادهایران کشور در  1های سامانه تدارکات دولت داده

 پردازیم. می مناقصات در گراف معاملاتافراد حاضر در معاملات به تعیین افراد مشکوک 

 های مسئله چالش 1-4
شود. علیرغم  دولت الکترونیک شناخته میای نامطلوب در صنعت  پدیده انعنو به تبانیو  تقلب

رفتار  تبانی صورت گرفته، به دلیل تغییرو  های فراوانی که برای مبارزه و جلوگیری از پدیده تقلب تلاش

 تبانیو ، مسئله کشف و پیشگیری کامل از تقلب و مناقصات دوفروشیخر یها سامانهدر  گران معامله

است که موجب موجود  یکردهایروعدم پویایی ، ی موجودها . از دیگر چالش[10]نیست ریذپ امکان

                                                 
 /https://setadiran.irسامانه تدارکات دولت )ستاد( به آدرس اینترنتی:  1

حجم بالای  
 تراکنش ها

سطح بالای  
هزینه های  
انجام شده  

 معاملات

پیچیدگی  
فرآیند  
 معاملات

تعداد زیاد  
 سرمایه گذاران
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های جدید تقلب کارساز  ها برای شناسایی رفتار مشکوک مناسب نباشد و در مقابل روش شود این روش می

برای  یکاو دادههای یادگیری ماشین و  روشو بهبود همچنان باید در حال تغییر  نباشند. بدین روی

 .بودها  دادهگوی تغییر یافته رسیدن به ال

 :[11]اند از مسئله عبارتاین  یها از دیگر چالش

 های متقلبانه  ها )داده کاهش دقت شناسایی رفتار متقلبانه به دلیل عدم تعادل بین توزیع داده

 و غیر متقلبانه(

 ها های آن های ورودی و ویژگی فضای داده بالای ابعاد 

 و الگوهای متقلبانه تغییر مداوم رفتارها 

 دار عدم وجود داده برچسب 

  ی مختلفها روش یریکارگ هبهزینه 

  و شناسایی رفتار متقلبپاسخگویی سریع و برخط 

اند، اما از موانع اساسی برای گسترش  های بسیار را انجام داده محققین در این زمینه تلاش نکهیباوجودا

بخش دولتی و مناقصات و  دوفروشیخر یها و سامانه مالی های حوزهدر  و فساد های شناسایی تقلب روش

به دلیل مسائلی است. در این حوزه  ها بین کشورها و شرکت عدم تبادل دانش در این زمینه ،ها یدهمزا

تعداد کارهایی که قابلیت عملیاتی شدن را همچون محرمانگی و امنیت داده و مسائل رقابتی موجود، 

وزه تحقیقات ها منحصرا در ح و تبادل اطلاعات در بین روش داشته باشند بسیار محدود و اندک هستند

های تشخیص  ای به روش ، توجه ویژهدار نبودن داده برچسب دلیلهای مالی به  در حوزه .باشد تئوری می

ای  ها و ماهیت رابطه همچنین امروزه به دلیل حجم زیاد داده.[12]شده استبندی(  )خوشهبدون نظارت 

های مهمی است که تحقیقات روزافزونی  ها از چالش سازی گرافی داده ها و مدل ها، تحلیل داده بودن داده

  در این مورد در حال انجام است.



 

10 

 

 کاربرد انجام تحقیق 1-5
در شناسایی و جلوگیری از فساد اقتصادی  رمؤثاز پارامترهای  ،استفاده از فناوری اطلاعات و ارتباطات

در گذشته که  قرار گرفته است.ها  ها و دولت و شرکتی اخیر مورد توجه محققان  که در دههاست 

شده،  انجام میو به روش سنتی در دولت الکترونیک به صورت دستی  یها دوفروشیخرمعاملات و 

ند انجام معاملات داشتند آسان نبوده، ولی امروزه تشخیص و شناسایی افرادی که فعالیت مخربانه در فرآی

افراد  گونه نیاشناسایی  ،پیش استفاده از اینترنت و فناوری اطلاعات و ارتباطات از با توجه به گسترش بیش

 در سیستم یکپارچه معاملات دولتی که در لوای دولت الکترونیک است تسهیل گردیده است.

لات دولتی باعث حفظ و ارتقای سلامت سامانه معاملات دولتی تشخیص و حذف افراد مشکوک از معام

 اند از: شود. از دیگر کاربردهای انجام چنین پژوهش عبارت می

 های انجام معاملات؛ کسب شفافیت در رویه 

 افزایش انصاف و اعتماد در فرآیند معاملات؛ 

 کالا و خدمات؛ کنندگان تأمینافزایش رقابت میان  

 ه اقتصادی در معاملات دولتی؛افزایش کارایی و صرف 

 کالا و خدمات؛ کنندگان تأمینفراهم کردن رفتار برابر و منصفانه با  

 [13]ترغیب و مشارکت بخش خصوصی در فرآیند معاملات 

 شده ارائهنوآوری روش  1-6
ها به شناسایی و کشف رفتار مشکوک  ا استفاده از رویکردهای مختلف و ترکیب آندر این پژوهش ب

سازی  به مدلی اول  ها در وهله ها و شکل گرافی داده ای بودن داده ها پرداختیم. به دلیل ماهیت رابطه داده

ل گرافی اطلاعات مفیدی را از مدکاوی  های گراف با استفاده از تکنیکها پرداختیم. سپس  گرافی داده

در گراف، به تعبیه  یادگیری بازنماییهای  ی بعد با استفاده از روش . در مرحلهمعاملات به دست آوردیم

ها و  که اطلاعات دیگر گرهآوردیم  به دستهای هر گره را  از ویژگی یبردارو های گراف پرداختیم  نود



 

11 

 

های گراف و  های داده روی ویژگی را بر ای کاوی دادهالگوریتم  و سپسهمسایگان در گراف را داراست 

های یادگیری  از روش آمده به دستکاوی و بردار ویژگی  های گراف از تکنیک آمده به دستهای  ویژگی

ها به شناسایی  ها و کیفیت آن بندی و تحلیل خوشه . در آخر با اجرای مراحل خوشهاعمال کردیم عمیق

ها در  سازی داده مدل نوآوری اصلی پژوهش حال حاضر م.ها پرداختی رفتار مشکوک و الگوی نامتعارف داده

  های یادگیری بازنمایی گراف در شناسایی ناهنجاری است.  استفاده از روش قالب گرافی و

 ها مسئله و فرضیه سؤالات 1-7
را در ذهن پژوهشگر  یادیامر سؤالات ز نیا شود، یمطرح م یا مسئله ایدر پاسخ به مشکل  قیهر تحق

اطلاعات و آمار مورد  یآور . پژوهشگر با جمعشود یم یاتیفرض شیدایامر موجب پ نیکه هم کند یم جادیا

 رد ای دییو به تأ گفتهپاسخ  یبه سؤالات پژوهش قیطر نیپردازد و از ا یها م آن لیو تحل هیبه تجز ازین

به شرح زیر شود  سوالاتی که در این تحقیق برای پژوهشگر و خوانندگان مطرح می پردازد. یم اتیفرض

 است:

چطور  ها و معاملات و مناقصه دوفروشیخرهای مالی و  الگوی رفتار مخربانه و مشکوک در تراکنش

 کرد؟ تصورای باید برای مخرب بودن و مشکوک بودن رفتار فرد مخرب  ستانهآچه حد  شود؟ تعریف می

ت بالا به شناسایی رفتار سیستم تشخیص تقلب به چه صورت باید باشد تا با دق معیارها و کارایی یک

 ها منجر شود؟ مخربانه در تراکنش

است؟ بدین  مؤثرتر الگو و رفتار مخربانه  ها و معاملات در شناسایی دقیق آیا حجم و تعداد تراکنش

 ؟توان رسید یا خیر معنی که با تعداد داده بیشتر به نتیجه بهتر می

تند که از اهمیت بیشتری برخوردارند و های مالی و خرید فروش هس هایی از تراکنش چه ویژگی

 شناسایی کرد؟ های متقلبانه افراد را با استفاده توان بهتر الگو می

 های ناهنجار: فرضیات موجود در مورد داده

 ها هستند. ه گروهایی دورتر از دیگر   گروههای ناهنجار در  داده 



 

12 

 

 تر هستند.دور گروهناهنجار از مرکز  یها داده ها، از داده گروهدر یک  

به عنوان داده ناهنجار در نظر گرفته   هر چه امتیاز پرت بودن یک داده بیشتر باشد، آن داده 

 شود. می

ایجاد یک حد آستانه برای امتیاز دادن به پرت بودن داده با توجه به حوزه کاربردی و یک فرد  

 شود. تحلیلگر داده انجام می

 بندی جمع 1-8
. ناهنجار را تعریف کردیم  و داده ری از تشخیص ناهنجاری پرداختیمدر این فصل ابتدا به تعریف مختص

های  های مختلف بررسی کردیم. چالش های مالی را از جنبه سپس مسئله تشخیص تقلب در تراکنش

هایی را مطرح  و فرضیه سؤالاتو از اهمیت و کاربردهای تحقیق صحبت نمودیم.  میبرشمردموجود را 

ها در طول این پژوهش نیز هستیم. در ادامه به مرور ادبیات پیشین و  به آن پاسخگویی درصددکردیم که 

پردازیم و سپس به توضیح راهکار پیشنهادی و نتایج و ارزیابی  کارهای انجام شده در این حوزه می

 رسیم. می

 

 

 

 

 

 

 

 

 



 

13 

 

 های پیشین مروری بر پژوهش 2فصل 
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 مقدمه 2-1
تشخیص تقلب در معاملات بخش دولتی و ، که در فصل پیش نیز به آن اشاره کردیم طور همان

حائز اهمیت هم در بین تحقیقات دانشگاهی و محققین  از موضوعات مناقصات انجام شده در این بخش،

دقیق و یکپارچه  ه دنبال به ایجاد یک سامانهب ها ها و دولت از شرکت بوده و هم در دنیای واقعی بسیاری

 ی گذشته تحقیقات بسیار زیادی در این حوزه . در دو دهههستند امر مهمجهت کنترل و مدیریت این 

های  تکنیک های یادگیری عمیق به همراه استفاده از رویکرد صورت گرفته است. در چند سال اخیر

 کاوی رونق گرفته و همچنان در حال افزایش است.  داده

در  شخخیص تقلخب  ت کخاوی در بخخش   یخادگیری ماشخینی و داده   هخای  در این بخش ابتخدا بخه مخرور روش   

)بخه دلیخل    های بخدون نظخارت   روش کاربرد بسیار زیاد. در این بین به دلیل پردازیم میهای مالی  تراکنش

و  دهیم را مورد مطالعه قرار می (بندی خوشه) های یادگیری بدون نظارت دار(، الگوریتم نبودن داده برچسب

زیاد  به دلیل توسعه .کنیم بررسی میرا اند  استفاده کردههای یادگیری عمیق  روشسپس تحقیقاتی که از 

های تشخیص  و اهمیت بالای روش ها به هم و در قالب گراف ارتباط و وابستگی دادههای اجتماعی و  شبکه

و تحقیقاتی کخه   گذاریم ناهنجاری در گراف، تحقیقات موجود در این زمینه را نیز مورد بحث و بررسی می

  .خواهیم کردرا ارزیابی های استفاده کردند  از این روش

 های یادگیری ماشین در تشخیص تقلب روش 2-2
مشکوک و رفتار  های دادهکاوی و یادگیری ماشین برای تشخیص  هایی که از داده ابتدا به بررسی روش

 کنیم. دهای مورد نظر را بررسی می رویکر و پردازیم است می مخربانه استفاده شده
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 ماشین بردار پشتیبان 2-2-1
ایجاد  بندی خطی با استفاده است که در طبقهبانظارت بندی  یک روش طبقه 1پشتیبان ماشین بردار

و  داده با ابعاد بالادر فضای  عملکرد خوبپردازد.  ها می گیری در فضای داده به تصمیم 2رصفحهبَیک اَ

و  زوان است. ماشین بردار پشتیب ثبتمهای  ها بیشتر است از ویژگی ها از تعداد داده زمانی که ابعاد داده

های اعتباری با  های برخط کارت های متقلبانه در تراکنش تحقیقی را جهت شناسایی تراکنش شهمکاران

مدل ارائه شده از ماشین بردار پشتیبان غیرخطی و کرنل . بهینه شده ارائه دادند SVMاستفاده از مدل 

پارامترها  و تعیین و برای شناسایی کند استفاده می های خلوت های با داده تابع پایه شعاعی برای تراکنش

به خطا انتشار  پسالگوریتم به همراه  ID3مدل ارائه شده با روش تلفیقی از الگوریتم گرید استفاده کردند. 

 .[14]روش داشتدو این عقب مقایسه شد و عملکرد بهتری نسبت به 

ترین همسایه، قانون بیز و روش ماشین بردار  سه روش نزدیک مقایسه بابا استفاده از  تحقیقیدر 

مبتنی بر درخت تصمیم بر روی مجموعه تجمعی  ی کننده بندی پشتیبان و ارزیابی به وسیله طبقه

دار بودند،  ها به صورت برچسب ویژگی بودند و داده 20رکورد و  100000های دنیای واقعی که شامل  داده

رسد،  علاوه بر اینکه در مدت زمان کمتری به حالت پایدار ارزیابی می این الگوریتمدریافتند که محققین 

ی اصلی این روش استفاده از یادگیری تجمعی مبتنی بر درخت  ایده دارد. بالایی نیزکارایی بسیار بلکه 

سال  در .[15]های ناهنجار بوده است و داده معمولی های حل مشکل عدم تعادل بین دادهجهت تصمیم 

های ماشین  نظارت با استفاده از ترکیب روشبه ارائه روش یادگیری با ، نویسندگانتحقیقیدر   2019

به شناسایی رفتار  برای افزایش دقت نرخ شناسایی، رگرسیون دودوییبردار پشتیبان و رگرسیون خطی و 

که  ندنشان دادخود  نتایجدر  کارت اعتباری مشتریان پرداختند.های  در تراکنشقانونی و مشکوک 

های  نسبت به روش شبکهعملکرد مناسبی رفتار مشکوک ها در شناسایی  استفاده ترکیبی از این روش

 . [16]درصد رسیده است 80و دقت آموزش در این تحقیق به  داشته استانتشار  پس

                                                 
1 Support Vector Machine (SVM) 
2 Hyperplane 



 

16 

 

های متقلبانه با استفاده از روش ماشین بردار  حساب مدلی را برای شناسایی صورت شو همکاراندِنگ 

سازی  به نرمالابتدا ها، نویسندگان در این مقاله  پشتیبان ارائه دادند. به دلیل انحراف و نامتوازن بودن داده

های  بر روی عملکرد و ابعاد داده مجموعه داده اقدام کردند تا اطمینان حاصل کنند که عدم تعادل داده

ها، به آموزش با ماشین بردار  ها و کاهش ابعاد داده بعد از انتخاب ویژگی داده گذارد. نمی یریتأثورودی 

و  با رفتار معمولیگزارش شده صورت حساب  44این تحقیق شامل  آموزشی های داد پشتیبان پرداختند.

 99اطلاعات صورتحساب نرمال و  73 ازای مرحله آزمایش متقلب بوده و بربا برچسب حساب  صورت 44

این کند که  نتایج مدل ثابت می. فاده کردندهای کشور چین بوده است صورتحساب متقلبانه از شرکت

 .[17]رویکرد نتایج قابل قبولی داشته است

 مبتنی بر منطق فازی یها سامانه 2-2-2
شود. منطق  استفاده میها  محیط داده نمایش ابهام و عدم قطعیت کامل برای مدیریت 1منطق فازی

در منطق فازی محاسبات بر ست. ها و داده تخمینی بودن و عدم درستی کامل حقیقتدهنده  فازی نشان

ها و تنظیم و  ام و غیرقطعی دادهگیری در فضای ایه گیرد. تصمیم حقیقت صورت میاز ای  ی درجه پایه

 های مثبت منطق فازی است. های چندگانه از ویژگی کنترل خروجی ماشین مبتنی بر ورودی

های کارت اعتباری با استفاده از دو رویکرد  بر روی شناسایی تقلب در تراکنش تحقیقی 2015در سال 

Cبندی  خوشه − Mean های عصبی انجام شده است. نویسندگان در این تحقیق به دلیل  فازی و شبکه

دند و روی آور مصنوعی باری معتبر، به ساخت دادهکارت اعتتراکنش عدم وجود مجموعه داده 

بندی و اختصاص امتیاز  بعد از انجام خوشهم دادند. انجا های ساختگی خود دادههای خود را بر روی  ارزیابی

ادعا شده است که  های با الگوی متفاوت کردند. های مشکوک سعی در شناسایی تراکنش به تراکنش

یی رفتار مخربانه اتواند بسیار در شناس یادگیری ماشین می یها سمیمکانبندی و  های خوشه ترکیب تکنیک

 6.1و  True Positiveدرصد  93.90حاصل از تحقیق ک کنید. دقت و کاهش ایجاد خطاهای اشتباه کم

                                                 
1 Fuzzy Logic 
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 . [18]بوده است False Positiveدرصد در 

برای شناسایی رفتار  Foggیک مدل تلفیقی مبتنی بر روش فازی و مدل رفتار  [19] تحقیقی در

های کارت اعتباری استفاده شده است. در این تحقیق یک سیستم فازی برای نظارت  متقلبانه در تراکنش

برای شناسایی انگیزه و توانایی  Foggالی که مدل رفتاری ایجاده شده، در ح ها بر تاریخ فعالیت تراکنش

های  نام دارد به محاسبه درجه مشکوک بودن تراکنش FZZGYاین مدل که  تقلب افراد اعمال شده است.

قوانین فازی بر  ،ها به دلیل ابهام و عدم قطعیت در شناسایی رفتار مشکوک داده پردازد. دریافتی افراد می

در شناسایی رفتار متقلبانه افراد قبول ایج حاکی از عملکرد مناسب و قابل تنل شده است. ها اعما روی داده

 است.

 مدل مارکوف پنهان 2-2-3
یک فرآیند تصادفی دوگانه است که در مقایسه با مدل مارکوف جهت ایجاد  1مدل مخفی مارکوف

کوف یک پایه آماری مدل مخفی مار گیرد. پیچیدگی فرآیندهای تصادفی بیشتر مورد استفاده قرار می

مدیریت کرد و در کاربردهای را طول متغیرهای ورودی  به کمک آن توان ای را داراست و می بسیار قوی

 .شود مختلفی از این روش استفاده می

های کارت اعتباری مبتنی بر ترکیب  مدلی را برای شناسایی تقلب در تراکنش شو همکاران آگراوال  

الگوریتم ژنتیک و روش مبتنی بر رفتار ارائه دادند. مدل ارائه شده از سه  های مدل مخفی مارکوف، روش

های قبلی را  گام تشکیل شده است. در ابتدا با استفاده از مدل مخفی مارکوف گزارشی از تراکنش

های  بندی پروفایل کاربران و تراکنش سپس با کمک تکنیک مبتنی بر رفتار به خوشه نگهداری کردند،

با الگوریتم ژنتیک به  کردند. و در نهایت یبند خوشهتوسط و زیاد ی کم، م ختند و در سه دستهها پردا آن

 .[20]حاسبه مقدار حد آستانه پرداختندم

نویسندگان با استفاده از مدل مخفی مارکوف به بررسی رفتار دارندگان کارت  [21]تحقیقی  در

                                                 
1 Hidden Markov Model 
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بر  ها ، تعداد تراکنشبا روش مدل مارکوف مخفی ها پرداختند. در این تحقیق های آن اعتباری و تراکنش

بندی و ایجاد یک حد  ، سپس با خوشهته کم، متوسط و زیاد تقسیم گردیددسسه به  ها حسب مقدار آن

پی بردند در این تحقیق . محققین های قانونی و متقلبانه پرداختند ز دادن بین الگوی دادهه به تمیآستان

تقلب را کاهش داد.  های سامانه تشخیص توان پیچیدگی که با استفاده از روش مدل مخفی مارکوف می

ها را  حجم زیاد دادهعلاوه بر این نیز استفاده از روش مدل مخفی مارکوف توانایی مدیریت و اجرا بر روی 

 دارد.

در تحقیق خود رویکردی را ارائه کردند که موجب افزایش دقت و کارایی در شناسایی  شو همکاران لیر

شود. رویکرد ارائه شده با استفاده از مدل مخفی مارکوف و  های متقلبانه در کارت اعتباری می شتراکن

یک خوشه ها در  ها و ترکیب آن ن مرکز خوشهتری جهت پیدا کردن نزدیک K-Meansبندی  تکنیک خوشه

پردازد. نتایج حاصل از  ها می به آموزش داده 1مدل مخفی مارکوف با استفاده از الگوریتم باوم وِلچ .گردد می

 .[22]کند ایجاد میهای متقلبانه  برای تشخیص دادهها  را در بین داده کمی نسبتاًالگوریتم اشتباهات 

 ترین همسایه الگوریتم نزدیک 2-2-4
است. هدف ها  دادهو رگرسیون  بندی طبقهبرای  یپارامتر ریغوش یک ر 2ترین همسایه تکنیک نزدیک

ها و تولید نقطه جدید  موعه دادهها مبتنی بر شباهت مج ترین همسایه در این روش پیدا کردن نزدیک

معیارهای محاسبه فاصله، معیار  نتری ه داده است. از معروفننمونه مبتنی بر معیار اندازه فاصله بین دو نمو

از دیگر  Minkowskiمعیار فاصله همینگ، معیار فاصله منهتن و معیار فاصله  است. 3لیدسیفاصله اق

 است. ترین همسایه سازی این الگوریتم از مزایای روش نزدیک معیارها در این الگوریتم است. سادگی پیاده

ترین همسایه و تشخیص تعامل خودکار توزیع  با ترکیب روش نزدیکنویسندگان  [23] تحقیقی در

های اعتباری ارائه کردند. محققین کارایی سه  مدلی را برای شناسایی رفتار متقلبانه در کارتدو  مربع خی

                                                 
1 Baum Welch algorithm 
2 Nearest neighbor algorithm 
3 Euclidean Distance 
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های کارت اعتباری برای تشخیص تقلب ارائه شده را مورد بررسی  روش یادگیری ماشین که بر روی داده

ترین  و روش نزدیکساده بیز  با استفاده از رگرسیون خطی، روش ای قرار دادند. یک تحلیل مقایسه

تراکنش دارندگان کارت اعتباری اروپایی انجام شده و نتایج حاصل از آن  284.847همسایه روی 

ها بوده  کنسبت به دیگر تکنی درصد 69/97با  ترین همسایه بسیار بالای روش نزدیک دقتی  ه دهند نشان

 .[24]است

 شبکه بیزین 2-2-5
مستقل  های شرطی و روابط با استفاده از وابستگیای است که  های گرافیکی یکی از مدل 1شبکه بیزین

دار  ها و یال در گراف جهت های بیزین مانند گره کند. مفهوم اصلی شبکه رهای مختلف عمل میبین متغی

ی که غیرقطعیت وجود دارد التنی در شناسایی محاسبات احتمالاتی بخصوص در حیبیز های است. شبکه

 .کاربرد دارد

به طراحی مدلی جهت شناسایی  بیز سادهبندی کننده  گیری طبقهمحققین با بکار [17] تحقیقی در

 جینتابندی بوده است.  های مالی متقلبانه پرداختند. هدف این تحقیق افزایش دقت طبقه حساب صورت

دقت و متقلبانه بوده، حاکی از  با رفتار معمولیداده  44ها که بر روی مجموعه دادگانی با  حاصل از ارزیابی

های  آوردن ویژگی به دستبا  شو همکارانهاجک   بود. دادگانبالا در شناسایی رفتار افراد متقلب در 

روش یادگیری ماشین دریافتند که  14ها و اعمال  های مالی در شرکت حساب صورت یها گزارشخاص در 

 .[25]های بیزین از دیگر رویکردهای عملکرد بهتری نشان داده است روش شبکه

 های عصبی مصنوعی شبکه 2-2-6
بندی  های غیرخطی به شناسایی و دسته مشابه با مغز انسان با استفاده از روش 2شبکه عصبی مصنوعی

های محاسباتی را  ساختار درونی لایه ها هستند که های عصبی نورون اصلی شبکه ءپردازد. جز ها می داده

                                                 
1 Baysian Network 
2 Artificial Nueral Network 
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 دهند. تشکیل می

های عصبی به شناسایی تقلب و رفتار و الگوی مخربانه در معاملات و  با استفاده از شبکه در تحقیقی

بوده  1سازمانده شبکه عصبی خود شبکه عصبی مصنوعی استفاده شده در این تحقیق .ها پرداختند تراکنش

های مالی با  شناسایی تقلب در تراکنش بهمدلی تلفیقی با استفاده  شهمکارانو  قبادی. [26] است.

ارائه شده را بر روی مجموعه دادگان دنیای واقعی  کردهای شبکه عصبی پرداختند. مدلاستفاده از روی

های نامتوازن عملکرد خوبی نشان نداد، از این رو  ارزیابی و آزمایش نمودند. مدل ارائه شده با داده

افزایش  ی دهنده نشانتحقیق ققین از روش دیگری برای حل این مشکل پرداختند. نتایج حاصل از مح

 .[27] های منفی شده است ه های اشتبا نرخ دقت و کاهش هزینه

و اعمال  ران در تحقیقی با به کار گرفتن روش شبکه عصبی مصنوعی و رگرسیون خطیو همکا ساهین

های عصبی مصنوعی با افزایش دقت بالایی  یافتند که روش شبکهدنیای واقعی در بر روی مجموعه دادگان

 .[28] های عملکرد بهتری دارند هستند و از دیگر روش رو روبه

 

 ها آن اتیو فرض یناهنجار صیمختلف تشخ یکردهایرو:1-0 جدول 

روش تشخیص 

 ناهنجاری
 توجه قابلهای  مثال امتیاز ناهنجاری داده فرضیات

های  رویکرد

 آماری

با داشتن یک مدل تصادفی، 

های نرمال در مناطق با  داده

های  ه احتمال بالا قرار دارند و داد

نجار در مناطق با احتمال ناه

 کمتر

با توجه به توزیع 

هایی که در  احتمالاتی داده

بیشتری  احتمالمناطق با 

قرار دارند امتیاز کمتری 

 دارند.

مدل رگرسیون و شبکه بیز و مارکوف 

 پنهان

 بندی طبقه

 های برچسب دار *وجود داده

و  یبند طبقه*یادگیری 

های نرمال از  جداسازی داده

 ناهنجارهای  داده

بند جهت  معیار طبقه

ها به  تخمین اینکه داده

 کدام کلاس تعلق دارند

کلاسه،  ماشین بردار پشتیبان تک

 شبکه عصبی

ترین  نزدیک

 همسایه

های  های نرمال در همسایگی داده

افتد و  با چگالی بیشتر اتفاق می

ناهنجار در نقاط دورتری   داده

امین -kفاصله از 

 ایهترین همس نزدیک
K-ترین همسایه نزدیک 

                                                 
1 Self Organizing Map 
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 هستند

 بندی خوشه

 یها های نرمال به خوشه داده

مختلف تعلق دارند، در صورتی 

های ناهنجار به هیچ  که داده

 ای تعلق ندارند خوشه

ترین  فاصله از مرکز نزدیک

 خوشه

 Expectationسازی امید ) بیشینه

Maximizationهای  (، روش

و نقشه  K-Meansبندی مانند  خوشه

 (SOMشده ) ماندهیخودساز

 

 بندی های مبتنی بر خوشه روش 2-3
های  الگوریتماز ، استفاده دار همانطور که در فصل اول صحبت شد، به دلیل نبودن داده برچسب

در حوزه تشخیص ناهنجاری و به خصوص در حوزه تقلب در ها  و یادگیری بدون نظارت داده 1بندی خوشه

دار است و تحقیقات زیادی در این زمینه صورت گرفته و های مالی از اهمیت زیادی برخور تراکنش

ها  بندی برای شناسایی رفتار مشکوک در تراکنش های خوشه محققین همچنان در حال استفاده از تکنیک

 هستند. 

ها  آن های بدون برچسب، ساختارهای پنهان بین داده با توجه به کند تا یادگیری بدون نظارت تلاش می

پیدا کردن و استخراج قوانین  بندی برای های خوشه ختلف جای دهد. در تکنیکهای م را در خوشه

های مختلفی  ای که از قبل برچسب داشته باشد نیست. روش ها، نیاز به داده و شباهت بین آن ها خوشه

 .کنیم مشاهده می 1-2ها وجود دارد که در شکل  بندی داده برای خوشه

                                                 
1 Clustering Technique 
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 بندی های خوشه : الگوریتم1-0 شکل 

 بندی مراحل خوشه 2-3-1
بندی مرحله انتخاب و  ها و قبل از خوشه اولین مرحله بعد از ورود داده انتخاب و یا استخراج ویژگی:

ها از کل مجموعه دادگان،  ای از ویژگی یا استخراج ویژگی است. انتخاب ویژگی به معنی انتخاب مجموعه

های جدید از دادگان  ها جهت تولید ویژگی که استخراج ویژگی به معنی تبدیل و یا انتقال داده در حالی

انتخاب درست  و کارا است. مؤثربندی  استخراج ویژگی مرحله بسیار مهم در خوشهو یا  انتخاباصلی. 

تواند  است و میزیادی برخودار  تیاهمها )که مصون از نویز باشند و به راحتی تفسیر بشوند( از  ویژگی

 بعدی بشود.سازی فرآیند  باعث کاهش پیچیدگی محاسباتی و ساده

برای تعریف هر الگوریتم مقدماتی وجود دارد. با هر مجموعه داده  بندی: الگوریتم خوشه

1 2, ,..., NX x x xمجموعه داده  یبند شنیپارتجهت  دربندی  خوشه𝑋  است به صورتی که𝐶 =

𝐶1, 𝐶2, … , 𝐶𝑘(𝐾 ≤ 𝑁) :باشد و شرایط زیر برقرار باشد 

 𝐶𝑖 ≠ ∅, 𝑖 = 1,… 𝑘 باید حداقل یک  حتماًتواند خالی باشد  و  بدین معنی که یک خوشه نمی

 داده در آن وجود داشته باشد.

 ⋃ 𝐶𝑖 = 𝑋
𝑘
𝑖=1 ای باشند. بندی بشوند و متعلق به خوشه ها باید خوشه ی داده : همه 

 𝐶𝑖 ∩ 𝐶𝑗 = ∅, 𝑖, 𝑗 = 1,… , 𝐾 𝑎𝑛𝑑 𝑖 ≠ 𝑗  به فقط و فقط یک خوشه  متعلق:هر داده باید
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تواند  بندی فازی وجود که یک داده می بندی مانند خوشه های دیگر خوشه باشد. اگرچه روش

 در بیشتر از یک خوشه عضو باشد.

 𝑑(𝑥𝑖, 𝑥𝑗)  در𝐶𝑖 ها درون یک خوشه باید در  ادهباید حداقل باشد؛ بدین معنی که فاصله بین د

 کمترین حالت خود باشد.

 𝑑(𝐶𝑖, 𝐶𝑗) ها باید حداکثر  باید در بیشترین حالت خود باشد؛ بدین معنی که فاصله بین خوشه

 باشد.

بندی با توجه به  انتخاب نوع الگوریتم خوشه ،ترین مراحل یکی از مهم :یبند خوشهانتخاب الگوریتم 

شود، به انتخاب  معیار شباهت و یا عدم شباهت که همجواری نیز نامیده می مد نظر است.های ورودی  داده

منجر به  بندی مناسب کند. انتخاب الگوریتم خوشه کمک میبا کیفیت بالا نیز بندی  خوشهالگوریتم 

 شود. بندی می های خوشه ها و دقت بالای الگوریتم بندی درست داده بخش

 

های  پارامتر مربوط به شبکه mابعاد و  dتعداد خوشه،  kها،  تعداد داده nبندی،  های خوشه : مقایسه الگوریتم2-0 جدول 

 [29]خودسازمانده

الگوریتم 

 بندی هخوش
𝑲−𝑴𝒆𝒂𝒏𝒔 

سلسله 

 مراتبی

ساز بیشینه

 ی امید
BIRCH CURE 

مبتنی بر 

 چگالی

ها  شبکه

 خودسازمانده

عملکرد با 

تعداد داده 

 زیاد

 متوسط خوب خوب خوب خوب متوسط خوب

پیچیدگی 

 زمانی
𝑂(𝑘𝑛𝑑) 𝑂(𝑛2) 𝑂(𝑘𝑛𝑑) 𝑂(𝑛) 𝑂(𝑛2 log 𝑛) 𝑂(𝑛2) 𝑂(𝑛2𝑚) 

 زیاد کم زیاد زیاد کم زیاد کم قتد

توانایی 

مدیریت 

های  داده

 خیر خیر بله بله خیر بله خیر
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 نویز
 

؛ کنند های مختلفی را ایجاد می بندی، خوشه های مختلف خوشه الگوریتم ها: اعتبار و ارزیابی خوشه

ی ارزیابی درست های ایجاد شده مورد ارزیابی قرار گیرد. برا بنابراین ضروری است که کیفیت خوشه

های مختلف سه معیار نسبت، درونی، خارجی وجود دارد و براساس دانش قبلی از ساختار  ها در خوشه داده

  کنند. ها را انتخاب می ها و یا بدون دانش قبلی نمایش درست خوشه خوشه

 

 یا خوشه انیخوشه و م نیا و شباهت به داده یبند خوشه یکل ینما:2-0 شکل 

ها برای کاربران است. بدین معنی که  دار از داده بندی ایجاد اطلاعات معنی هدف خوشه تفسیر نتایج:

حل در مورد مسئله مورد  گیری و راه ها به تصمیم ها با آنالیز و تفسیر خوشه فرد متخصص و تحلیلگر داده

 پردازد. نظر می

های ناهنجار با استفاده از  سایی دادهفرضیات کلیدی در شنا 2-3-2

 بندی خوشه
ها مشابه و  و در یک گروه قرار دادن داده بندی بندی بخش تر گفته شد، هدف خوشه همانطور که پیش

تواند در شناسایی الگوی داده ناهنجار به ما در مجموعه دادگان  شبیه به هم هست، و این تکنیک می

 اساسی وجود دارد که باید توجه بشوند: کمک کند. در همین راستا سه فرضیه

هایی که نرمال هستند و الگوی رفتار مخرب  بندی ما فقط داده های خوشه با الگوریتم فرضیه اول:
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ها تعلق نداشته باشند به عنوان داده  هایی که به این خوشه بندی کنیم و داده توانیم خوشه ندارند را می

های نویز را در هیچ  بندی مبتنی بر چگالی، داده مثال خوشه شوند. برای ناهنجار در نظر گرفته می

 .[30]شوند ها به صورت داده ناهنجار در نظر گرفته می دهد و نویز ای جای نمی خوشه

های نرمال و داده ناهنجار باشد،  ای شامل داده بندی اگر خوشه بعد از اتمام مراحل خوشه فرضیه دوم:

هایی که الگوی متفاوت دارند  هستند و داده تر کینزدهای نرمال به مرکز خوشه  فرض بر این است که داده

و  Svetlona [32]به عنوان مثال در  .[31]شود از مرکز داده دورتر هستند می محسوبو ناهنجار 

مان ت را ارائه دادند که به صورت همزهای پر دادهبرای حذف بندی  خوشه ی مبتنی برالگوریتم شهمکاران

ها دو مرحله داشت؛ در  پرداخت. الگوریتم ارائه شده آن می ها و شناسایی داده پرت بندی داده خوشهبه 

𝐾بندی  مرحله اول اعمال الگوریتم خوشه −𝑀𝑒𝑎𝑛𝑠  یاز پرت بودن داده را اندازه امت و اریمعو سپس

گرفتند. اگر معیار پرت بودن داده از مقدار تعیین شده حد آستانه بالاتر بود، آن داده به عنوان داده  می

مجموعه دادگان محققین در این  گردید. شد و از مجموعه دادگان حذف می ناهنجار در نظر گرفته می

بود. و معیار ارزیابی میانگین خطای مطلق برای های نقشه  های ساختگی و برخی عکس تحقیق داده

 ارزیابی کارایی الگوریتم را استفاده کردند.

تر و  های کوچک های مختلفی هستند؛ خوشه ها دارای اندازه بندی، خوشه در خوشه فرضیه سوم:

هایی  نمونه های بزرگتر و با داده بیشتر به عنوان داده نرمال هستند. تر به عنوان ناهنجاری و خوشه تُنکُ

ی تعیین شده قرار دارند به عنوان ناهنجاری  هایی که با سایز و یا چگالی کمتر از حد آستانه که به خوشه

از  ها آنبندی ارائه دادند.  های محلی مبتنی بر خوشه تعریفی را برای ناهنجاری [33] هستند. نویسندگان

های بزرگ استفاده کردند. از الگوریتم  های کوچک و خوشه پارامترهای عددی برای شناسایی خوشه

SQUEEZER کند و  های با کیفیت بالا تولید می ها استفاده کردند که خوشه بندی داده برای خوشه

برای شناسایی معیار پرت بودن  CBLOFها با ابعاد بالا را نیز دارد. سپس از الگوریتم  مدیریت دادهتوانایی 

 هر رکورد داده استفاده کردند.
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 بندی های مبتنی بر خوشه مروری بر پژوهش 2-3-3
های متقلبانه توسط الگوریتم  ای را برای شناسایی بازپرداخت و همکاران روش تشخیص ناهنجاری آیزا

𝐾دی بن خوشه −𝑀𝑒𝑎𝑛𝑠 های  های بازپرداخت شرکت ارائه کردند. مجموعه دادگان مورد استفاده تراکنش

های مختلف  پارامتر  ها برای بهبود الگوریتم بود. با مقدار داده پردازش شیپارتباط از راه دور بود و نیاز به 

های  ها پرداختند و داده حلیل آنها و ت به نتایج حاصل از خوشه WEKAافزار  ها در نرم برای تعداد خوشه

 .[34]شناسایی کردند مشکوک را

ای انجام  های بیمه محققین رویکردی را برای شناسایی تقلب در ارزیابی ادعاهای گروه 2011سال در 

های مشکوک، حجم  ی بارز خوشهدادند. ایده اصلی رویکرد مانند فرضیه سوم در بخش قبل بوده و ویژگ

ها بوده است. مجموعه دادگان  فرآیند زمانی طولانی آن ها و های خیرخواهانه، تعداد بالای آن زیاد پرداختی

𝐾پرداخت شده است. الگوریتم  2009ادعاهای بیمه بوده که در سال  40080شامل  −𝑀𝑒𝑎𝑛𝑠  توسط

WEKA  تحلیل داده  افزار نرموSPSS  های  های با تعداد کمتر به عنوان تقلب شد و خوشهنیز اجرا

ی رفتار  دهنده های انتخاب شده به درستی نشان . تحلیل اینکه خوشهاند شده گرفتهاحتمالاتی در نظر 

 . [35]ها باشند توسط تحلیلگران داده انجام شده است مشکوک داده

𝑋از الگوریتم  استفاده [36]نویسندگان در مقاله  −𝑀𝑒𝑎𝑛𝑠  که مزیت آن نسبت به الگوریتم(

𝐾 −𝑀𝑒𝑎𝑛𝑠 مورد ها  را برای شناسایی الگوی متفاوت داده (ها است شناسایی خودکار تعداد خوشه

𝑋مطالعه قرار دادند. الگوریتم  −𝑀𝑒𝑎𝑛𝑠 ها استفاده  برای شناسایی تعداد خوشه 1از معیار اطلاعات بیزین

بندی و شناسایی رفتار متقلبین در  برای خوشه WEKA [37]افزار  کند. در این تحقیق نیز از نرم یم

 مزایده برخط در شرکت یاهو استفاده شد.

های محاسباتی  کاوی و تکنیک یک مورد مطالعه بر روی شناسایی پولشویی با استفاده از ترکیب داده

بندی از این روش استفاده شده  و همکاران صورت گرفته است. به دلیل سادگی روش خوشه Njienتوسط 

یک عدد ثابت در نظر گرفته شد.  ین حوزه تشخیص پولشویی به صورتها توسط متخصص و تعداد خوشه

                                                 
1 Bayesian Information Criterion (BIC) 
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گذاری که اطلاعات مشتریان  ها تراکنش شش شرکت سرمایه های این تحقیق شامل میلیون مجموعه داده

 .[38]ها داشته است قابل قبولی را در شناسایی الگوی متفاوت دادهو نتایج  به صورت محرمانه بود

رویکردی را برای شناسایی سه مورد تقلب در حوزه خرید ارائه دادند.  [39] ینویسندگان در تحقیق

ی صورتحساب، تغییر دستور خرید و انحراف دستور خرید. مجموعه دادگان مورد استفاده  پرداخت چندباره

اطلاعاتی در مورد  و شامل شده یآور جمعریزی منابع سازمانی  برنامه یها سامانهدر این تحقیق از 

𝐾بندی  ها بوده است. با استفاده از الگوریتم خوشه دستورات خرید، فاکتور کالا و صورتحساب −𝑀𝑒𝑎𝑛𝑠 

های  های خاص به همراه خوشه و تحلیل نتایج آن دریافتند که نرخ میانگین بالای برخی از ویژگی

 .شوند یمبه عنوان داده مشکوک و ناهنجار در نظر گرفته  تر کوچک

 یها تراکنشبرای شناسایی تقلب در  1بندی مبتنی بر چگالی نویسندگان از الگوریتم خوشه [40]در 

تواند داده نویز را از  کند و می ها ایجاد می هایی را از داده کارت اعتباری استفاده کردند. این الگوریتم خوشه

عنوان رفتار مشکوک و متقلبانه در کارت اعتباری در نظر  داده اصلی جدا کند. در این تحقیق داده نویز به

ای تعلق  ای به خوشه گرفته شد. فرضیه موجود در این مورد مطالعاتی بدین صورت بوده است که اگر داده

ی تقلب و تعریف یک حد آستانه به  شود. سپس با تعریف درجه نداشت به عنوان داده ناهنجار شناخته می

های ساختگی از  ی این تحقیق داده ها ناهنجار پرداختند. مجموعه داده خوشهها و  شناسایی داده

 ها و رفتار درست دارندگان کارت اعتباری بوده است. ی تراکنش تاریخچه

های مالی  بندی متراکم سلسله مراتبی برای تشخیص تقلب در تراکنش استفاده از الگوریتم خوشه

ود در این تحقیق بدین صورت است که داده با رفتار ضیه موجهمکاران ارائه شده است. فرو  Togo طتوس

داده به  امتیاز اختصاص گیرد. با استفاده از های عادی قرار نمی و فعالیت مخربانه در یک خوشه با داده

ها انجام  بندی داده پرداختند و سپس خوشه ها پرت، به محاسبه میزان فعالیت مخربانه و پرت بودن داده

های  المللی آمار گرفته شده که شامل تراکنش اده مورد استفاده این تحقیق از موسسه بینشد. مجموعه د

تراکنش گزارش شده در هشت ماه  410000های خارجی دیگر کشورها بوده است. و شامل  مالی شرکت
                                                 
1 Density-Based Spatial Clustering of Applications with Noise (DBSCAN) 



 

28 

 

 .[41] بود

 های مبتنی بر یادگیری عمیق روش 2-4
 ی،های اخیر بین محققین بسیار های یادگیری عمیق در تشخیص ناهنجاری در سال استفاده از رویکرد

از محبوبیت بالایی برخوردار گشته است. استفاده از یادگیری عمیق نتایج بسیار بهتری را نسبت به 

 ها مختلف در حوزه زیادی نسبتاً کاربردهای و دهد می یکاو دادهیادگیری ماشینی و  های پیشین روش

ذکر در شناسایی ناهنجاری های مبتنی بر یادگیری عمیق را  دارد. در زیر برخی از دلایل استفاده از روش

 ایم: کرده

 کارایی بالا 

 های پیچیده و غیرخطی ساخت مدل 

 ها کار با تعداد زیاد داده 

 رههای چند متغی کار با داده 

 های با ابعاد بالا ج اطلاعات از دادهمدیریت و استخرا 

 کمترین نیاز به تنظیم پارامترها برای رسیدن به نتایج مناسب 

دازیم و اینکه چگونه این پر های معماری یادگیری عمیق می در این بخش به یک مرور کلی بر مدل

لی برای شناسایی ها به یادگیری مد اکثر روش درواقعشوند.  در تشخیص ناهنجاری استفاده می ها معماری

کنند تا  می اقدام ها داده بندی امتیاز ها مخربانه به پردازند و سپس برای شناسایی فعالیت ها نرمال می داده

 داده ناهنجار را شناسایی کنند.

گیرد. یادگیری  قرار می 1رمزگشا-های رمزگذار های یادگیری عمیق در حوزه مدل بیشتر رویکرد

های ورودی توسط رمزگذار و سپس تلاش برای بازسازی دوباره  از داده ها ای آنه بردار ویژگیبازنمایی و 

 هاست. روش گونه نیاهای توسط رمزگشا رویکرد  های ورودی اصلی با توجه به نمایش داخلی داده داده

                                                 
1 Encoder-Decoder Models 
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 های خودرمزگذار شبکه  2-4-1
این اند.  دههای ورودی اصلی طراحی ش از داده 2بازنماییبرای یادگیری  1های خودرمزگذار شبکه

از دو جزء اصلی رمزگذار و رمزگشا تشکیل شده است. رمزگذار برای یادگیری نمایش با ابعاد ها  شبکه

های اصلی ورودی ایجاد  پایین داده، و رمزگشا برای یادگیری و تبدیل بازنمایی حاصل از رمزگذار به داده

که  استها توسط رمزگشا  ی دادهکمینه کردن خطای بازساز ،ها شده است. هدف اصلی این نوع شبکه

شود.  می یریگ اندازه 3تفاوت بین داده ورودی و داده بازسازی شده است و توسط معیار میانگین مربع خطا

از کاربردهای این نوع شبکه: کاهش ابعاد، کاهش نویز از تصاویر، استخراج ویژگی بدون ناظر و 

 کنیم. ها را مشاهده می اری این نوع شبکهمعم 3-2در شکل  شود. سازی داده استفاده می فشرده

 

 [42]: معماری شبکه خودرمزگذار3-0 شکل 

 ستمیس یها داده یو همکارانش بر رو Silivio L. Domingosتوسط  2016که در سال  یدر پژوهش

 H2O نیماش یریادگیو  یکاو صورت گرفته است، با استفاده از ابزار داده لیکشور برز یدولت دوفروشیخر

 یدولت یها دیخرموجود در  یها یناهنجار یابزار به بررس نیدر ا شده هیتعب قیعم یریادگی یها و مدل

 رییابزار، شبکه خودرمزگذار بوده است که با تغ نیاستفاده شده در ا قیعم یریادگی. مدل اند پرداخته

داده در شبکه خودرمزگذار  یبازساز یخطا نیو بهتر اند پرداختهحاصل  جینتا یابیآن به ارز یپارامترها

در  لیدولت برز یدولت دوفروشیخر یاقعپژوهش، مجموعه دادگان و نیا یها . دادهاند داشته یابیدست

. نتایج حاصل از اریابی این روش که با تغییر پارامترهای روش بوده است 2015و  2014 یها سال
                                                 
1 Autoencoder 
2 Representation Learning 
3 Mean Square Error 
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در میانگین مربعات خطا رسیده و از این آموزش  0.0012یادگیری عمیق بوده در مرحله آموزش به دقت 

 .[43]اده شده استها ناهنجار استف ها تست برای شناسایی داده در داده

بدون  با یادگیریرا ارائه دادند که  یتمیو همکارانش الگور Tsatsral Amarbayasgalan 2018در سال 

 صیبه تشخ بر فاصله یمبتن یبند خودرمزگذار و خوشه قیعم یریادگینظارت و با استفاده از شبکه 

های  و در دادهنام دارد  DAE-DBC لاصهها که به طور خ ارائه شده آن تمی. الگورپردازد یم یناهنجار

بردار  نیروش ماش یاز مشکلات اصل یکی. بدون برچسب با ابعاد بالا عملکرد خوبی از خود نشان داده

و مسئله حافظه  یزمان یدگیچیپ شود، یداده ناهنجار استفاده م صیتشخ یتک کلاسه که برا بانیپشت

 یها که روش یا یو مشکل اصل .کند یعمل نم یها به خوب داده تعدادابعاد داده و  شیاست که با افزا

استفاده شده  یبند خوشه تمیبه الگور اریبس یها روش نیا ییاست که کارا نیدارند ا ییتنها به یبند خوشه

کاهش  یرا برا یاصل ی مؤلفه لیتحل یها استفاده از روش یاریبس ینمشکل محقق نیحل ا یدارد. برا

 .[44]اند کرده ارائهابعاد داده 

های  بندی مبتنی بر شبکه زمینی و همکاران به شناسایی تقلب به صورت بدون ناظر با استفاده از خوشه

، در لایه دوم 25خودرمزگذار پرداختند. شبکه خودرمزگذار دارای سه لایه پنهان بوده )که در لایه اول 

𝐾بندی  نورون وجود دارد( و از خوشه 10و در لایه سوم  20 −𝑀𝑒𝑎𝑛𝑠 و در  2های  ا تعداد خوشهکه ب

های اروپایی بوده  تراکنش شرکت 284807مرحله استفاده شد. مجموعه دادگان در تحقیق شامل  300

درصد  است که در مقایسه با دیگر  98.9با دقت  شده ارائهاست. نتایج حاصل حاکی از دقت بالایی رویکرد 

 .[45] ها عملکرد بهتری داشته است روش

ها از  داده یساختار ریغنویسندگان با توجه به تنوع، حجم داده، ابعاد داده و ماهیت  [46] حقیقیت در

ها برای تشخیص تقلب استفاده کردند. با استفاده  رویکری یادگیری عمیق مبتنی بر شناسایی رفتار خوشه

با  ها در حالت بدون ناظر پرداختند و ی تراکنش دوگانه به تعبیه رشته و تاریخچه LSTMاز روش 

ها تراکنش با کمک پردازنده  میلیون یبند خوشهبه  ندی سلسله مراتبی مبتنی بر چگالیب الگوریتم خوشه
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متقلبانه در بین  الگوهارفتار و های ریسکی  ها و شناسایی خوشه سپس با تحلیل خوشهگرافیکی پرداختند. 

 بودند.های دنیای واقعی  های این تحقیق داده ها بودند. داده های خوشه داده

های  ای برای شناسایی تقلب در تراکنش نویسندگان از رویکردی دو مرحله 2020در پژوهشی در سال

های  ی اول با استفاده از یک شبکه خودرمزگذار به تبدیل ویژگی کارت اعتباری استفاده کردند. در مرحله

است که ممکن است ری های غیرضرو پرداختند. دلیل این امر حذف ویژگیراکنش به یک بردار ویژگی ت

بردار ی بعد  در مرحلهسپس بندی بشود عنوان شده است.  های طبقه تر الگوریتم باعث عملکرد ضعیف

بندی کننده استفاده کردند. مجموعه دادگان مورد  را به عنوان ورودی یک طبقه آمده به دستویژگی 

بوده است و شامل  2013پا در سال های دارندگان کارت اعتباری ارو استفاده در این تحقیق از تراکنش

و   Precisionدارای معیارها  شده ارائهدهد که روش  نتایج تحقیق نشان می تراکنش است. 284807

Recall های خودرمزگذار  های مختلف شبکه بندی و متد های مختلف طبقه قابل قبولی نسبت به روش

 .[47] است

ه ب 1احتمالاتیبا استفاده از یک شبکه خودرمرگذار و جنگل تصادفی  [48] ینویسندگان در تحقیق

ار به ذهای اعتباری پرداختند. در ابتدا با استفاده از شبکه خودرمزگ های کارت شناسایی تقلب در تراکنش

شود. سپس با  تر کوچکهای ورودی  های اعتباری پرداختند تا ابعاد داده های تراکنش استخراج ویژگی

به شناسایی  3ای کیسهیادگیری با استفاده از مفهوم  2یادگیری تجمعی سمیمکانجنگل تصادفی و یک 

های دارندگان کارت اعتباری اروپایی  های این تحقیق تراکنش دادهپرداختند.  نرمال ریغهای نرمال و  داده

های  از تکنیک های نرمال های با برچسب متقلب و داده به دلیل عدم تعادل بین دادههستند که 

ی عملکرد  دهنده یج حاصل از الگوریتم نشانها استفاده کردند. نتا برداری برای تعادل بین داده نمونه

 ها است و دقت و کارایی بالایی دارد. مناسب این رویکرد بر روی داده

                                                 
1 Probabilistic Random forest 
2 Ensemble Learning 
3 Bagging 
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 1ریمتغهای خودرمزگذار  شبکه 2-4-2
های خودرمزگذار هستند و همانند آن دارای رمزگذار و  ای از شبکه به نوعی ادامهها  این نوع شبکه

های  ها توزیعی از داده اوتی در استنتاج متغییر هستند. این شبکهرمزگشا هستند، اما دارای ساختاری متف

های ورودی به بازسازی  گیری از توزیع داده بینند و در قسمت رمزگشا با کمک نمونه ورودی را آموزش می

ها نیز مفاهیم اطلاعات پیشین، مشابهت و  های بیزین، در این شبکه پردازد. همانند روش ها می داده

ها )میانگین و واریانس(  ین کاربرد دارد و رمزگشا به یادگیری پارامترهای توزیع ورودی دادهاطلاعات پس

ها است. کمینه  های ورودی )توزیع گاووسی توزیع برنولی( وابسته به نوع داده پردازد. ماهیت توزیع داده می

یار همگرایی توسط مع ها و توزیع واقعی داده شده دیتولتخمین توزیع ورودی  بین کردن خطای

Kullback-Leibler ، گیرد  ها را در نظر می هاست. این معیار فاصله بین توزیع شبکه گونه نیامعماری کلی

خود های  کند. همانند شبکه را محاسبه می رفته دست ازو اینکه چه مقدار اطلاعات توسط یک توزیع 

ناظر و حذف نویز از ب ویژگی بدون  کاهش ابعاد، انتخا ها نیز کاربردهایی در این نوع شبکه رمزگذار

 تصاویر دارند.

 

 [42]ریمتغ: معماری شبکه خودرمزگذار 4-0 شکل 

 های متخاصم مولد شبکه 2-4-3
های ورودی تولید  های عصبی هستند که برای یادگیری توزیع داده شبکه 2های متخاصم مولد شبکه

اند. در قسمت مولد با یادگیری توزیع  تشکیل شده زکنندهیمتماشوند. از دو جزء مولد و  شده استفاده می

                                                 
1 Variational Autoencoder 
2  Generative Adversarial Networks (GAN) 
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به تشخیص داده تولید شده و  زکنندهیمامتپردازد و  های ورودی به تولید داده نزدیک به آن می داده

که کرد ای را تولید   شبکه باید داده آموزش بار هردر در مرحله مولد  پردازد. مقایسه آن با داده اصلی می

 نباشند و همانند داده اصلی باشند. صیتشخ قابلبرای قسمت متمایز کننده 

 

 

 [42]های مولد متخاصم : معماری شبکه5-0 شکل 

تقلب، نامتعادل بودن مجموعه  صیدر حوزه تشخ یاز مشکلات اصل یکیگفته شد،  تر شیهمانطور که پ

را ارائه کردند که در آن با کمک روش  یروش 2019و همکارانش در سال  Joo-Hyuk Ohدادگان است. 

حل کنند و  اها ر پرداختند تا مشکل نامتعادل بودن داده شتریب یها نمونه جادیبه ا GAN قیعم یریادگی

بودن  نامتعادلحل مشکل  یبرا تر شیکه پ SMOTEدهند. روش  صیرا در دادگان تشخ ها یارناهنج

اما مشکل  هاست. گیری از داده در این پژوهش استفاده شد که برای نمونه شد یها در نظر گرفته م داده

مدل  ییکاراشده باشند و به  اسیبه صورت با شده دیتولها  داده نکهیبود که احتمال ا نیروش ا نیا یاصل

ارائه شده  cGAN کردیمشکل رو نیا یغلبه برا ی. برابسیار زیاد بود رندبگذا تأثیرشده  جادیبند ا طبقه

. روش کنند ینم دیتول اسیبا یها و داده ردیگ ینمها را در نظر  داده تیاقل ای تیاست که احتمال اکثر

 یکه دارا GAN قیشبکه عم یاز معمار با استفاده و نام دارد OD-GANپژوهش که  نیتوسط ا شده ارائه

 تیپرت در کلاس اکثر یها داده وجود بانامتعادل  یها داده نیبند ب طبقه ییکارا شیدو بخش است به افزا

 یها )داده تیکلاس اقل یها مشابه داده عیکه توز یداده مصنوع دی. با تولپردازد یهنجار( م یها )داده

به  GANشبکه  ی. سپس با استفاده از معمارپردازد یها م هپرت( به حل مشکل نامتعادل بودن داد
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 یآموزش شبکه برا یزمان یدگیچیپ کردیرو نیا یاز مشکلات اساس یکی. پردازد یپرت م داده صیتشخ

 .[49]است دیجد یداده مصنوع جادیا

 از انجام شده است، با استفاده 2018و همکارانش در سال  Yu-Jun Zhengکه توسط  یا مقاله در

مقاله  یاصل دهیاند. ا پرداخته ینیبانک چ کی یها در دادهتقلب  صیبه تشخ GAN قیعم یریادگیشبکه 

)در یک ارتباط از  رندهیفرستنده و گ نیمشکوک و متقلبانه ب یها انتقال ییساجهت شنا یروش کیتوسعه 

و با  ردیگ یرا در نظر م یمقدار احتمال کی یهر تراکنش ی. برااستتراکنش  رندهیدر بانک پذ راه دور(

الگوی متفاوت و مشکوک بودن تراکنش  ییاز انتقال تراکنش و شناسا یریحد آستانه به جلوگ کی نییتع

و  تیریمد یبرا Deep Autoencoder Denoising قیعم یریادگیپژوهش از روش  نی. در اپردازد یم

 شتریب تأثیرو  ییکارا شیافزا یبند برا طبقه هیاستفاده شده و سپس از دو لا ورودی یها زینو لیحلت

 هیاول یها یپنهان ورود یها یژگیبه استخراج و GANاستفاده شده است. با استفاده از شبکه  یریادگی

 .[50]پردازد یم

 1رشته به های رشته مدل 2-4-4
ها به  های عصبی مصنوعی هستند که اساسا برای یادگیری نگاشت داده ها کلاسی از شبکه این روش

ها  هایی که به صورت رشته هستند به دلیل وابستگی توکن اند. داده طراحی شده ها ای از داده صورت رشته

های طبیعی و بحث ترجمه  ه پردازش زبانها به هم چالش برانگیزند. برای مثال در حوز و ارتباط آن

شود و نیاز دارد که نگاشت این  خصوص به ماشین داده می یک رشته از کلمات در یک زبان به ماشینی که

باید از مدلی  مسائلیرشته از کلمات در زبان متفاوت دیگر را به دست آورد. برای فائق آمدن به چنین 

را در رشته در جملات بزرگتر به درستی آموزش ببینید و ارتباط استفاده کرد که محل هر توکن یا کلمه 

 بین رشته کلمات را حفظ کند.

رشته نیز از رمزگذار و رمزگشا استفاده میکند  به های رشته های دیگر یادگیری عمیق، مدل همانند روش

                                                 
1 Sequence-to-Sequence Models 
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ها خروجی توسط  ی رمزگشا تولید رشته توکن کند که وظیفه و یک بازنمایی از توکن ورودی را تولید می

رشته  به های یادگیری عمیق رشته از روش 1این بازنمایی ایجاد شده است. روش حافظه کوتاه مدت بلند

موزش یکرد با کمک روش نیمه نظارتی به آبرای شناسایی داده ناهنجار با استفاده از این رو .استمهم 

قایسه )میانگین خطای بازسازی( بین پردازیم. سپس با م های نرمال می رشته بر روی داده به مدل رشته

 ها ناهنجار را شناسایی کرد. توان داده ها می ن رشته تولید شده نتیجه و محاسبه اختلاف آ

 

 

 های رشته به رشته : معماری  مدل6-0 شکل 

ی های مصنوع شبکه LSTMستفاده از روش ای با ا ها رشته محققین با ارائه رویکردی جدید در داده

پذیر و مکانیزم توجه برای شناسایی تقلب پرداختند. ایده اصلی این مقاله توجه به ماهیت  گشتزاعمیق ب

بوده است. در مقاله برای یادگیری بهتر  های ورودی های تراکنش مالی در رشته ای بودن داده رشته

های کاهش بُعد استفاده  مرحله اول از انتخاب ویژگی و الگوریتمبند در  تر طبقه های و عملکرد دقیق داده

کمی ساختگی بیش از حد اقلیت برداری  ها از روش نمونه تعادل داده کردند. سپس برای حل مشکل عدم

به یادگیری الگوی  LSTMهای  استفاده کرده و سپس با مکانیزم توجه در شبکه 2(SMOTE) مصنوعی

ها پرداختند. مجموعه دادگان این تحقیق شامل دو بخش  های تراکنش آن شتهرفتار خرید مشتریان در ر

به مدت دو روز در  2013های دارندگان کارت اعتباری اروپایی در سال  بوده؛ بخش اول اطلاعات تراکنش

روز بوده است.  180تراکنش ساختگی در طی  594643 اه سپتامبر و مجموعه دادگان بعدی شاملم

                                                 
1 Long Short-Term Memory(LSTM) 
2 Synthetic Minority Over-sampling TEchnique 
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 .[51]بالای این رویکرد جدید بوده است نسبتاًاجرای الگوریتم حاکی از عملکرد و دقت نتایج حاصل از 

 کاوی( های مبتنی بر تحلیل گراف )گراف روش 2-5
ها  مرتبط از داده به همآمدن دنیای  به وجوددیجیتالی باعث  یها یفناّورپیشرفت در ارتباطات و 

های تجارتی صنعتی،  های بانکی، شبکه های ارتباطی مانند شبکه گشته است. انواع مختلف شبکه

ها در قالب یک شبکه  ارتباط داده یها های اجتماعی در اینترنت و تارنماهای تجارت آنلاین از نمونه شبکه

 .ت استیا گراف در ریاضیا

های اجتماعی در راستای  های شبکه استفاده از تحلیل دادهها،  ای بودن داده به دلیل ماهیت رابطه

های  شناسایی روابط و الگو است. پیدا کردهها ناهنجار محبوبیت زیادی بین محققین  شناسایی داده

اخیر بسیار مورد توجه های  در سال یهای گراف تحلیل شبکههای شبکه برای با کمک  ارتباطی بین داده

 های تحلیل گراف بدین شرح است: های استفاده از روش اهمیت و دلیل استفاده از روش قرار گرفته است.

ها در دنیای واقعی یک  بسیاری از داده های دنیای واقعی نسبت به هم: ارتباط و وابستگی داده 

های  داده ،بزرگ وستهیپ هم به های توان در شبکه وابستگی درونی باهم دارند که به کمک آن می

های اجتماعی اینترنتی،  فروشی، شبکه خردههای  به عنوان مثال شبکهناهنجار را پیدا کرد. 

شبکه های  بین گرهپیوستگی زیادی در  به همدارای   پروتئین و ...-شبکه تعاملی پروتئین

 باشند. می

در واقع ماهیت داده  ای واقعی:ای بودن داده ناهنجار در مجموعه دادگان دنی ماهیت رابطه 

های  به عنوان مثال در حوزه تقلب در تراکنش ای بودن آن است. ی رابطه دهنده ناهنجار نشان

دهند. که  ای را تشکیل می مالی، متقلبین در بسیاری از موارد باهم در ارتباط هستند و شبکه

 .توان نمایش داد به راحتی می کاوی و گراف این امر به کمک گراف

معیارها و  های گراف: و یال های دنیای واقعی در قالب گره از داده درک قابلنمایش درست و  

بسیار حائز  های گرافی توان استخراج کرد که در تحلیل شبکه ها می اطلاعات مفیدی را از گراف
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 اهمیت است.

برای باعث کمتر شدن دخالت انسان  گرافیهای  تحلیل شبکههای  روشاستفاده از گراف و  

 ها یادگیری ماشینی شده است. تحلیل داده و استفاده بهتر از تکنیک

توان با استفاده از  ها می داده روزافزونهای در دنیای امروز و رشد  به دلیل برخط بودن داده 

های گراف پویا برای تحلیل  های پویا تا حد زیادی این مشکل را برطرف کرد و از ویژگی گراف

 ها استفاده کرد. ها در گراف ک دادهو بررسی رفتار مشکو

های مورد نیاز را مشاهده  فرض یک چارچوب کلی از مطالعات در حوزه گراف را و پیش 7-2در شکل 

 کنیم. می
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 : چارچوب کلی تشخیص ناهنجاری با گراف7-0 شکل 
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 های تشخیص ناهنجاری در گراف : روش8-0 شکل 

زیادی پیدا کرده است.  تیمحبوب( 2)تعبیه گراف 1های یادگیری بازنمایی گراف استفاده از روش راًیاخ

کند. در واقع ایده اصلی این رویکرد  های شبکه را رمزگذاری می این تکنیک به صورت خودکار ساختار داده

تبدیل ها و یا کل ساختار گراف را به فضای برداری با ابعاد کمتر  ها، یال ت که گرهیادگیری نگاشتی اس

های ساختاری مهم پنهان را استخراج کند. این روش با مهندسی ویژگی متفاوت است.  کند تا ویژگی می 

گران بر،  کنند، روش مهندسی ویژگی بسیار هزینه های بزرگ و پویا که در طول زمان تغییر می در شبکه

پذیری  در حال تغییر است مقیاسها  است و علاوه بر این نیز در مواردی که رفتار و الگوی مخرب داده

 .[52] های مهندسی ویژگی چنین توانایی ندارند دارند که روش یروزرسان بهشناسایی مدل نیاز به 

ها بدون نیاز به دانش  اج اطلاعات ساختاری از شبکهرخیادگیری بازنمایی گراف برای است های تکنیک

های مالی برای شناسایی  ها است. این رویکرد در تشخیص تقلب در تراکنش متخصصین در مورد داده

ها  ها و تکنیک امروزه با کمک پیشرفت یادگیری عمیق، روشمخرب در گراف بسیار کاربرد دارد.  الگوهای

در تواند به درستی عمل کند.  ها می زیادی برای یادگیری بازنمایی گراف وجود دارد که با حجم زیاد داده

 پردازیم. های انجام شده در این زمینه می ادامه به بررسی پژوهش

های اجتماعی و گراف،  های تئوری شبکه با استفاده از ترکیب روش 2020نش و در سال ولاسکو و هکارا

بندی و تحلیل  رگرسیون به شناسایی الگوی مشکوک و افرادی که در  های بدون نظارت مانند خوشه روش

                                                 
1 Graph Representation Learning 
2 Graph Embedding 

روش های مبتنی بر  
 انجمن

پیدا کردن گروهی از •
گره ها که به صورت متراکم 

و با چگالی زیاد به هم 
متصل هستند و با تحلیل 
رابطه ی بین آنها می توان 

 به نتایج مطلوب رسید

 روش های احتمالاتی

استفاده از مفاهیم پایه •
احتمالاتی و توزیع ها و 

ساخت مدل با داده های 
 نرمال

روش های  مبتنی بر  
 ساختار

پیمایش ساختار گراف، •
ویژگی های گره ها و یال ها 

 برای شناسایی ناهنجاری

 روش های فشرده سازی

شناسایی فعالیت های •
 مخربانه در گراف های پویا

روش های مبتنی بر  
 تجزیه اطلاعات

با استفاده از حداقل طول •
توضیحات برای پیمایش 
 الگوها در گراف اطلاعاتی

داده های ناهنجار به صورت  •
زیرگراف، گره، یال هایی 

تعریف می شود که از 
فشرده سازی جلوگیری 

 .میکنند
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تلف و ها از منابع مخ وری دادهآ ها تبانی کرده اند پرداختند. در این تحقیق ابتدا و پس از جمع مناقصه

ها در قالب گراف نمایش دادند، سپس با تحلیل بر روی  ها با استفاده از گراف، داده یکپارچه کردن آن

های تبانی مختلف  پرداختند. در ادامه با تعریف الگو ها گرهبندی  گراف و استخراج اطلاعات مفید به خوشه

ندی فضایی مبتنی بر چگالی به ب ها و در سطح افراد( و استفاده از الگوریتم خوشه )در سطح شرکت

های این تحقیق شامل معاملات و مناقصات کشور برزیل و اطلاعات  ها پرداختند. داده بندی داده خوشه

آوری شده است. نتایج حاصل  جمع 2018گران بوده است که از سال  گزاران و مناقصه ها و مناقصه شرکت

ها و افرادی است که مشکوک بوده و در حال  رکتمناسبی از ش نسبتاًدهنده شناسایی  از تحقیق نشان

 . [53]اند تبانی با دیگر شرکای خود بوده

های  ها در مناقصه تحقیقی را در مورد شناسایی تبانی بین شرکت 2020ژو و همکارانش در سال 

در حوزه ساخت و ساز در کشور چین را انجام دادند. افراد مشکوک در مناقصات  2018تا  2011های  سال

ی در این ایده اصل  ها را شناسایی کردند. اند و رفتار مشکوک و تبانی شرکت در سه سطح بررسی شده

های هر انجمن در سطوح  های پرارزش در شبکه گراف و سپس بررسی ویژگی مقاله شناسایی انجمن

بندی  های شناسایی و جداسازی انجمن به تفکیک و خوشه مختلف بوده است. ابتدا با استفاده از الگوریتم

)معیار  جود در شبکه گرافیها شبکه گراف پرداختند و در مرحله بعد با استفاده تحلیل معیارهای مو داده

ها در مناقصات  تبانی بین شرکت بندی( به شناسایی احتمال نزدیکی، معیار بینابینی و ضریب خوشه

یال بوده است و نتایج حاصل تحقیق را در  41302گره و  3150ها تحقیق شامل  پرداختند. مجموعه داده

و حاکی از عملکرد مناسب  دندبندی کر ، متوسط و کم دستهی مشکوک در سطح بالا سه دسته

 .[54]ها بوده است های تحلیل گرافی در داده رویکرد

کاوی و پیدا کردن بسترهای فساد تحقیقی است که ونَ ارون و همکارانش  ها گراف استفاده از تکنیک

های  در کشور برزیل بر روی معاملات دولتی انجام دادند. محققین در این مقاله با استفاده از روش

پرداختند. به تحلیل گراف حاصل از تدارکات و خریدوفروش دولت برزیل  Neo4jکاوی و ابزار  گراف
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ها با هم  ها و فساد در خریدوفرش و تدارکات دولتی به صورت ارتباط گروهی از شرکت بسیاری از تقلب

ها به  های که قصد تبانی و فساد را دارند با دستکاری فرآیند مناقصات و یا مزایده گیرد و شرکت صورت می

ها  ملکرد شرکت و مطالعه ویژگیرسند. در این تحقیق با بررسی و شناسایی رفتار و ع نیت خود می

ها متقلب به شناسایی تبانی پرداختند. ایده اصلی این مقاله استفاده از ابزار  مشترک در بین شرکت

Neo4j  [55]بوده استدانش  انجام جستجو بر روی گرافو. 

کننده در بازار سهام با  های تبانی ساروات و همکارانش روشی را برای شناسایی گروه 2016در سال 

های  ارائه دادند. ایده اصلی این مقاله استفاده از روشگرافی  1بندی طیفی استفاده از روش خوشه

و محاسبه حجم،  کننده معاملهمعیار نزدیکی و بینابینی بین دو  و تعریفدر گراف بندی طیفی  خوشه

های  ای برای امتیازدهی به گروه ها و استفاده از معیار فرضی نداد و قیمت سهام معامله شده بین آتع

در بازار سهام پرداختند. الگوریتم ارائه شده بر روی  با الگوی متفاوتهای  به شناسایی گروه ،مشکوک

 .[56]اجرا شده و نتایج حاصل از نشان از عملکرد مناسب این الگوریتم است SEBIهای واقعی  داده

در مورد تقلب و فعالیت مخربانه در  ها های مزایده آنلاین، نگرانی سایت با توجه به افزایش محبوبیت وب

های تقلب در حال تغییر هستند و  ها افزایش یافته است. از آنجایی که بسیاری از روش این سایت

نش رویکردی برای وجود ندارد، دادفرنیا و همکاراها  های زیادی برای شناسایی این گونه تقلب روش

استفاده از روش  ارائه دادند. ایده اصلی این پژوهشمزایده آنلاین بزرگ های  ها در شبکه شناسایی تبانی

استخراج ویژگی، محاسبه امتیاز ناهنجاری و چهار مرحله دارد؛  ICAFDبوده است.  ICAFDنظارتی  نیمه

استفاده از مفهوم انتشار باور. عملکرد  مشکوک بودن داده، تشخیص تقلب و به روز رسانی افزایشی با

های مثبت رویکرد ارائه شده  مناسب این روش از لحاظ زمانی اجرا بر روی مجموعه دادگان از ویژگی

 .[57]است ICAFDاست. نتایج حاصل از اجرای این روش حاکی از عملکرد بالای 

های  های دودویی تراکنش نویسندگان از روشی جدید برای یادگیری بازنمایی گراف [58] تحقیقی در

پرداختند. بر روی دو مجموعه داده با تعداد بالای گره و یال، این روش آموزش دیده و کارت اعتباری 
                                                 
1 Spectral Clustering 
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بینی لینک است. بردار  بودن روش تعبیه گراف در کاربرد پیش مؤثر ی دهنده نشاننتایج حاصل از آن 

برای  یهای یادگیری ماشین از روش تعبیه گراف، به عنوان ورودی الگوریتم آمده به دست  یژگیو

های  که تحقیقات بیشتر در مورد گراف آنجاشود. از  داده می های دیگر و انجام عمل کاربردهای بیشتر

  دودویی بوده است. رمشابهیغهای  اصلی این مقاله کار بر روی گراف یرآونومشابه بود، 

ها  ها به یادگیری بازنمایی ویژگی بندی مبتنی بر تعبیه عمیق داده با استفاده از خوشه [59]محققین در 

شود ابتدا با یادگیری  نامیده می DECبندی تواما پرداختند. این روش که به طور مختصر  و ارزیابی خوشه

پردازد.  ی میبند سازی تابع هدف خوشه تر و سپس بهینه ی با ابعاد کوچکژگیوها به فضای  نگاشت داده

های متنی اخبار رویترز بوده و نتایج حاصل از  و داده MNISTمجموعه داده این تحقیق بر روی عکس 

حساسیت کمتری نسبت  فرا پارامترهااین روش به انتخاب  ضمناًعملکرد مناسب این رویکرد بوده است و 

 ها نشان داده است. به دیگر روش

های مشکوک در شبکه برای شناسایی تقلب در  ناسایی گرههایی که به ش برخلاف بسیاری از روش

های  های مشکوک شبکه پردازند، یولونگ پی و همکاران شناسایی زیرگراف مالی می یها تراکنش

ارائه شده در این تحقیق از دو مرحله  SADEچارچوب . [60] های مالی را مورد تحقیق قرار دادند تراکنش

های  های هدایت شده و مرحله دوم شناسایی زیرگراف تشکیل شده؛ مرحله اول تعبیه گراف با نقش

های  مشکوک. نویسندگان در این تحقیق ادعا کرده اند که رویکرد ارائه شده هم در شناسایی زیرگراف

ساختار گراف کاربرد دارد. در واقع با ترکیب اطلاعات ساختاری  کل ها در محلی و هم شناسایی زیرگراف

های مختلف با استفاده از تکنیک تعبیه گراف گام  ها و ماتریس همجواری بین زیرگراف های گره از نقش

های محلی و کل گراف پرداختند. مجموعه داده ساختگی و داده واقعی در  تصادفی به شناسایی زیرگراف

 ده شده است.این تحقیق استفا

های عصبی  های شبکه انجام شد محققین با استفاده از تکنیک 2019که در سال  [61] تحقیقی در

های پرداخت دنیای پردختند. در  مالی شبکههای  مصنوعی عمیق به یادگیری بازنمایی گراف در تراکنش
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های استفاده شده  ها و یال این تحقیق از الگوریتم شبکه کانولوشنی گراف برای یادگیری تعبیه کردن گره

های یادگیری ماشین  ها، بعد از ایجاد بردار ویژگی با ابعاد دیگر، از الگوریتم همانند دیگر تحقیق ت.اس

شده است، حاکی از دقت بالای  اجراشود. نتایج حاصل از تحقیق که بر روی دو مجموعه داده  استفاده می

ها مانند جنگل تصادفی و  دیگر روش و ازدرصد بوده است  97.34ها با دقت  بندی گره این روش در طبقه

GraphSAGE .عملکرد بهتری داشته است 

ها در زمینه شناسایی داده متقلبانه، عدم تعادل و توازن بین  همانطور که گفته شد، یکی از چالش

های ناهنجار بسیار کمتر  ها و مجموعه دادگان است. بدین معنی که در یک مجموعه داده تعداد داده داده

شود. در همین راستا لیو و  عملکرد و دقت شناسایی سیستم تشخیص تقلب می است و باعث کاهش

ها  های مبتنی بر گراف به شناسایی افراد مشکوک در سامانه با استفاده مدل 2020همکارانش در سال 

های عصبی گرافی، در این مقاله از این روش  برخط پرداختند. با توجه به پیشرفت و اهمیت زیاد شبکه

های یکنواخت و غیریکنواخت استفاده شده است. ایده اصلی  ی افراد مشکوک در گرافایسبرای شنا

های هر گره برای یادگیری تعبیه هر گره است.  آوری اطلاعات همسایه های شبکه عصبی گرافی جمع روش

ها و روابط  عات مشابه، ویژگیهای هر گره اطلا فرض اصلی در شبکه عصبی گرافی این است که همسایه

های هر گره و  یکسان دارند. الگوریتم ارائه شده در این مقاله برای حل مشکل عدم تعادل و توازن بین داده

 پرداختند. GraphConsisهای آن است که با استفاده از چارچوب شبکه عصبی گرافی و الگوریتم  همسایه

ز کارهای اصلی این تحقیق بوده است. ها ا ها و امتیاز به پایداری هرکدام از آن گره نمونه برداری از همسایه

و نتایج حاصل از تحقیق حاکی از دقت بالا این  است YelpChiمجموعه دادگان این تحقیق نظرات اسپم 

 .[62]ها عملکرد بهتری داشته است الگوریتم ارائه شده است و نسبت به دیگر روش

های برخط که جریان داده همیشه برقرار است با استفاده از رویکرد شبکه  تشخیص تقلب در داده

به آن پرداختند.  2021عصبی گرافی غیریکنواخت موضوع تحقیقی است که وانگ و همکارانش در سال 

های برخطی که در هر لحظه در  های آنلاین و داده ختهای آنلاین و پردا با توجه به افزایش تعداد فروشگاه
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ها به دلیل  حال انتقال هستند، وجود روشی برای شناسایی رفتار متقلبانه مشتریان در این پلتفرم

ی مهمی است. در این مقاله با ارائه رویکردی نوآورانه که به اختصار  گون بودن شبکه گرافی مسئلهناهم

LIFE رویکرد از الگوریتم این ها پرداختند. در  فتار و اطلاعات در مورد تراکنشنامیدند به یادگیری ر

های متقلبانه آموزش دیده استفاده کردند. مجموعه  برای حل مشکل تعداد کم نمونهانتشار برچسب 

در دنیای واقعی وجود دارد استفاده کردند. نتایج حاصل از که  Taobaoدادگان این تحقیق از پلتفرم 

 .[63] ها است درصدی این روش در مقایسه با دیگر روش 96ی از دقت تحقیق حاک

 بندی جمع 2-6
های مالی پرداختیم.  خیص تقلب در تراکنشهای موجود در زمینه تش در این فصل به بررسی تحقیق

های یادگیری  کاوی را مورد بررسی قرار دادیم. سپس تکنیک های یادگیری ماشین و داده ابتدا رویکرد

های  و بررسی قرار گرفت. در انتها نیز به دلیل اهمیت و مشابهت این پژوهش با روش بحثعمیق مورد 

یکردهایی که از تحلیل گراف و ترکیب آن با یادگیری عمیق کاوی رو های اجتماعی و گراف تحلیل شبکه

های آن  بوده را مورد مطالعه قرار دادیم. در فصل آینده به ارائه راهکار پیشنهادی و نتایج و ارزیابی

 .میپرداز یم
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 مقدمه 3-1
 ی در حوزه ،یکاربردهای تشخیص ناهنجار ترین مهمپیش گفته شد یکی از  لوهمانطور که در فص

که کشف و شناسایی  استاز مسائلی  ها و خریدوفروشمعاملات و  تشخیص تقلب در مناقصات مالی است.

فصل دو در . در ادامه و شود رفتار مشکوک افراد در معاملات باعث جلوگیری از ضررهای اقتصادی می

کردیم و نشان دادیم که استفاده تا حد زیادی بررسی  نسبتاً را هایی را که در این زمینه مطرح شد پژوهش

ای  در این حوزه به دلیل ماهیت رابطه گرافی معاملات های های یادگیری عمیق و تحلیل شبکه از روش

ها در حال افزایش است و محققین زیادی از ترکیب این مفاهیم برای شناسایی و کشف رفتار و  بودن داده

 کنند. ها استفاده می ها مخرب در داده الگو

توضیح در مورد مجموعه دادگان به  ث ابتداموضوع مورد بح تر شدن روشن برایاین فصل  در

قرار  بررسیمورد را معماری پیشنهادی و رویکرد استفاده شده در این پژوهش پردازیم و در ادامه  می

بررسی نیازها را  مفاهیم و پیش و خواهیم دادحل ارائه شده را شرح  های مختلف راه . سپس بخشدهیم می

تحلیل ، کاوی گرافترکیبی از  (که به صورت کاربردی است)حل ارائه شده در این پژوهش  کنیم. راه می

کاوی است. بیشتر تحقیقات انجام شده در  های یادگیری عمیق و تکنیک داده های اجتماعی، روش شبکه

که در بعضی مقالات به  ها روش نیاو ترکیب  بوده به بعد 2019های  این زمینه و با این رویکرد در سال

  .است آن اشاره شده حاکی از عملکرد مناسب و کاربردی بودن آن

 مجموعه دادگان پژوهش 3-2
های  )دستگاه گزاران واقعی هستند شامل اطلاعات مربوط به مناقصه های داده های این پژوهش که داده

در سامانه تدارکات دولت )ستاد( در سطح کشور ایران است که  (کنندگان تأمین) گران و مناقصه اجرایی(

گرفته شده است. این  ه شده،سازی معاملات قرار داد در بخش شفاف 1ثبت شده و در تارنمای سامانه

به صورت یک  1388سامانه توسط مرکز توسعه تجارت الکترونیکی وزارت صنعت، معدن و تجارت از سال 

                                                 
 /https://setadiran.irبه آدرس:  1.
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های اجرایی ملزم به  تمام دستگاه 1390ال طرح ملی آغاز به کار کرده و با مصوبه هیئت دولت در س

استفاده از این سامانه هستند. این سامانه به منظور انجام معاملات و عقد قرارداد )مناقصه، مزایده و 

های اجرایی در بستر وب ایجاد شده است و تمام صاحبان  های مالی دستگاه ( و شفافیتخریدوفروش

مشارکت  شانیها درخواستد در معاملات دولتی برحسب نیاز و توانن گوناگون می یوکارها کسبمشاغل و 

 نمایند. 

مورد  1398الی تیر  1389های  معامله مناقصه برگزار شده طی سال 32152در تحقیق پیش رو تعداد 

ای است که تشریفات خرید را از طریق مناقصه برگزار  گزار دستگاه اجرایی تحلیل قرار گرفته است. مناقصه

کند و در مناقصه برای  ای که اسناد مناقصه را دریافت می گر شخصی حقیقی یا حقوقی ناقصهکند و م می

گزار به صورت یال بدون جهت در  و مناقصه کننده تأمینمعاملات برگزار شده بین کند.  فروش شرکت می

داشتند از گزار که فقط یک معامله  های مناقصه شده دستگاه های انجام نظر گرفته شده است و با بررسی

 های مورد استفاده آورده شده است. اطلاعات داده 1-3در جدول ساختار گراف حذف گردید. 

 : مجموعه دادگان مورد استفاده در تحقیق1-0 جدول 

 تعداد نوع گره )درصد(فراوانی شرح

 1799 گزار مناقصه 12.2 اطلاعات مناقصه گزاران

 12970 گر مناقصه 87.8 گران اطلاعات مناقصه

 100  14769 

 

 هایی وجود دارد که در ادامه به هریک اشاره خواهیم کرد. گران ویژگی گزاران و مناقصه برای مناقصه

گزاران: شماره شناسایی، نام دستگاه اجرایی، نام استان، کد استان،  های اطلاعات مناقصه ویژگی 

 عداد معاملات، شماره دستگاه اجرایی مرکزی.مبلغ معاملات، ت

گران: شماره شناسایی، نام، شماره و کد استان، نام استان، تعداد  های اطلاعات مناقصه ویژگی 

 معاملات، مبلغ معاملات.
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 ساختار معماری و رویکرد پیشنهادی 3-3
ه شرح دهیم و ب را توضیح می 1-3شکل معماری پیشنهادی در این بخش جزئیات هر مرحله از 

 پردازیم. های ارائه شده می های مختلف و الگوریتم بخش

 

 : شمای کلی معماری پیشنهادی و رویکرد ارائه شده1-0 شکل 
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 سازی ساختار گرافی اطلاعات پردازش و آماده پیش 3-3-1
های  های تحلیل شبکه با استفاده از تکنیک ،ها پردازش بر روی داده پیشانجام در مرحله اول بعد از 

سازی و ایجاد ساختار گرافی اطلاعات پرداختیم. اطلاعات مورد نیاز معاملات  کاوی به آماده و گراف گرافی

انجام در پایگاه داده های مختلف  گزاران با انجام جستجو و کوئری گران و مناقصه انجام شده بین مناقصه

ها و  ها ابتدا داده پردازش بر روی داده برای انجام پیش ایم. را دریافت کردهها  شده و اطلاعات خام آن

، ها سازی گرافی داده مدلکرده و سپس بعد از را شناساییاز اهمیت بالایی برخوردار بودند  که های ویژگی

  هایی را تعریف اختصاص دادیم. برای هر گره ویژگی

های اجرایی هستند و در  های دستگاه شناسه در ستون اول کنیم مشاهده می 2-3همانطور که در شکل 

تعداد معاملات، ارزش ریالی معاملات،  همچونهایی  قرار دارند. ویژگی کننده نیتأمهای  دستگاه ستون دوم

ی دستگاه اجرایی و نام استان دستگاه  و شناسه کننده تأمین، نام استان کننده تأمینی استان  شناسه

ها  نیز در جداول مربوط به هر کدام از آن کننده تأمینذکر است که نام دستگاه اجرایی و لازم به  اجرایی.

های اجرایی و جداول اطلاعات شامل  نیز موجود است. یعنی در جداول اطلاعات شامل دستگاه

 .کنندگان تأمین

 

 ها های آن صورت گراف هستند با ویژگی ها که به : بخشی از داده2-0 شکل 

های گراف در نظر گرفته  کننده هریک به عنوان گره سازی گرافی، دستگاه اجرایی و تامین برای مدل

های نیز تعداد معاملات و ارزش ریالی معاملات است که در ادامه و در فصل  شوند و ارتباط بین گره می

 ایم.  ایم بیشتر پرداخته ها در نظر گرفته که برای گره هایی چهار در مورد گراف معاملات و ویژگی
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ها و  باید شاخص آمده به دستی  تحلیل گراف شبکهای برها،  بعد از آشنایی و فهم در مورد داده

جدول بیاوریم تا اطلاعات مفید در مورد گراف را دریابیم. در  به دستساختاری را در هر گراف  معیارها

 کنیم. های اجتماعی را مشاهده می مختلف در شبکه ها و معیارهای سنجه 3-2

 یاجتماع یها شبکه لیتحل یارهایها و مع سنجه: 2-0 جدول 

 معیارها توضیح ها سنجه

 ها شباهت میان گره ارتباطات

، رابطه متقابل، 1یکریختی

، بسته بودن شبکه و 2چندگانگی

 ها ن آننزدیکی بی

 ها توزیع
پراکندگی و ارتباطت میان 

 ها ها و گره شبکه

ی نزدیکی و ها پل، مرکزیت

و  شبکه گرافی ، چگالیبینابینی

 چاله ساختاری

 بندی بخش
ها و  برای یافتن بخش

 های گوناگون در گراف خوشه

بندی و  ضریب خوشه

 3ماژولاریتی

 

 :4درجه تیمرکز

استفاده از این  های متصل به هر گره است. با کننده تعداد یال شخصترین معیار که م ترین و ساده مهم

 نیاز  .متصل است های شبکه گرافی به دیگر قسمت با چند یال قاًیدقدریافت که یک گره  توان معیار می

شود تا در مورد آن اطلاعات ارزشمند  های مهم و با حجم اتصال بالا استفاده می معیار برای شناسایی گره

های تعداد  دار این معیار به دو صورت است که برای هر گره های جهت بیاوریم. در گراف دست بهرا 

 کند. های خروجی را محاسبه می های ورودی و تعداد یال یال

 

 :1یکینزد تیمرکز

                                                 
1 Homophily 
2 Multiplexity 
3 Modularity 
4 Degree Centrality 
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کند. بدین معنی که هر گره چه  گیری می ها را اندازه معیاری برای هر گره که میزان نزدیکی به دیگر نود

ی  ترین مسیر بین همه همسایه دارد و با همسایگان خود چه میزان نزدیک است. این معیار کوتاه تعداد

دهد. از این معیار  ترین مسیرها می مجموع کوتاه بر اساسکند و به هر گره امتیازی  ها را محاسبه می گره

یک گراف هر چه میزان در شود.  ها استفاده می برای شناسایی محل مناسب گره تاثیرگزار روی دیگر گره

 ها توسط این گره است. دسترسی به دیگر گره ی دهنده نشان، باشداین معیار بالاتر 

  

شود که  فرض می 1-3در فرمول  شود. برای محاسبه این معیار برای هر گره از فرمول زیر استفاده می

𝑑𝑖𝑗 ترین مسیر بین دو گره  فاصله بین کوتاه𝑖 و 𝑗  فاصله است، میانگین𝑙𝑖  محاسبه 1-3به صورت فرمول 

به صورت  𝐶𝑖تر هستیم، پیش معیار مرکزیت نزدیکی  های نزدیک شود. از آنجایی که به دنبال گره می

 شود. محاسبه می 2-3معکوس میانگین طول مانند فرمول 

( 0-1) 𝑙𝑖 =
1

𝑛
∑𝑑𝑖𝑗
𝑗

 

( 0-2) 𝐶𝑖 =
1

𝑙𝑖
=

𝑛

∑ 𝑑𝑖𝑗𝑗
 

 :2بینابینی تیمرکز

ترین مسیر  تعداد دفعاتی که هر گره بر روی کوتاهبیانگر جایگاه یک گره درون شبکه است و این معیار 

همیت یک گره در مسیر ارتباطی سایر ا  دهندی د. این معیار نشانکن ها قرار دارد را محاسبه می بین گره

ی  دهد یک گره به صورت پل ارتباطی بین شبکه است یا خیر. محاسبه این معیار نشان می .ها است گره

ترین مسیرها قرار دارد. از این  ترین مسیرها و شمارش تعداد دفعاتی که هر گره در این کوتاه ی کوتاه همه

 شود. گره برای انتشار اطلاعات استفاده می درگذار  تأثیرهای  ی شناسایی گرهمعیار برا

 

و ورودی نود  𝑡و نود مقصد مانند  𝑠مانند  مبدأبینابینی برای هر گره برای هر نود  ارمعیبرای محاسبه 

                                                                                                                                                    
1 Closeness Centrality 
2 Betweenness Centrality 
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𝑖  که𝑠 ≠ 𝑡 ≠ 𝑖   است و مقدار𝑛𝑠𝑡
𝑖  یک است اگر نود𝑖 های  نودترین مسیر بین  در بین کوتاه𝑠  و 𝑡  قرار

وجود 𝑡 و  𝑠ترین مسیر بین دو نود  بگیرد؛ در غیر این صورت صفر است. از آنجایی که بیشتر از یک کوتاه

برای محاسبه مرکزیت  4-3ترین مسیرها تقسیم کنیم و فرمول  باید به کل تعداد کوتاه نیبنابرادارد، 

 شود. استفاده می تیدرنهابینابینی 

( 0-3) 𝑥𝑖 =∑𝑛𝑠𝑡
𝑖

𝑠𝑡

 

( 0-4) 
𝑥𝑖 =∑

𝑛𝑠𝑡
𝑖

𝑔𝑠𝑡
𝑠𝑡

 

 های باارزش در گراف انجمن و شناسایی انجمن 3-3-2
های موجود در گراف است.  ها و انجمن یی وابستگیشناسا ،های هر شبکه گراف ترین ویژگی یکی از مهم

های یکسان هستند و مانند  های مشابه و الگو ها است که شامل ویژگی انجمن شامل گروهی از گره

های مختلفی وجود  های موجود در یک گراف الگوریتم کند. برای شناسایی انجمن بندی عمل می خوشه

پردازد  های می های پنهان بین گره ریتی است که به شناسایی الگوهای موجود ماژولا دارد. یکی از الگوریتم

بندی یک  همانند خوشههایی است که به صورت متراکم با هم در ارتباط هستند.  و به دنبال گروهی از گره

های درون یک انجمن و فاصله زیاد بین  ای بین گره شبکه گرافی با مقدار ماژولاریتی بالا ارتباط فشرده

 های دیگر است. در انجمن های گره

 برای محاسبه ماژولاریتی داریم:

𝑖 e𝑖𝑖احتمال یال موجود در ماژول  = 𝑖 های موجود در ماژول یال  

𝑒𝑖𝑖 = |{(𝑢, 𝑣): 𝑢 ∈ 𝑉𝑖, 𝑣 ∈ 𝑉𝑖, (𝑢, 𝑣) ∈ 𝐸}|/|𝐸| 

 𝑖احتمال یال تصادفی که در ماژول 

 افتد قرار می

𝑎𝑖 = 𝑖است ها در ماژول یک سر آنهایی که حداقل  یال  

𝑒𝑖𝑖 = |{(𝑢, 𝑣): 𝑢 ∈ 𝑉𝑖, (𝑢, 𝑣) ∈ 𝐸}|/|𝐸| 

 :ماژولاریتی برابر است با
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( 0-5) 𝑄 =∑(𝑒𝑖𝑖 − 𝑎𝑖
2)

𝑘

𝑖=1

 

 گراف های گره تعبیه 3-3-3
ها، تحلیل  ی بین آنها و یال اه اد بسیار زیاد گرهو تعد اجتماعی یها های شبکه با توجه به اندازه گراف

ند. تحلیل مفید و نک می اقعی نقش مهمی را ایفااز کاربردهای در دنیای و یدر بسیار های گرافی شبکه

های گرافی  ی نمایش و بازنمایی داده وابستگی زیادی به نحوه ،های گرافی بزرگ بهینه اطلاعات شبکه

های  و تلاششده اخیر حوزه یادگیری بازنمایی گراف باعث جذب محققین های  در سال ها دارد. شبکه

هاست، درحالی که  یادگیری بازنمایی پنهان و با ابعاد کم داده ،شده است. هدفانجام زیادی در این زمینه 

 کند. عات جانبی استفاده میها و دیگر اطلا از ساختار گرافی شبکه، محتوای گره

های  های یادگیری ماشین و تکنیک های گرافی برای اعمال الگوریتم دهگونه دا کار کردن با این

برای  مؤثرها اولین کار پیدا کردن روشی  برانگیز است. برای اعمال این الگوریتم پیچیده و چالش ،کاوی داده

ینی را ب ها را کشف کرد، تحلیل و پیش توان الگو ها به صورت دقیق می ها است. با نمایش داده بازنمایی داده

 ای را داراست. ها انجام داد که در پیچیدگی زمانی و فضایی بهینه بر روی داده

های قبل از  های شبکه گرافی به سال در حوزه یادگیری بازنمایی دادهاولیه که  بسیاری از کارهای

 کردند. بدین صورت که یک مجموعه های کاهش بُعد استفاده می گردد و محققین از تکنیک برمی 2000

بُعد) داده به عنوان ورودی داده شده − 𝐷)هایی که  ، سپس با محاسبه میزان شباهت بین جفت نقطه

بُعد) سازند و سپس تعبیه کل گراف وابستگی که دارای ابعاد کمتری گراف وابستگی را می − 𝑑)  بود

𝑑در ان که  پرداختند می ≪ 𝐷 های  . روشاستISOMAP ،Locally Linear Embedding  وLaplacian 

Eigenmap ها  مشکل اصلی این روش کردند. هایی هستند که از چنین منطقی پیروی می از روش

 های گراف است. تعداد گره 𝑉ها است که  آن 𝑂(|𝑉|2)پیچیدگی زمانی 

های زیادی را در هنگام انجام فرآیند و تحلیل  های گرافی چالش های پیشین برای بازنمایی داده روش
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پیچیدگی محاسباتی بالا، عدم توانایی برای اعمال کردند: حجم زیاد ماتریس همسایگی،  میها ایجاد  آن

 .های یادگیری ماشین الگوریتم

 

 [64]های مبتنی بر تعبیه گراف و شبکه های تحلیل گرافی مبتنی بر ساختار شبکه و روش مقایسه بین روش :3-0 شکل 

گراف،  شده تعبیههای گراف با ابعاد است. در فضای  تعبیه گراف به معنی یادگیری بازنمایی برداری گره

ها و ساختارها نمایش داده  هایی متصل با دیگر گره ها )که در گراف به صورت یال ارتباط میان گره

های  شود و توپولوژی و ویژگی ها اندازه گرفته می ی میان فضای برداری آن فاصله ی لهیوس بهشود(  می

های تعبیه گراف  ی اصلی روش در واقع ایده شوند. کدگذاری می شده هیتعبدر بردارهای  گرهساختاری هر 

و ارتباط هندسی  نیز نزدیک به هم هستندهای نزدیک به هم در گراف در فضای برداری  این است گره

شود که  تعبیه گراف به چندین شکل انجام می ها به هم در فضای برداری هم نزدیک به هم هستند. گره

 گراف و تعبیه کل گراف. ساختار ریزکنیم. تعبیه گره، تعبیه یال، تعبیه  مشاهده می 5-3در شکل 

 

 ریزهای مختلف تعبیه گراف )تعبیه گره، تعبیه یال، تعبیه  از تعبیه گراف در فضای دوبعدی و روش : مثالی4-0 شکل 

 [65]گراف و تعبیه کل گراف( ساختار

زشمند در ها به شکل گراف، تحلیل گراف و کسب اطلاعات ار در این پژوهش نیز بعد از نمایش داده

رداختیم و خروجی پها  گرههای پرارزش، به یادگیری بازنمایی  ها و پیدا کردن انجمن مورد هر گره و یال
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الگوریتم ها به  های داده عنوان ویژگی اضافه به همراه دیگر ویژگیها را به  یادگیری بازنمایی حاصل از گره

های  ها ناهنجار و با رفتار و الگو و دادهها  خوشهها و شناسایی  بندی برای تحلیل بیشتر بر روی داده خوشه

 دهیم. میمتفاوت 

 های گرافی های یادگیری بازنمایی شبکه ای از الگوریتم بندی : دسته3-0 جدول 

 های منفی ویژگی های مثبت ویژگی ها الگوریتم متدولوژی

 یفاکتور ساز

 ماتریس

GraRep،  HOPE ،

M-NMF 

ساختار کلی گراف در 

 گیرد نظر می

هزینه زمانی و 

 محاسباتی بالا

 های تصادفی گام
DeepWalk  و

Node2vec 

در پیدا  بهینه نسبتاً

کردن مشابهت بین 

 ها گره

فقط ساختارهای محلی 

 گیرد را در نظر می

 بالا نسبتاًهزینه زمانی  ها غیرخطی بودن روش SDNEو  DNGR یادگیری عمیق

های گراف باید به برخی از مفاهیم  های مورد استفاده برای تعبیه گره صحبت در مورد روش از شیپ

 بپردازیم:

 گیرد. را در نظر می گریکدیبا  ها همجواری مرتبه اول: مشابهت مستقیم بین گره 

𝑃1(𝑣𝑖 , 𝑣𝑗) =
1

1 + exp (−𝑢⃗ 𝑖
𝑇 . 𝑢⃗ 𝑗)

 

گیرد.  ها را در نظر می های مشترک در همسایگی : مشابهت بین گرههمجواری مرتبه دوم 

 .سنجد یمها را  کند و مشابهت آن های دو گره را مقایسه می همسایگی

𝑃2(𝑣𝑗|𝑣𝑖) =
exp (𝑢⃗ 𝑗

𝑇 . 𝑢⃗ 𝑖)

∑ 𝑒𝑥𝑝
|𝑉|
𝑘=1 (𝑢⃗ 𝑘

𝑇 . 𝑢⃗ 𝑖)
 

 

و روش DeepWalk [66] ،Node2vec [67]های  اف از روشهای گر در این پژوهش برای تعبیه گره

SDNE [68].استفاده کردیم 
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 های تعبیه گراف استفاده شده در این پژوهش : روش4-0 جدول 

های مبتنی  روش

 های تصادفی بر گام

 DeepWalkروش 
و  Word2vecتکنیک استفاده از 

با پیچیدگی زمانی  های تصادفی از نودها گام
𝑂(|𝑉|𝑑) 

*𝑑 روش  ها ابعاد دادهNode2vec 
به  DeepWalkهمانند روش 

هایی برای  همراه استراتژی

 برداری نمونه

های مبتنی  روش

بر یادگیری عمیق 

های  و شبکه

 خودرمزگذار

 SDNEروش 
و  های خودرمزگذار استفاده از شبکه

 همجواری مرتبه اول و مرتبه دوم
با پیچیدگی زمانی 
𝑂(|𝑉||𝐸|) 

های مختلفی در گراف مانند مرکزیت و  های تصادفی برای تخمین ویژگی های که مبتنی بر گام روش

در حالتی که گراف بسیار  مخصوصاًها بخشی از گراف ) شوند. این روش مشابهت در گراف استفاده می

 کنند. یش میبزرگ باشد( را پیما

 𝑫𝒆𝒆𝒑𝑾𝒂𝒍𝒌 روش  3-3-3-1
گره و -𝑘ی آخرین  سازی احتمال مشاهده ها و بیشینه روش با استفاده از مجاورت مرتبه بالاتر بین گره

𝑘- تصادفی که طول هر   شود. این مدل چندین گام می مشاهدهتصادفی  شیمایپگره بعدی است که در

2𝑘ها  یک از آن + logسازی بر روی مجموع  بهینه کند و برای است تولید می 1 − likelihood ااجر 

استفاده  شده هیتعبهای  ها از نود شود. از یک رمزگشای مبتنی بر ضرب داخلی برای بازسازی یال می

 کند.  می

های  شود. از گام به نوعی شبکه عصبی گرافیکی است که بر روی ساختار گراف اجرا میروش  این

کند؛  آوری اطلاعات ساختاری موجود در شبکه گرافی استفاده می عتصادفی برای پیمایش گراف و جم

برای آموزش داده  Skip-Gramهایی به مدل زبانی  ها به صورت رشته که تمام این پیمایش صورت نیبد

توسط گوگل معرفی  2013سازی این روش مبتنی بر مدل زبانی وردتووک است که در سال  شود. پیاده می

های تصادفی موجود در گراف به شناسایی  ها و مسیر با استفاده از راه DeepWalkروش  شده است.
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شوند و توسط شبکه عصبی کدگذاری  ها یاد گرفته می پردازد. الگو های پنهان موجود در گراف می الگو

پایانی را تولید کنند. این مسیرهای تصادفی از یک ریشه هدف شروع  شده هیتعبشوند تا بردارهای  می

کنند و چندین گام پیش روند )با توجه  ایش میآن گره پیم گانیهمساو به صورت تصادفی بین  شوند می

 های اجرای الگوریتم(. به گام

 

 DeepWalk: الگوریتم 5-0 شکل 

 
 [69]که بخش از این الگوریتم است Skip-Gramبه صورت جزئی به همراه روش  DeepWalk: الگوریتم 6-0 شکل 

 به صورت زیر است: DeepWalkتابع هدف الگوریتم 

( 0-6) 𝑚𝑖𝑛𝑦 − 𝑙𝑜𝑔𝑃({𝑣𝑖−𝑤, … , 𝑣𝑖−1, 𝑣𝑖+1, … , 𝑣𝑖+𝑤}|𝑦𝑖) 

های وجود  محدودیت SkipGramهای تصادفی است.  اندازه پنجره برای محدود کردن طول گام 𝑤که 

 شود: به صورت زیر تبدیل می 6-3رود و فرمول  را از بین می

( 0-7) 𝑚𝑖𝑛𝑦 − 𝑙𝑜𝑔∑ 𝑃(𝑣𝑖+𝑗|𝑦𝑖)
−𝑤≤𝑗≤𝑤

 

 شود: مکس تعریف می با استفاده از تابع سافت 𝑃(𝑣𝑖+𝑗|𝑦𝑖) 7-3در فرمول 

( 0-8) 
𝑃(𝑣𝑖+𝑗|𝑦𝑖) =

exp (𝑦𝑖+𝑗
𝑇 𝑦𝑖)

∑ exp (𝑦𝑘
𝑇𝑦𝑖)

|𝑉|
𝑘=1

 

های در گراف و هزینه محاسباتی زیاد، از  سبه جمع روی ضرب داخلی تمام گرهبه دلیل پیچیدگی محا
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 برداری منفی. مکس سلسله مراتبی و نمونه شود مانند سافت هایی برای حل این مشکل استفاده می روش

 

 [70]برای تعبیه گراف DeepWalkکد الگوریتم  : شبه7-0 شکل 

 𝑵𝒐𝒅𝒆𝟐𝒗𝒆𝒄روش  3-3-3-2
ختلف در های م به اندازه کافی در شناسایی الگو DeepWalkدهد که روش  نشان می Node2vecروش 

های  کافی نیست. این روش با استفاده از تعریف جدید برای همسایگی گرهبه تنهایی شبکه قدرت ندارد و 

های  پردازد و از الگوریتم ها می برداری از گره های تصادفی مرتبه دوم به نمونه شبکه و ایجاد استراتژی گام

1سطحی جستجوی اولین
2عمقی جستجوی اولینو  

تفاوتی که  node2vecدر واقع روش . کند استفاده می 

کند  تری استفاده می های تصادفی متعادل از گام Node2vecروش  این است که دارد DeepWalkبا روش 

های جستجوی سطحی گراف و جستجوی عمقی گراف  و همانطور که گفته شد یک تعادلی بین روش

های با کیفیت بهتر و با اطلاعات بالاتری را  دشود این روش تعبیه نو کند. که همین نیز باعث می برقرار می

)نرخ   qو )نرخ بازگشت(  𝑝از فراپارامترهایی  DFSو  BFSایجاد کند. برای ایجاد تعادل بین دو روش 

ایم و حال نیاز داریم  مسیری را طی کرده 𝑣به گره  𝑡شود که از گره  کنیم. فرض می جستجو( استفاده می

را محاسبه  𝑥𝑖های احتمالی  و گره 𝑡های بین  را جستجو کنیم. تعداد یال 𝑥𝑖ها  که تصمیم بگیریم که گره

1وجود دارد( وزن یال اصلی را با  𝑡کنیم. اگر فاصله صفر بوده )فقط  می

𝑝
کنیم. اگر فاصله یک  ضرب می 

                                                 
1 Breadth-First Search 
2 Depth-First Search 
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1بودن، وزن یال را در  2داریم و اگر فاصله  بود، وزن یال اصلی را نگه می

𝑞
کنیم. سپس مقدار  ضرب می  

 .کنیم سازی می نرمالبرای دستیابی به مقدار احتمالاتی وزن یال را 

𝑝قابل توجه است که مقدار پایین 

𝑞
شود. به طور کلی در  منجر به احتمال جستجوی بالاتری می 

 شود. میها استفاده  های گراف نیز در بازنمایی گره از ساختارهای برابر و شباهت Node2vecروش

 

 DFS .[67]و  BFSهای  و روش Node2vec: الگوریتم 8-0 شکل 

 

 
 Node2vec .[70]کد الگوریتم  : شبه9-0 شکل 
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 𝑺𝑫𝑵𝑬روش  3-3-3-3
اول و مرتبه دوم به معرفی مزگزار و همجواری مرتبه شبکه خودر های روشترکیب از  2016سال در 

های اصلی این روش است. این روش از  سازی همزمان دو همجواری از ایده این رویکرد پرداختند. بهینه

کند. این مدل شامل دو روش بدون  های آن استفاده می توابع غیرخطی برای رسیدن به تعبیه گراف و نود

ای تعبیه سطحی و غیرعمیق، از کل ساختار گراف ه نظارت و با نظارت است. در این رویکرد برخلاف روش

 شود. گراف به الگوریتم خودرمزگذار برای کدگذاری داده می کلی شود و ساختار استفاده می

 

 [69]مزگذارهای خودر :شمای کلی تعبیه یک نود گراف با استفاده از رویکرد یادگیری عمیق شبکه10-0 شکل 

تابع هزینه این روش در زیر  کند. ها ورودی و خروجی را کمینه می خطای بازسازی داده SDNEروش 

 شده است: آورده

( 0-9) 𝑙𝑚𝑖𝑥 = 𝑙2𝑛𝑑 + 𝛼𝑙1𝑠𝑡 + 𝑣𝑙𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 

شود،  اول تنظیم می هپارامتری است که توسط تابع هزینه همجواری مرتب αمقدار  9-3در تابع هزینه 

𝑙𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛  شبکه است و مقدار  ازاندازه شیببرای کنترل آموزش  نرم دومشامل تنظیم𝑣 تر پارام

 عبارت تنظیم است که استفاده شده در تابع هزینه. تأثیربرای 

 (تابع هزینه همجواری مرتبه اول0-10 )
ℒ1𝑠𝑡 = ∑ 𝑆𝑖,𝑗‖𝑦𝑖 − 𝑦𝑗‖2

2
𝑛

𝑖,𝑗=1

 

 (تابع هزینه همجواری مرتبه دوم0-11 )
ℒ2𝑛𝑑 =∑‖(𝑥̂𝑖 − 𝑥𝑖) ⊙ 𝑤𝑖‖2

2

𝑛

𝑖=1
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 [71]و ساختار شبکه یادگیری عمیق درونی آن SDNE: الگوریتم 11-0 شکل 

 کنند هایی ک از آن استفاده می و همجواریگراف بازنمایی  های :الگوریتم5-0 جدول 

 همجواری مرتبه بالاتر همجواری مرتبه دوم همجواری مرتبه اول الگوریتم

DeepWalk  ● ● 

Node2vec  ● ● 

SDNE ● ●  

 

 بندی الگوریتم خوشه 3-3-4
ها در نظر گرفته  گونه برچسبی برای رکورد هایی است که در آن هیچ بندی از جمله روش خوشه

های  ای از خوشه ها فقط بر اساس معیار شباهتی که معرفی شده است، به مجموعه شود و رکورد نمی

بندی یک الگوریتم بدون  شود که هر الگوریتم خوشه سبب می بندی خواهند شد. عدم وجود برچسب گروه

نداشته و در  وجودموزش و ارزیابی های بدون ناظر مراحلی تحت عنوان آ ناظر به حساب بیاید. در روش

آن  براساس معیارهای مختلف در کاربردهای ته شده به همراه کاراییبندی مدل ساخ پایان عملیات خوشه

 شود.  میبه عنوان خروجی داده 

آوردن بردارهای ویژگی هر گره، در این مرحله با استفاده از  به دستبعد از مرحله تعبیه گراف و 

برای  این مرحلهپردازیم. در  میها  بندی و برچسب زدن داده به خوشهالگوریتم یادگیری بدون نظارت 

 به دستر بدون بردار ویژگی را یکبا آمده به دستهای پرارزش  ی اول انجمن بندی، در وهله انجام خوشه

الگوریتم  کاوی به دست آوردیم، های ومعیارهایی که از گراف همراه شاخص از تعبیه گراف به آمده
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های  را به ویژگی آمده به دستی بعد بردار ویژگی  ، در مرحلهکار دهیم و در مقایسه با این بندی می خوشه

های مشابه با مرحله قبل  و تعداد خوشههای جدید  با داده بندی را خوشه بار نیاکنیم و  الگوریتم اضافه می

ها و معیارهای  و شاخص های انجام شده به همراه بردار ویژگی بندی دهیم. انتظار داریم که خوشه انجام می

دلیل این امر نیز این است  .دارای کیفیت بیشتر و بهتری نسبت به حالت اول باشند آمده به دست گراف

شود، ولی بعد از اضافه کردن بردار  هایی استفاده نمی ها و گره ل از اطلاعات دیگر دادهکه در حالت او

های دیگر و همسایگان هر گره در  ها، اطلاعات گره به دیگر ویژگی ها و معیارهای گراف و شاخص ویژگی

 بندی دخیل خواهد بود. خوشه

که براساس معیارهای مختلف  ها است دادهبندی میزان مشابهت  های خوشه اساس کار الگوریتم

ی  به طور کلی در همه .که در هر حوزه و کاربردی معیار مختلفی مدنظر است شود گیری می اندازه

 هاست. سازی فاصله میان خوشه ای و بیشینه معیارها، هدف کمینه کردن فاصله درون خوشه

 𝑲−𝑴𝒆𝒂𝒏𝒔بندی  الگوریتم خوشه 3-3-4-1
نظارت برای بندی بدون  روش خوشه ترین و مشهورترین از سادهی یک K-Meansبندی  الگوریتم خوشه

ها از قبل و به صورت ثابت تعریف  های بدون برچسب است. در این الگوریتم تعداد خوشه بندی داده گروه

کند و  تایی تقسیم می𝑘های  ها بدون برچسب را به خوشه . این الگوریتم به صورت تکراری دادهشده است

های درون  بندی داده پردازد. در این روش خوشه ها می بندی داده عیارهای شباهت به خوشهم استفاده ازبا 

های مختلف میزان شباهت کمتری دارند. هدف اصلی  هر خوشه دارای بیشترین میزان مشابهت و خوشه

و  های بین نقاط داده ها نیز است( کمینه ساختن مجموع فاصله این الگوریتم )که مبتنی بر مرکز داده

 خوشه متناظر است.

𝐾بندی  مراحل الگوریتم خوشه −𝑀𝑒𝑎𝑛𝑠: 

 ها که باید از ابتدا تعریف شود. انتخاب تعداد خوشه .1

 هایی است که در مرحله اول تعریف شد وابسته است. انتخاب مراکز که به تعداد خوشه .2
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 ترین مرکز خوشه اختصاص هر داده به نزدیک .3

 مرکز جدید به هر خوشه محاسبه میزان واریانس و تخصیص محل .4

 تکرار مرحله سوم .5

 یابد. اگر هیچ اختصاص جدیدی برای محل خوشه وجود نداشت الگوریتم خاتمه می .6

دارند معیارهای فاصله اقلیدسی و  وجودها  مشهورترین معیارهای فاصله که برای محاسبه فاصله بین داده

 اند. ارائه شده ( در روابط13-3( و )12-3فاصله همینگ هستند که به ترتیب )

( 0-12) 
𝑑𝐸(𝑥, 𝑦) = √∑ (𝑥𝑘 − 𝑦𝑘)2

𝑛

𝑘=1
 

( 0-13) 𝑑𝐻(𝑥, 𝑦) =∑ |𝑥𝑘 − 𝑦𝑘|
𝑛

𝑘=1
 

هاست و  بندی و یا همان تعداد ویژگی خوشه ی مسئلهانگر ابعاد بی 𝑛که در این دو رابطه به ترتیب 

 هستند. 𝑥 و 𝑦های دور داده  امین ویژگی𝑘هم به ترتیب مبین  𝑦𝑘و  𝑥𝑘همچنین 

 

 

 K-Means [32]بندی  کد الگوریتم خوشه : شبه12-0 شکل 

 Elbow Methodها با استفاده از الگوریتم  تعیین تعداد خوشه 3-3-4-2

از مشکلاتی که این الگوریتم دارد، از  یکیدارد،  Kmeansهای مثبتی که الگوریتم  یژگیوعلاوه بر 

ها را برای اجرای الگوریتم به  . بدین معنی که باید تعداد خوشهاستها از قبل  تعریف کردن تعداد خوشه
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آوردن  به دستبدهیم. از آنجایی که  Kmeansبندی  الگوریتم خوشه عنوان یکی از پارامترهای ورودی به

آید، از این رو با  می به دستها برچسبی ندارد، با سعی و خطا  ها در زمانی که داده تعداد دقیق خوشه

 پردازیم. ها می به شناسایی مقدار دقیق خوشه Elbow Methodاستفاده از روش 

نمودار  کیروش هاست. این  ابتکاری برای شناسایی تعداد خوشه ها، این روش یک روش در تحلیل خوشه

توان  بندی می دهد که با استفاده از آن و مقادیر انحراف، تابع هزینه و یا خطا خوشه را در اختیار ما قرار می

ها به طور نسبی رسید. ایده اصلی این روش بدین صورت است که با توجه به افزایش  به تعداد دقیق خوشه

یابد، به عنوان مثال خوشه اول  ها به طور طبیعی افزایش می ها به خوشه ها، مقدار تطبیق داده اد خوشهتعد

کند، اطلاعات اضافه شده به خوشه اول، بیشترین  مقدار زیادی اطلاعات را اضافه می رهایمتغبر اساس 

ها کاهش  تطبیق بین دادهها، این مقدار  بندی را دارد، با افزایش تعداد خوشه مقدار تطبیق با خوشه

تواند از  ها می بندی وجود دارد، اما این تعداد خوشه یابد. از آنجایی که پارامترهای مختلفی برای خوشه می

 جلوگیری کند.ها  داده 1برازش بیش

 

های به تحلیل  در مورد کیفیت خوشه آوردن معیارهایی به دستبندی و  در مرحله آخر بعد از انجام خوشه

های  پردازیم و با استفاده از فرضیات موجود در مورد داده های موجود در آن می ها و داده خوشه در مورد

  گیریم. های دارند تصمیم می هایی که رفتار متفاوتی از دیگر خوشه ناهنجار هر خوشه یا خوشه

 بندی جمع 3-4
ها  به تعریف داده لدر این فصل به ارائه رویکرد پیشنهادی و معماری اصلی پرداختیم. در ابتدای فص

های تحلیل گراف و استخراج اطلاعات مفید از ساختار گرافی  در مورد روش بعد، پرداختیم و در مرحله 

های باارزش و مفید را استخراج کردیم. به دلیل پیچیدگی زیاد  انجمن ،ها های پرداختیم. از گراف داده داده

پایین حاصل از اجرای این  نسبتاًهای گرافی و دقت  کاوی و یادگیری بر روی داده اجرای الگوریتم داده

                                                 
1 Overfitting 
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به ای از آن  بردار ویژگی وهای گراف را تعبیه کردیم  های تعبیه گراف، گره الگوریتم، با استفاده از تکنیک

هدف اصلی پژوهش این است که تشخیص . وجود داردها را در آن  ت دیگر گرهااطلاع آوردیم که دست

در حالت استفاده از این بردارهای ویژگی در کنار دیگر اده از این بردار ویژگی و ن استفدهیم در حالت بدو

ها و  و در مرحله آخر تحلیل بر روی خوشههای بهتری دست خواهیم یافت.  ها، به کیفیت خوشه داده

 هر خوشه پرداختیم.های  داده

  



 

66 

 

 

 



 

67 

 

، آزمایش پیاده 4فصل   ها و ارزیابی سازی
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 مقدمه 4-1
دقیق و جامع  های آزمایشرویکرد پیشنهادی در فصل سوم، در این فصل به بررسی  با توجه به شرح کامل

در سه بخش است،  شامل. همانطور که گفته شد، روش پیشنهادی پردازیم میهای مربوطه  سازی پیاده و

کنیم  کنیم و معاملات را در قالب گرافی تحلیل می را به مدل گرافی تبدیل می مسئله های دادهبخش اول 

های باارزش  کنیم و انجمن اطلاعات مفید را توسط معیارهای مختلف استخراج می معاملاتی از گراف پس

های باارزش سربار محاسباتی زیاد و معاملات با تعداد کم ارزش  دلیل جدا کردن انجمنکنیم.  را جدا می

بیه گراف )که در اینجا های تع در بخش دوم با اعمال روشریالی معاملات بود که در این بخش انجام شد. 

 به دستشده برای هر گره را  های تعبیه ، ویژگیباارزشهای  مدنظر است( بر روی این انجمن ها تعبیه گره

و استخراج  بندی و تحلیل  بندی به خوشه های خوشه آوریم و در مرحله آخر با استفاده از الگوریتم می

پردازیم. در ادامه فصل ابتدا به  ها دارند می  دیگر داده ها که رفتار متفاوت با های هر خوشه و داده ویژگی

 پردازیم. تعریف مجموعه دادگان می

 ها های آن های باارزش و تحلیل گراف شناسایی انجمن 4-2
اطلاعات  یساختار گراف جادیبه ا Gephiافزار  با استفاده از نرمپس از معرفی مجموعه دادگان، 

 یها شبکه لیتحل یو برا استباز  شده به صورت متن جادیا 2009افزار که در سال  نرم نی. امیپرداخت

جاوا نوشته  یسینو برنامه زبانو در بستر  رود یاطلاعات در قالب گراف به کار م یساز یو بصر یاجتماع

 یبرا اریبس یها تیافزار و قابل کار با نرم یبودن، سادگ گانیافزار را نرم نیمهم ا یها یژگیشده است. از و

کاربر  اریرا در اخت یاریگراف است که اطلاعات بس یبر رو ها یو انجام تئور یاجتماع یها شبکه لیتحل

گران با یال بدون  گزاران و مناقصه گراف اطلاعاتی به صورت معاملات انجام شده بین مناقصه .دهد یقرار م

بر روی گراف ،  پردازش شیپدر مرحله هایی را در نظر گرفتیم.  جهت است و برای هر گره ویژگی

گزاری که فقط یک معامله داشتند را از ساختار گراف حذف کردیم و سپس با تحلیل  های مناقصه دستگاه

در هر گراف اطلاعاتی )گراف با وزن تعداد معاملات  به دو شبکه گرافیشناسایی انجمن در گراف گراف و 
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 ایم. هر شبکه گرافی را تحلیل کرده های دست یافتیم. سپس شاخص و گراف با وزن ارزش ریالی معاملات(

بوده است. گراف با وزن یال  صورتدید ما نسبت به گراف به دو همانطور که گفته شد در این پژوهش 

ه گراف بین به تحلیل دو شبکی بعد  تعداد معاملات و گراف با وزن ارزش ریالی معاملات. در مرحله

بدون جهت با وزن یال تعداد معامله و شبکه گرافی  گزاران پرداخته شد، گراف مناقصه گران و مناقصه

ها در جدول نشان داده شده  ها برای هرکدام از شبکه بدون جهت با وزن ارزش ریالی معاملات. شاخص

 است.

 

 یال است 19908گره و  14206گزاران و مناقصه گران که شامل  معاملات بین مناقصه کلی :گراف1-0 شکل 
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 ها در گراف معاملات :پراکندگی وزن گره2-0 شکل 

در معاملات  کنندگان تأمینهای از نوع دستگاه اجرایی بیانگر متوسط تعداد  میانگین درجه برای گره

که  استبیانگر متوسط تعداد دستگاه اجرایی  ندهکن تأمینهایی از نوع  و برای گره استدستگاه اجرایی 

نشان داده شده است. با توجه  2ها در شکل  پراکندگی وزن درجه با آن در ارتباط بوده است. کننده تأمین

در گراف کلی معاملات هر  .درجه یک دارندها  از گره زیادی نسبتاًتوان دریافت که تعداد  می 2-4به شکل 

 14.2در ارتباط بوده و به طور میانگین با  کننده تأمین 158یک و حداکثر با گزار حداقل با  مناقصه

مناقصه گزار در  37نیز حداقل با یک و حداکثر با  کننده تأمینتعاملاتی داشته است. هر  کننده تأمین

 مناقصه گزار تعاملاتی داشته است. 1.55ارتباط بوده و به طور میانگین با 
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 ها در گراف معاملات : شاخص مرکزیت نزدیکی گره3-0 شکل 

همانطور که گفته شد، شاخص مرکزیت نزدیکی معیاری برای هر گره است که میزان نزدیکی به دیگر 

یزان کند. بدین معنی که هر گره چه تعداد همسایه دارد و با همسایگان خود چه م گیری می ها را اندازه نود

و میزان  ، شاخص مرکزیت نزدیک مقداری بین صفر و یک است3-4با توجه به شکل  نزدیک است.

 است. 0.17میانگین  مقدارها نزدیک به  در بیشتر گره به همها  نزدیکی داده
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 : شاخص مرکزیت بینابینی در گراف معاملات4-0 شکل 

های   . هرچه گرهاستر که گفته شد شاخص مرکزیت بینابینی بیانگر جایگاه یک گره در شبکه همانطو

باشند، آن گره قدرت بیشتری در شبکه خواهد  وابستهها به یکدیگر  شبکه برای ایجاد ارتباط با سایر گره

 محاسبه شده است. 0.0004داشت. میانگین شاخص مرکزیت بینابینی در هر دو شبکه 

 های محاسبه شده برای شبکه ها و سنجه : شاخص1-0 جدول 

 نوع گره
تعداد 

 گره
 فراوانی

میانگین 

 درجه

میانگین 

مرکزیت 

 بینابینی

میانگین 

مرکزیت 

 نزدیکی

مرکزیت 

 بینابینی
 قدرت

 0.0011 0.0039 0.23 0.0021 14.2 9.8 1398 مناقصه گزار

 مناقصه

 (کننده تأمینگر)
12808 90.2 1.55 0.0002 0.17 0.0004 0.0015 

ها است. یکی از  ها و شناسایی انجمن های هر شبکه گرافی تشخیص وابستگی ترین ویژگی یکی از مهم

رود، ماژولاریتی است. در شبکه گرافی بدون جهت با  ها به کار می هایی که برای شناسایی انجمن الگوریتم

شناسایی شده است و در گراف بدون جهت  0.85انجمن با شاخص ماژولاریتی  142املات وزن تعداد مع

 .است 0.89انجمن شناسایی شده که شاخص ماژولاریتی آن  158با وزن ارزش ریالی معاملات 
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 ده در گراف بدون جهت با وزن تعداد معاملاتهای شناسایی ش ها در انجمن : توزیع اندازه ماژول5-0 شکل 

 
 ریالی معاملات وزن ارزشاف بدون جهت با شده در گر ییشناسا یها ها در انجمن اندازه ماژول عیتوز:6-0 شکل 

ها  زش و شناسایی آنهای باار به تحلیل انجمن گرافی دو شبکهبعد از تحلیل ماژولاریتی برای هر 

های شناسایی شده در گراف بدون جهت با وزن تعداد  ها انجمن ترین بزرگ 2-4پردازیم. در جدول  می

 معاملات و گراف بدون جهت با وزن ارزش ریالی معاملات آورده شده است.
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 های استخراج شده از گراف معاملات کلی انجمن نیمؤثرترو  نیتر بزرگ: 2-0 جدول 

 فراوانی تعداد یال تعداد گره نوع گراف

ت 
ف بدون جه

گرا

با وزن یال تعداد 

ت
معاملا

 1649 گره 1112 
 درصد10.7گزار:  مناقصه

 درصد89.3: کننده تأمین

417 493 
 درصد8.4گزار:  مناقصه

 درصد91.6: کننده تأمین

ت با 
ف بدون جه

گرا

ش ریال
وزن ارز

ی 

ت
معاملا

 876 1389 
 درصد10.4گزار:  مناقصه

 درصد89.6: کننده تأمین

83 82 
 درصد10.8گزار:  مناقصه

 درصد89.2: کننده تأمین

 

 های بررسی شده در گراف بدون جهت با وزن تعداد معاملات : انجمن7-0 شکل 
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 ارزش ریالی معاملات اف بدون جهت با وزشده در گر یبررس یها انجمن:8-0 شکل 

 تعبیه گراف و کاهش ابعاد 4-3
آوردن  به دستهمانطور که در فصل سوم توضیح دادیم، در این مرحله بعد از تحلیل گراف و 

 های گراف را در ابعاد دیگری نمایش دهیم برای اجرای بهتر و بازنمایی گراف باید گره باارزشهای  انجمن

. برای تعبیه گراف از بیاوریم که اطلاعات گراف را در اختیار داشته باشد به دستها را  و برداری از ویژگی

( SDNEهای یادگیری عمیق ) ( و روشNode2vecو  DeepWalkهای تصادفی ) های گام الگوریتم

ایم مشخص  را تنظیم کرده که ها رهای هر یک از الگوریتماستفاده کردیم. در جدول زیر ابتدا پارامت

های اضافی به  گراف هستند را به عنوان ویژگی شده هیتعبهای  و خروجی این مرحله که گره یمکن می

هر دو شبکه گرافی که شامل تعداد معاملات و ارزش ریالی معاملات است در های گراف اصلی  ویژگی

گراف را به الگوریتم یادگیری  شده هیتعبای اصلی به همراه این اطلاعات ه کنیم و مجموع داده اضافه می

برای تعبیه  .کنیم را تحلیل می  های هر خوشه و داده دهیم می بندی کاوی برای انجام خوشه ماشین و داده

زنمایی آوردن بردار ویژگی برای هر گره ابتدا باید پارامترهای الگوریتم با به دستگراف و بازنمایی گراف و 

های بازنمایی گراف باید ورودی، خروجی، نوع  گراف را مشخص کنیم. برای اجرای هر یک از الگوریتم

ابعاد بازنمایی گراف که تعداد ابعاد پنهان برای شود،  گراف که به عنوان ورودی به الگوریتم داده می



 

76 

 

 وزن گراف است. و بودن یا نبودن گراف دار جهتیادگیری هر گره است، 

 دو ستونفایل ورودی گراف است که به صورت فایل متنی است و شامل  ←دی الگوریتمورو 

هاست. در واقع ورودی الگوریتم، گرافی شامل گره و  های آن و مقصد و یال مبدأاست و گره 

 هاست. یال

های یا ماتریس مجاورت است که در اینجا به  که به صورت لیستی از یال ←نوع گراف ورودی 

 ( است.edgelistال )صورت لیست ی

و  DeepWalk ،Node2vec ،SDNEهای  که شامل الگوریتم←نوع الگوریتم بازنمایی گراف 

 هاست. دیگر روش

تواند  شود که می ابعاد بردار ویژگی که برای یادگیری هر گره ایجاد می←اندازه بازنمایی گراف 

 هر مقداری باشد.

جداگانه به صورت فایل به الگوریتم داده ها باید  باشد نیز ویژگی دار جهتدار و یا  اگر گراف وزن 

 شود.

فایل متنی که شامل تعداد گره و بردار ویژگی هر گره که با ابعاد مشخص  ←الگوریتم خروجی 

 شود. شده ایجاد می
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 نهای بازنمایی گراف و پارامترهای آ : الگوریتم3-0 جدول 

الگوریتم 

بازنمایی 

 گراف

 ها فرض آن پارامترهای الگوریتم و مقادیر پیش

D
eep

W
alk

 

ها که به  تعداد گام

صورت تصادفی از هر 

  10:شود گره شروع می

طول هر گام 

تصادفی که 

از هر گره 

شروع 

 80شود:  می

 Skip-Gram :10اندازه پنجره 

N
o
d
e2

v
ec

 

𝐩مقادیر  = 𝟏. 𝐪و  𝟎 = 𝟏. 𝟎 

S
D

N
E

 

انکودر که لیستی  لیست

های  شامل تعداد نورون

در لایه انکودر است و 

دومین مقدار لیست 

ابعاد خروجی اندازه 

بازنمایی دانش را نشان 

𝟏𝟎𝟎𝟎]دهد می 𝟏𝟐𝟖] 

 αمقدار 

که 

متری افراپار

برای کنترل 

مقدار تابع 

هزینه 

همجواری 

مرتبه اول 

 :است
𝟏 ∗ 𝟏𝟎−𝟔 

 βمقدار 

که 

برای 

ساخت 

یس ماتر
B 

استفاده 

: شود می

5 

مقدار 
µ
𝟏
= 𝟏 ∗

و  𝟏𝟎−𝟓
µ
𝟐
= 𝟏 ∗

که برای 𝟏𝟎−𝟒

کنترل 

مقادیر تابع 

و  l1هزینه 

 l2 استفاده

 شود. می

نرخ یادگیری 
𝒍𝒆𝒂𝒓𝒏𝒊𝒏𝒈 𝒓𝒂𝒕𝒆 =

𝟎. 𝟎𝟏 
 

های  ها و انجمن افهای و بر روی هر یک از گر در جدول زیر زمان اجرای الگوریتم برای هر یک از روش

 دهیم. ایم را نمایش می آورده به دستباارزشی که در قسمت قبل 
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 و ثانیه( هیثان یلیم برحسبهای تعبیه گراف ) : زمان اجرای الگوریتم4-0 جدول 

 𝐷𝑒𝑒𝑝𝑊𝑎𝑙𝑘( ثانیه میلی ) 𝑁𝑜𝑑𝑒2𝑉𝑒𝑐( ثانیه میلی ) 𝑆𝐷𝑁𝐸(ثانیه) 

𝑑 ابعاد بردار ویژگی = 64 𝑑 = 128 𝑑 = 64 𝑑 = 128 𝑑 = 64 𝑑 = 128 

ت با وزن 
ف بدون جه

گرا

ت
تعداد معاملا

 

 417گره:

 493یال:
10.28 12.80 9.46 10.34 2.48 3.88 

 1112گره:

 1649یال:
33.50 41.38 28.09 30.76 4.90 4.96 

ت با وزن 
ف بدون جه

گرا

ت
ی معاملا

ش ریال
ارز

 876ه:گر 

 1389یال:
24.65 30.57 21.84 23.71 3.86 3.99 

 83گره

 82یال:
1.08 1.29 1.41 1.57 1. .88 1.96 

های تعبیه گراف با توجه به ابعاد بردار  کنیم زمان اجرای الگوریتم مشاهده می 5-4همانطور که در جدول 

آوردن تعبیه گراف و  دستبه کند، و برای ابعاد بالاتر مدت زمان بیشتری برای  ویژگی تغییر می

ها از گراف نیاز است. لازم به ذکر است که با تغییر  ن با دیگر گرههای هر گره و مشابهت آ ویژگی

کند. به عنوان مثال در الگوریتم  ها نیز این مدت زمان تغییر می پارامترهای هر یک از الگوریتم

𝐷𝑒𝑒𝑝𝑊𝑎𝑙𝑘  16.17مدت زمان اجرای الگوریتم به  100به  80با تغییر طول گام از  128و در ابعاد 

مدت زمان اجرای الگوریتم به  20به مقدار  10 فرض شیپهای تصادفی از  و با تغییر تعداد گام ثانیه میلی

 رسد. می ثانیه میلی 25.01

است که همانطور که در فصل سوم گفته شد  SDNEبالای الگوریتم  نسبتاًی قابل توجه مدت زمان  نکته

که دلیل این امر این  هاست بالای آن نسبتاًهای یادگیری عمیق هزینه زمانی  از مشکلات الگوریتمیکی 

گیرد، با استفاده از همجواری مرتبه دوم ساختار کلی  است که علاوه بر اینکه ساختار محلی را در نظر می
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 گیرد. گراف را در نظر می

 𝑲𝑴𝒆𝒂𝒏𝒔بندی  الگوریتم خوشه 4-4
ی  ها، نوبت به مرحله بردارهای ویژگی برای هر گره از گراف آوردن به دستبیه گراف و بعد از انجام تع

در دو مرحله عمل بندی  برای انجام خوشهها رسیده است.  بندی و تحلیل بیشتر بر روی داده انجام خوشه

های گراف ها و معیار به همراه شاخصها  های گره بندی را بر روی ویژگی ی اول خوشه کنیم. در وهله می

بدون اضافه کردن بردار )درجه، مرکزیت نزدیکی و مرکزیت بینابینی( که در مرحله اول به دست آوردیم، 

ی بعد با اضافه کردن بردار ویژگی هر گره  دهیم و در مرحله ویژگی حاصل از مرحله تعبیه گراف انجام می

 دهیم. بندی را انجام می الگوریتم خوشه ،ها به دیگر ویژگی

 یبند خوشه تمیالگور یپارامترها:5-0  جدول

تعداد دفعاتی که الگوریتم اجرا 

 شود می
 ها تعداد خوشه

تعداد 

 تکرار

مقداردهی 

 اولیه
Algorithm پارامترها 

10 Elbow 

method 300 k-means++ ‘auto’ مقادیر 

 

 ارزیابی معیار 4-5
نیاز به روشی است  K-Meansبندی  از طریق الگوریتم خوشه آمده به دستهای  شهبرای ارزیابی خو

های ایجاد شده را در اختیار  ها از پیش، معیار درستی از کیفیت خوشه که با توجه به نداشتن برچسب داده

 هایی که به خوبی از هم جدا بندی درست و ایجاد خوشه ما بگذارد. همانطور که گفته شد معیار خوشه

ها از هم زیاد  ی خوشه های درون هر خوشه کم و فاصله ی میان داده ای باشد که فاصله شده باید به گونه

 Silhouetteها در این پژوهش استفاده شده است، معیار  باشد. معیاری که برای تعیین کیفیت خوشه

Coefficient  .ها متفاوتی دارند،  ها اندازه دلیل استفاده از این معیار این است که به دلیل اینکه خوشهاست

های درون خوشه  این معیار بیانگر میزان شباهت دادهای عملکرد بهتری دارد.  این معیار برای چنین مسئله
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هاست.  ی دیگر خوشه ها و فاصله های یک خوشه( نسبت به دیگر خوشه به یکدیگر )پیوستگی بین داده

ی این است که داده با مقدار  دهنده نشان 1که مقدار  ندک یمیک تا منفی یک تغییر مقدار این معیار از 

های خود دورتر است و شباهتی  های دیگر و همسایه قرار دارد و از خوشه  مشابهت بالایی درون یک خوشه

 های دیگر ندارد. به خوشه

های از  ای در تعداد خوشه بندی ها با هر روش خوشه کنیم که داده برای تعریف این معیار ابتدا فرض می

𝑖اند. برای هر داده  بندی شده پیش تعیین شده خوشه ∈ 𝐶𝐼 که مقدار هر داده 𝑖 در خوشه𝐶𝐼 :است، داریم 

( 0-1) 𝑎(𝑖) =
1

|𝐶𝐼| − 1
∑ 𝑑(𝑖, 𝑗)

𝑖∈𝐶𝐼,𝑖≠𝑗

 

هایی هست که به  تعداد داده |𝐶𝐼|ها در همان خوشه است و  هو همه دیگر داد iکه میانگین فاصله بین 

,𝑑(𝑖متعلق است و  iی  خوشه 𝑗)  فاصله بین دادهi  وj ی  در خوشه|𝐶𝐼|  است. به طور کلی مقدار𝑎(𝑖) 

به یک خوشه به طور مناسبی متعلق است. سپس باید میانگین  iدهد که چقدر  مقداری است که نشان می

 است و داریم: 𝐶𝑗های  و خوشه iی بین  به صورت میانگین فاصله 𝐶𝑗ی  و خوشه iبین داده شباهت 

( 0-2) 𝑏(𝑖) =
𝑚𝑖𝑛
𝐽 ≠ 𝐼

1

|𝐶𝐼|
∑ 𝑑(𝑖, 𝑗)

𝑖∈𝐶𝑗

 

عضو آن خوشه نیست.  iهاست که  گر خوشهو دی iمیانگین فاصله بین داده  نیتر کوچک 𝑏(𝑖)مقدار 

 پردازیم: می Silhouetteی مقدار معیار  به محاسبه 𝑏(𝑖)و  𝑎(𝑖)سپس با استفاده از مقادیر 

( 0-3) 𝑠(𝑖) =
𝑏(𝑖) − 𝑎(𝑖)

max{𝑎(𝑖), 𝑏(𝑖)}
, 𝑖𝑓|𝐶𝐼| > 1 

 که داریم:

( 0-4) 𝑠(𝑖) =

{
 
 

 
 1 −

𝑎(𝑖)

𝑏(𝑖)
, 𝑖𝑓𝑎(𝑖) < 𝑏(𝑖)

0            , 𝑖𝑓 𝑎(𝑖) = 𝑏(𝑖)

𝑏(𝑖)

𝑎(𝑖)
− 1, 𝑖𝑓𝑎(𝑖) > 𝑏(𝑖)

}
 
 

 
 

 

  

1−و مقدار   < 𝑠(𝑖) <   .است 1
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 نتایج 4-6
در  ها را تعیین کنیم. تعداد خوشه Elbow Methodتر گفته شد باید از طریق  ابتدا همانطور که پیش

 KMeansبندی  بندی با استفاده از الگوریتم خوشه ها به خوشه مرحله بعد از شناسایی تعداد خوشه

ی بعد اطلاعات هر  در مرحله کنیم. ها استفاده می برای کیفیت خوشه Silhoutteپردازیم و از معیار  می

دهیم و در جداول جداگانه به بررسی اطلاعات  ها مورد بررسی قرار می خوشه را برای شناسایی و رفتار داده

  پردازیم. در مورد هر خوشه می

 

 بهترین مقدار است( 5گره )که مقدار  417با  معاملاتبدون جهت با وزن تعداد  ها برای گراف : تعداد خوشه9-0 شکل 

 
 مقدار است( نیبهتر 4گره )که مقدار  112با  معاملاتاد گراف بدون جهت با وزن تعد یها برا تعداد خوشه:10-0 شکل 
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 یمقدار براگره)که بهترین  876با  ها برای گراف بدون جهت با وزن ارزش ریالی معاملات : تعداد خوشه11-0 شکل 

 است( 4ها  خوشه

 

 یمقدار برا نیگره)که بهتر 83معاملات با  یالیگراف بدون جهت با وزن ارزش ر یها برا تعداد خوشه:12-0 شکل 

 است( 3ها  خوشه
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ها بر اساس میانگین معیار  گراف و اضافه کردن ویژگی هیاز تعببندی قبل و بعد  : مقایسه معیار خوشه6-0 جدول 
Silhoutte 

 𝐾
𝑀
𝑒𝑎
𝑛
𝑠

−
𝑆
𝑖𝑙ℎ
𝑜
𝑢
𝑡𝑡𝑒

 

𝐷𝑒𝑒𝑝𝑊𝑎𝑙𝑘 𝑁𝑜𝑑𝑒2𝑉𝑒𝑐 𝑆𝐷𝑁𝐸 

𝑑 اطلاعات گراف = 64 𝑑 = 128 𝑑 = 64 𝑑 = 128 𝑑 = 64 𝑑 = 128 

ف بدون 
گرا

ت با وزن تعداد 
جه

ت
معاملا

 

گره:

417 

یال:

493 

0
.8
0

 

0.84 𝟎. 𝟖𝟔 0.90 𝟎. 𝟗𝟐 0.93 𝟎. 𝟗𝟔 

گره:

1112 

یال:

1649 

0
.7

1
 

0.76 𝟎. 𝟕𝟗 0.82 𝟎. 𝟖𝟖 0.90 𝟎. 𝟗𝟐 

ش 
ت با وزن ارز

ف بدون جه
گرا

ت
ی معاملا

ریال
 

گره:

876 

یال:

1389 

0
.8

7
 

0.90 𝟎. 𝟗𝟐 0.93 𝟎. 𝟗𝟒 0.93 𝟎. 𝟗𝟓 

 83گره

 82یال:

0
.6

5
 

0.70 𝟎. 𝟕𝟒 0.73 𝟎. 𝟖𝟎 0.78 𝟎. 𝟖𝟔 
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و بدون تعبیه  ها به همراه دیگر ویژگی با استفاده از تعبیه گراف Silhoutteبندی براساس معیار  خوشه : مقایسه13-0 شکل 

 DeepWalkگراف در هر چهار گراف و در روش 

 
ها و بدون تعبیه  با استفاده از تعبیه گراف به همراه دیگر ویژگی Silhoutteبندی براساس معیار  مقایسه خوشه :14-0 شکل 

 node2vecگراف در هر چهار گراف و در روش 
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ها و بدون تعبیه  با استفاده از تعبیه گراف به همراه دیگر ویژگی Silhoutteبندی براساس معیار  ایسه خوشهمق :15-0 شکل 

 SDNEگراف در هر چهار گراف و در روش 

های هر گراف  ی اول فقط بر روی داده توان نتیجه گرفت به دلیل اینکه در دفعه می 6-4با توجه به جدول 

ها در نظر گرفته نشد، مقدار  های گراف و اطلاعات همسایگان آن یژگیبندی انجام شد و دیگر و خوشه

های حاصل از تعبیه  تری را نسبت به مرحله بعد که اضافه کردن ویژگی بندی نتایج پایین خوشه نیانگیم

ها استفاده  بندی از اطلاعات دیگر گره گراف است دارد. دلیل این امر این است که زمانی که برای خوشه

 DeepWalkبندی دقت بالاتری خواهد داشت. به عنوان زمانی که در الگوریتم  م، مشابهت و خوشهکنی می

گیرم، بدین معنی است که به طور تصادفی از گره  فرض ده در نظر می طول گام تصادفی را مقدار پیش

بردار ویژگی به  در قالب ها کند و اطلاعات ده گره دیگر را نیز در خود دارد، که این ویژگی گراف شروع می

 شود. ها می و باعث دقت بالاتر و کیفیت بهتر خوشه شود های دیگر گراف اضافه می ویژگی

به میزان  SDNEتوان دریافت که اگرچه مدت زمان اجرای الگوریتم  با توجه اشکال و نمودارها، می

 به دسته دوم برای قابل توجهی بالاست، ولی به دلیل اینکه از همجواری مرتبه اول و همجواری مرتب

کند و علاوه بر ساختارهای محلی، دید کلی به گراف دارد نیز باعث بهبود  آوردن بردار ویژگی استفاده می

شود. دلیل مدت زمان بالای اجرای این الگوریتم نیز همین است که به  بندی می عملکرد و کیفیت خوشه

محلی و دید کلی به  یها گراف ریزظر گرفتن زیاد و در ن نسبتاًدلیل محاسبات غیرخطی و پارامترهای 
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 یابد. گراف مدت زمان اجرا الگوریتم نیز افزایش می

ها، عملکرد و کیفیت  هاست. با افزایش و یا کاهش خوشه از دیگر نکات حائز اهمیت تعیین تعداد خوشه

بندی  خوشهیابد که این امر به نوعی نقطه ضعف استفاده از این روش  بندی به شدت کاهش می خوشه

 بندی سلسله مراتبی استفاده نمود. های خوشه توان از روش است که برای پوشش این ضعف می

 ها تحلیل خوشه 4-7
ها  پردازیم و اطلاعات کلی در مورد خوشه ها می ها در گراف در این مرحله به تحلیل هریک از خوشه

و میانگین ر میانگین تعداد معاملات مقادی ها در هر مرحله با توجه به برای تحلیل خوشه کنیم. پیدا می

در تعداد معاملات کمتر )کمتر از میانگین(،  ای کننده تأمینکنیم که اگر  ارزش ریالی معاملات فرض می

داشته باشد، احتمال مشکوک  )بالاتر از حد میانگین ارزش ریالی معاملات( ارزش ریالی معاملاتی بالایی

ها مقدار معیار مرکزیت  ل مهم دیگر در شناسایی و تحلیل خوشهعام وجود دارد. کننده تأمینبودن آن 

های دیگر و افزایش احتمال  نزدیکی است که هرچه این مقدار بیشتر باشد به معنی ارتباط بیشتر با گره

 تبانی در مناقصه است.
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 گره 417ی گراف بدون جهت با وزن تعداد معاملات و ها های خوشه : تحلیل داده7-0 جدول 
شناسه
 

خوشهی 
 

ها در  تعداد نمونه

 هر خوشه

میانگین مقادیر در هر خوشه و 

 ها اطلاعات آن

ها با  تعداد داده

 رفتار مشکوک

های  تعداد داده

 با رفتار معمولی

خوشه 
0 

 8نمونه) 354

دستگاه اجرایی و 

346 

 (کننده تأمین

 5عاملات در خوشه م میانگین تعداد

میانگین ارزش ریالی معاملات در 

 میلیارد ریال 62این خوشه:

مقدار ارزش ریالی  نکمتری

 هزار ریال 480معاملات:

ریالی  زشبیشترین مقدار ار

 میلیارد ریال 500هزار و  3معاملات:

 

 نمونه 23

 

 

 

 نمونه 331

خوشه 
1 

دستگاه نمونه ) 1

 (اجرایی

ی کمی  ها، این خوشه که داده ه از دیگر خوشهبا توجه به فاصله این خوش

تواند حذف بشود و یا با  شود و می نیز دارد، به عنوان داده نویز محسوب می

 ها قرار بگیرد. ها در دیگر خوشه تغییر مقدار خوشه

خوشه 
 4نمونه) 12 2

 8و  کننده تأمین

 دستگاه اجرایی(

میانگین تعداد معاملات در خوشه 

28 

ریالی معاملات در میانگین ارزش 

 میلیارد ریال 609این خوشه:

کمترین مقدار ارزش ریالی 

 میلیارد ریال 29معاملات:

بیشترین مقدار ارزش ریالی 

 میلیارد ریال 1.900معاملات:

 نمونه 12 نمونه0

خوشه 
یک  3

نمونه)دستگاه 

 اجرایی(

 ی کمی ها، این خوشه که داده با توجه به فاصله این خوشه از دیگر خوشه

تواند حذف بشود و یا با  شود و می نیز دارد، به عنوان داده نویز محسوب می

 ها قرار بگیرد. ها در دیگر خوشه تغییر مقدار خوشه
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خوشه 
 17نمونه)49 4

دستگاه اجرایی و 

 (کننده تأمین 32

 :میانگین تعداد معاملات در خوشه

11 

میانگین ارزش ریالی معاملات در 

 یالمیلیارد ر 226این خوشه:

کمترین مقدار ارزش ریالی 

 میلیارد ریال 4.147معاملات:

بیشترین مقدار ارزش ریالی 

 میلیارد ریال 3.510معاملات:

 نمونه 49 نمونه0 

 

 گره 1112جهت با وزن تعداد معاملات و  گراف بدون یها خوشه یها داده لیتحل :8-0 جدول 

شنا
 سه

خوشهی 
 

ها در  تعداد نمونه

 هر خوشه

میانگین مقادیر در هر خوشه و 

 ها اطلاعات آن

ها با  تعداد داده

 رفتار مشکوک

های  تعداد داده

 با رفتار معمولی

خوشه 
0 

 79نمونه) 1050

دستگاه اجرایی و 

971 

 (کننده تأمین

میانگین تعداد معاملات در خوشه 

9 

میانگین ارزش ریالی معاملات در 

 میلیارد ریال 155ین خوشه:ا

کمترین مقدار ارزش ریالی 

 هزار ریال 75معاملات:

بیشترین مقدار ارزش ریالی 

 هزار میلیارد ریال 31معاملات:

 نمونه1004 نمونه 46

خوشه
 1نمونه)2 1

دستگاه اجرایی و 

 (کننده تأمین 1

ی  ها، این خوشه که داده با توجه به فاصله این خوشه از دیگر خوشه

تواند حذف  شود و می نیز دارد، به عنوان داده نویز محسوب میکمی 

 ها قرار بگیرد. ها در دیگر خوشه بشود و یا با تغییر مقدار خوشه
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خوشه
 33نمونه)52 2

دستگاه اجرایی و 

 (کننده تأمین19

میانگین تعداد معاملات در خوشه 

43 

میانگین ارزش ریالی معاملات در 

 میلیارد ریال1749این خوشه:

کمترین مقدار ارزش ریالی 

 میلیارد ریال 27معاملات:

بیشترین مقدار ارزش ریالی 

 میلیارد ریال 9910معاملات:

 نمونه48 نمونه4

خوشه
دستگاه 4نمونه)8 3

 2اجرایی و 

 (کننده تأمین

میانگین تعداد معاملات در خوشه 

101 

میانگین ارزش ریالی معاملات در 

 میلیارد ریال 4800این خوشه:

ن مقدار ارزش ریالی کمتری

 میلیارد ریال 142معاملات:

بیشترین مقدار ارزش ریالی 

 میلیارد ریال15100معاملات:

 نمونه 8 نمونه 0

 

 گره 876و  ارزش ریالی معاملاتگراف بدون جهت با وزن  یها خوشه یها داده لیتحل:9-0 جدول 

شناسه
 

خوشهی 
 

ها  تعداد نمونه

 در هر خوشه

میانگین مقادیر در هر خوشه و 

 ها اطلاعات آن

ها با  تعداد داده

 رفتار مشکوک

های  تعداد داده

 با رفتار معمولی

خوشه
0 

68نمونه)822

دستگاه 

 754اجرایی و 

 (کننده تأمین

 9 :میانگین تعداد معاملات در خوشه

میانگین ارزش ریالی معاملات در این 

 لیارد ریالمی 77خوشه:

کمترین مقدار ارزش ریالی 

 هزار ریال 124معاملات:

بیشترین مقدار ارزش ریالی 

 میلیارد 656معاملات:

 نمونه 795 نمونه 27
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خوشه 
1 

نمونه 16

نمونه 11)

دستگاه 

اجرایی و 

نمونه 5

 (کننده تأمین

 75میانگین تعداد معاملات در خوشه 

میانگین ارزش ریالی معاملات در این 

 میلیارد ریال4900خوشه:

کمترین مقدار ارزش ریالی 

 میلیارد ریال 3300معاملات:

بیشترین مقدار ارزش ریالی 

 میلیارد ریال 6900معاملات:

 نمونه 14 نمونه 2

خوشه 
2 

 3نمونه ) 4

دستگاه 

 1اجرایی و 

 (کننده تأمین

ی کمی  ها، این خوشه که داده با توجه به فاصله این خوشه از دیگر خوشه

تواند حذف بشود و یا با  شود و می د، به عنوان داده نویز محسوب مینیز دار

 ها قرار بگیرد ها در دیگر خوشه تغییر مقدار خوشه

خوشه 
3 

 9نمونه )34

دستگاه 

 25اجرایی و 

 (کننده تأمین

 37میانگین تعداد معاملات در خوشه 

میانگین ارزش ریالی معاملات در این 

 میلیارد ریال 1300خوشه:

ن مقدار ارزش ریالی کمتری

 میلیارد ریال 709معاملات:

بیشترین مقدار ارزش ریالی 

 میلیارد ریال 2900معاملات:

 نمونه 32 نمونه 2

 

 گره 83و ارزش ریالی معاملاتگراف بدون جهت با وزن  یها خوشه یها داده لیتحل:10-0 جدول 

شناسه
 

خوشهی 
 

ها  تعداد نمونه

 در هر خوشه

میانگین مقادیر در هر خوشه و 

 ها اطلاعات آن

ها با  تعداد داده

 رفتار مشکوک

های با  تعداد داده

 رفتار معمولی

خوشه
0 

 3نمونه)72

دستگاه اجرایی 

 69و 

 (کننده تأمین

میانگین تعداد معاملات در خوشه 

10 

میانگین ارزش ریالی معاملات در این 

 میلیارد هزار 46خوشه:

کمترین مقدار ارزش ریالی 

 هزار ریال 830معاملات:

بیشترین مقدار ارزش ریالی 

 میلیارد ریال 190معاملات:

 نمونه61 نمونه 11



 

91 

 

خوشه
1 

نمونه)دستگاه 1

 اجرایی(

ی کمی نیز  ها، این خوشه که داده با توجه به فاصله این خوشه از دیگر خوشه

تواند حذف بشود و یا با  ود و میش دارد، به عنوان داده نویز محسوب می

 ها قرار بگیرد. ها در دیگر خوشه تغییر مقدار خوشه

خوشه
2 

 4نمونه )10

دستگاه اجرایی 

 6و 

 (کننده تأمین

میانگین تعداد معاملات در خوشه 

39 

میانگین ارزش ریالی معاملات در این 

 میلیارد ریال 409خوشه:

کمترین مقدار ارزش ریالی 

 یارد ریالمیل 253معاملات:

یشترین مقدار ارزش ریالی ب

 میلیارد ریال 927معاملات:

 نمونه9 نمونه1

ها به  های آن هاست و در درون هر خوشه و داده تحلیل جداول بالا با توجه به مقدار دقیق تعداد خوشه

بندی  خوشهها پرداختیم، اما با توجه به اینکه در الگوریتم  شناسایی رفتار ناهنجار و الگوی متفاوت داده

𝐾𝑀𝑒𝑎𝑛𝑠 ها، دریافتیم که با  ها از قبل نیز مشخص باشد، با توجه به مقدار دقیق خوشه باید تعداد خوشه

ی کمتری نیز  ها دورتر هستند و تعداد داده ها نیز از دیگر خوشه ها، تعدادی از خوشه افزایش تعداد خوشه

هاست. در واقع تحلیل را به دو صورت  دارند که این حاکی از رفتار و الگوی متفاوت آن خوشه

هایی که دارای رفتار متفاوتی  ای، خوشه خوشه ایم. در تحلیل بین ای انجام داده خوشه ای و بین خوشه میان

ها نسبت  شوند و این بار برچسب مشکوک بودن را به خوشه هستند نیز با تعداد کمی داده مشخص می

ها را دو برابر مقداری که  هایی با رفتار مشکوک، تعداد خوشه خوشهدر تمام موارد برای شناسایی دهیم.  می

 آوردیم، در نظر گرفتیم. به دست Elbow Methodاز الگوریتم 

 گره 417گراف بدون جهت با وزن تعداد معاملات و  یها خوشه لیتحل: 11-0 جدول 

 رفتار نرمال رفتار مشکوک های خوشه مونهتعداد ن ها تعداد خوشه

  ● 9 0خوشه

 ●  313 1خوشه
  ● 1 2خوشه

  ● 1 3خوشه
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  ● 3 4خوشه

  ● 8 5خوشه

 ●  24 6خوشه
   41 7خوشه

  ● 1 8خوشه

 ●  16 9خوشه

 

 گره 1112تعداد معاملات و  گراف بدون جهت با وزن یها خوشه لیتحل:12-0 جدول 

 رفتار نرمال رفتار مشکوک های خوشه تعداد نمونه ها تعداد خوشه

 ●  954 0خوشه

  ● 2 1خوشه

 ●  21 2خوشه

  ● 1 3خوشه

 ●  31 4خوشه

  ● 1 5خوشه

  ● 6 6خوشه

 ●  96 7خوشه

 

 گره 876معاملات و  یالیگراف بدون جهت با وزن ارزش ر های  خوشه لیتحل:13-0 جدول 

 رفتار نرمال رفتار مشکوک های خوشه تعداد نمونه ها تعداد خوشه

 ●  743 0خوشه

 ●  12 1خوشه

  ● 3 2خوشه

 ●  24 3خوشه

  ● 1 4خوشه

  ● 6 5خوشه

  ● 2 6خوشه

 ●  85 7خوشه
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 گره 83 معاملات و یالیگراف بدون جهت با وزن ارزش ر یها  خوشه لیتحل:14-0 جدول 

 رفتار نرمال رفتار مشکوک های خوشه تعداد نمونه ها تعداد خوشه

  ● 4 0خوشه

 ●  52 1خوشه

  ● 1 2خوشه

  ● 1 3خوشه

 ●  20 4خوشه

  ● 5 5خوشه

ها دورتر هستند به عنوان داده  هایی که از دیگر خوشه ههمانطور که در فرضیات فصل یک بحث شد، خوش

ها از  شوند. فرضیه بعدی دیگر، درون هر خوشه بود که هرچه درون یک خوشه داده ناهنجار تعریف می

شوند. همانطور که در جداول  مرکز خوشه دورتر باشند به عنوان داده با رفتار مشکوک در نظر گرفته می

رند گی هایی دورتر قرار می هایی در خوشه ها، داده دیم، با افزایش تعداد خوشهمشاهده کر 14-4تا  4-11

 هاست. های آن ها حاکی از رفتار و الگوی متفاوت داده که وجود این خوشه

 بندی جمع 4-8
های  سازی در این فصل با توجه به الگوریتم ارائه شده در فصل سوم به بررسی نتایج و انجام پیاده

کاوی به استخراج اطلاعات مفید از گراف  های گراف م. ابتدا با استفاده از تکنیکای مربوطه پرداخته

های  های یادگیری های باارزش را از گراف پیدا کردیم، سپس برای اجرای الگوریتم پرداختیم و انجمن

و به دو گراف با وزن  اند مدهآهایی که به دست  ، گرافاستبندی  کاوی که همان خوشه ماشین و داده

های تعبیه گراف دادیم تا  ارزش ریالی معاملات و تعداد معاملات بودند را به عنوان ورودی به الگوریتم

ی آخر با استفاده  های بیشتر دستیابی داشته باشیم. در مرحله های گراف در ابعاد با ویژگی بازنمایی از گره

های اصلی گراف که همان تعداد  ویژگیگراف و  شده تعبیههای  بندی بر روی داده از اجرای الگوریتم خوشه

استفاده از معیارهای ارزیابی  با تیدرنهابندی پرداختیم.  معاملات و ارزش ریالی معاملات است به خوشه

با رفتار متفاوت و  های های هر خوشه به بررسی و شناسایی داده دادهو  ها خوشهبرای هر خوشه و تحلیل 
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 پرداختیم. الگوی متفاوت
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 های آتی ری و پژوهشگی  نتیجه 5فصل 
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 های پژوهش و یافته گیری نتیجه 5-1
کاوی، یادگیری عمیق و تکنیک یادگیری ماشین  های گراف در این پژوهش، با استفاده از ترکیب روش

ها پرداختیم. همانطور که در فصل اول به این نکته اشاره شد، استفاده از  به شناسایی رفتار مشکوک داده

های بخش  فروشمالی و معاملات و خریدوهای  های تراکنش در مورد داده های سنتی و پیشین روش

ها به سمت استفاده از فناوری  های زیادی را به همراه داشت و به دلیل شفافیت پایین، دولت دولتی چالش

. بعد از انجام مناقصات قدم برداشتندها و  فروشراستای انجام الکترونیکی خریدو اطلاعات و ارتباطات در

از این مفهوم و انجام معاملات در بستر وب، با توجه به  ستقرار دولت الکترونیک و استفاده کشورهاا

افزایش شفافیت، تسهیل امور معاملات و دیگر فواید آن، احتمال فساد و تبانی نیز به طبع آن افزایش 

فساد نیز در این بستر دور یافته است. در واقع از آنجایی که انجام معاملات شکل دیجیتالی به خود گرفته، 

 از ذهن نبوده است.

ها، پیچیدگی فرآیند  تراکنشبالای ، حجم انجام شده های زیاد در فرآیند معاملات دولتی به دلیل هزینه

فضا و بستر برای ایجاد تبانی و فساد اقتصادی مهیا است. به دلیل  ؛گذاران انجام معاملات و تعداد سرمایه

در  این پژوهشدر  ،خریدوفروشها و معاملات  ها در دنیای واقعی تراکنش ادهای بودن د ماهیت رابطه

به شناسایی و استخراج اطلاعات سازی گراف  بعد از مدلکاوی  های گراف ی اول با استفاده از تکنیک وهله

ن گراف معاملات یکبار با وزپرداختیم.  کنندگان تأمینگران و  مفید در مورد گراف معاملات بین مناقصه

در این مرحله به دلیل حجم تعداد معاملات و یکبار با وزن یال ارزش ریالی معاملات در نظر گرفتیم. 

که  پرداختیمهای باارزش در گراف  انجمنشناسایی و استخراج به سربار محاسباتی موجود،  بالای گراف و

من در بخش گراف با وزن حاصل این کار دو انجمن در بخش گراف با وزن ارزش ریالی معاملات، و دو انج

  تعداد معاملات انجام شده بود.

های جدید  در این مرحله به دلیل عملکرد بسیار مناسب و رویکرد های پرارزش، بعد از استخراج انجمن

پرداختیم. بدین معنی که برای هر گره از گراف  ها های انجمن گرافهای  گرهیادگیری عمیق، به تعبیه 
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ها را نیز به همراه داشت. پس از اجرای سه  ایم که اطلاعات دیگر گره دست آوردهای را به  بردار ویژگی

و اطلاعات و های اصلی گراف  را به همراه ویژگی آمده به دستالگوریتم تعبیه گراف، بردارهای ویژگی 

-Kبندی  های خوشه به عنوان ورودی به الگوریتمهایی که از گراف به دست آوردیم،  معیارها و شاخص

Means ی مقایسه و ارزیابی برای کیفیت هر خوشه از معیار  دادیم. در مرحلهSilhoutte  استفاده کردیم

 تری بوده است.  های متفاوت معیار مطلوب که در این مسئله به دلیل اندازه خوشه

گران و  های دنیای واقعی و معاملات بین مناقصه برای بررسی عملکرد روش پیشنهادی، از داده

 12808یازده سال بوده استفاده شده است. تعداد  یبازه زمانکه در سطح کشور ایران و در  کنندگان تأمین

ایم که  بندی دریافته ی خوشه در مرحلهاند.  گزار مورد بررسی قرار گرفته مناقصه 1398و  کننده تأمین

برای نیز در هر گره گراف های  گرههای تعبیه گراف به دلیل اینکه از دیگر اطلاعات  استفاده از روش

 (Silhoutte) بندی کند عملکرد بهتری داشته است و میانگین معیار کیفیت خوشه استفاده میبندی  خوشه

داشته است. یکی از  مثبتی ها تغییراتی قبل و بعد از استفاده از این بردار ویژگی در کنار دیگر داده

تر باشد، در واقع  ف و طول بردار ویژگی طولانیهای مهم پژوهش این است که هرچه ابعاد تعبیه گرا یافته

این نیز پیچیدگی  گذارد. علاوه بر ها در اختیار می نها و همسایگان آ اطلاعات بیشتری را در مورد گره

های تعبیه گراف و  در واقع با تغییر پارامتر ابعاد بردار ویژگی در الگوریتمزمانی و فضایی بیشتری را دارد. 

های  های در اختیار الگوریتم های دیگر و همسایگان آن ه اطلاعات بیشتری در مورد گرهدریافتیم که هرچ

 شوند. کیفیت بهتری از هم جدا میهای با بندی باشد، خوشه خوشه

های  های یادگیری عمیق و روش ها حاکی از عملکرد مناسب استفاده از روش در گراف شده ارائهروش 

بندی و اجرای  نشان داده شده است، تحلیل خوشه های آزمایشدر  تعبیه گراف بوده است. همانطور که

  بندی وابستگی زیادی به تعبیه گراف دارد. خوشه

ها پرداختیم.  ها با استفاده از فرضیات موجود به بررسی رفتار و الگوی مشکوک داده در تحلیل خوشه

گیری در مورد الگوی  را برای تصمیمها و مقادیر و اطلاعات هر خوشه اطلاعات مناسبی  استفاده از ویژگی



 

98 

 

 ها ناهنجار به ما داده است. داده

 یآت یکارهابرای  تا شنهادیپ 5-2
های زیادی به پارامترهای مختلف دارد و استفاده  با توجه به اینکه نتایج در مورد این مسئله وابستگی

تحقیقات  ومطالعات های تعبیه گراف همچنان مورد بحث و بررسی محققان زیادی است، انجام  از روش

توان به پیشنهادهای زیر توجه  بیشتر در این زمینه امری ضروری است. برای انجام مطالعات بیشتر می

 کرد:

ها. به عنوان مثال  های دیگر گراف معاملات در صورت در دسترس بودن آن استفاده از ویژگی 

شار سند مناقصه، تاریخ ، تاریخ انتخریدوفروشهایی مانند تاریخ انجام  استفاده از ویژگی

های دیگر  با دانستن ویژگی .خریدوفروشبرگزاری مناقصات و تعداد برندگان هر مناقصه 

ها انجام داد و رفتار مشکوک افراد در معاملات با  توان بر روی داده بندی بهتری را می خوشه

 دقت بالاتری قابل شناسایی است.

ها مشخص  رفتار مشکوک و یا معمولی آن هایی که گذاری و در دسترس بودن داده برچسب 

همانطور  شود. های جدید می تر داده بندی و شناسایی دقیق باشد باعث عملکرد بهتر در طبقه

 ها  که گفته شد، به علت یادگیری بدون نظارت داده

های یادگیری بازنمایی گراف بر روی  . در پژوهش حاضر روشها انجام تعبیه گراف بر روی یال 

گرفت. برای انجام  های هر گره و گره همسایه را در نظر می انجام شده که ویژگی های گره

ها تعریف شود و از گراف دانش  های را بر روی یال ها باید ویژگی تعبیه گراف بر روی یال

 شود. استفاده شود که باعث عملکرد بهتر و یادگیری بهتر گراف می

و  Pathcy-sanو رویکردهایی مانند  رافهای هر گ انجام تعبیه گراف بر روی زیرگراف 

Sub2vecتوان مدت زمان  ها علاوه بر دقت بهتر می . با انجام تعبیه گراف بر روی زیرگراف

تر کاهش داد. در  های باارزش اجرای الگوریتم را با استفاده از شناسایی انجمن ها و زیرگراف
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 شود. وازی باهم انجام میها باارزش نیز به صورت م واقع شناسایی و یادگیری انجمن

 ها های همپوشان و جداسازی و استخراج هر یک انجمن شناسایی انجمن 

برای شناسایی ارتباط بین  (link prediction) ها ارتباط بین گره ینیب شیپانجام  

 .گزاران و مناقصه گران مناقصه

عنوان مثال در الگوریتم های تعبیه گراف. به  سازی هرکدام از الگوریتم تغییر پارامترها و بهینه 

DeepWalkهای تصادفی و طول گام و اندازه پنجره  ، مقدار بردار ویژگی با تغییر تعداد گام

Skip-gram  شود. های همسایه می در یادگیری گرهکه باعث عملکرد بهتر 

های شبکه  تعبیه گراف مانند فاکتورسازی ماتریس و روشهای دیگر برای  استفاده از روش 

 . برخی از ها با یکدیگر نی گراف و مقایسه روشکانولوش

بندی مبتنی بر تراکنش و الگوریتم  بندی مانند خوشه های دیگر خوشه استفاده از الگوریتم 

تواند  که در مدت زمان کمتر و با پارامتر کمتر و دقت بیشتر می بندی سلسله مراتبی خوشه

 های مختلف دسته بندی کند. ها در خوشه داده

 .ها های ناهنجار براساس امتیاز داده مقدار و امتیاز به هر داده خوشه و شناسایی دادهاختصاص  
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گلیسی واژه ن
 نامه فارسی به ا

 Outlier Data داده پرت

 Novelty Detection شناسایی نو و جدید بودن داده

 Abnormality in data ها در داده اختلالات

 Unexpected Data نامانوس های عجیب و داده

 Sequential Data داده ترتیبی

 Point Anomaly ای ناهنجاری نقطه

 Contextual Anomaly ناهنجاری مفهومی

 Collective Anomaly ناهنجاری تجمعی

 Unsupervised Learning یادگیری بدون نظارت

 Supervised Learning یادگیری با نظارت

 Semi-Supervised Learning ییادگیری نیمه نظارت

 Network Intrusion نفوذ در شبکه

  Financial Fraud های مالی کلاهبرداری و تقلب در تراکنش

 Money Laundering پولشویی

 Credit Card Fraud تقلب در کارت اعتباری

 Financial Statement Fraud های مالی تقلب در صورت حساب

 Procurement Fraud و مزایدهتقلب در مسائل مناقصه 

 E-Government دولت الکترونیک



 

107 

 

 Corruption Perceptions Index (CPI) شاخص ادراک فساد

 Collusion تبانی

 Support Vector Machine ماشین بردار پشتیبان

 Hyperplane اَبَرصفحه

 Fuzzy Logic منطق فازی

 Hidden Markov Model مدل مخفی مارکوف

 Nearest Neighbor ترین همسایه کنزدی

 Baysian Network شبکه بیزین

 Artificial Neural Network های عصبی مصنوعی شبکه

 Self Organizing Map های خودسازمانده شبکه

 Clustering Alogrithm بندی های خوشه الگوریتم

 Baysian Information Criteria معیار اطلاعات بیزین

 Density-based Spatial Clustering of بندی مبتنی بر چگالی شهالگوریتم خو

Applications with Noise(DBSCAN) 

 Encoder-decoder رمزگشا-رمزگذار

 Autoencoder Network های خودرمزگذار شبکه

 Representation Learning یادگیری بازنمایی

 Mean Square Error میانگین مربعات خطا

 Statistical random Forest احتمالاتی جنگل تصادفی

 Ensemble Learning یادگیری تجمعی

 Generative Adversarial Network های متخاصم مولد شبکه

 Sequence-to-Sequence رشته به های رشته مدل
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 Long Short-Term Memory Network های حافظه کوتاه مدت بلند شبکه

 Synthetic Minority Over-sampling د اقلیت مصنوعیبرداری بیش از ح تکنیک نمونه

TEchnique(SMOTE) 

 Graph Embedding گراف تعبیه

 Homophily یکریختی

 Multiplexity چندگانگی

 Modularity ای بودن پیمانه

 Degree Centerality مرکزیت درجه

 Closeness Centerality مرکزیت نزدیکی

 Betweenness Centerality مرکزیت بینابینی

 Breadth First Search جستجوی سطحی اولین

 Depth First Search جستجوی عمقی اولین

 Overfitting برازش بیش
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Abstract 
Identifying the different behavior and pattern of data among the large amount of 

information available is of great importance. Nowadays, one of the most important 

areas for identifying anomalies in data is the financial field and conducting 

transactions and sales. Due to the high volume of transactions, the large number of 

investors and the complexity of the transaction process, fraud and economic 

collusion are among the problems that exist in this sector. With the establishment 

and growth of e-government in many countries, many tenders and auctions 

conducted in the public sector go beyond the traditional methods and are conducted 

in the context of information technology and electronically. The present study was 

conducted with the aim of clustering and identifying suspicious individuals in 

public sector tenders and has investigated the effect of using deep learning methods 

representing the trading graph in identifying suspicious data behavior. In this study, 

with the help of clustering method, customer behavior in transactions was analyzed 

and data pattern in different clusters was analyzed. 

The set of data used in the present study includes tenders conducted by government 

agencies in Iran, which is available to the public in the period of 1389 to 1398 in the 

government procurement system. After modeling the data in the form of trading 

graphs, important graph indicators were extracted by network analysis methods and 

valuable trading graph associations were extracted and suppliers and executive 

agencies influencing large transactions were identified. Graph nodes were 

embedded using graph representation deep learning approaches to implement 

clustering algorithm and cluster analysis on associations data. The characteristics of 

each trading node (amount of value of the transaction and the number of 

transactions) along with the characteristics obtained through graph analysis and 

graph embedding feature vector, were considered as data input of the clustering 

algorithm. Finally, by analyzing the clusters and data within each of those clusters, 

suspicious data with different behavior were identified. 
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The research findings show that the use of graph properties along with the 

embedded feature vector of graph nodes obtained by deep learning methods of 

graph representation, contributed significantly to better and higher quality clustering 

of data. In addition, this study showed that the longer the feature vector in graph 

embedding, the better the data clustering performance due to the availability of 

more information of neighboring nodes in the graph, and the more accurate the data 

is identified with suspicious behavior among the data. . 

 

Keywords: anomaly detection, e-government, graph analysis, graph embedding, 

graph representation learning, clustering, KMeans algorithm, deep learning 
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