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 تشکر و قدردانی
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اند را به عمل  عزیزانی که در این راه به من کمک کرده خود دانشته که نهایت سپاسگزاری را از تمامی  

 :آورم 
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 . کنمسپاسگزاری می
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کلیه حقوق معنوی این اثر و محصولات آن )مقالات مستخرج ، کتاب ، برنامه های رایانه ای ، نرم افزار ها و تجهیزات ساخته  

 نحو مقتضی در تولیدات علمی مربوطه ذکر شود .باشد . این مطلب باید به  شده است ( متعلق به دانشگاه صنعتی شاهرود می 

 . باشدنامه بدون ذکر مرجع مجاز نمی استفاده از اطلاعات و نتایج موجود در پایان 



 

 و‌‌

 

 چکیده 

  ی نقش مهم   انتخاب ویژگی  داده است.  ی ژگی انتخاب و  ند یالگو، فرآ  ییدر شناسا  مسائل چالشی از    یکی

از    یاریبس  پردازش ش یدر پ  یگام مهم و اساس   کی  و  کند ی م  فایابعاد بالا ا  های باداده   در حل مسائل با

 است.   نیماش  ی ر یادگیو   یبند مسائل طبقه 

در  مبتنی بر الگوریتم گرگ خاکستری است.    ، نامه یک روش انتخاب ویژگیاین پایان روش پیشنهادی  

از  الگوریتم  این   انتخاب ویژگی  به کاربردن  انتقال  ، استفاده شده است.  بند دسته روش  جهت  نیز  تابع 

  ی نریبه مقدار با  وسته ینگاشت مقدار پ  یاست که برا  الگوریتم گرگ خاکستری باینری از  یبخش مهم

 است.   ی ضرور

ها است و همه گرگ   شدهتنها از یک تابع انتقال برای کل الگوریتم استفاده    ،تحقیقات قبلیتمامی   در

انتقال سروکار   تابع  این  با  الگوریتم  این   داشتند.در کل  انتقال  ،  نامهپایاندر  تابع  با چندین  الگوریتم 

  که   گیردنشات می   از آنجا این ایده  خواهد داشت.خود را  خاص  انتقال    تابع هر گرگ  سروکار دارد و  

تواند در کل الگوریتم  می   هاتوانند خود را بهینه کنند، گرگ ی تکاملی هستند و می ابتکارها فراالگوریتم 

د  نبا جامعه تطبیق دهخود را  را بهینه کرده و    ان در هر مرحله نقش داشته باشد و در عین حال خودش 

 .د نو فقط به یک تابع انتقال وابسته نباش 

شکل تقسیم   V شکل و  S به دو خانوادهشود که  استفاده می در روش پیشنهادی، هشت تابع انتقال  

 گردد. میدو رویکرد برای یادگیری تابع انتقال پیشنهاد  .شوند می 

تواند  . این ایده می شده است  نسبت دادههر گرگ یک تابع مخصوص به خود  به  ،  روش پیشنهادیدر  

امکانی فراهم آورد که در هر تکرار الگوریتم با توجه به انتخاب گرگ آلفا و حرکت به سمت طعمه، تابع  

. در ایده اول سه و یا دو بیت  کردیماز دو ایده استفاده  ما در این نوآوری  انتقال مناسب نیز انتخاب شود.  

گردد چهار حالت تابع انتقال و اگر سه بیت  کنیم. اگر دو بیت اضافه  باینری را به جمعیت اولیه اضافه می 

بیت باینری به جمعیت    21یا   10باشد. در ایده دوم از تابع انتقال قابل دستیابی می  هشتاضافه گردد  

حالت ضریب    102  .تابع انتقال خواهیم داشت  نوع  بیت اضافه گردد یک    10شود. اگر  اولیه اضافه می 

تابع انتقال قابل دستیابی    نوع  دوبیت اضافه گردد    21اگر    .باشد دسترس می برای شیب تابع انتقال قابل  

ی هااز بیت در هر دو ایده،    .حالت ضریب برای شیب تابع انتقال وجود خواهد داشت  102  باشد کهمی 

بعد  ملاکی برای انتخاب تابع انتقال و نیز ضریب موثر بر شیب این توابع استفاده شده است.  اضافه شده

  ی، بعد   یگردد. با تکرارهای م   انتخاب  تابع انتقالو    یبروزرسان  گرگ آلفا  یت موقعالگوریتم    ر تکرار از ه

 .دهد ی انجام م یز تابع انتقال را ن  یادگیریمناسب،  یب م ضمن انتخاب تابع انتقال مناسب با ش یتالگور

  ویژگی بدست آمده   رمجموعه یکه انتخاب ز دهد ی ، نشان مUCIمجموعه داده  ده   یبر رو  ش یآزما جینتا

 . باشد ی موثر و کارآمد م ،بالا یبند با دقت طبقه 

 سازی گرگ خاکستری، توابع انتقال، باینریهای با بعد بالا، بهینهانتخاب ویژگی، داده  های کلیدی:واژه 



 

 ز‌

 

 نامه لیست مقالات مستخرج از پایان 

 وضعیت  کنفرانس/ ژورنال  عنوان 

Learning the Transfer Function in Binary 

Metaheuristic Algorithm for Feature Selection 

in Classification Problems 

Springer Journals, Neural 

Computing and 

Applications (NCAA) 

Under review 

 

‌
‌



 

 ح‌

 

 فهرست مطالب 

 1 تحقیق کلیات  :  1فصل  

 2............................................................................................................................................................... مقدمه   1-1

 4.................................................................................................................................................. تعریف مسئله   2-1

 5................................................................................................................................................. تحقیق اهداف  3-1

 5.................................................................................................................................. های تحقیق فرض پیش  4-1

 6 ................................................................................................................................................... روش تحقیق   5-1

 6 ............................................................................................................................................ نامهساختار پایان 6-1

 9 و مرور کارهای پیشین   تحقیق  ادبیات :  2فصل  

 10 ............................................................................................................................................................ مقدمه   2-1

2-2  K   نزدیکترین همسایه(KNN) ............................................................................................................ 10 

 13 ............................................................................................................................................. انتخاب ویژگی  3-2

 14 ........................................................................................................................................ فیلتر روش  1-3-2

 16 .................................................................................................................................. بند دسته روش  2-3-2

 19 ................................................................................................................................ شدهتعبیه روش  2-3-3

 20 .................................................................................................................................... ترکیبی روش  4-3-2

 22 .....................................................................................................................................گروهی  روش  5-3-2

 23 .................................................................................................................................... الگوریتم فراابتکاری  4-2

 26 .................................................................................................... سازی گرگ خاکستری الگوریتم بهینه  5-2

 26 .......................................................................................... سازی پیوسته گرگ خاکستری بهینه  1-5-2

 28 ....................................................................................................... مدل ریاضی و الگوریتم  1-1-5-2

 30 ................................................................................ ( حمله به طعمه) برداری مرحله بهره  2-1-5-2

 31 ................................................................................... ( جستجوی طعمه)مرحله اکتشاف  3-1-5-2

 32 ........................................................................................... سازی گرگ خاکستری باینری بهینه  2-5-2

 34 ................................................................................................................................................... تابع ارزیابی  6-2

 35 ................................................................................................................................................... توابع انتقال  2-7

 37 .................................................... سازی ازدحام ذرات باینری در الگوریتم بهینه   Vو  Sتوابع انتقال   2-8

 39 ............................................................................................. باینری  خفاش در الگوریتم  Vتابع انتقال    2-9

 



 

 ط‌

 

 40 .......................................................................... باینری  گرگ خاکستریدر الگوریتم  Sتابع انتقال  2-10

 43 .............................................................................................. باینری  سنجاقکدر   Vو  Sتوابع انتقال  2-11

 46 .............................................................................. باینری  داروال کوهان در الگوریتم  Vتابع انتقال   2-12

 48 ................................................................ در الگوریتم گرگ خاکستری باینری  Vو  Sتوابع انتقال  2-13

 49 ............................................................................................................................................... گیری نتیجه  14-2

 51 تحقیق روش  :  3فصل  

 52 ............................................................................................................................................................ مقدمه   3-1

 52 .......................................................................................................................................... روش پیشنهادی   2-3

 53 ............................................................................................................................ ارزیابی و تابع شایستگی 3-3

 54 .............................................................................................................. توابع انتقال در روش پیشنهادی  4-3

 54 ................................................................................................................................ شرح روش پیشنهادی  3-5

 55 .............................................................................................................. ایده اول روش پیشنهادی  1-5-3

 59 .............................................................................................................. ایده دوم روش پیشنهادی  2-5-3

 61 ها ن آ نتایج وتفسیر  :  4  فصل

 62 ............................................................................................................................................................ مقدمه   1-4

 62 ................................................................................................................................... ارزیابی نتایج تجربی  2-4

 75 بندی و پیشنهادها  : جمع 5فصل  

 76 ..................................................................................................................................................... بندیجمع  1-5

 76 ............................................................................................................................. پیشنهاد برای کار آینده  2-5

 79 مراجع 

   

 

 

 

 

 

 

 

 

 

‌



 

 ي‌

 

کال   فهرست اش
 14 ....................................................................................................................... مفهوم انتخاب ویژگی  :2-1شکل 

 15 ........................................................................................................................................... فیلتر روش  : 2-2شکل 

 17 .................................................................................................................................... بند دسته روش   : 2-3شکل 

 18 ............................................................................................. ی ژگیانتخاب و  یهاروش  یبند طبقه  : 4-2شکل 

 20 .................................................................................................................................. شده تعبیه   روش : 2-5شکل 

 21 ....................................................................................................................................... ترکیبی روش  : 2-6شکل 

 23 ....................................................................................................................................... گروهی روش  : 7-2شکل 

 27 ......................................................................................................مراتب گرگ خاکستری    سلسله: 2-8شکل 

 27 ...................................................................................................  های خاکستریرفتار شکار گرگ : 2-9شکل 

 28 ........................هاهای احتمالی بعدی آن بعدی و مکان سهبعدی و  دو بردارهای موقعیت : 2-10شکل 

 GWO .......................................................................................................... 30بروزرسانی مکان در : 2-11شکل 

 31 ................................................................................ حمله به طعمه در مقابل جستجوی طعمه : 2-12شکل 

 32 ......................................................................... خاکستری  گرگ پیوسته  سازیبهینه  الگوریتم : 2-13شکل 

 36 .................................................................................................... شکل  V شکل و  Sتوابع انتقال  : 2-14شکل 

 55 ....................... شکلV شکل و  Sتابع  چهاربیت برای   سه رمزنگاری ایده اول با از  ییشما: 3-1شکل 

 56 ........................ شکل V شکل یا  Sتابع  چهاررمزنگاری ایده اول با دو بیت برای از  ییشما: 3-2شکل 

 57 ......................................... روش پیشنهادی  -خاکستری   گرگ   گسسته  سازیبهینه  الگوریتم : 3-3شکل 

 58 ....................... روش پیشنهادی  -خاکستری   گرگ گسسته  سازیبهینه  الگوریتم فلوچارت: 3-4شکل 

 59 ..........شکل و یک بیت برای انتخاب نوع تابع V شکل و  Sبیت برای تابع  10ایده دوم با  : 3-5شکل 

 67 ............... 1-3  بر معادله  یمبتن ABGWOو  BGWOهای پیشنهادی با  مقایسه الگوریتم : 4-1شکل 

 71 ............... 2-3  بر معادله  یمبتن ABGWOو  BGWOهای پیشنهادی با  مقایسه الگوریتم  : 4-2شکل 
‌
‌
‌
‌

 

 

 
‌
‌

 
 



 

 ك‌

 

ول فهرست جد  ا
‌

 13 ............................................................ نقطه همراه با کلاس هر یک  ششدکارتی  مشخصات :2-1جدول  

 16 .............................................................................................................. فیلتر مزایا و معایب روش  :2-2جدول  

 18 ...................................................................................................... بند دسته مزایا و معایب روش  :2-3جدول  

 20 ...................................................................................................... شدهتعبیه مزایا و معایب روش  :2-4جدول  

 21 .......................................................................................................... ترکیبی مزایا و معایب روش  :2-5جدول  

 36 .................................................................................................... شکل V شکل و  Sتوابع انتقال   :2-6جدول  

 39 ....................................................................................................................... شکلV توابع انتقال  :2-7جدول  

 48 .................................................................................................. جزئیات توابع انتقال بهبود یافته  :8-2جدول  

 54 ................................................................................... در روش پیشنهادی جزئیات توابع انتقال  :3-1جدول  

 55 ...................................................................................... بیت  سه با  های انتخاب تابع انتقال بیت  :3-2جدول  

 56 ....................................................................................... بیت  دوبا  های انتخاب تابع انتقال بیت  :3-3جدول  

 62 ................................................................................................... تنظیم پارامترها برای آزمایشات :4-1جدول  

 63 ............................................................................................. آزمایش هایداده   مجموعه جزئیات :4-2جدول  

 64 ............ 1-3  بر معادله یمبتن ABGWOو  BGWOهای پیشنهادی با  مقایسه الگوریتم  :4-3جدول  

 65 ..................................... 1- 3 بر معادله  یمبتن BGWOبا   های پیشنهادیالگوریتم  یسهمقا :4-4جدول  

 66 ...................................... 1- 3 بر معادله  یمبتن ABGWOهای پیشنهادی الگوریتم  یسه مقا :4-5جدول  

 68 ............ 2-3  بر معادله یمبتن ABGWOو  BGWOهای پیشنهادی با  مقایسه الگوریتم  :4-6جدول  

 69 ..................................... 2- 3 بر معادله  یمبتن BGWO با های پیشنهادی الگوریتم  یسهمقا :4-7جدول  

 70 ................................. 2-3  بر معادله یمبتن ABGWOهای پیشنهادی با الگوریتم  یسهمقا :4-8جدول  

 72 ............................................................... ویژگی   13با   statlog heartجزئیات مجموعه داده  :4-9جدول  

 73 .....................................................   و ستون برچسب ی ژگی ستون و نیب یهمبستگ  سه یمقا :4-10جدول  
‌
‌
‌

 

‌
‌

 



 1فصل

  1  

 

 تحقیق  کلیات

 تحقیقکلیات    :  1فصل  

‌



 1فصل

  2  

 

 تحقیق  کلیات

  مقدمه   1- 1

کرده    د یمختلف تول   یهانه یرا در زم   یمیعظ  یهاداده و داده   گاهیپا  یادیاطلاعات تعداد ز  ی توسعه فناور

  ی و دستکار  رهی ذخ  یبرا   یکردیرو  جادیاطلاعات باعث ا  یو فناور  یاطلاعات  یهاگاهیدر پا  قاتیاست. تحق

برا  یهاداده   نیا داده   شتر یب  یر یگم یتصم  ی ارزشمند  است.  و    ند یفرآ  یکاوشده  اطلاعات  استخراج 

ها، کشف دانش، استخراج دانش از داده   ند یبه عنوان فرآ  نیاست. همچن  میعظ  یهااز داده   د یمف  یالگوها

 شود.ی م  دهیالگو نام  /  داده لیو تحل ه یتجز ایاستخراج دانش 

 یهاداده   افتن یها به منظور  از داده   ی ادیجستجو در حجم ز   ی است که برا  ی منطق  ند یفرآ  ک ی  ی کاوداده 

  ن یکه ا یاست که قبلا ناشناخته بودند. هنگام ییالگوها افتن ی کیتکن نیشود. هدف ا ی استفاده م د یمف

خود استفاده    تجارتتوسعه    یبرا  یخاص  ماتیاتخاذ تصم  یها براتوان از آن ی شوند، می م  افتیالگوها  

 کرد. 

 کاوی عبارتند از: در داده  ر یمرحله درگ سه

 اکتشاف •

 الگو ییشناسا  •

 استقرار •

مرحله  در  داده   یاکتشاف:  اکتشاف  داده اول  دها،  شکل  به  و  شده  پاک  و  ی م  لیتبد   ی گریها  شوند 

 شود. ی ها بر اساس مسئله مشخص مداده  تیمهم و سپس ماه  یرهایمتغ

شدند، مرحله دوم    فی خاص تعر  ی رهای متغ  ی و برا  شی، پالااکتشافها  که داده   ی الگو: هنگام  ییشناسا

 .شوند می و انتخاب  ییدهند، شناسای را انجام م  ینیب  شیپ نیرا که بهتر ییالگو است. الگوها ییشناسا

 شوند. ی مگرفته   به کارمطلوب  جه ی نت یاستقرار: الگوها برا 

  ی هاشبکه  ،یهوش مصنوع ون،یرگرس  ،یبند خوشه  ،یبند مانند طبقه  ی مختلف یهاک یو تکن هاتم یالگور

   یبرا   رهیو غ  هیهمسا  نیترک یروش نزد   ک،یژنت   یهاتم یالگور  م،یتصم  یهاانجمن، درخت   نیقوان  ،یعصب
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 . شوند ی داده استفاده م یهاگاه یکشف دانش از پا

  شده   یبند طبقه   شیاز پ  یهااز نمونه   یااست که از مجموعه  یکاوداده   ک یتکن  نیترج یرا  یبند طبقه 

مدل  یبرا م  یتوسعه  م   کند ی استفاده  کل  تیجمع  تواند ی که  طور  به  را  کند.    یبند طبقه   یرکوردها 

  کرد یرو  نیا مناسب هستند.  لینوع تحل   نیا  ی برا  ژه یبه و   ی اعتبار  سکیتقلب و ر  ص یتشخ  ی کاربردها

 کند.ی استفاده م یبر شبکه عصب  یمبتن یبند طبقه  یهاتم یالگور ا ی م یتصم یهااغلب از درخت 

توسط    یآموزش   یهاداده   ی ر یادگیشود. در  یم   یبند و طبقه   ی ریادگیها شامل  داده   یبند طبقه   ند یفرآ

  ن یدقت قوان  نیتخم   ی ها برااز داده   ی بند آزمون طبقه   در  شوند.ی م  ل یو تحل ه یتجز  یبند طبقه   تم یالگور

 اعمال کرد.  د یجد های داده  به توان ی را م  نیشود. اگر دقت قابل قبول باشد، قوانی استفاده م یبند طبقه 

  ی مجموعه پارامترها  نییتع  یبرا  شدهیبند طبقه   شیاز پ  یهامثال   نیاز ا  یبند آموزش طبقه   تمیالگور

  ی بند به نام طبقه   ی پارامترها را در مدل  نیا  تمیالگور  سپس .کند ی مناسب استفاده م  زیتما  ی برا  ازیمورد ن

 .]1[ کند ی م ی کننده رمزگذار

بندی هر نمونه در  یک وظیفه مهم در یادگیری ماشین و داده کاوی است که هدف آن طبقه   بندیطبقه 

بدون    .های آن استهای مختلف بر اساس اطلاعات توصیف شده توسط ویژگی ها به گروه مجموعه داده 

ها  ی معمولا تعداد زیادی از ویژگ  زیراها مفید هستند دشوار است. دانش قبلی، تعیین اینکه کدام ویژگی 

ها به  های مرتبط، نامربوط و افزونه هستند. این ویژگی که شامل ویژگی   وجود داردها  مجموعه داده   در

توانند کارایی  شود، حتی میشناخته می   "مصیبت ابعاد"دلیل فضای جستجوی بزرگی که تحت عنوان  

بندی  ربوطه برای طبقه های متواند تنها با انتخاب ویژگی بندی را کاهش دهند. انتخاب مشخصه می طبقه 

تواند تعداد  های نامربوط و اضافی، انتخاب ویژگی می به این مشکل بپردازد. با حذف / کاهش ویژگی 

شده را ساده کند،    های یاد گرفته بندی کننده ها را کاهش دهد، زمان آموزش را کوتاه کند، طبقه ویژگی 

ای بین  کار دشواری است زیرا تعامل پیچیده ی  ویژگانتخاب    ،بندی را بهبود بخشد و / یا عملکرد طبقه 

) ویژگی  مرتبط  فردی  ویژگی  دارد. یک  وجود  نامربوط( ها  یا  دیگر    زاید  با  کار  در هنگام  است  ممکن 

های مکمل شود. بنابراین، یک زیرمجموعه ویژگی بهینه باید گروهی از ویژگی   مرتبط( ها، زاید )ویژگی 
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ها را از هم تفکیک کنند.  اند تا به درستی آن ها گسترده شده های مختلف کلاس باشد که بر روی ویژگی 

گردد که  ترکیبی و گروهی می های مختلف انتخاب ویژگی، شامل فیلتر، دسته بندی، تعبیه شده،  روش 

 شود.بندی استفاده می نامه از روش انتخاب ویژگی دسته پایان  در این

دهد. جهت نگاشت فضای پیوسته به  برای انجام انتخاب ویژگی، فضای گسسته نتایج بهتری را ارائه می 

   ].2[ باشد ها استفاده از توابع انتقال می هایی وجود دارد که مفیدترین آن گسسته روش   فضای

 تعریف مسئله   2- 1

  4های هستند. محدود کردن تعداد ویژگی   3کاوی در داده   مرحله اساسیدو   2انتخاب ویژگی و   1بندیطبقه 

تر  بینی خوب و با پیچیدگی محاسباتی کم بندی کننده برای تولید یک مدل پیشورودی در یک طبقه 

توان در مورد  تر می ساده   با یک زیرمجموعه ویژگی کوچک و مناسب به طور منطقی و .  یک مزیت است

   بندی تصمیم گرفت. طبقه 

ای  اما نکته   شود،اقدام به انتخاب ویژگی می   و توابع انتقال  در اینجا با استفاده از الگوریتم گرگ خاکستری 

باشد.  کند استفاده از چندین تابع انتقال توام و متفاوت می ها متفاوت می سایر پژوهش را با    این کارکه  

شود،  با استفاده از تابع ارزیابی که در الگوریتم تعریف می الگوریتم در ادامه و پیشرفت در تکرارهای بعدی،  

. از  گردداعمال می   UCIهای مخزن  الگوریتم بر روی مجموعه داده   کند.نه را انتخاب میتابع انتقال بهی

این مخزن ده مجموعه داده انتخاب شده است که تنوع تعداد ویژگی و تعداد نمونه مشهود باشد. خروجی  

های مفید  ویژگی حداقل  این الگوریتم با توجه به مفهوم انتخاب تابع انتقال در طی تکرارهای آن، تعیین  

 باشد. بندی بالا میمجموعه داده، با دقت طبقه های از کل ویژگی 

 
1 Classification 

2 Feature Selection 

3 Data Mining 

4 Feature 
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  تحقیق هداف  ا   3- 1

و انتخاب و یادگیری تابع  ند  رروش انتخاب ویژگی، با یک تابع انتقال سروکار داپیشین  در همه مقالات  

یک روش انتخاب ویژگی مبتنی بر یادگیری  ارائه    ،تحقیقهدف این    انتقال مطرح نبوده است. بنابراین

گردد که ضمن برآورده کردن این هدف،  برای رسیدن به این مقصود، تکنیکی ارائه می .  استتوابع انتقال  

   کند. ات انجام شده توسط این روش، مفید بودن آن را تایید میآزمایشبندی نیز کاهش یابد.  خطای طبقه 

 تحقیق های  فرض پیش   4- 1

روش  ، برای بررسی  های فراابتکاریاز مجموعه الگوریتم   5کنیم الگوریتم باینری گرگ خاکستری فرض می 

های مختلف  با شیب  Vو    Sباشد. همچنین در این مستند از دو نوع تابع انتقال  مناسب می پیشنهادی ما  

است.   شده  مخزن  استفاده  از  استفاده  مورد  داده  مجموعه  از  UCIده  عبارتند   ،Breast Cancer 

Wisconsin    نمونه،    699ویژگی و    10باCongressional Voting Records    نمونه،    435ویژگی و    16با

Statlog (Heart)    نمونه،    270ویژگی و    13باIonosphere    نمونه،    351ویژگی و    34باChess    36با  

  60با    Connectionist Benchنمونه،    148ویژگی و    18با    Lymphographyنمونه،    3196ویژگی و  

ویژگی    9با    Tic-Tac-Toe Endgame  نمونه،  267ویژگی و    22با    SPECT Heartنمونه،    208ویژگی و  

 نمونه.  101ویژگی و  17با  Zooنمونه،  958و 

مقایسه خواهد شد.  این حوزه  در  مطرح  مقالات  از  یکی  با  مقادیر  کار،  از  نتایج حاصل  مقایسه  برای 

 .های باینری فراابتکاری قابل پیاده سازی استالگوریتم بر روی توابع انتقال در  تحقیق محدوده 

 

 
5 Binary Gray Wolf Optimization Algorithm 
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  روش تحقیق   5- 1

های  ویژگی تعداد  باینری به    بیت UCI  ، nاز یکی از مجموعه داده    ،هادر این تحقیق بعد از استخراج ویژگی 

شود بنابراین از همان ابتدای الگوریتم، هر  ها در اول الگوریتم مقداردهی میاین بیت .  شودآن اضافه می 

ملاکی برای انتخاب    هااین بیت   این رو،   ز اباشند.  گرگ دارای تابع انتقال و شیب  مخصوص به خود می 

در این  شود.  تابع انتقال و یا شیب تابع انتقال که از قبل تعیین شده است برای هر گرگ استفاده می 

در طول اجرای  . دبرای انتخاب تابع انتقال و یا شیب تابع انتقال در اختیار دار حالت  n2  الگوریتم  ،حالت

ها شود، گرگ دگیری، که حین اجرای الگوریتم انجام میالگوریتم با توجه به تابع ارزیابی و با توجه به یا

ها و نتیجه حاصل از تابع ارزیابی امکان  بدیهی است با تغییر موقعیت گرگ کنند.  موقعیت خود را بروز می 

در آن تکرار تابع انتقال    تغییر گرگ آلفا وجود دارد. با تغییر گرگ آلفا، تابع انتقال وابسته به این گرگ 

با ش یتالگور  ی، بعد   یبا تکرارهااهد شد.  الگوریتم خو انتقال مناسب  تابع  انتخاب  مناسب،    یبم ضمن 

عداد ویژگی مناسب به بهترین نحو بدست  تتا با کمترین خطا،   ،دهد ی انجام م  یزتابع انتقال را ن  یادگیری 

  .آید 

یادگیری تابع انتقال  نوآوری ما در این بخش همانطور که در بالا شرح داده شد ارائه روشی جدید برای 

 کند.باشد که انتخاب ویژگی را محقق میو انتخاب شیب مناسب در حین اجرای الگوریتم می 

 نامه ساختار پایان   6- 1

باشد،  و تعریف مسئله و اهدافی که در این مسئله مدنظر می   تحقیق   نامه به کلیاتدر فصل ابتدایی پایان 

به معرفی  است که    و مرور کارهای پیشین   ادبیات تحقیقبه صورت مختصر بیان شده است. فصل دوم  

فراابتکاری و در    انتخاب ویژگی و انواع آن، توضیح الگوریتم ،  نزدیکترین همسایهk   مفاهیم پایه مانند 

در فصل   .پرداخته خواهد شد  و مرور کارهای پیشین  باینری  یتم گرگ خاکستریورگ نهایت به تشریح ال

می   ،سوم تحقیق  به روش  که  پیشنهادی    باشد  روش  کامل  نتایج    ، چهارمفصل   پردازد.می تشریح 
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ارائه شده است.    ،و ارزیابی روش پیشنهادی  های معتبر نتایج یکی از مقاله سازی و مقایسه نتایج با پیاده

 .یی برای انجام تحقیقات بیشتر خواهد بودهابندی و ارائه پیشنهاد شامل جمع  پنجمفصل 
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 های پیشینو مرورکار  تحقیق   ادبیات :  2فصل  
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  مقدمه   1- 2

جلوگیری از تکرار و هدر رفتن  موجب بکارگیری مطالعات گذشته بر ارزش و صداقت بیشتر تحقیقات و 

ارائه  برای  قبلی  مطالعات  از  استفاده  نتیجه  در  و  رفته  بکار  ابزار  با  آشنایی  و   جدید   هایفرضیه   وقت 

کنون در زمینه مورد  ای از تمامی مطالعات مهمی است که تاپیشینه تحقیق در واقع خلاصه   .شودمی 

های اصلی به کار  ها و مدل . در بخش پیشینه تحقیق باید در مورد نظریه ستنظر شما به انجام رسیده ا

در نوشتن پیشینه تحقیق این   ترین وظیفه . مهمشودبرده شده در تحقیق و حتی کارهای پیشین بحث 

   .شود، ایجاد داشتم آن را است که یک ارتباط منطقی میان آنچه انجام شده و آنچه قصد انجا

نزدیکترین همسایه، انتخاب ویژگی    kبه معرفی مفاهیم پایه مانند  در ادامه برای درک کارهای انجام شده  

به کارهای انجام شده در خصوص توابع انتقال  و انواع آن، توضیح الگوریتم فراابتکاری گرگ خاکستری و  

 د. پرداخته خواهد ش ها در الگوریتم و کاربرد آن 

2-2 k  ( نزدیکترین همسایهKNN6 ) 

K  نظارت   تحت  یادگیری  الگوریتم  یک  و  بندیطبقه   برای  رایج  و   ساده  روش   یکهمسایه    ترین نزدیک  

و یکی از کاربردهای  ‌‌محبوب گشت   KNNالگوریتم  وترها، ی کامپ  یقدرت محاسبات  شیبا افزا.  [3]  است

ی  برای یک داده باشد.  تخمین نزدیکترین همسایه می مبتنی بر  این روش  است.    الگو رایج آن تشخیص  

  ، نزدیکی دو نمونه  (.ی مشابهنمونه   k) گرددها مینمونه از نزدیکترین نمونه  k به دنبال  الگوریتمآزمایشی  

ا هتواند از انواع داده شود. هر نمونه می ی میان این دو نمونه محاسبه می با بدست آوردن تشابه و یا فاصله 

باشد که  منظور از فاصله، فاصله اقلیدسی می ها بررسی شود.  تشکیل شده باشد که باید تشابه میان آن 

 شود:  بصورت زیر تعریف می 

 
6 K-Nearest Neighbour 
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(1-2 ) 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥, 𝑦) = √∑(𝑥𝑖 − 𝑦𝑖)2

𝑑

𝑖=1

 

d  بند هاست. در دسته تعداد ویژگیKNNبرای تعیین برچسب نمونه ،  M،  شود:روال زیر انجام می 

1) k ای که به نمونه  𝑥  شوند.از نظر معیار فاصله نزدیکتر هستند، تعیین می  

. برچسب با تعداد حداکثر آرا،  شودگیری می ، رای 𝑥نمونه برای تعیین برچسب نمونه    kاز این   (2

 خواهد بود.  𝑥برای  برابر با برچسب تخمین زده شده 

ی آزمایشی  داده   کلاس سب  چی آزمایشی، با رأی اکثریت بری مشابه با نمونه داده  k پس از یافتن این

ی  نزدیکترین داده به نمونه   کلاس تنظیم شود، در این صورت   k برای  یکه مقدار  چناچشود.  انتخاب می 

های نویز و خارج از محدوده  شود. اما به دلیل وجود داده تخمینی ارائه می   کلاس آزمایشی، به عنوان  

توان مقدار مناسب را به صورت تجربی به دست آورد. برای  نیست. می   kعدد مناسبی برای   یک مقدار  

این کار   k . با افزایش مقداردگردمی خطا محاسبه    خای آزمایشی نر شروع و برای مجموعه  یک مثال با  

شود، انتخاب مناسبی است. درکاربرد مقادیر  خطا می   خ که باعث حداقل نر  k. مقداری از  شودتکرار می 

 . خوبی را به دنبال داشته استنتایج  k برای پنجو  سه

است نیز    (عددی)ها از نوع پیوسته  آن   کلاس سب  رچکه بهایی  داده تواند برای  همچنین می   الگوریتماین  

به    ،نمونه k این  کلاس مقادیر حاصل از  انگین  همسایه، می k این صورت پس از یافتن  دراستفاده شود.  

در مجموعه    ویژگی هرگاه مقدار یا مقادیری از   .شودبرگزیده می ی آزمایشی  نمونه   کلاس سب  چعنوان بر

بیشترین فاصله    ، ی فاصلهکمترین و در محاسبه   ، ی تشابهآزمایشی ناقص باشند در محاسبه   اصلی یاداده  

صفر  ی  به فاصله   ،عددیویژگی  یک    ویژگی شود. فرض کنید مقادیر  در نظر گرفته می ویژگی  برای این  

می  نگاشت  یک  می تا  می شوند.  عمل  این  که  انجام  دانید  ساده  سازی  نرمال  یک  با  برای  گرددتواند   .

)تشابه  باشند فاصله برابر یک  مقدار ناقص اگر هر دو ویژگی میان دو نمونه و برای این    یمحاسبه فاصله 

چناچه یکی از این مقادیر ناقص باشد و دیگری دارای ارزشی  اما    شود.در نظر گرفته میبرابر با صفر(  

 یند:آبه دست می  2-2 ، فاصله و تشابه از فرمول𝑣برابر با  
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 و مرور کارهای پیشین تحقیق کلیات

(2-2) 𝐷𝑖𝑠(𝐴𝑖 , 𝐴𝑗) = 𝑀𝑎𝑥(|𝐼 − 𝑣|, |0 − 𝑣|) 

𝑆𝑖𝑚(𝐴𝑖 , 𝐴𝑗) = 𝑀𝑖𝑛(|𝐼 − 𝑣|, |0 − 𝑣|) 

و تشابه برابر با   تا فاصله برابر با یک باشد، ها ناقصغیرعددی کافی است حداقل یکی از آن  ویژگی برای 

 تنظیم شود. صفر 

میان    یی تشابه و یا فاصله در محاسبه   ویژگیدرصد مشارکت    هاویژگی با انتساب وزن به هر یک از  

کمتری در  های نویز تاثیر  نامربوط و یا داده ی  اویژگی . بدین ترتیب  خواهد شد ها کمتر یا بیشتر  نمونه 

  .فرایند خواهند داشت

اینکه  ه  ب بر KNN الگوریتمدلیل  یافتن  کلیه داده   کلاس سب  چبرای  باید  آزمایشی  داده های  را  ی  ها 

با حجم بسیار  پیمایش کند، این عمل در داده  از کارایی  می   بالاهایی  بکاهد.    الگوریتمتواند به شدت 

های اولیه در یک ساختار  ی داده ذخیره . د نبخشرا بهبود می   الگوریتم تمهیداتی وجود دارند که پیچیدگی  

انتظار    الگوریتمسازی موازی    کند و یا با پیاده  لگاریتمیتواند پیچیدگی جستجو و پیمایش را  درختی می 

 .داشت الگوریتمسرعت بهتری از  رودمی 

دی کاربردی  ب گ روش  تشابه میان زیراولیه، محاسبه   الگوریتمهبود  ر جهت  یا  و  فاصله  از مجموعه ی    ای 

  هایآزمایشی و داده ی  میان نمونه ی  به جای فضای کل است. بدین ترتیب که در ابتدا فاصله  ویژگی 

شود. در این صورت  می   ها محاسبهن آی  ه به جای کلی  ویژگیی از  اذخیره شده با توجه به زیرمجموعه 

یا تشابه  ی کامل فاصله  باشد، بدون محاسبه (  کمتر ر ) بیشت  ایشده از مقدار تعریف    )تشابه(نانچه فاصله  چ

را از فضای    هااگر به هر نحوی قادر باشیم برخی از نمونه   علاوه به    . خواهیم رفتی بعدی  به سراغ داده 

  ششحاوی مشخصات    1- 2جدول  یابد.  می افزایش    الگوریتم جستجو خارج کنیم بدون شک سرعت  

 اند.بندی شده طبقه  Bو   Aنقطه است که در دوکلاس 
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 و مرور کارهای پیشین تحقیق کلیات

 [ 4]   نقطه همراه با کلاس هر یک  ششدکارتی   مشخصات  :1- 2جدول  

p   کلاس فاصله تا Y X ردیف 

3.00 A 5 2 1 

4.12 B 3 6 2 

2.83 A 4 4 3 

1.00 B 2 1 4 

4.12 B 6 1 5 

1.00 A 2 3 6 

 

. در ستون  دبدست آور KNN را با روش ) P 2,2)نقطه    کلاس   شودمی k مقدار   برای   سه   تنظیم عددبا  

آنجا    از   ).ی اقلیدسیفاصله (  ها نیز محاسبه شده استبا هر یک از نمونه  P یی نقطه آخر جدول فاصله 

های  خواهد کرد. نمونه را انتخاب   P به نقطه  نزدیک ی  نمونه   سه   الگوریتماست،    سهبا    برابر   kکه مقدار

انتخاب می چسوم،   بر  سهشوند. درمیان این  هارم و ششم    قرار B   سبچیک بر و A سبچنمونه، دو 

 .[4] شودتخمین زده می   Aبرابر P ینقطه  کلاس داردکه بدین ترتیب 

 انتخاب ویژگی 3-2

  ، بوجود آمده است که  لاابعاد باهای با  های اخیر، مشکل داده ها در سالافزون داده   با افزایش حجم روز 

  این   با.  ]5[  شوددر مبحث یادگیری ماشین و شناسایی الگو می  یبند باعث کاهش کارایی و دقت طبقه 

  ل ئمسا  در   خصوص   به  بالا  بعد   داشتن  دلیل   به  واقعی   دنیای   لئمسا  اکثر   برای  جستجو  از  استفاده   حال،

NP - hard  از  هاحالت   همه  ارزیابی  و   مساله  فضای  کل  بررسی  که  است  بدیهی  .]5[است    ممکن  غیر 

های با ابعاد  . انتخاب ویژگی در داده ]5[هستند    پرهزینه   بسیار  واکنش   زمان  و   محاسباتی   پیچیدگی   نظر

  ل ئمسا  برای  ویژگی  انتخاب  هایروش آید.  ترین مراحل یادگیری ماشین به حساب می یکی از اساسی  لابا
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 و مرور کارهای پیشین تحقیق کلیات

  را   کننده  بندیطبقه   که   اند شده   گرفته  کار به  یافته کاهش   ویژگی   مجموعه  انتخاب  منظور   به   بندیطبقه 

 .[ 6،5]  کند می   ترسریع  و  تردقیق 

از مجموعه    افزونه(های نامربوط )های مهم و حذف ویژگیراهی برای شننناسننایی ویژگی  ویژگیانتخاب 

و درک   بینیبعند داده، بهبود عملکرد پیشاهنداف انتخناب ویژگی، کناهش . ]8،7 [کنند هنا فراهم میداده

  .[3،7،9] خوب داده برای کاربردهای یادگیری ماشین است

توانند مانند  و نمی  ندارند   ها راتوانایی رویارویی با حجم زیاد این داده   ،های قدیمی انتخاب ویژگیروش 

  های نوین نیز موثر واقع شوند از این رو استفاده از روش   لاهای با بعد باسیک بر روی داده لاهای کداده 

های  های افزونه و نامرتبط در مجموعه داده های موثر و حذف ویژگیکه بتواند جوابگوی انتخاب ویژگی 

بنابراین انتخاب مناسب زیرمجموعه ویژگی و تنظیم    .رسد می   باشد بسیار ضروری به نظر  لابا ابعاد با

وقتی با حجم زیاد داده روبرو هستیم، یکی    . [ 10بندی دارد ] یر زیادی بر دقت طبقه پارامترهای مدل تاث

باشد، استفاده از  های نوین و به روز که پاسخگوی ما در برخورد با مشکلات انتخاب ویژگی می از روش 

های مختلف  در ادامه به روش   .[ 5،11]  است  ابتکاری های فراوریتم گ های نوین انتخاب ویژگی و الروش 

 پردازیم:انتخاب ویژگی می 

 

 ]12[  ی ژگ ی مفهوم انتخاب و   :1- 2  شکل 

 7فیلتر روش    3-1- 2

مستقل از الگوریتم یادگیری عمل  فیلتر    باشد. روش می فیلتر  های انتخاب ویژگی روش  یکی از روش 

  یک   از خصوصیات ذاتی داده آماری  معیارهای  از  استفاده   با  ویژگی  هر   به  ، . در این روش [3،2]  کنند می 

 
7 Filter 
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 و مرور کارهای پیشین تحقیق کلیات

  به   هامشخصه   بندیرتبه   تعیین  و  امتیازات  براساس   هاویژگی   .[3]   شودمی  داده  اختصاص  امتیاز  مقدار

 آنجا   ازباشد.  ها می هایی با بالاترین رتبه ویژگی   ، خروجی این روش   .شوند می   سازماندهی  نزولی  ترتیب

  منجر  امر   این   شود،نمی   گرفته   نظر   در   هاویژگی   انتخاب   زمان   در   مستقل  متغیرهای   بین  همبستگی  که 

 دنباش ها می دارای سرعت بالایی نسبت به سایر روش   این روش  .شودمی   اضافی  هایویژگی   انتخاب  به

از نظر   فیلتر  روش   باشد.های با بعد بالا می و به همین دلیل گزینه مناسبی برای استفاده در داده ]12[

  انتخاب  روش   باشد.اما این روش از دقت مناسبی برخوردار نمی ،  ]2]   تر هستند تر و کلی محاسباتی ارزان 

  .[ 13]  بگیرند  نادیده را  اطلاعاتی هایویژگی  برخی است ممکن  فیلتر ویژگی 

اطلاعاتی می   فیلترهای  از جمله روش  بهره  به  فیشر[15،14] 8توان  امتیاز   ،9 [16] ،  F-Relief  [17]  ،

 . اشاره کرد [18،19،20] 10پیرسون  همبستگیبراساس   فیلترروش 

 
 ]21[ر فیلت روش  :  2- 2شکل  

 

 

 
8 Information Gain 

9 F-Score 

10 Pearson’s correlation 



 2فصل

16 

 

 و مرور کارهای پیشین تحقیق کلیات

 ] 22،12[ فیلتر  روش : مزایا و معایب  2- 2جدول  

 معایب  مزایا  

 فیلتر  روش

 ترسریع محاسباتی ازنظر و کارآمد -

 یادگیری الگوریتم مستقل از -

محاسباتی  از-  روش   تر سریع  نظر  های  از 

 .است 12شده تعبیه و 11بند دسته 

 بالا  ابعاد با هایداده برای مناسب- 

 خوب را دارند. م یتعم تیقابلفیلتر  یهاروش- 

  در   را  ها کننده  بندیطبقه  بین  ارتباط   روش  این- 

   .گیردنمی نظر

در مرحله یادگیری، الگوها را به درستی تشخیص   -

 نمی دهد 

وفیلتر    یهاروش-  است  که   ییهایژگیممکن  را 

باشند از دست    ربطیممکن است به طور مستقل ب

شوند    بیترک  هایژگ یو   ریکه با سا  یبدهند اما هنگام 

 هستند.  رگذارتریتاث

 شرفتهیپ   یهاروش  گریبا د  سهیمساله در مقا  نیا- 

 دارد. یدقت کمتر 13ترکیبی مانند  یژگیانتخاب و

 بند دسته روش    3-2- 2

الگوریتم طبقه   بند دسته روش     در واقع .  ]12[  کند بندی و زیر مجموعه جستجو ایجاد می تعاملی بین 

  براساس  هاویژگی   زیرمجموعه   بهترین  .[2] دارد   بستگی  کننده  بندیطبقه   به  بند دسته   روش   عملکرد

عنوان    ریز  کیروش    نیا  .[3،5]  شودمی  انتخاب  کننده،  بندیطبقه   نتایج به  را    ک یتکن  کیروال 

  ی ریادگی  تمیکه با استفاده از الگور  کند ی اجرا م  متقابل(  ی به عنوان مثال، اعتبار سنج)   یآمار  یبردارنمونه 

  ف یخود را در وظا  ی برتر  بند دسته روش    . [12]   کند ی عمل م  یژگ یو  یهارمجموعه ی دقت ز  نیتخم  یبرا

داده   یبند طبقه  ز  نشان  مساله  آن   رایاست،  حل  زمان  در  به  ( یواقع  یایدن )ها  عملکرد    یسازنه یبا 

 مکرر  یادگیری   مراحل  دلیل  به  بند دسته   هایروش   . [12]   کنند ی عمل م  ی کننده به خوب  یبند طبقه 

 
11 Wrapper 

12 Embedded 

13 Hybrid 



 2فصل

17 

 

 و مرور کارهای پیشین تحقیق کلیات

 ها روش   این  حال،  این  با  .[22] هستند   فیلتر   هایروش   از  ترگران   محاسباتی  نظر   از  متقابل،   اعتبار  و   [23]

  بازگشتی،   هایویژگی   حذف  شامل   این روش،   یهامثال  از   برخی  . [24،25] هستند   فیلتر   روش   از   تردقیق 

مورد خاص از انتخاب    کی  .[22] باشد می   ژنتیک  هایالگوریتم   و  متوالی  ویژگی  انتخاب  هایالگوریتم 

با انتخاب مکرر    ی ژگیمجموعه و   ر یز  تواند ی است که م  صانهیحر  ی جستجو  تم یالگور  ی ب یترت  ی ژگیو را 

  ی ژگی و  رمجموعه ی ز  ک یبا    تم یالگور  ن یا  کند.   ن ییکننده تع   یبند طبقه   کی براساس عملکرد    های ژگیو

با  بند دسته ، روش 3-2در شکل  .کند ی اضافه م یگریپس از د یکیرا  یژگیو کی و  شودی صفر شروع م

  . کند ی را استخراج م  های ژگی از و  یامجموعه   ر یز  شده،  ف ی تعر  ش یکننده از پ  یبند طبقه   ک یاستفاده از  

انتخاب    .کند یشده اعمال مانتخاب  یهای ژگی مجموعه و  ر یز  یریگاندازه   یکننده را برا   یبند سپس طبقه 

 . [12] ابد یی ادامه م تیف یمطلوب ک  ار یبه مع دنیتا رس  های ژگیو یهارمجموعه یز ی ریگو اندازه 

 

 ] 12  [بنددسته   روش   :3- 2  شکل 
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 و مرور کارهای پیشین تحقیق کلیات

 ] 22،12[ بند دسته روش : مزایا و معایب  3- 2جدول  

 معایب  مزایا  

 بند دسته روش  

روش  بنددسته  یهاروش-  به    یهانسبت 

 دارند.  یخوب میتعم  فیلتر

مجموعه   بنددستهبر    یمبتن  یهاروش- 

دقت    نیکه بهتر  کنند یرا حفظ م  یی هایژگیو

 . دهندیرا به دست م

طبقه-  با  برا  یبندتعامل  انتخاب   یکننده 

 ی ژگیو

 ی ژگیمجموعه و یفضا ترقیدق یجستجو - 

  و   ها ویژگی  بین   همبستگی  روش  این- 

 .گیردمی نظر رادر کلاس هایبرچسب 

 است.  فیلتر روش از تردقیق-

به   د یبا  تمیکه الگور  نیروش با توجه به ا ن یا -

 شود، کند است. یطور مکرر فراخوان

افزا-  و  ش یبا  نظر    ،یورود  یهایژگ یتعداد  از 

 . شودیم نهیپرهز  یمحاسبات

بزرگ متشکل از   یهانسبت به مجموعه داده- 

 ندارند.  یخوب اسیمتعدد، مق یهایژگیو

 مرحله  در  است  ممکن   ها ویژگی  از  برخی- 

  باعث   نشوند   گرفته  نظر   در ارزیابی  برای ابتدایی

 شود. می حد از بیش برازش

  .گرددبیان می بند دسته های های فراابتکاری در قالب روش عموما الگوریتم 

 
 ] 26[ ی ژگی انتخاب و   یها روش   یبند طبقه   :4- 2  شکل 
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 شده تعبیه روش    3-3-2

، به این معنا که هنوز امکان تعامل با  باشد  می  بند دسته  و  فیلتر  هایروش   بامتفاوت    شدهتعبیه روش  

  بند دسته  ها کمتر از روش دهند، اما زمان محاسباتی آن الگوریتم یادگیری برای انتخاب ویژگی را می 

های انتخابی  بندی مجدد زیرمجموعه زمان محاسباتی را که برای طبقه   شدهتعبیه یک روش  .  ]27[  است

، گنجاندن  شدهتعبیه . رویکرد اصلی روش  ]27[  دهد شود، کاهش می صرف می   بند دسته  مختلف در روش 

  و   مناسب ویژگی  انتخاب . به عبارت دیگر،  ]27[  انتخاب ویژگی به عنوان بخشی از فرآیند آموزش است

 . شوندمی  انتخاب مدل  آموزش  مرحله طول در هاویژگی   و شودمی  انجام همزمان طور به مدل  یادگیری

  از   روش،  این  .است  ترکم   قطعابند  دسته   روش   با  مقایسه در  روش   این  محاسباتی  هزینه  دلیل،  همین  به

   [. 22]  کند می   اجتناب  گیرد،می   قرار   بررسی   مورد  جدید   انتخاب ویژگی  یک  که  زمان   هر   در  مدل  آموزش 

نه تنها روابط  .  ]27[  را جبران کند   بند دسته   و   فیلترهای  کند تا معایب روش تلاش می   شدهتعبیه   روش 

هایی  گیرد، بلکه به صورت محلی برای ویژگی بین یک ویژگی ورودی و ویژگی خروجی را در نظر می 

تعیین  [. از معیارهای مستقل برای  28کند ]کند که امکان تمایز محلی بهتر را فراهم می جستجو می 

کند. پس از آن، از الگوریتم یادگیری  های بهینه برای یک گروه شناخته شده استفاده می زیرمجموعه 

شود  های مختلف استفاده می برای انتخاب زیرمجموعه بهینه نهایی از میان زیرمجموعه های بهینه گروه 

  مکانیزمی و مدل   توان تقریباً به سه دسته تقسیم کرد: مدل هرس، مدل را می   شدهتعبیه [. روش  29]

 سازی. منظم 

شوند بندی وارد فرآیند آموزش می ها برای ساخت مدل طبقه در روش مبتنی بر هرس، ابتدا تمام ویژگی 

ن بردار  هایی که مقدار ضریب همبستگی کمتری دارند، به صورت بازگشتی با استفاده از ماشیو ویژگی 

 شوند. حذف می  14پشتیبان

های یادگیری نظارت  در روش انتخاب ویژگی مبتنی بر مکانیزم داخلی، بخشی از مرحله آموزش الگوریتم 

 
14 Support Vector Machine 
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 شود.  ها استفاده می برای انتخاب ویژگی  ID3 و  C4.5شده

منظم  روش  به حداقل می در  توابع هدف  از  استفاده  با  برازش  و  سازی، خطاهای  با ویژگی رسند  های 

به نمایش   شدهتعبیه شماتیک روش    2-5در شکل    .شوند ضرایب رگرسیون نزدیک به صفر حذف می 

 گذاشته شده است. 

 
 [ 12]  شدهتعبیه  روش :  5- 2  شکل 

 

 ] 22،12[ شده تعبیه روش : مزایا و معایب  4- 2جدول  

 معایب  مزایا  

 شده تعبیه   روش

 بنددسته   روش  از  کارآمدتر  محاسباتی  نظر  از- 

  .است

 است.  بنددسته  و فیلتر روش از تردقیق- 

   . است  فیلتر  روش   از  ترگران  محاسباتی  نظر  از- 

 .نیست مناسب بالا   بعادا اب  هایداده برای -

 ترکیبی روش    4-3-2

، یافتن بهترین جواب را تضمین نکرده و هر کدام  بند دسته یا    فیلتر  یهااز آنجایی که هر کدام از روش 

ها را به صورت مکمل در کنار هم استفاده کرد که به این  توان آن هستند، می   یهایمزایا و نقص   یدارا

[.  30،31]است    از دو طبقه تشکیل شده  ترکیبیگویند. به عبارت دیگر، روش  ی م  ترکیبی روش، روش 



 2فصل

21 

 

 و مرور کارهای پیشین تحقیق کلیات

توسط  در طبقه دوم  پردازد و پس از آن  به کاهش ابعاد داده می قرار دارد که   فیلتردر طبقه اول، روش  

شدن   در نتیجه، احتمال حذف  .[ 32] ، انتخاب خواهد شد ی، بهترین زیرمجموعه ویژگبند دسته   روش 

  ترکیبی استفاده از روش    .[ 33] کمتر است  فیلتر   نسبت به روش   ترکیبی مطلوب در روش    یهای ویژگ

 یهازیرا حذف ویژگی ،  با بعد بالا باشد   یهادر داده  یانتخاب ویژگ  یها برااز بهترین گزینه   یتواند یکی م

 .[34]   شودی نامرتبط و افزونه بدون کاهش سرعت و افزایش نه چندان زیاد پیچیدگی محاسباتی انجام م

 

 [ 12]  ترکیبی روش  : 6- 2  شکل 

 

 ] 12[ ترکیبی روش : مزایا و معایب  5- 2جدول  

 معایب  مزایا  

 ترکیبی   روش

 برازش است. ش یتر مستعد مشکلات بکم- 

همچنآن- دست  نیها  راه  ی ابیدر    ی هاحل به 

 . کنندیعمل م ترع یسر نهیبه

 کند یرا درک م  ها یژگیتعامل و- 

روش -  توسعه  بر  تکنیک  مبتنی    ترکیبیهای 

به   نیاز  زیرا  باشد  وحشتناک  بسیار  است  ممکن 

 .ترکیب بیش از یک روش دارد
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 15گروهی   روش  2-3-5

ها خیلی بزرگ بوده و همچنین از نظر نویز، افزونگی  ها و نمونه ها ممکن است از نظر تعداد ویژگی داده 

غیر  مشکلاو  دارای  بودن  روش   .باشند   تیخطی  میان  روش در  موجود،  صحت    بند دسته   های  نرخ 

توان به خوبی  محاسباتی بالا، نمیبندی مطلوبی دارند ولی به دلیل سرعت کار پایین و پیچیدگی  طبقه 

سرعت بسیار بالاتری نسبت    فیلترد بالا بهره برد. از طرفی، روش  ابعبا اهای ها در داده و به تنهایی از آن 

در روش    .است  بنددسته   بندی کمتری نسبت به روش دارند اما دارای نرخ صحت طبقه   بند دسته به روش  

، این احتمال وجود  ها اعمال شودبه عنوان طبقه اول بر روی مجموعه داده   فیلتروقتی روش    ترکیبی 

 .های مفید به علت خطا، حذف شوند دارد که بعضی ویژگی 

روش  است.  مورد توجه محققان قرار گرفته  [  35] گروهی    های انتخاب ویژگی به نام روش روش   ااخیر

شود  ی استفاده م  فیلترتفاوت که در طبقه اول از چند تا روش    ن یاست با ا  ترکیبی مانند روش  گروهی  

روش،    کیتوسط    د یمف  یژگ یو  کیشود که در صورت حذف  ی موجب م  فیلتر وجود چند تا روش    رایز

از    یژگ یو  ابدر مراحل انتخ  ی د یمف  یژگ یو  بی ترت  نیشود بد   ده ید  گر ید  یها در روش  د یمف  یژگ یو  نیا

از مرحله اول به صورت مجزا و    های حاصلدر مرحله دوم خروجی   رود ی نم  نیب های با روش یا  شده 

- 2  . در شکل[36]  کنند های منتخب نهایی را در خروجی ایجاد می مختلفی با هم ترکیب شده و ویژگی 

 .نشان داده شده استگروهی دیاگرام دو رویکرد انتخاب ویژگی به روش  7

 
15 Embedded 
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 [ 36،35]  گروهیروش    :7- 2شکل  

 الگوریتم فراابتکاری 2-4

حیوانات، پرندگان، خفاش، وال،  از طبیعت، رفتار اجتماعی و رفتار بیولوژیکی )   فراابتکاری های  الگوریتم 

های محاسباتی متفاوتی را برای تقلید  بسیاری از محققان روش   اند.گرفته شده   الهام   ها، و غیره( گرگ 

  فراابتکاری های مختلف  . روش [ 37اند ] پیشنهاد کرده   حل بهینه( راه ) ها در جستجوی غذا  رفتار این گونه 

های قوی برای  کنند و به عنوان روش های فیزیکی و بیولوژیکی را در طبیعت تقلید میرفتار سیستم

پیشنهاد شدهبهینه  الگوریتم اند.  سازی  فراابتکاریدر  اصلی   فراابتکاریهای  شیوه   ، های  دلیل    ، به چهار 

توجهی رایج  سازی محلی به طور قابلو اجتناب از بهینه   مشتق پذیری، مکانیسم بدون  سادگی، انعطاف 

  .[38] اند شده
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الهامات   اند.ها عمدتا از مفاهیم بسیار ساده الهام گرفته نسبتا ساده هستند. آن   فراابتکاریهای  اول، شیوه 

پدیده به  یا معمولا  و  حیوانات  رفتارهای  فیزیکی،  تکاملی  های  می  مفاهیم  به   شوند.مربوط  سادگی 

جدید را   فراابتکاریسازی کنند،  دهد تا مفاهیم طبیعی مختلف را شبیه دانشمندان کامپیوتر اجازه می

های فعلی را بهبود بخشند. علاوه بر  فراابتکاریکنند، یا   ترکیبرا  فراابتکاریپیشنهاد دهند، دو یا چند 

ها را یاد بگیرند و از آن   ابتکاریهای فراکند تا به سرعت شیوه دانشمندان دیگر کمک می این، سادگی به  

 برای مشکلات خود استفاده کنند.

ل مختلف بدون هیچ تغییر خاصی در ساختار ئ در مسا  یبه قابلیت اجرای فراابتکار  ،پذیریدوم، انعطاف 

ختلف مشکلات را از آنجا که به صورت جعبه سیاه  به آسانی برای انواع م  فراابتکاری  الگوریتم اشاره دارد. 

یک سیستم برای    هایو خروجی   هابه عبارت دیگر، تنها ورودی   قابل کاربرد هستند.،  گیرند در نظر می 

بنابراین، تمام نیازهای یک طراح این است که بداند چگونه مشکل خود را    یک فراابتکاری مهم هستند.

 ان دهد. نش  فراابتکاریهای برای شیوه 

سازی گرادیان  های بهینه برخلاف روش  هستند.  مشتق های بدون  دارای مکانیسم   های سوم، اکثر فراابتکار

حل تصادفی شروع  سازی با راه کنند. فرآیند بهینه ل را به طور تصادفی بهینه می ئمساها  فراابتکاری محور،  

 .  یافتن بهینه نیستشود و نیازی به محاسبه مشتق فضاهای جستجو برای می 

نهایت،   از بهینه ها  فراابتکاری در  بالایی برای جلوگیری  با تکنیک توانایی  های سازی محلی در مقایسه 

دهد  ها اجازه می ها است که به آن فراابتکاریسازی مرسوم دارند. این امر به دلیل ماهیت تصادفی بهینه 

فضای جستجو را به طور گسترده جستجو کنند.    های محلی جلوگیری کرده و کلحلتا از رکود در راه 

سازی محلی بسیار پیچیده  ل موجود معمولا ناشناخته و با تعداد زیادی از بهینه ئفضای جستجو برای مسا

شیوه   .[ 43-39]  است گزینه بنابراین  فراابتکاری  بهینه های  برای  مساهای خوبی  این  موجود  ئسازی  ل 

 .چالش برانگیز هستند 

و مبتنی   16ل واحد حتوان به دو دسنته اصنلی تقسنیم کرد: مبتنی بر راهرا می  هافراابتکاریبه طور کلی،  
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 .[38] 17بر جمعیت

حل  سپس این راه شود.حل انتخابی شروع می فرآیند جستجو با یک راه  ،ل واحد حمبتنی بر راه در گروه  

بهبود می  تکرار  کاندید در طول دوره  این    یابد.تک  بر جمعیت،  حال، روش با  مبتنی  فراابتکاری  های 

از مجموعه بهینه  استفاده  با  را  راه سازی  از  ) حلای  می   جمعیت(ها  فرآیند    دهند.انجام  حالت،  این  در 

و این جمعیت در طول دوره    شودشروع می   های چندگانه(حلراهجستجو با یک جمعیت اولیه تصادفی ) 

 یابد.تکرار افزایش می 

هوش ازدحام  . مفاهیم  [38]  است  18های جالب فراابتکاری مبتنی بر جمعیت، هوش ازدحاماخهیکی از ش 

الگوریتم    ،هوش ازدحامهای  ترین تکنیک برخی از رایج  .[38]  مطرح شد   1993برای اولین بار در سال  

بهینه ،  [44]   19مورچه کلونی  سازی  بهینه  ذرات روش  ازدحام  زنبور    و   [45]   20سازی   21عسل کلونی 

 .[46]باشد می 

 [: 38]  عبارتند از هوش ازدحام های برخی از مزایای الگوریتم 

 کنند. آمده تاکنون استفاده می دستحل به اغلب از حافظه برای ذخیره بهترین راه  .1

 معمولا پارامترهای کمتری برای تنظیم دارند.  .2

 .کمتری هستند  های تکاملی دارای عملگرهایدر مقایسه با روش  .3

   آسان است.هوش ازدحام های سازی الگوریتم پیاده .4

همه    ی فرآیند جستجو  دارند،   ، یک ویژگی مشترک ابتکاریهای فراروش های میان  نظر از تفاوت صرف

 . [38]  شوند تقسیم می  23برداری و بهره 22به دو مرحله اکتشاف ها آن
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ممکن اشاره دارد. یک الگوریتم باید دارای  های فضای جستجو تا حد  فاز اکتشاف به فرآیند بررسی نواحی

  فضای جستجو را در فاز اکتشاف جستجو کند.   24عملگرهای تصادفی باشد تا به طور تصادفی و سراسری 

  .برداری به قابلیت جستجوی محلی در اطراف مناطق به دست آمده در مرحله اکتشاف اشاره داردبهره

بر  باشد و این فاز زمان تجو میل به همگرایی کمتر می در فاز اکتشاف به علت کاوش در کل فضای جس

برداری همگرایی قوی تر است ولی احتمال به دام افتادن در  خواهد بود و کارایی کمتر است. در فاز بهره 

بنابراین  بهینه  بیشتر است.  تصادفی  های محلی  دلیل ماهیت  به  دو فاز  این  بین  تعادل مناسب  یافتن 

 .  [38]  شودچالش برانگیز محسوب می فراابتکاری یک کار 

 25خاکستری   گرگ   سازی الگوریتم بهینه   5- 2

  بالاتری  موقعیت  ( ماده  و  نر)   خاکستری  گرگ  است. دو   تکاملی  الگوریتم  یک  خاکستری   گرگ  سازیبهینه 

  خاکستری   گرگ  سازیبهینه   از  جدید   باینری  نسخه   یک  کنند.می   مدیریت  گروه  در  را  هاگرگ   بقیه   و  دارند 

گرگ بهینه   .استشده    پیشنهاد  پیچیده  جستجوی  فضای  از  بهینه  مناطق  کردن  پیدا  برای   سازی 

  از   گروهی   شکار  فرآیند   که   است  شناسیزیست  از   گرفته الهام   هایتکنیک  آخرین   از   یکی   خاکستری

نوع جدید    خاکستری  گرگ  پیوسته   سازیبهینه   .کند می   سازیشبیه   را  طبیعت  در  خاکستری   هایگرگ 

 .است ویژگی  انتخاب برای  خاکستری  گرگ سازیبهینه  باینری  نآ

   خاکستری   گرگ   پیوسته   سازی بهینه   5-1- 2

  سختی   بسیار  قوانین  هاآن   . است  12تا    5  متوسط   طور   به  گروه   کنند. اندازه ها گروهی زندگی می گرگ 

برای    .دارند   اجتماعی  غالب  مراتبسلسله    در امگا  و  دلتا  بتا،  آلفا،  مانند  گرگ خاکستری  نوع  چهار 

 .[ 47،29] شوند استفاده می  8-2مانند شکل  مراتب رهبری  سازی سلسلهشبیه
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 گیری هستند. مسئول برای تصمیم  های آلفاگرگ  کنند،می  رهبری   را گروه  آلفاها .1

دیگر به الفاها    هایفعالیت  گیری یاهای آلفا هستند و در تصمیمبتاها فرمانبردار و مطیع گرگ .2

 .آلفا است کاندید برای  بهترین احتمالا او  و  باشد  زن یا مرد تواند می  بتا  کنند.کمک می 

  هاییگرگ  آخرین  هان آهای حکمران باشند.  کند و باید تسلیم گرگ امگا نقش قربانی را بازی می  .3

 .دارند  خوردن  اجازه که  هستند 

 نگهبانان،  ها،پاسبان  .دارند   تسلط   امگا  بر  هاآن   اما   شوند،   بتاها  و   آلفا   تسلیم مجبورند    دلتاها .4

   . هستند  منطقه مرزهای از مراقبت مسئول هستند و دسته این  از مراقبان  و شکارچیان

 

 [ 38]  یابد( سلطه از بالا به پایین کاهش می مراتب گرگ خاکستری )   سلسله   :8- 2  شکل 

 

به طعمه  ،شاملاصلی شکار گرگ خاکستری    مراحل نزدیک شدن  و  کردن  تعقیب  تعقیب    ،ردیابی، 

 . [38]  است حمله به شکارن و آ توقف   تا شکار کردن   حمله کردن،  محاصره ، کردن

  B - D) (و    و ردیابی طعمه  تعقیب، نزدیک شدن (A) است.  نمایش داده شده   9-2  این مراحل در شکل

 . [48] ثابت ماندن و حمله کردن  ) (Eو محاصره کردن و حمله  ، زدنو دور   تعقیب، آزار

 
 [ 38]  های خاکستری رفتار شکار گرگ   :9- 2  شکل 
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 مدل ریاضی و الگوریتم   1- 5-1- 2

شوند. ه می ئ مراتب اجتماعی، ردیابی، محاصره و حمله به طعمه ارا  های ریاضی سلسله در این بخش مدل 

 شود. مشخص می  گرگ خاکستریسپس الگوریتم  

 محاصره طعمه  

که ذکر شد  ریاضیمدل  ، همان طور  به    ، سازی  محاصره کردن گرگ خاکستری در حین شکار  رفتار 

 اند:پیشنهاد شده  4-2و  3- 2صورت، معادلات 

(3-2) 𝑋⃗(𝑡 + 1) = 𝑋𝑃
⃗⃗ ⃗⃗ ⃗(𝑡) + 𝐴. 𝐷⃗⃗⃗ 

(4-2) 𝐷⃗⃗⃗ = |𝐶. 𝑋𝑃
⃗⃗ ⃗⃗ ⃗(𝑡) − 𝑋⃗(𝑡)| 

بردار موقعیت یک گرگ    𝑋و    بردار موقعیت طعمه  𝑋𝑃 ،بردار ضرایب  𝐶و    𝐴تکرار فعلی،    𝑡که در آن  

نشان می  را  و مکان   10-2در شکل    دهد.خاکستری  موقعیت  به  بردارهای  بعدی گرگ  احتمالی  های 

 اند. صورت دو بعدی و سه بعدی نشان داده شده 

 شوند:تعریف می   6-2و  5-2به صورت معادله  𝐶و   𝐴بردارهای  

(5-2) 𝐴 = 2𝑎. 𝑟1⃗⃗⃗ ⃗ − 𝑎 

(6-2 ) 𝐶 = 2𝑟2⃗⃗⃗⃗  

بردارهای تصادفی    𝑟1  ،𝑟2   در طول تکرارها و مولفه  صفر به    دو به صورت خطی از    𝑎⃗های  که در آن مولفه 

 هستند. ]0،1[ در

 

 [ 38]   ها های احتمالی بعدی آن بعدی و مکان  سه بعدی و   دو بردارهای موقعیت   : 10- 2شکل  
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 شکار 

ها را دارند. شکار معمولا توسط آلفا هدایت  ها توانایی تشخیص مکان شکار و محاصره کردن آن گرگ 

شود. بتا و دلتا نیز ممکن است گاهی در شکار شرکت کنند. با این حال، در یک فضای جستجوی  می 

سازی ریاضی رفتار شکار  . به منظور شبیه وجود ندارد طعمه(مکان بهینه ) ای در مورد انتزاعی هیچ ایده 

بتا و دلتا دانش بهتری در    حل کاندید(بهترین راه آلفا )   گرگ   که  شودهای خاکستری، فرض می گرگ 

 مورد مکان بالقوه شکار دارند. 

از جمله  گر عوامل جستجو ) و دی  شودآمده است ذخیره می   حل اول را که تاکنون بدستبنابراین، سه راه 

 تا موقعیت خود را با توجه به موقعیت بهترین عوامل جستجو به روز کنند.  ند کرا ملزم می  متدها(

(7-2) 
𝑋⃗(𝑡 + 1) =

𝑋1
⃗⃗⃗⃗⃗ + 𝑋2

⃗⃗⃗⃗⃗ + 𝑋3
⃗⃗⃗⃗⃗

3
 

(8-2) 

 

𝑋1
⃗⃗⃗⃗⃗ = |𝑋∝

⃗⃗ ⃗⃗ ⃗ − 𝐴1
⃗⃗⃗⃗⃗. 𝐷∝

⃗⃗⃗⃗⃗⃗ | 

𝑋2
⃗⃗⃗⃗⃗ = |𝑋𝛽

⃗⃗ ⃗⃗⃗ − 𝐴2
⃗⃗ ⃗⃗⃗. 𝐷𝛽

⃗⃗ ⃗⃗ ⃗| 

𝑋3
⃗⃗⃗⃗⃗ = |𝑋𝛿

⃗⃗ ⃗⃗⃗ − 𝐴3
⃗⃗ ⃗⃗⃗. 𝐷𝛿

⃗⃗ ⃗⃗ ⃗| 

(9-2)   

 

𝐷𝛼
⃗⃗⃗⃗⃗⃗ = |𝐶1

⃗⃗⃗⃗⃗. 𝑋∝
⃗⃗ ⃗⃗ ⃗ − 𝑋⃗| 

𝐷𝛽
⃗⃗ ⃗⃗ ⃗ = |𝐶2

⃗⃗⃗⃗⃗. 𝑋𝛽
⃗⃗ ⃗⃗⃗ − 𝑋⃗| 

𝐷𝛿
⃗⃗ ⃗⃗ ⃗ = |𝐶3

⃗⃗⃗⃗⃗. 𝑋𝛿
⃗⃗ ⃗⃗⃗ − 𝑋⃗| 

دهد که چگونه یک عامل جستجو موقعیت خود را براساس آلفا، بتا و دلتا در یک  نشان می   2-11شکل 

 کند.فضای جستجوی دو بعدی به روز می 

های  توان مشاهده کرد که موقعیت نهایی در یک مکان تصادفی در یک دایره است که توسط موقعیت می 

به عبارت دیگر آلفا، بتا و دلتا موقعیت طعمه را تخمین    شود. تعریف می آلفا، بتا و دلتا در فضای جستجو  

 کنند.ها موقعیت خود را به طور تصادفی در اطراف طعمه به روز می زنند و دیگر گرگ می 
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 GWO  [38 ]رسانی مکان در  بروز  : 11- 2شکل  

 حمله به طعمه( )   26برداری بهره مرحله    2- 5-1- 2

های خاکستری با حمله به طعمه هنگام توقف حرکت، شکار را انجام  همانطور که در بالا گفته شد گرگ 

توجه داشته    .شودداده می را کاهش   𝑎⃗  به منظور مدل ریاضی نزدیک شدن به طعمه، مقدار  .دهند می 

نوسان   دامنه  که  با    𝐴باشید  دیگر  یابد.  می کاهش  𝑎⃗ نیز  عبارت  مقدار  𝐴 به  فاصله یک  در    تصادفی 

[−2𝑎. 2𝑎]  است که در طول تکرار 𝑎   هنگامی که مقادیر تصادفی    .یابد کاهش می   صفربه    دواز 𝐴در  

تواند در هر موقعیتی بین موقعیت فعلی آن و موقعیت  است، موقعیت بعدی عامل جستجو می   ]-1،1[

|𝐴| دهد کهنشان می  12-2شکل    .طعمه باشد  <   .کند که به طعمه حمله کنند را وادار می   هاگرگ    1

به عوامل جستجوگر خود اجازه   گرگ خاکستری با اپراتورهایی که تاکنون پیشنهاد شده است، الگوریتم

  .دهد تا موقعیت خود را بر اساس موقعیت آلفا، بتا و دلتا به روز کنند و به سمت طعمه حمله کنند می 

های محلی با این اپراتورها است. مکانیسم حلدر حال ثبت راه  گرگ خاکستری با این حال، الگوریتم

 
26 Exploitation 
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برای تأکید بر   گرگ خاکستری الگوریتم دهد، امامحاصره شده ارائه شده اکتشاف را تا حدی نشان می 

 .اکتشاف به اپراتورهای بیشتری احتیاج دارد

 

 [ 38]   حمله به طعمه در مقابل جستجوی طعمه   : 12- 2شکل  

 

 طعمه(   ی )جستجو   27اکتشاف مرحله    3- 5-1- 2

گیرند تا به دنبال  ها از یکدیگر فاصله می کنند. آنها معمولا به موقعیت آلفا، بتا و دلتا توجه می گرگ 

از   با مقادیر تصادفی    𝐴طعمه بگردند و به سمت طعمه حمله کنند. به منظور مدل ریاضی واگرایی، 

. این امر  شودتا نماینده جستجو را وادار به انحراف از طعمه    شوداستفاده می   -1تر از  یا کم   1تر از  بزرگ 

|𝐴|  اگر  دهد کهاجازه می  گرگ خاکستریبر اکتشاف تاکید دارد و به الگوریتم   > جستجو  باشد عمل    1

 .  انجام شود همگانیبه طور 

|𝐴|) ، نیمی از تکرارها به اکتشاف  شودموجب می   Aقابلیت مقدار تطبیقی   ≥   برداریبقیه به بهره   و(1

(|𝐴| < کند تا اکتشاف بسیار کمک می  گرگ خاکستری الگوریتم. این مکانیزم به  یابد اختصاص    (1

بهره  و  مینیمم محلی  اجتناب  فراهم کند.خوب،  به طور همزمان  را    مورد   در   نهایی   نکته  یک برداری 

  کنترل   را   برداری بهره   و   اکتشاف   بین   توازن   که   است  a  پارامتر  رسانیروز   به   خاکستری   گرگ   سازبهینه 

شود که رابطه خطی آن به صورت  می   روز  به  صفر   تا  دو  تکرار از  هر  در   خطی  صورت  به  𝑎  پارامتر  .کند می 

 باشد: می  10- 2معادله 

 
27 Exploration 
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(10-2) 
𝑎 = 2 − 𝑡

2

𝑀𝑎𝑥𝐼𝑡𝑒𝑟
 

 است. سازیبهینه  برای مجاز تکرار  کل  تعداد  𝑀𝑎𝑥𝐼𝑡𝑒𝑟  و  تکرار  تعداد 𝑡  آن  در  که 

 خاکستری نمایش داده شده است.  گرگ  پیوسته  سازیبهینه  شبه کد الگوریتم 13-2در شکل  

n Number of gray wolves in the pack, 

𝑁𝐼𝑡𝑒𝑟 Number of iterations for optimization. 

Input: 

𝑥𝛼 Optimal gray wolf position, 

𝑓(𝑥𝛼) Best fitness value. 

Output:  

Initialize a population of n gray wolves positions randomly. 1. 

Find the 𝛼, 𝛽, 𝑎𝑛𝑑 𝛿 solutions based on their fitness values. 2. 

  While stopping criteria not met do 

For each 𝑊𝑜𝑙𝑓𝑖 ∈ 𝑝𝑎𝑐𝑘 do 

  Update current wolf’s position 

End 

3. 

I. Update a, A and c. 

II. Evaluate the positions of individual wolves. 

III. Update 𝛼, 𝛽, 𝑎𝑛𝑑 𝛿 

 

  End  

 [ 38]   خاکستری   گرگ  پیوسته   سازی بهینه   الگوریتم   : 13- 2شکل  

   سازی گرگ خاکستری باینری بهینه   5-2- 2

واقع شده  ی گرگهامکان  موقعیت   گرگ خاکستریدر   پیوسته  نقطه در فضای  نتیجه    اند.در هر  در 

به  می روز معادلات  شوند. رسانی  اجرا  راحتی  به  بهینه   توانند  باینریدر  گرگ خاکستری  فضای  سازی   ،

  قرار دارد.   یکیا    صفرها تنها در مقادیر  شود و موقعیت گرگ جستجو یک ابرمکعب در نظر گرفته می 

تغییر می گرگ  را  مکان خود  به حرکت می دهند  ها  قادر  ابرمکعب  این  در  فقط  با   باشند،اما  بنابراین 

همان استراتژی را    گرگ خاکستری باینری .  روز کردتوان آن را به نمی   پیوسته  استفاده از همان معادلات

𝐷𝛼   برای محاسبه   9-2و از معادله  دارد    های آلفا، بتا و دلتابرای به دست آوردن ارزش 
⃗⃗⃗⃗⃗⃗  ، 𝐷𝛽

𝐷𝛿 و    ⃗⃗⃗⃗⃗⃗⃗
⃗⃗ ⃗⃗ ⃗⃗ 

 آید.به دست می روابطی مانند زیر   𝑉و   𝑆انتقال مانند  بع واسپس با استفاده از ت کند.استفاده می 

(11-2) 
𝑠1

𝑑 =
1

1 + 𝑒−10(𝐴𝑑 .𝐷∝
𝑑−0.5)

 



 2فصل

33 

 

 و مرور کارهای پیشین تحقیق کلیات

(12-2) 
𝑠2

𝑑 =
1

1 + 𝑒−10(𝐴𝑑 .𝐷𝛽
𝑑−0.5)

 

(13-2) 
𝑠3

𝑑 =
1

1 + 𝑒−10(𝐴𝑑.𝐷𝛿
𝑑−0.5)

 

 است.  گرگ(امین بعد یک عامل )  𝑑که  

𝑏𝑠𝑡𝑒𝑝1   مقادیر 
𝑑  ،𝑏𝑠𝑡𝑒𝑝2

𝑑   و𝑏𝑠𝑡𝑒𝑝3
𝑑  شوند.محاسبه می   16-2و    15-2و    14- 2  و با استفاده از معادلات 

سپس از    خواهد بود و دیگر یک مقدار پیوسته نخواهد بود.  بعد از این مرحله، نتیجه یک مقدار باینری

  دیده شده   13-2و    12-2و    11-2  کند، همانطور که در معادلاتتابع انتقال برای تغییر استفاده می 

 برای مقایسه با اعداد تصادفی مورد نیاز هستند.  یکو  صفر مقادیر  است.

(14-2) 
𝑏𝑠𝑡𝑒𝑝1

𝑑 = {
1
0

                  𝑖𝑓 (𝑠1
𝑑 ≥ 𝑟𝑎𝑛𝑑𝑛)

𝑒𝑙𝑠𝑒
 

(15-2) 
𝑏𝑠𝑡𝑒𝑝2

𝑑 = {
1
0

                  𝑖𝑓 (𝑠2
𝑑 ≥ 𝑟𝑎𝑛𝑑𝑛)

𝑒𝑙𝑠𝑒
 

(16-2 ) 
𝑏𝑠𝑡𝑒𝑝3

𝑑 = {
1
0

                  𝑖𝑓 (𝑠3
𝑑 ≥ 𝑟𝑎𝑛𝑑𝑛)

𝑒𝑙𝑠𝑒
 

𝑏𝑠𝑡𝑒𝑝1 است.  [ 1،  0]   یک عدد تصادفی بین   𝑟𝑎𝑛𝑑𝑛که در آن  
𝑑،  𝑏𝑠𝑡𝑒𝑝2

𝑑   و𝑏𝑠𝑡𝑒𝑝3
𝑑 فواصلی هستند    

با معادلات زیر محاسبه    𝑥3و    𝑥1  ،𝑥2کند. سپس  به سمت گرگ آلفا، بتا و دلتا حرکت می   iکه گرگ  

 شوند: می 

(17-2) 
𝑋1

𝑑 = {
1
0

                  𝑖𝑓 (𝑋∝
𝑑 + 𝑏𝑠𝑡𝑒𝑝1

𝑑 ≥ 1)

𝑒𝑙𝑠𝑒
 

(18-2) 
𝑋2

𝑑 = {
1                  
0                   

𝑖𝑓 (𝑋𝛽
𝑑 + 𝑏𝑠𝑡𝑒𝑝2

𝑑 ≥ 1)

𝑒𝑙𝑠𝑒
 

(19-2) 
𝑋3

𝑑 = {
1
0

                  𝑖𝑓 (𝑋𝛿
𝑑 + 𝑏𝑠𝑡𝑒𝑝3

𝑑 ≥ 1)

𝑒𝑙𝑠𝑒
 

در تکرار بعدی، همانطور که در    𝑋𝑖در پایان، یک تقاطع تصادفی ساده را برای به روز رسانی موقعیت  

   کند.است، اتخاذ می   داده شده  نشان 20- 2معادله 

(20-2) 

𝑋𝑖
𝑑(𝑛𝑡) = {

𝑋1
𝑑                                            𝑖𝑓(𝑟𝑎𝑛𝑑 < 1

3⁄ )

𝑋2
𝑑                       𝑒𝑙𝑠𝑒𝑖𝑓(1

3⁄ ≤ 𝑟𝑎𝑛𝑑 < 2
3⁄ )

𝑋3
𝑑                                                                 𝑒𝑙𝑠𝑒
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کند.  شود، تابع انتقال نقش کلیدی در تبدیل فضای پیوسته به باینری بازی می همانگونه که مشاهده می 

 لذا لازم است در ادامه بیشتر به این توابع پرداخته شود. 

 ارزیابی   تابع   6- 2

  ویژگی   ترکیب   بهترین  برای  ویژگی  فضای   تطبیقی  جستجوی   برای   باینری   خاکستری  گرگ   سازیبهینه   از

  تعداد   ترینکم   و  بندیطبقه   عملکرد  ترینبیش  که   است  ترکیبی   ویژگی،   ترکیب  بهترین  . شودمی   استفاده 

  باینری   خاکستری  گرگ   سازیبهینه   در  استفاده   مورد   ارزیابی   تابع   .باشد   داشته  را   شده  انتخاب  هایویژگی 

 .است شده  داده  نشان  21-2  معادله  در خاکستری  گرگ  انفرادی  موقعیت ارزیابی  برای

(21-2) 
𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = 𝛼𝛾𝑅(𝐷) + 𝛽

|𝐶 − 𝑅|

|𝐶|
 

  مجموعه زیر   طول  𝐷،  𝑅  تصمیم  به   نسبت  𝑅  وضعیت  ویژگی  مجموعه   بندیطبقه   کیفیت  γR(D)آن    در   که 

  طول   بندی وطبقه   کیفیت  اهمیت  با  متناظر  پارامتر  دو   𝛽   و  α ها،  ویژگی   کل  تعداد  C  انتخابی،  ویژگی 

𝛽و  ] 1,0 [در بازه  αباشد،  می   مجموعه  زیر = 1 − 𝛼   ببینیم    توانیممی   .هستندγR(D)  ارزیابی    تابع

|𝐶−𝑅|و   بندیطبقه  کیفیت   ماکزیمم

|𝐶|
 ها است.ویژگی   کل  تعداد به  نشده انتخاب هایویژگی  نسبت 

  توان می   را   سازیکمینه   مساله   . کرد  تبدیل  سازیکمینه   مساله   یک   به   سادگی   به   توان می   را  بالا  معادله 

 . کرد  فرموله  22-2 معادله مانند 

(22-2) 
𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = 𝛼𝐸𝑅(𝐷) + 𝛽

|𝑅|

|𝐶|
 

  انتخابی   ویژگی   زیرمجموعه   طول   R  حالت،   ویژگی  مجموعه  بندی طبقه   برای  خطا   میزان   RE (D)  آن   در   که 

α   .است  هاویژگی   تعداد کل  C  و ∈ 𝛽 و  [0,1] = 1 − 𝛼  و   بندیطبقه   دقت  اهمیت  کنترل  برای   ثوابت  

 . هستند  ویژگی کاهش
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   توابع انتقال   7- 2

 هافراابتکاری   ینریبا  یهادر نسخه   یتابع انتقال بخش مهم  ک ی،  ]49[  در  سیئ و لو  ی لیرجلیبه گفته م

  ی برداراکتشاف و بهره   نیو تعادل ب  ی محل  یساز نه یبر اجتناب از به  یتوجهامر به طور قابل  نیا  است.

ها را با توجه  آن  سپسکند و  نگاشت می  [ 1،  0پیوسته را به ] تابع انتقال مقادیر    .]49[  گذاردی م  ریتاث

ساختار و دیگر عملیات الگوریتم را حفظ  توابع انتقال،  . [49،50]  کند مجزا می  یک و  صفر به احتمال به 

 دهد.های جمعیت را در یک فضای باینری حرکت می کند و موقعیت می 

انتخاب یک تابع انتقال به منظور نگاشت مقادیر سرعت به مقادیر احتمال به  برخی مفاهیم باید برای  

 : [49] صورت زیر در نظر گرفته شوند 

ذره  تغییر موقعیت  دهنده احتمال  نشان  محدود شود، تا  [ 1،  0  محدوده تابع انتقال باید در بازه ]  •

 د. ش با

یک تابع انتقال باید احتمال بالایی از تغییر موقعیت را برای یک مقدار مطلق بزرگ سرعت فراهم   •

حل دور هستند،  ذراتی که مقادیر مطلق بزرگی برای سرعتشان دارند احتمالا از بهترین راه   کند.

 بنابراین باید موقعیت خود را در تکرار بعدی تغییر دهند. 

مال کمی از تغییر موقعیت را برای یک مقدار مطلق کوچک سرعت  تابع انتقال همچنین باید احت  •

 ه دهد. ئارا

حل هایی که از بهترین راه قسمت  مقدار بازگشت یک تابع انتقال باید با افزایش سرعت افزایش یابد. •

می  به  دور  بازگشت  منظور  به  خود  موقعیت  بردارهای  تغییر  برای  بیشتری  احتمال  باید  شوند، 

 خود داشته باشند.های قبلی موقعیت 

 مقدار بازگشت یک تابع انتقال باید با کاهش سرعت کاهش یابد. •

یک فضای جستجوی    از کنند که یک تابع انتقال قادر به نگاشت فرآیند جستجو  این مفاهیم تضمین می 

ممکن است با    های فراابتکاری باینری عملکرد الگوریتم   باینری است.فضای جستجوی  پیوسته به یک  
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بنابراین تابع انتقال نقش مهمی در عملکرد الگوریتم  استفاده از یک تابع انتقال نامناسب کاهش یابد.  

 دارد و تابع انتقال باید به درستی انتخاب شود.  

های اصلی یا توابع انتقال در مقالات بهبود  برای بهبود عملکرد الگوریتم های فراابتکاری باینری، الگوریتم

کند  های باینری ایفا می با این حال، تابع انتقال نقشی کلیدی در کارایی الگوریتم   [، 58-53اند ]ته یاف

 [59،60 ]. 

ها و  فرمول  پردازیم.می   [ 49،52]   شکل   Vو  [  51،49شکل ]   Sدر ادامه به دو نوع متداول تابع انتقال  

 کنید.مشاهده می  14- 2شکل و  6-2در جدول   Vو   Sاز توابع انتقال  تصاویری 

 [ 49]   شکل  𝒗شکل و    𝒔توابع انتقال   : 6-2جدول  

 شکل  Sخانواده  شکل   Vخانواده 

 تابع انتقال 
 نام 

 تابع انتقال 
 تابع انتقال 

 نام 

 تابع انتقال 

𝑇(𝑥) = |erf (
√𝜋

2
𝑥)| = |

√2

𝜋
∫ 𝑒−𝑡2

𝑑𝑡
(√𝜋

2⁄ )𝑥

0

| V1 𝑇(𝑥) =
1

1 + 𝑒−2𝑥
 S1 

𝑇(𝑥) = |tanh(𝑥)| V2 𝑇(𝑥) =
1

1 + 𝑒−𝑥
 S2 

𝑇(𝑥) = |
(𝑥)

√1 + 𝑥2
| V3 𝑇(𝑥) =

1

1 + 𝑒(−𝑥
2⁄ )

 S3 

𝑇(𝑥) = |
2

𝜋
𝑎𝑟𝑐 tan (

𝜋

2
𝑥)| V4 𝑇(𝑥) =

1

1 + 𝑒(−𝑥
3⁄ )

 
S4 

 

 

 
 [ 49]   شکل  𝑽  (b)شکل و  𝑺  (a)توابع انتقال  : 2-14شکل  
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  آن   مقدار   و رسد یابد و به اشباع خود می به شدت افزایش می با افزایش سرعت   S1شود که  می مشاهده  

لازم به ذکر    شود.شروع می   S2دیرتر از    S4و    S3یابد، در حالی که اشباع  میافزایش    S2بسیار بیشتر از  

یابد، بنابراین  است که احتمال تغییر مقادیر بردارهای موقعیت با افزایش شیب این توابع انتقال افزایش می

ترین  کم   S4گرداند، در حالی که  ها برای همان مقدار سرعت باز می ترین احتمال را در میان آن بیش

شکل     sها توابع انتقالها، آن این منحنی   ،    (a) 14-2  با توجه به شکل  . [49] کند مقدار را فراهم می 

  شود.نیز نامیده می  "شکل - S"ها خانواده توابع انتقال در نتیجه، گروه آن  شوند.نامیده می 

  Vتابع انتقال    چهار  شوند.می   دیده   )شکل  (Vتوابع و گروه خانواده توابع انتقالی  ،    (b)  14- 2  شکل   در

این توابع انتقال    اند.شده  ارائه با استفاده از معادلات ریاضی متنوع    V4و   V1  ،V2  ،V3های  شکل به نام 

تر  با مقادیر مطلق پایین   V1دیده شود که اشباع    اند.داده شده   نشان،    (b)  14- 2  و شکل   6-2در جدول  

تغییر  بتواند احتمال بالاتری از    V1شود که  این امر باعث می  شود.شروع می   V2سرعت در مقایسه با  

  V4و    V3در مقابل، اشباع توابع انتقال    برای همان سرعت فراهم کند.  V2موقعیت ذرات را نسبت به  

فارغ   کند.های مشابه فراهم می که احتمال تغییر کمتری را برای سرعت شودآغاز می  V2و   V1پس از  

تر  در شیب کوچک کند.  این شیب شکل است که نقش اصلی را بازی می   ،شکل  Vاز فرم ریاضی توابع  

سرعت سوییچینگ موقعیت افزایش    ،کند و با افزایش شیب تابع انتقال موقعیت ذره به آرامی تغییر می

  کند.می  به عبارت دیگر تابع انتقال سرعت تغییر موقعیت را کنترل یابد.می 

 باینری   سازی ازدحام ذرات بهینه الگوریتم    در  V و   Sتوابع انتقال   8-2

انتقال    لوئیس و    میرجلیلی ،  2013  سال  در  توابع  الگوریتم    Vو    Sاز  ذرات بهینه برای  ازدحام    سازی 

کردند  28باینری در  آن   .استفاده  که  آورده   [49]ها  ذرات بهینه اند  ازدحام  محاسبه    کیتکن   کی  سازی 

   . [51]  است  و ابرهارت ارائه شده  یتوسط کند و  گرفته شده  پرنده الهام  یاست که از رفتار اجتماع  یتکامل

 
28 Binary Particle Swarm Optimization 
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تعداد  تم یالگور  نیا )   ی از  م   (د یکاند   یهاحلراهذره  فضا  کند ی استفاده  در    ی که در  پرواز  به  جستجو 

را در    حل(راه   نیبهترمکان )   نیها بهترحال، همه آن   نیدر هم  کنند.  دایحل را پراه   نیتا بهتر  ند یآی م

  ی راه حل  نیبهتر  ن یحل خود و همچنراه   نیذرات بهتر  گر، یبه عبارت د  .کنند ی م  ی ابیخود رد  یرهایمس

  سازی ازدحام ذرات روش بهینه هر ذره در    .رند یگی است را در نظر م  کنون به دست آورده تا   اجمعکه  

اصلاح    ی را برای  حل کل راه   ن یبهتر  ی و حل شخصراه   ن یفاصله تا بهتر  ان،یسرعت جر  ،یفعل   ت یموقع  د یبا

 :شودکه از روابط زیر استفاده می   ردیخود در نظر بگ  تیموقع

(23-2) 𝑣𝑖
𝑡+1 = 𝑤𝑣𝑖

𝑡 + 𝑐1 ∗ 𝑟𝑎𝑛𝑑 ∗ (𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑥𝑖
𝑡) + 𝑐2 ∗ 𝑟𝑎𝑛𝑑 ∗ (𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖

𝑡) 

(24-2) 𝑥𝑖
𝑡+1 = 𝑣𝑖

𝑡 + 𝑣𝑖
𝑡+1 

𝑣𝑖که در آن  
𝑡   سرعت ذره𝑖  در تکرار  𝑡  ،𝑤  یتابع وزن  کی ،  𝑐𝑖  شتاب،    بیضر𝑟𝑎𝑛𝑑  ن ی ب  یعدد تصادف   کی  

𝑥𝑖 است،  یک و   صفر
𝑡  ذره  یفعل  ت یموقع𝑖   در تکرار𝑡  ، 𝑝𝑏𝑒𝑠𝑡𝑖و است  ی انفرادی  راه حل  نیبهتر𝑔𝑏𝑒𝑠𝑡  

  است.ورده  کنون به دست آ تا جمعیت است که  ل کلیراه ح نیبهتر

و   گرفتند  کمک  احتمال  مفهوم  از  باینری  به  پیوسته  فضای  تبدیل  برای  لوئیس  و  تابع  از  میرجلیلی 

 . ]61[ سیگموئید زیر استفاده کردند 

(25-2) 
𝑇 (𝑣𝑖

𝑘(𝑡)) =
1

1 + 𝑒−𝑣𝑖
𝑘(𝑡)

 

𝑣𝑖  که در آن 
𝑘(𝑡)  سرعت ذره 𝑖   در تکرار𝑡   در بعد𝑘 دهد ی ام را نشان م. 

با احتمال سرعتشان به صورت    توانند ی م  تی موقع  ی احتمال، بردارها  ریبه مقاد  هاسرعت   لیپس از تبد 

 روز شوند:به  ریز

(26-2 ) 
𝑋𝑖

𝑘(𝑡 + 1) = {
0
1

                  𝑖𝑓 𝑟𝑎𝑛𝑑 < 𝑇(𝑣𝑖
𝑘(𝑡 + 1))

                  𝑖𝑓 𝑟𝑎𝑛𝑑 ≥ 𝑇(𝑣𝑖
𝑘(𝑡 + 1))

 

 نیز استفاده کرد که به چهار شکل زیر ارائه شده است.   vاما میرجلیلی از تابع انتقال  
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 [ 38] شکل    Vتوابع انتقال   :7- 2جدول  

 شکل   Vخانواده 

 تابع انتقال  نام تابع انتقال 

𝑻(𝒙) = |𝐞𝐫𝐟 (
√𝝅

𝟐
𝒙)| = |

√𝟐

𝝅
∫ 𝒆−𝒕𝟐

𝒅𝒕
(√𝝅

𝟐
⁄ )𝒙

𝟎

| V1 

𝑻(𝒙) = |𝐭𝐚𝐧𝐡(𝒙)| V2 

𝑻(𝒙) = |
(𝒙)

√𝟏 + 𝒙𝟐
| V3 

𝑻(𝒙) = |
𝟐

𝝅
𝒂𝒓𝒄 𝐭𝐚𝐧 (

𝝅

𝟐
𝒙)| V4 

 

به شکل زیر تغییر    27-2و معادله  باشد می متفاوت    ت یموقع  یرسانبه روز   ن یقوان ابع انتقال،وبرای این ت

 کند.می 

(27-2) 
𝑥𝑖

𝑘(𝑡 + 1) = {
(𝑥𝑖

𝑘(𝑡))−1

𝑥𝑖
𝑘(𝑡)

                  𝑖𝑓 𝑟𝑎𝑛𝑑 < 𝑇(𝑣𝑖
𝑘(𝑡 + 1))

                  𝑖𝑓 𝑟𝑎𝑛𝑑 ≥ 𝑇(𝑣𝑖
𝑘(𝑡 + 1))

 

 

سازی ازدحام  بهینه عملکرد    یتوجهبه طور قابل   Sشکل از توابع انتقال    Vکه خانواده  ها نشان دادند  آن

   .[38] بخشد ی را بهبود م ی نریبا ذرات

 خفاش باینری در الگوریتم    V انتقال   ابع ت   9-2

شکل برای ارائه    Vخانواده تابع انتقال    𝑎𝑟𝑐𝑡𝑎𝑛، از تابع  [62]  2014سال    در  شو همکارانمیرجلیلی  

  رفتار   از   که   است  فراابتکاری   هایالگوریتم   از   یکی   29خفاش   الگوریتم الگوریتم باینری خفاش بهره بردند.  

  این   انجام   برای   طبیعی  سونار   از  هاخفاش   .[ 63]   کند می   تقلید   سازیبهینه   انجام  برای  هاخفاش   یابیمکان

اتخاذ  خفاش    الگوریتم  ها در هنگام یافتن طعمه در طراحیدو ویژگی اصلی خفاش   .کنند می   استفاده  کار

است صدای خفاش   .شده  سرعت  افزایش  و  صدا  بلندی  کاهش  به  تمایل  طعمه  تعقیب  هنگام  ها 

 
29 Bat Algorithm 



 2فصل

40 

 

 و مرور کارهای پیشین تحقیق کلیات

  بردارهای   .سازی شده استاین رفتار به صورت ریاضی به صورت زیر مدل   .اولتراسونیک منتشر شده دارند 

 شوند: می   روز به به صورت زیر تکرار  دوره طول  در خفاش  فرکانس  بردار  و سرعت بردار  موقعیت، 

(28-2) 𝑣𝑖(𝑡 + 1) = 𝑣𝑖(𝑡) + (𝑥𝑖(𝑡) − 𝐺𝑏𝑒𝑠𝑡)𝐹𝑖 

(29-2) 𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + 𝑣𝑖(𝑡 + 1) 

  دهد می   نشان  را  ام  𝑖  خفاش   فرکانس𝐹𝑖   و  است  تاکنون  آمدهدستبه   حلراه   بهترین  𝐺𝑏𝑒𝑠𝑡  آن  در  که

 : شودمی  روز  به  زیر  صورت به  تکرار  از  دوره  هر در  که 

(30-2) 𝐹𝑖 = 𝐹𝑚𝑖𝑛 + (𝐹𝑚𝑎𝑥 − 𝐹𝑚𝑖𝑛)𝛽 

 . است] 0،1[ در  یکنواخت توزیع  یک از تصادفی  عدد یک  𝛽  آن  در  که 

  و   یابند   بهبود  جدید   هایحلراه   تا  شوند می   روز  به   زمانی   ، سرعت  هم  و   بلندی  هم   که   باشید   داشته   توجه 

  خفاش   الگوریتمجهت باینری کردن   .کنند می   حرکت  حلراه  بهترین  سمت  به  هاخفاش   که  شود  تضمین

 استفاده گردید. شکل  Vاز خانواده 𝑎𝑟𝑐𝑡𝑎𝑛  از تابع انتقالباینری  خفاش  الگوریتمبه 

  سازی ازدحام ذرات بهینه   در مقایسه باخفاش باینری    الگوریتمنتایج بدست آمده از الگوریتم پیشنهادی  

 شایستگی بیشتری دارد. باینری  خفاش  الگوریتم نشان داد که  ژنتیک  و باینری 

 گرگ خاکستری باینری در الگوریتم   S تابع انتقال  10-2

  الگوریتم گرگ خاکستری را معرفی کردند و در   ، [38]  2014سال   در   شهمکاران و  میرجلیلی  در ادامه  

  ارائه دادند   Sالگوریتم گرگ خاکستری باینری را همراه تابع انتقال    شهمکاران  و  Emary  ،2015  سال

باشد و توضیح آن در  می   نامهپایانخاکستری، الگوریتم مورد بحث این    گاز آنجا که الگوریتم گر  .[7]

  شود.بخش قبلی داده شده است از توضیح مکرر آن پرهیز می 

 .شده است  اجرا  مختلف   رویکرد  دو   از  استفاده   باو همکارانش    Emaryمقاله    در   شدهمعرفی   باینری  نسخه

 است.  شده داده نشان  31- 2 معادله  در  اصلی رسانیروز  به  معادله  رویکرد اول  در

(31-2) 𝑋𝑖
𝑡+1 = 𝐶𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟(𝑥1, 𝑥2, 𝑥3) 
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(32-2) 
𝑋1

𝑑 = {
1
0

                  𝑖𝑓 (𝑋∝
𝑑 + 𝑏𝑠𝑡𝑒𝑝𝛼

𝑑 ≥ 1)

𝑒𝑙𝑠𝑒
 

∝𝑋  آن  در  که 
𝑑بعد  در  آلفا  گرگ  موقعیت   بردار  𝑑 و  𝑏𝑠𝑡𝑒𝑝𝛼

𝑑بعد  در  باینری  گام   یک  𝑑 توانمی  که  است  

 . کرد محاسبه  33-2 رابطه مانند  را  آن

(33-2) 
𝑏𝑠𝑡𝑒𝑝𝛼

𝑑 = {
1
0

                  𝑖𝑓 (𝑐𝑠𝑡𝑒𝑝𝛼
𝑑 ≥ 𝑟𝑎𝑛𝑑)

𝑒𝑙𝑠𝑒
 

𝑐𝑠𝑡𝑒𝑝𝛼   و   است  شده  یکنواخت   توزیع ] 0،1 [در  که   است  تصادفی   عدد  یک   rand  آن   در   که 
𝑑با   گام   اندازه  

  محاسبه   34-2  معادله   مانند   سیگموئیدی   تابع  از  استفاده   با  تواند می   و   است  𝑑  بعد   برای  پیوسته  مقدار

 .شود

(34-2) 
𝑐𝑠𝑡𝑒𝑝𝛼

𝑑 =
1

1 + 𝑒−10(𝐴1
𝑑.𝐷∝

𝑑−0.5)
 

𝐴1آن  در  که 
𝑑  و  𝐷∝

𝑑بعد  در   9-2 و  5- 2 معادلات  از استفاده  با 𝑑 شوند می  محاسبه. 

(35-2) 
𝑋2

𝑑 = {
1                  
0                   

𝑖𝑓 (𝑋𝛽
𝑑 + 𝑏𝑠𝑡𝑒𝑝2

𝑑 ≥ 1)

𝑒𝑙𝑠𝑒
 

𝑋𝛽   آن   در   که 
𝑑 بعد   در   بتا  گرگ  موقعیت   بردار  𝑑   و   𝑏𝑠𝑡𝑒𝑝𝛽

𝑑 بعد   در   باینری   گام  𝑑   آن   توان می   که   است  

 .کرد محاسبه   36-2 رابطه مانند  را

(36-2 ) 
𝑏𝑠𝑡𝑒𝑝𝛽

𝑑 = {
1
0

                  𝑖𝑓 (𝑐𝑠𝑡𝑒𝑝𝛽
𝑑 ≥ 𝑟𝑎𝑛𝑑)

𝑒𝑙𝑠𝑒
 

𝑐𝑠𝑡𝑒𝑝𝛽   و  است  شده  گرفته   یکنواخت  توزیع] 0،1 [از  که  است  تصادفی  عدد  یک  𝑟𝑎𝑛𝑑  آن  در  که
𝑑اندازه  

  37- 2  معادله   مانند   سیگموئیدی  تابع  از  استفاده  با  تواند می   و  است  𝑑  بعد   برای   پیوسته   مقدار  با  گام

 . شود محاسبه

(37-2) 
𝑐𝑠𝑡𝑒𝑝𝛽

𝑑 =
1

1 + 𝑒−10(𝐴1
𝑑.𝐷𝛽

𝑑−0.5)
 

𝐴1  آن  در  که 
𝑑و  𝐷𝛽

𝑑 بعد  در 9- 2 و  5-2 معادلات از  استفاده با  𝑑 شوند می  محاسبه. 

(38-2) 
𝑋3

𝑑 = {
1
0

                  𝑖𝑓 (𝑋𝛿
𝑑 + 𝑏𝑠𝑡𝑒𝑝𝛿

𝑑 ≥ 1)

𝑒𝑙𝑠𝑒
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𝑋𝛿  آن   در  که
𝑑  بعد،  در  دلتا  گرگ  موقعیت  بردار  𝑑  و  𝑏𝑠𝑡𝑒𝑝𝛿

𝑑  بعد   در  باینری  گام  𝑑  آن  توانمی   که  است  

 .کرد محاسبه  39-2 رابطه مانند  را

(39-2) 
𝑏𝑠𝑡𝑒𝑝𝛿

𝑑 = {
1
0

                  𝑖𝑓 (𝑐𝑠𝑡𝑒𝑝𝛿
𝑑 ≥ 𝑟𝑎𝑛𝑑)

𝑒𝑙𝑠𝑒
 

𝑐𝑠𝑡𝑒𝑝𝛿  و  است  شده  گرفته  یکنواخت  توزیع  ]0،1[  از  که  است  تصادفی  عدد  یک  𝑟𝑎𝑛𝑑  آن   در  که
𝑑  اندازه  

  40- 2  معادله   مانند   سیگموئیدی  تابع  از  استفاده  با  تواند می   و  است  𝑑  بعد   برای   پیوسته   مقدار  با  گام

 . شود محاسبه

(40-2) 
𝑐𝑠𝑡𝑒𝑝𝛿

𝑑 =
1

1 + 𝑒−10(𝐴1
𝑑.𝐷𝛿

𝑑−0.5)
 

𝐴1  آن  در  که 
𝑑و  𝐷𝛿

𝑑 بعد  در 9- 2 و  5-2 معادلات از  استفاده با  𝑑 شوند می  محاسبه.  

  برای   بعد   هر  ازای  به  crossover  استراتژی  یک  است، شده  داده نشان  41-2  معادله  در   که   همانطور

 .شود می  اعمال 𝑎،  𝑏، 𝑐  هایحلراه

(41-2) 
𝑥𝑑 = {

𝑎𝑑                                           𝑖𝑓 (𝑟𝑎𝑛𝑑 < 1
3⁄ )

𝑏𝑑                      𝑒𝑙𝑠𝑒𝑖𝑓 (1
3⁄ ≤ 𝑟𝑎𝑛𝑑 < 2

3⁄ )

𝑐𝑑                                                                 𝑒𝑙𝑠𝑒

      

  خروجی  𝑑،  𝑥𝑑  بعد   در  پارامتر  سومین  و  دومین  اولین،  برای   باینری  مقادیر  𝑐𝑑و    𝑎𝑑   ،𝑏𝑑آن   در  که

𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟  بعد   در  𝑑  و  𝑟𝑎𝑛𝑑  گرفته   ]0،1[  دامنه  در  یکنواخت  توزیع   از   که   است  تصادفی   عدد  یک  

 .است شده

  معادله   شود.می  باینری شدن  به  مجبور  شده روز  به  خاکستری  گرگ  موقعیت بردار  تنهادوم   رویکرد  در

 است.  شده داده نشان  42-2  رابطه در  اصلی  روزرسانی به

(42-2) 
𝑋𝑑

𝑡+1 = {
1
0

                  𝑖𝑓 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(
𝑥1 + 𝑥2 + 𝑥3

3 ) ≥ 𝑟𝑎𝑛𝑑

𝑒𝑙𝑠𝑒
 

𝑋𝑑   یکنواخت،  توزیع   ]0،1[  از  که  است  تصادفی   عدد  یک  𝑟𝑎𝑛𝑑  آن   در   که 
𝑡+1 باینری   موقعیت   شده   روز   به  

 .است 43-2  رابطه در  (a) سیگموئید  و 𝑡  تکرار  در  𝑑  بعد  در
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(43-2) 
𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑎) =

1

1 + 𝑒−10(𝑥−0.5)
 

Emary    و همکارانش از تابع انتقالS  گرگ خاکستری استفاده کردند. ثابت    برای باینری کردن الگوریتم

  سازی ازدحام ذرات بهینه   الگوریتم  که شکل باینری الگوریتم گرگ خاکستری عملکردی بهتر از  ند کرد

 دهند.  از خود نشان می  الگوریتم ژنتیکو 

 سنجاقک باینری در الگوریتم   V و   Sتوابع انتقال    11-2

را پیشنهاد داد و برای باینری کردن آن از دو تابع   30سنجاقک   الگوریتم  ،[64]   2015  سال  در  میرجلیلی

  ( استفاده کرد.مقالهدر این   V3)تابع نوع  Vسیگموئید و تابع 

که به اجتناب از    جداسازی،  .[ 9،52]کند  بنا به گفته رینولدز، رفتار گروها از سه اصل ابتدایی پیروی می 

که انطباق سرعت افراد با افراد    هم ترازی، و    همسایگی اشاره داردبرخورد استاتیک افراد از افراد دیگر در  

انسجام که به تمایل افراد به سمت مرکز گروه همسایگی اشاره و    دهد دیگر در همسایگی را نشان می

 دارد. 

از   هدف اصلی هر گروه زنده ماندن است، بنابراین تمام افراد باید به سمت منابع غذایی جذب شوند و

 شوند.  رجی دوردشمنان خا

ها به صورت گروهی  رسانی موقعیت سنجاقک با در نظر گرفتن این دو رفتار، پنج عامل اصلی در به روز 

 اند:سازی شدههر یک از این رفتارها از نظر ریاضی به صورت زیر مدل  وجود دارد. 

(44-2) 
𝑠𝑖 = − ∑ 𝑥 − 𝑥𝑗

𝑁

𝑗=1

 

تعداد افراد همسایه   𝑁دهد و  ام را نشان می  𝑗موقعیت فرد همسایه  𝑥𝑗 موقعیت فرد فعلی است،    𝑋که  

  است.

(45-2) 
𝐴𝑖 =

∑ 𝑣𝑗
𝑁
𝑗=1

𝑁
 

 
30‌Dragonfly algorithm 
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 دهد.ام را نشان می  𝑗سرعت فرد همسایه   𝑣𝑗که در آن  

 شود: همبستگی به صورت زیر محاسبه می 

(46-2 ) 
𝐶𝑖 =

∑ 𝑥𝑗
𝑁
𝑗=1

𝑁
− 𝑥 

 دهد.ام را نشان می  𝑗موقعیت فرد همسایه  𝑥𝑗 ها، و تعداد همسایگی 𝑁موقعیت فرد فعلی،   𝑋که  

 شود. جذب به یک منبع غذایی به صورت زیر محاسبه می 

(47-2) 𝐹𝑖 = 𝑥+ − 𝑥 

 دهد.موقعیت منبع غذایی را نشان می +𝑥 موقعیت فرد فعلی است، و  𝑥که در آن  

 شود:زیر محاسبه می دور شدن از دشمن به صورت 

(48-2) 𝐸𝑖 = 𝑥− + 𝑥 

 دهد.موقعیت دشمن را نشان می −𝑥موقعیت فرد فعلی است و   𝑥که  

   .شوددهد و به صورت زیر تعریف می ها را نشان می جهت حرکت سنجاقک  𝑋∆ بردار

(49-2) ∆𝑋𝑡+1 = (𝑠𝑆𝑖 + 𝑎𝐴𝑖 + 𝑐𝐶𝑖 + 𝑓𝐹𝑖 + 𝑒𝐸𝑖) + 𝑤∆𝑋𝑡 

وزن هم ترازی،    aام،    𝑖دهنده جداسازی فرد  شان که ن𝑆𝑖 دهد،  وزن جداسازی را نشان می   𝑠که در آن  

𝐴𝑖    همترازی فرد𝑖    ،ام𝑐    ،وزن همبستگی 𝑐𝑖  پیوستگی فرد𝑖    ،ام𝑓    ،فاکتور غذایی 𝑓𝑖  منبع غذایی فرد

𝑖   ،ام𝑒  ،فاکتور دشمن 𝐸𝑖  موقعیت دشمن از فرد𝑖   ،ام𝑤 .وزن اینرسی است 

 شوند:پس از محاسبه بردار جهت حرکت، بردارهای موقعیت به صورت زیر محاسبه می 

(50-2) 𝑋𝑡+1 = 𝑋𝑡 + ∆𝑋𝑡+1 

 تکرار فعلی است.  𝑡که در آن  

دایره در یک فضای دوبعدی، کره در  ها بسیار مهم هستند، بنابراین یک همسایگی )همسایگان سنجاقک

با شعاع مشخص در اطراف هر سنجاقک مصنوعی فرض  بعدی، یا ابرکره در یک فضای(  سه یک فضای  

  شود.می 
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هایی با همراستایی  برداری، به سنجاقهنگام اکتشاف همراستایی کم و همبستگی بالا و در هنگام بهره 

می  داده  اختصاص  پایین  همبستگی  وزن  و  بهره   شود.بالا  و  اکتشاف  بین  انتقال  شعاع  برداربرای  ی، 

افزایش می همسایگی با تعداد تکرارها  برقراری تعادل در اکتشاف و    یابد.ها متناسب  برای  روش دیگر 

 سازی است.در طول بهینه  (s ،a ،c  ،f  ،e  ،wبرداری، تنظیم سازگار ضرایب جمعیت ) بهره

ساختار، استفاده از  پیوسته به یک الگوریتم باینری بدون تغییر  هوش ازدحام  برای تبدیل یک تکنیک  

  شکل اقدام به این کار کردند   Vشکل و    Sها با استفاده از دو نوع تابع انتقال  یک تابع انتقال است. آن 

شکل هستند چون    Sشکل بهتر از توابع انتقال    V، توابع انتقال  ]66[و همکارانش    سارمیبه گفته    . ]66[

، تابع انتقال زیر مورد  سنجاقک باینریالگوریتم    کنند.نمی   یکیا  صفر  ذرات را مجبور به گرفتن مقادیر  

 . ]49[ استفاده قرار داده است

(51-2) 
𝑇(∆𝑥) = |

∆𝑥

√∆𝑥2 + 1
| 

سنجاقک  تمام  برای  موقعیت  تغییر  احتمال  محاسبه  برای  ابتدا  انتقال  تابع  استفاده  این  مورد  قرار  ها 

های جستجو در فضای  رسانی موقعیت عامل سازی موقعیت برای به روز گیرد. سپس فرمول بهنگاممی 

 شود:جستجوی باینری به کار گرفته می 

(52-2) 
𝑋𝑡+1 = {

¬𝑋𝑡

𝑋𝑡

                 𝑟 < 𝑇(∆𝑥𝑡+1)

                 𝑟 ≥ 𝑇(∆𝑥𝑡+1)
 

 است.  ]0،1[ عددی در فاصله 𝑟که در آن  

ل  ئقادر خواهد بود تا مسا  سنجاقک باینری رسانی موقعیت جدید، الگوریتم  تابع انتقال و معادلات به روزبا  

 بندی مناسب مساله حل کند.باینری را به راحتی با در نظر گرفتن فرمول 

های مختلف  )توابع تک نمایی، چند نمایی و مرکب( با ویژگی   جهت بررسی نتایج، سه گروه از توابع محک 

کند  های مختلف استفاده شد. این نتایج ثابت می از دیدگاه   سنجاقک ی محک زدن عملکرد الگوریتم  برا

برداری بالایی  اکتشاف و بهره   سنجاقک باینری الگوریتم    و  ژنتیکبهتر از الگوریتم    سنجاقک که الگوریتم  

 باشد. شکل دارا می  vبه دلیل استفاده از تابع انتقال   سنجاقک را از الگوریتم 
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 دار باینری وال کوهان در الگوریتم    V تابع انتقال   12-2

را با الهام از    31دارالگوریتم دیگری به نام الگوریتم وال کوهان   ،[67]   2016در سال  میرجلیلی  بار دیگر  

و همکاران از تابع انتقال قدرمطلق تانژانت     Abdelazim  ، 2017در سال    و   کردند   شنهادیها پرفتار وال 

 . [68]  دار استفاده کردند وال کوهان هیپربولیک برای باینری کردن الگوریتم 

حباب    هیتغذ   کاوشیرفتار    نیا  ها است.آن   ژهی گوژپشت، روش شکار و  یهادر مورد وال   زیچ  نیترجالب

ریاضی،    .شودی م   دهینام   تله نظر  وال  از  وال   دارکوهانالگوریتم  جمعیت  زیر  رفتار  صورت  به  را  ها 

 :کند سازی می شبیه

(53-2) 𝐷⃗⃗⃗ = |𝐶. 𝑋⃗∗(𝑡) − 𝑋⃗(𝑡)| 

(54-2) 𝑋⃗(𝑡 + 1) = 𝑋⃗∗(𝑡 + 1) − 𝐴. 𝐷⃗⃗⃗ 

  ن ی است که با بهتر  یت یبردار موقع  ∗𝑋  است،  ت یبردار موقع  𝑋باشد،  فعلی  تکرار  شماره    𝑡که    یهنگام

  ف یتعر   ری در دو معادله ز  𝐶و    𝐴  هستند.  بایضر  ی بردارها  𝐶و    𝐴  شود،ی م  مطابقت داده  شده   افت یحل  راه

 اند: شده

(55-2) 𝐴 = 2𝑎⃗. r⃗ − 𝑎⃗ 

(56-2 ) 𝐶 = 2𝑟 

در    صفربه    دو از    ی به صورت خط  𝑎و    ردیگی قرار م  ]0،1[در محدوده    ی به صورت تصادف  𝑟که در آن  

الگور  ی اریبس  مانند   تم یالگور  نیا  .ابد یی تکرارها کاهش م  یط دو مرحله    یدارا  یسازنه یبه  یهاتم یاز 

   . یبرداراست: اکتشاف و بهره 

  ی اکتشاف مناطق مختلف در فضا  ایجستجو    یتا برا   شوند ی م   قیدر مرحله اکتشاف، عوامل جستجو تشو

تا    کنند ی حرکت م   ی عوامل به صورت محل  ، یبردارکه در مرحله بهره   یدر حال   جستجو حرکت کنند.

 ی فعل  یهاحلراه

   را بهبود بخشند. 

 
31 Whale Optimization Algorithm 

https://danesh-sara.ir/product-tag/whale-optimization-algorithm/


 2فصل

47 

 

 و مرور کارهای پیشین تحقیق کلیات

 : شودی م م یبه دو مرحله تقس یبردارمرحله بهره 

   بدست آورد. 56-2توان با معادله  ی مساله را م  نی کوچک شدن: ا  زمیمکان ( 1 

  ی برا  آنمعادله    .کند ی وال و طعمه را محاسبه م  نیروش فاصله ب  نی: ایحلزون  یرسان  به روز  تیموقع   (2

 :رودی به کار م 57-2معادله  به صورت  چیحرکت مارپ د یتقل

(57-2) 𝑋⃗(𝑡 + 1) = 𝐷⃗⃗⃗𝑙𝑒𝑏𝑙. cos (2𝜋𝑙))+. X⃗⃗⃗∗(𝑡) 

انتخاب    ی% برا  50احتمال    کی  ثابت است.  کی  𝑏و ] -1،1[  در محدوده  ی عدد تصادف  کی  𝑙که در آن 

 است:  58-2معادله به شرح  یاضیمدل ر جه، ی در نت است. در نظر گرفته شده   یجمع شدگ  زم یمکان نیب

(58-2) 
𝑋⃗(𝑡 + 1) = {

X⃗⃗⃗∗(𝑡) − 𝐴. 𝐷⃗⃗⃗ 

𝐷⃗⃗⃗𝑙𝑒𝑏𝑙. cos (2𝜋𝑙))+. X⃗⃗⃗∗(𝑡)

                𝑖𝑓 𝑝 < 0.5

                 𝑖𝑓 𝑝 ≥ 0.5
 

   است.  کنواختی ع یتوز ک یدر   یعدد تصادف  کی 𝑝که در آن  

د از طرف  اکتشاف:  اکتشاف،    گر،یمرحله  مرحله  مقاد  𝐴در  1  در محدوده   ی تصادف  ر یاز  < 𝐴 < − 1 

کرده ا  استفاده  از  تا  کند  مجبور  را  عامل  تا  ر  نیاست  نظر  از  و  شود  دور  ز  ی اضیمکان    ر ی به صورت 

 است:  شده یبند فرمول 

(59-2) 𝐷⃗⃗⃗ = |𝐶. 𝑋⃗𝑟𝑎𝑛𝑑 − 𝑥⃗| 

(60-2 ) 𝑋⃗(𝑡 + 1) = 𝑋𝑟𝑎𝑛𝑑 − 𝐴. 𝐷⃗⃗⃗   

- 2و   61-2شکل مطابق با معادلات    Vاز توابع    کیپربولیتانژانت هانتقال  تابع   ،یشنهادیپ  تم یدر الگور

 ‌است.  شده  ارائه 62

(61-2 ) 𝑦𝑘 = |𝑡𝑎𝑛ℎ𝑥𝑘| 

(62-2 ) 
𝑋𝑖

𝑑 = {
0
1

              𝑖𝑓 𝑟𝑎𝑛𝑑 < 𝑆(𝑥𝑖
𝑘(𝑡 + 1))

                𝑒𝑙𝑠𝑒
 

شکل به کار گرفته    Vتوابع انتقال    ، ینر یبه نسخه بادار  الگوریتم وال کوهان   ینسخه اصل  ل یبه منظور تبد 

از مجموعه داده    اریمجموعه داده مع  11  ی بر رو  هاشی، آزماBWOA - Vعملکرد    یبررس   یبرا  .شوند ی م

UCI  رتبه    ی رپارامتری غ  یآزمون آمار   ن یو همچن  ی ابیارز  ار یپنج مع  ن، یعلاوه بر ا  و   است  اعمال شده -  

 ها ش یآزما  جینتا  و   شده انجام شد   سه یمقا  یهاتم یمختلف الگور   یهاجنبه   یاب یارز  ی برا  لکوکس یمجموع و 
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الگور که  کرد  و  ی شنهادیپ  ینر یبا  تم ی ثابت  تعداد  رساندن  حداقل  به  و    انتخاب   ی های ژگیقادر  شده 

 . [69] باشد ی م انتخاب ویژگیدر دامنه   یبند به حداکثر رساندن دقت طبقه  نیهمچن

 باینری گرگ خاکستری  در الگوریتم  V و S توابع انتقال   13-2

Pei Hu    از توابع انتقال  ،  2020سال  در  و همکارانشS    وV    الگوریتم گرگ خاکستری استفاده برای 

تر  شکل، باینری کردن الگوریتم گرگ خاکستری را بهینه   Vکردند و با اصلاحاتی در برخی از توابع انتقال  

 [. 58]  کردند 

 شود:اصلاحات مورد نظر دیده می  8- 2 جدول در 

 ]49[ جزئیات توابع انتقال بهبود یافته   :8- 2جدول  

 نام تابع انتقال  تابع انتقال 

|tanh (𝑥) tanh (4)⁄ | 𝑉2𝑎(𝑥) 

|√17 ∗ 𝑥 (4 ∗ √1_ + 𝑥2)⁄ | 𝑉3𝑎(𝑥) 

|arctan (
2

𝜋
𝑥) arctan (2π)⁄ | 𝑉4𝑎(𝑥) 

 

الگوریتم گرگ  در  زیرا    ،مقدار خود تقسیم شده، تا آن را نرمالایز کند   در واقع هر تابع انتقالی به ماکزیمم

  V4(x)و  V1  ( ،x )V2(،x)V3(x)   نهیشیب  ریمقاد  و  است  [ -4،4] محدوده  در   x، مقدار   ینریبا  خاکستری

 یک  تا  داشتن احتمال بالا  یهدف اصل  .[59]  هستند   0/ 8955و    0/ 9701،  9993/0،  0000/1  بیبه ترت 

  45/10% و    99/2،  %07/0احتمال    V4(x)و  V2(،x )V3(x)برسد،    نهیشیبه مقدار ب  xاگر    یاکنون حت   د.وش 

به   دارند که  اده ینرس   یک%  و  اصل  نیاند  با هدف  تضاد  ا  یریبه منظور جلوگ  .[59]  است  یدر    ن یاز 

 .شوند می  نرمالایز  ی نریبا الگوریتم گرگ خاکستریحالت خاص  ی توابع انتقال برا ت،یوضع

  63- 2معادله  باشد و به صورت  می   aتغییر دیگری که در الگوریتم پایه داده شد رابطه مربوط به مقدار  

 ارائه شد:

(63-2 ) a = 2 ∗ 𝑖𝑡
𝑀𝐴𝑋_𝐼𝑇⁄  
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  ی مقدار عدد کی  a تم، یالگور در شروع  .خواهد داشت دوبه    صفراز  یخط  شیافزا کی ، 63- 2از معادله 

  ی نریبا  الگوریتم گرگ خاکستری کوچک است و    x    ،(AD)  است که مقدار  یبدان معن   نیا  کوچک است. 

  ی برا  یادیاحتمال ز  ADو    شودی بزرگ م  a  تم،یبا تکامل الگور  دارد.  تیموقع  رییتغ   یبرا  یادیاحتمال ز

  ر ییتغ   یبرا   یاحتمال کم  ینریبا  گرگ خاکستری   الگوریتمرو،    نیاز ا  دارد.   نه یشیبه دست آوردن مقدار ب

   است. یبردار اکتشاف و بهره  نیب عالیتعادل   ک ی نیا دارد.   تیموقع

قرار    یمورد بررس   اریتابع مع  29توسط    یشنهادیپ  یهااز روش   یبرداراکتشاف و بهره   ی کل  یهاییتوانا

در توابع    یتوجهها عملکرد قابل روش   نیا  .یافتبهبود    AD  ریتوابع انتقال با توجه به محدوده مقاد   .گرفت

 .دارند   یعیسر یی گراو هم  دهند ی مارک نشان م بنچ

 گیری نتیجه   14-2

در ادامه به تشریح    و  نامه پرداخته شده استدر این فصل به بیان مفاهیم اولیه لازم جهت درک پایان

الگوریتم   وبندی  طبقه  بیان  به  و  آن  انواع  توضیح  و  ویژگی  انتخاب  توضیح  مفاهیم  و  فراابتکاری  های 

 کند پرداخته شد. الگوریتم گرگ خاکستری و به شرح توابع انتقال و نقشی که در الگوریتم اجراء می 

فضای  های جمعیت را در یک  کند و موقعیت توابع انتقال، ساختار و دیگر عملیات الگوریتم را حفظ می 

شوند. با های فراابتکاری باینری محسوب می دهد. توابع انتقال بخش کلیدی الگوریتم باینری حرکت می 

برداری در الگوریتم، محققان به دفعات  ها برای کنترل مراحل اکتشاف و بهره توجه بکارگیری آسان آن 

  اند.از این توابع استفاده کرده 
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تحقیق: روش    3فصل  
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 مقدمه 3-1

باینری   فراابتکاری  الگوریتم  مقالات  سوال پیشیندر  این  است.  رفته  بکار  انتقال  توابع  از  یکی  غالبا   ،

از این تابع انتقال استفاده شده است و چرا از نوع دیگر استفاده    نامهپایانتواند مطرح شود، چرا در این  می 

به دست  نتیجه بهتری    شد،می استفاده  و یا اگر بجای این تابع انتقال از تابع انتقال دیگری    نشده است

 ؟آمد نمی

در مورد    ،یریادگی  نیکرده است که در ح  ادهیرا پ  یتمیچالش، الگور  نیحل ا  یبرا  یشنهادیروش پ

نخواهد   یلیتحم ط ی از شرا ی شکل، تابع انتقال تابع نی. به اکند ی م یر یگ می تصم  زیانتخاب تابع انتقال ن

 بود. 

 روش پیشنهادی    2-3

های استفاده شده است. بعد از انتخاب یکی از مجموعه داده ،  UCIدر این تحقیق از ده مجموعه داده  

UCI گردد. سپس  ، اقدام به استخراج ویژگی میn   این    ز. اشودهای آن اضافه می بیت باینری به ویژگی

ملاکی برای انتخاب تابع انتقال و یا شیب تابع انتقال که از قبل تعیین شده است برای هر گرگ   هابیت

برای انتخاب تابع انتقال و یا شیب تابع انتقال در  حالت   n2  الگوریتم   شود. به عبارت دیگر،استفاده می 

اجرای الگوریتم با توجه   این هر گرگ تابع انتقال و شیب مختص خود را دارد. در طول. بنابر داختیار دار

ها موقعیت خود را  شود، گرگ به تابع ارزیابی و با توجه به یادگیری، که حین اجرای الگوریتم انجام می 

گردد. با  یمانتخاب  تابع انتقال  و   یبروزرسان  گرگ آلفا  یتموقعالگوریتم،    بعد از هر تکرار کنند.  بروز می 

  یز تابع انتقال را ن  یادگیری مناسب،  یبانتخاب تابع انتقال مناسب با ش م ضمن یتالگور ی، بعد  یتکرارها

   .عداد ویژگی مناسب به بهترین نحو بدست آید تتا با کمترین خطا،  ،دهد ی انجام م

در این بخش همانطور که در بالا شرح داده شد ارائه روشی جدید و بکر برای یادگیری    روش پیشنهادی 

 کند. باشد که انتخاب ویژگی را محقق می مناسب در حین اجرای الگوریتم می تابع انتقال و انتخاب شیب  
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 ارزیابی و تابع شایستگی   3- 3

و این مدل باید به نوعی ارزیابی گردد. جهت این کار    استدر فرآیند یادگیری ماشین، نیاز به یک مدل 

  گردد ها ارزیابی می دیگر از داده وسیله بخشی ه  و ب  شودداده می ها آموزش  وسیله بخشی از داده ه مدل ب 

 کند.بندی موفق عمل می مدل تا چه اندازه در طبقه   مشخص شودتا 

𝐾 در اعتبارسنجی متقابل − 𝑓𝑜𝑙𝑑  های فرعی با اندازهطور تصادفی به زیرنمونه ، نمونه اصلی به 𝑘   تقسیم

های اعتبارسنجی برای آزمایش مدل  عنوان داده به ، یک زیرنمونه منفرد  𝑘های فرعیشود. از زیرنمونه می 

می  زیرنمونه حفظ  و  − 𝑘   هایشود  داده به  1  می عنوان  استفاده  آموزشی  فرایند  های  سپس  شوند. 

متقابل، که می  𝑘 اعتبارسنج  تکرار  نمونه بار  از  با هر یک  به به 𝑘 هایشود،  بار  دقیق یک  عنوان طور 

تواند برای تولید یک  می ار تکرار  ب 𝑘   گیرد. پس از آن نتایجاده قرار می های اعتبارسنجی مورد استفداده 

این روش همه مشاهدات برای هر دو آموزش و اعتبار مورد    در  .طور میانگین قرار بگیردبرآورد واحد به 

  نامه ن پایاما در این    .شودطور دقیق استفاده می گیرند، و هر مشاهده برای اعتبارسنجی به استفاده قرار می 

k   تا شرایط آزمایش یکسان گردد. شود میگرفته در نظر  دو را برابر  ]59[ را مطابق مقاله 

 تواند به دو شکل زیر مورد بررسی قرار گیرد: جهت انتخاب ویژگی، تابع ارزیابی الگوریتم می 

 
(1-3) 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝑘𝑓𝑜𝑙𝑑𝐿𝑜𝑠𝑠 = 1 − 𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 𝐴𝑐𝑐𝑢𝑟𝑒𝑐𝑦 

(2-3) 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝑚 ∗ 𝑘𝑓𝑜𝑙𝑑𝐿𝑜𝑠𝑠 + 𝑛 ∗
|𝑆|

|𝐶|⁄ =  𝑚 ∗ (1 − 𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 𝐴𝑐𝑐𝑢𝑟𝑒𝑐𝑦) + 𝑛 ∗
|𝑆|

|𝐶|⁄  

 

آن  که متقابل  ،یخطا  𝑘𝑓𝑜𝑙𝑑𝑓𝐿𝑜𝑠𝑠  در  𝐾 اعتبارسنجی  −  𝑓𝑜𝑙𝑑 .است 𝑆 و   ر یز  یبرا  های ژگی تعداد 

است.کل    یبرا  هایژگ یو  تعداد  𝐶و  داده  مجموعه   داده  این    .هستند   ب یدو ضر  𝑛و    𝑚  مجموعه  در 

مقاله    نامهپایان نظر    01/0برابر    𝑛و    0/ 99برابر    𝑚مقادیر    ]59[مطابق  تا شرایط  شود  گرفته می در 

   آزمایش یکسان گردد. 
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 در روش پیشنهادی  توابع انتقال  4- 3

جزء   Vو    Sوجود دارد. اما با توجه به اینکه توابع انتقال    Vو یا    U  ،Z  ،X  ،Sتوابع انتقال زیادی مانند  

نیز از این توابع استفاده کرده   ]59[ ها استفاده شده است و مقالهتوابع پایه بوده و در اکثر مقالات از آن 

نامهاست   پایان  این  استفاده    در  انتقال  توابع  نوع  این  از  نظر داشت در روش  شودمی نیز  باید در  اما   .

 توان استفاده کرد.پیشنهادی از هر نوع تابع انتقال می 

Pei Hu    توابع    ]59[  2020و همکاران در𝑉2𝑎(𝑥)  ،𝑉3𝑎(𝑥)    و𝑉4𝑎(𝑥)    بهبود    1-3را به شکل جدول

 .دادند 

 ]49[ در روش پیشهنادی جزئیات توابع انتقال    :1- 3جدول  

 نام تابع انتقال  تابع انتقال 

|tanh (𝑥) tanh (4)⁄ | 𝑉2𝑎(𝑥) 

|√17 ∗ 𝑥 (4 ∗ √1_ + 𝑥2)⁄ | 𝑉3𝑎(𝑥) 

|arctan (
2

𝜋
𝑥) arctan (2π)⁄ | 𝑉4𝑎(𝑥) 

 

𝑡𝑎𝑛ℎ(4)  ،4که   انتقال    𝑎𝑟𝑐𝑡𝑎𝑛(2𝜋)و    ⁄17√ ترتیب ماکزیمم مقادیر توابع  و    𝑉2𝑎(𝑥)  ،𝑉3𝑎(𝑥)به 

𝑉4𝑎(𝑥)  تغییر دادند: 3- 3 معادله را نیز به  10-2 معادله باشند و می 

(3-3) 
𝑎 = 2 ∗

𝑖𝑡

𝑀𝐴𝑋_𝐼𝑇
 

نتایج آن مقاله از  جهت یکسان سازی با آزمایشات و قیاس با  از روابط فوق  نیز  در الگورتیم پیشنهادی  

 . می شوداستفاده ها آن

 شرح روش پیشنهادی   5- 3

تابع انتقال را    ،یری ادگیمراحل    ی است که ط  یکیبه تکن   ازیروش انتخاب تابع انتقال، ن  یساز  اده یپ  یبرا

اولیه،  ‌‌انتخاب کرده و مورد استفاده قرار دهد.  برای برآورده کردن این هدف، ضمن ساختن جمعیت 
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ها با مطرح کردن دو ایده و با  . چگونگی استفاده از این سلول شودمی اضافه   به آن  تعدادی سلول باینری 

 سه روش اجرایی برای هر ایده، توضیح داده خواهد شد.  

 ایده اول   ، روش پیشنهادی   5-1- 3

  شود، می ها( مقداردهی  را برای ذرات )موقعیت گرگ   𝑋در ابتدای شروع الگوریتم، هم زمان که مقادیر 

. به عبارت دیگر هر ذره )گرگ( همانطور که یک موقعیت  گردددهی می ها را نیز مقدارمقادیر این سلول 

در نظر    سها را برابر  هکند. اگر تعداد بیت خاص خود دارد، از یک تایع انتقال خاص خود استفاده می

-ABGWO. بنابراین در روش اول  ردتابع انتقال اشاره ک  هشت توان به  در این وضعیت میگرفته شود  

SV-Idea1 ،  تابع  چهاربا ترکیبS  تابع  چهارشکل وV  تواند فقط یکی از این توابع  شکل، هر گرگ می

 .انتقال را داشته باشد 

    . . . . . . .    

                                                                   

 

 شکل V شکل و  Sتابع   چهار بیت برای    سه رمزنگاری ایده اول با  از    ییشما : 1- 3 شکل

 های انتخاب تابع انتقال توجه کنید.بیت هب  2- 3به جدول 

 با سه بیت   های انتخاب تابع انتقال بیت   :2- 3جدول  

 ها بیت  تابع انتقال 

S1 000 

S2 001 

S3 010 

S4 011 

V1 100 

V2 101 

V3 110 

V4 111 

های موقعیت بیت های انتخاب تابع انتقال بیت   
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  001های  شود و برای بیت انتخاب می   S1تابع انتقال    000  هایشود برای بیت همانطور که مشاهده می 

شود.  انتخاب می   V4که تابع انتقال    111شود و همینطور ادامه دارد تا بیت  انتخاب می   S2تابع انتقال  

هایی که در ابتدای الگوریتم مقداردهی شده است تابع خاص خود را خواهد  هر گرگی با توجه به بیت 

 .داشت

تابع انتقال    چهارتوان به  در این وضعیت می   گرفته شودهای مورد نظر برابر دو بیت در نظر  اگر تعداد بیت 

در    .شکل باشد   Sتابع    چهارتواند  تابع انتقال می   چهار  ،ABGWO-S-Idea1. در روش دوم  رداشاره ک

 . شکل باشد  Vتابع  چهارتواند تابع انتقال می چهار  ،ABGWO-V-Idea1 روش سوم 

   . . . . . . .    

 

    

 شکل V شکل یا  Sتابع    چهار رمزنگاری ایده اول با دو بیت برای  از    یی شما :2- 3  شکل 

 دو بیت انتخاب تابع انتقال توجه کنید.   هب  3-3در این حالت به جدول 

 با دو بیت   های انتخاب تابع انتقال بیت   :3- 3جدول  

 ها بیت  تابع انتقال 

S1 OR V1 00 

S2 OR V2 01 

S3 OR V3 10 

S4 OR V4 11 

 

های شود و برای بیت انتخاب می   S1(V1)تابع انتقال    00های  شود برای بیت همانطور که مشاهده می 

برای   شودانتخاب می S3(V3  )تابع انتقال    10های  شود و برای بیت انتخاب می S2(V2  )تابع انتقال    01

هایی که در ابتدای الگوریتم  هر گرگی با توجه به بیت   .شودانتخاب میS4 (V4  )تابع انتقال    11های  بیت

 مقداردهی شده است تابع خاص خود را خواهد داشت.  

های موقعیت بیت های انتخاب تابع انتقال بیت   
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تابع   تابعS چهار  توابع  شیب  V  یا چهار  از  متفاوتی  ارائه می   Vیا  S های  بنابراین روش  شکل  دهند. 

شبه  گیرد.  پیشنهادی هم نوع تایع انتقال و هم شیب مطلوب را در طی مراحل اجراء انتخاب و یاد می 

 به تصویر کشیده شده است.  4-3و فلوچارت آن در شکل   3-3کد الگوریتم پیشنهادی در شکل 

Initialize the related parametere of porposed algorithm  

Randomly generate the positions of the wolves and porposed 

columns 

Compute the fitness of each wolf 

Find 𝑋_ ∝, 𝑋_𝛽  𝑎𝑛𝑑 𝑋_𝛿 

For 𝑖 = 1: 𝑀𝐴𝑋_𝐼𝑇 do 

Update 𝑎 , 𝐴 and 𝐶 by Eqs. (3-3), (2-5) and (2-6) 

Determinate Kind of transition function  

Calculate the position of each wolf by Eqs. (2-11)-(2-20) 

Compute the fitness of each wolf 

Update 𝑋_ ∝, 𝑋_𝛽  𝑎𝑛𝑑 𝑋_𝛿 

End for 

Output 𝑋_ ∝ 

 روش پیشنهادی   - خاکستری    گرگ  گسسته   سازی بهینه   الگوریتم   :3- 3شکل  

 

 

 

 

 

 

 

 

 

 

 

 



    3فصل 

58 

 

 روش تحقیق 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 روش پیشنهادی   -خاکستری    گرگ   گسسته   سازی بهینه   الگوریتم   فلوچارت   :4- 3شکل  

 و مشخص کردن تعداد ویژگی آن  Databaseخواندن

مقداردهی پارامترهای الگوریتم گرگ  

 خاکستری باینری

 های اضافه شده پیشنهادیبیتمقداردهی اولیه و  ها مقداردهی اولیه موقعیت گرگ

 برای هر گرگ تابع ارزیابی محاسبه 

 𝑋𝛿 و ,𝑋𝛽 𝑋𝛼 کردن پیدا

 ( 25-2و ) (9-2)، ( 6-2) ،(5-2) از معادلات aو  A  ،C  ،D محاسبه

 با استفاده از روش پیشنهادی تابع انتقالو شیب تعیین نوع 

 

 ( 20-2( و )19- 2(، )18-2(، )17-2(، )16-2(، )15-2(، )14-2)محاسبه معادلات  

 ارزیابی تابع  محاسبه

 𝛿 و 𝛼 ،𝛽و   تابع ارزیابی بروزرسانی

خرین آآیا 

 تکرار است؟ 

  Fitness𝛼 و 𝑋𝛼 خروجی

N 

 

Y 

 شروع

 پایان
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  ایده دوم   ، روش پیشنهادی   5-2- 3

های مشخص سروکار داشت.  با شیب   Vتابع انتقال از نوع    چهارو    Sتابع انتقال از نوع    چهار  ،ایده اولدر  

مورد بررسی قرار    شودمی های مختلفی روبرو  در ایده دوم پاسخ همین الگوریتم را، زمانی که با شیب 

  یک بین صفر تا    قداری م آن    x  ضریب   شود.میاز توابع انتقال زیر استفاده  برای همین منظور    .گیردمی 

 .  ارائه دهد های متفاوتی شیب  د توانکه می  باشد می 

S =
1

1 + e−𝛾x
 

(3-3) 

𝑉 = |tanh(𝛾𝑥)| (4-3) 

𝛾  باشد. می  1بین صفر تا 

های بیت برای نمایش شیب  10برای اجرای طرح از دو یا سه بیت استفاده شد. در اینجا    ، در ایده اول

انتقال   تابع  و    Sمختلف  نمایش شیب  10شکل  برای  انتقال  بیت  تابع  مختلف  استفاده    Vهای  شکل 

تا اینجا دو روش   کنند.را تعیین می   𝛾بیت اضافه شده مقادیر    10این    شود.می    بنابراین در این ایده 

ABGWO-S-Idea2    وABGWO-V-Idea2   در طی  اشته باشند  اجازه د  هاگرگ اما اگر    .مشخص گردید

های بیت برای نمایش شیب  10اجرای الگوریتم، نوع تابع انتقال و نیز شیب تابع را انتخاب کنند، پس به  

شکل و یک بیت    Vهای مختلف تابع انتقال  بیت برای نمایش شیب  10شکل و    Sمختلف تابع انتقال  

بنابراین    .می گرددمعرفی    ABGWO-SV-Idea2  که به روش   داشت   ند برای انتخاب نوع تابع، نیاز خواه

حالت انتخاب برای    102شود  بیتی که برای شیب در نظر گرفته می   10.  بیان شد در اینجا سه روش  

 باشد. شیب قابل دسترس می 

    . . . . . . .     

 

 

 

 

 شکل و یک بیت برای انتخاب نوع تابع V بیت برای   10شکل و    Sبیت برای تابع    10رمزنگاری ایده دوم با  از    یی شما  : 5- 3  شکل 

های موقعیت گرگ بیت ها برای  بیت 

 نمایش شیب 

 S تابع 

ها برای  بیت

نمایش شیب  

 V تابع 
انتخاب نوع تابع بیت   
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باشد تابع    یک  تی و اگر مقدار ب  Sباشد تابع انتقال از نوع    صفر  تیانتخاب نوع تابع اگر مقدار ب  تیدر ب

 خواهد بود.  Vانتقال از نوع 

 است. V ای  Sتابع   بینشان دادن ش  یبرا یتیفرمول ده ب   5- 3 معادله 

𝛾 =
∑ 𝑏𝑖𝑡(𝑖) ∗ 2𝑖9

𝑖=0

1023
 (5-3) 

 است.   4-3 و  3- 3 در معادله  γمقدار همان مقدار  نیاست. ا یک و   صفر  ن یب یکسر مقدار نیا جه ینت

پیشنهادی   روش  نمی برای شش  تغییری  الگوریتم،  روند  از  سایر  بعد  الگوریتم  دیگر،  عبارت  به  کند. 

مرتب    صعودی به صورت    2- 3  یا   1- 3های  معادله ها با استفاده از  برای همه گرگ 32  تابع ارزیابیمحاسبه  

شوند. با مشخص شدن گرگ  های آلفا، بتا و دلتا مشخص می شوند. با سه مقدار اولی به ترتیب گرگ می 

های  شود. با محاسبه فرمول آلفا تابع انتقال و مقدار شیب تابع انتقال متعلق به این گرگ انتخاب می 

انتقال جهت باینری کردن مقادی های  ر پیوسته، موقعیت مربوط به گرگ خاکستری و استفاده از تابع 

  ارزیابی تابع  شوند. دوباره  ها بروزرسانی می آیند. به عبارت دیگر موقعیت گرگها بدست می جدید گرگ 

شوند. با مرتب می  صعودیمحاسبه و به صورت  2-3یا   1- 3های معادله ها با استفاده از برای همه گرگ 

شوند. با مشخص شدن گرگ آلفا تابع  خص می های آلفا، بتا و دلتا مشسه مقدار اولی به ترتیب گرگ

شود. این کار تا پایان اجرای الگوریتم  انتقال و مقدار شیب تابع انتقال متعلق به این گرگ انتخاب می 

رسانی برای آن  بروز  وشود  ادامه دارد. باید توجه شود که تابع انتقال در حین اجرای الگوریتم انتخاب می 

شود.انجام نمی 

 
32 Fitness Function 
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 و تفسی 
 

 نتایج  و تفسیر  آن ها :  4فصل  
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 مقدمه  1-4

 شود.ارائه می هاتحلیل و تفسیر آندر این بخش نتایج حاصل از روش پیشنهادی و 

 نتایج تجربی ارزیابی    2- 4

به  نتایج عددی  .  شد سازی  پیاده   2- 3و بار دیگر با معادله   1- 3یک بار با معادله    ، روش پیشنهادی  شش

پارامترهای تنظیمی برای الگوریتم در  قابل مشاهده است.    6- 4و    3-4ول  ا به ترتیب در جد دست آمده  

و تعداد تکرار الگوریتم، برابر   30آورده شده است. بر این اساس تعداد جمعیت اولیه را برابر  1-4جدول 

 بار تکرار شده است. 10کل الگوریتم به علت کاهش خطا در نظر گرفته شده است.   500

 تنظیم پارامترها برای آزمایشات  :1- 4 جدول

 مقادیر  پارامترها 

 KNN  5 کنندهبرای طبقه بندی  K پارامتر

 K-fold 2  برای اعتبارسنجی متقابل  kپارامتر 

 30 تعداد افراد جمعیت

 500 تعداد تکرار

 10 تعداد زمان اجرا

 0.99 در تابع ارزیابی  mپارامتر 

 0.01 در تابع ارزیابی  nپارامتر 

 

 Windowsو با سیستم عامل    Ram 8 GB  با حافظه  ،Intel Core i5 2.6Ghzالگوریتم توسط پردازنده  

 اجراء شده است. MATLAB R2020bافزار بر روی نرم  10

.  گرفته استالگوریتم مورد بررسی قرار    ، 2-4 جدولمورد اشاره در   UCIمجموعه داده    با استفاده از ده 

 است.ها آورده شده ها و تعداد ویژگی در این جدول نام ده مجموعه داده به همراه تعداد نمونه 
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 ]59[ آزمایش  هایداده   مجموعه   جزئیات  :2- 4 جدول

 نوع ویژگی  ویژگی  نمونه  مجموعه داده ردیف
مقدار از دست 

 رفته 

1 Breast Cancer Wisconsin (Original) 699 10  بله عدد صحیح 

2 Congressional Voting Records 435 16  بله غیر عددی 

3 Statlog (Heart) 270 13 
غیر عددی،  

 حقیقی 
 خیر 

4 Ionosphere 351 34 
عدد صحیح،  

 حقیقی 
 خیر 

5 Chess (King–Rook vs. King–Pawn) 3196 36  خیر  غیر عددی 

6 Lymphography 148 18  خیر  عددی غیر 

7 Connectionist Bench (Sonar, Mines vs. 

Rocks) 
 خیر  حقیقی  60 208

8 SPECT Heart 267 22  خیر  غیر عددی 

9 Tic-Tac-Toe Endgame 958 9  خیر  غیر عددی 

10 Zoo 101 17 
غیر عددی،  

 عدد صحیح 
 خیر 

از مقاله    ABGWOو    ]68[  از مقاله  BGWOهای پیشنهادی و دو الگوریتم  نتایج عددی اجرای روش 

 .آمده است 3- 4در جدول   1-3  بر معادله ی مبتن  ]59[

بر عملکرد برتر و نشان دادن اعتبار آن برجسته شده است. جدول    د یتأک  یبرا  جیبا اعداد نتا  3- 4جدول  

ا  6دهد که  ی نشان م  4-3 ارائه شده در  به دو روش    ی بهتر  جینتا  ، مقاله  نیروش  و    BGWOنسبت 

ABGWO  [ دارند.59]  مقالهارائه شده در 

  ی داشته و روش   یتر فیضع  جیشود نتای شکل استفاده م  Sکه فقط از توابع    ی روش   ،یشنهادیروش پ  6  در

 را نشان داده است.  یترقابل توجه   جیشود نتای شکل استفاده م Vکه فقط از توابع 
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 1- 3  بر معادله  یمبتن   ABGWOو   BGWOهای پیشنهادی با مقایسه عددی نتایج الگوریتم ‌:3- 4جدول  
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و   BGWOروش پیشنهادی از دو ایده با    ششدار بودن مقایسه  جهت معنا  3-4آماری جدول    نتایج

ABGWO  دهنده آن  نشان  "+ "در این جداول علامت  ارائه شده است. 5-4و   4-4به ترتیب در جداول

دهنده آن است که  نشان   "-"باشد و علامت  می  ABGWOیا    BGWO  است که روش پیشنهادی برتر از
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نتایج  به این معنی است که    "="باشد و علامت  می  ABGWOیا    BGWO  روش پیشنهادی ضعیف تر از

  .یکسان است ABGWO یا  BGWOروش پیشنهادی با 

مشاهده    1-3مبتنی بر معادله    BGWOهای پیشنهادی با  مقایسه روش   4-4همانگونه که در جدول  

های انتخاب شده  مجموعه داده و از نظر تعداد ویژگی   نه از نظر خطا، در    ABGWO-SV-Idea1شود،  می 

از نظر    ABGWO-SV-Idea2  دهند واز خود برتری نشان می   BGWOمجموعه داده نسبت به    هفت در  

ده نسبت به  مجموعه دا ششهای انتخاب شده در مجموعه داده و از نظر تعداد ویژگی  ده خطا، در همه  

BGWO   ولی دهند از خود برتری نشان می  ABGWO-V-Idea1  وABGWO-V-Idea2     ده در همه  

های انتخاب شده  از نظر خطا و از نظر تعداد ویژگی  BGWOمجموعه داده برتری چشمگیری نسبت به  

 باشند. دارا می 

بر    ی مبتن  BGWOبا  انتخاب شده    های یژگی و تعداد و   ی بند طبقه   ی خطا های پیشنهادی از لحاظ  الگوریتم   یسه مقا   :4- 4جدول  

 1- 3  معادله 
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0214 /0 3 /7 + - + - + - + - + + + + 1 

1568 /0 35 /10 + + + + + + + - + + + + 2 

1835 /0 4 /8 + + + + + + + - + + + + 3 

134 /0 35 /22 + + + + + - - - + + + + 4 

0688 /0 3 /27 - + + + + - - - + + + + 5 

5297 /0 55 /12 + + + + + - + - + + + + 6 

1885 /0 95 /38 + + + + + - - - + + + + 7 

253 /0 25 /16 + + + - + - + - + + + + 8 

2188 /0 6 /6 + - + - + - + - + + + + 9 

0653 /0 75 /11 + - + - + - + - + + + + 10 

    9 7 10 6 10 2 7 0 10 10 10 10 + 

    1 3 0 4 0 8 3 10 0 0 0 0 - 

    0 0 0 0 0 0 0 0 0 0 0 0 = 
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مشاهده    1-3مبتنی بر معادله    ABGWOهای پیشنهادی با  مقایسه روش   5-4همانگونه که در جدول  

مجموعه داده برتری چشمگیری از    دهدر همه    ABGWO-V-Idea2و    ABGWO-V-Idea1شود،  می 

به   از نظر تعداد ویژگی  ABGWOنظر خطا نسبت  و  انتخاب شده در  دارند  مجموعه داده    هفت های 

 دهند. نشان می  ABGWOبرتری خود را نسبت به 

 3-1  بر معادله  ی مبتن   ABGWOبا انتخاب شده    هاییژگی و تعداد و   ی بند طبقه   ی خطا های پیشنهادی از لحاظ  الگوریتم   یسه مقا  :5- 4جدول  

-ABGWOهای پیشنهادی  شود که روش نتیجه می  5- 4و    4- 4از مقایسه نتایج بدست آمده از جداول  

V-Idea1    وABGWO-V-Idea2    به نسبت  شده  انتخاب  ویژگی  تعداد  و  خطا  نظر  و    ABGWOاز 

BGWO  .در    ارزیابی   تابع  باشد کهمی   1-3براساس فرمول    5- 4و    4- 4،  4-3نتایج جداول    برتری دارند

تعداد ویژگی ها نقشی در آن ندارند. باشد وحالت متاثر از خطای اعتبار سنجی می این 
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0217 /0 85 /6 + - + - + - + - + + + - 1 

1583 /0 35 /8 + + + + + - + - + + + + 2 

1846 /0 05 /7 + + + - + - + - + + + + 3 

1278 /0 45 /16 + - + - - - - - + + + + 4 

0663 /0 85 /19 - + + - + - - - + - + + 5 

5324 /0 10 + - + - + - + - + + + + 6 

1704 /0 5 /29 + - + - - - - - + + + + 7 

2504 /0 2 /12 + - + - + - + - + - + - 8 

224 /0 1 /6 + - + - + - + - + + + + 9 

0649 /0 7 /9 + - + - + - + - + - + - 10 

    9 3 10 1 8 0 7 0 10 7 10 7 + 

    1 7 0 9 2 10 3 10 0 3 0 3 - 

    0 0 0 0 0 0 0 0 0 0 0 0 = 
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به تصویر کشیده شده است. در این   3-4نتایج گرافیکی حاصل از مقادیر عددی جدول    1-4در شکل  

های  های پیشنهادی و روش ها برای روش های انتخاب شده برحسب مجموعه داده نمودار تعداد ویژگی 

ABGWO    وBGWO   هاییتم الگورشود. به وضوح مشخص است که  مشاهده می  ABGWO-V-Idea1  

ها موفقیت بیشتری کسب  گی از نظر تعداد حداقل ویژ   هایتم الگورسایر  نسبت به    ABGWO-V-Idea2  و

 کرده است.

 

بر    ی مبتن  ABGWOو  BGWOبا شده انتخاب   های یژگی تعداد و های پیشنهادی از لحاظ  مقایسه الگوریتم   :1- 4شکل  

1- 3  معادله 

الگوریتم  نتایج عددی اجرای روش  از مقاله    ABGWOو    ]68[از مقاله    BGWOهای پیشنهادی و دو 

 آمده است.   6- 4در جدول  2-3  بر معادله ی مبتن  ]59[

و اعتبار آن را نشان دهد. جدول    د یبرجسته شده است تا بر عملکرد برتر تاک  جیبا اعداد نتا  6-4جدول  

و    BGWOنسبت به دو روش    یبهتر  جینتا  ، مقاله  نیروش ارائه شده در ا  6دهد که    ینشان م  4-6

ABGWO   [ دارند.59]  مقالهارائه شده در 

داشته و    ی تر   فی ضع  جیشود نتا  ی شکل استفاده م  Sکه فقط از توابع    یروش   ، یشنهادیروش پ  6  در

 را نشان داده است. ی قابل توجه تر جیشود نتا ی شکل استفاده م Vکه فقط از توابع  یروش 
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مجموعه داده

BGWO

ABGWO

ABGWO-SV
Idea1

ABGWO-SV
Idea2

ABGWO-S
Idea1

ABGWO-S
Idea2

ABGWO-V
Idea1
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 2- 3  بر معادله  یمبتن   ABGWOو   BGWOهای پیشنهادی با مقایسه عددی نتایج الگوریتم ‌‌:6-4جدول  
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با    ششدار بودن مقایسه  جهت معنا   6-4نتایج آماری جدول   ایده  از دو  و   BGWOروش پیشنهادی 

ABGWO  دهنده آن  نشان  "+ "در این جداول علامت   ارائه شده است. 8- 4و  7-4به ترتیب در جداول

دهنده آن است که  نشان   "-"باشد و علامت  می  ABGWOیا    BGWOاست که روش پیشنهادی برتر از  
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نتایج  به این معنی است که    "="باشد و علامت  می  ABGWO  یا  BGWOروش پیشنهادی ضعیف تر از  

  .یکسان است ABGWO یا BGWOروش پیشنهادی با 

مشاهده    2- 3مبتنی بر معادله    BGWOهای پیشنهادی با  مقایسه روش   7- 4همانگونه که در جدول  

های انتخاب  مجموعه داده و از نظر تعداد ویژگی   ده از نظر خطا، در همه    ABGWO-SV-Idea1  شود،می 

از    ABGWO-SV-Idea2و دهند از خود برتری نشان می   BGWOمجموعه داده نسبت به    نه شده در  

مجموعه داده نسبت    هفت های انتخاب شده در  مجموعه داده و از نظر تعداد ویژگی   ده نظر خطا، در همه  

  ده در همه     ABGWO-V-Idea2و  ABGWO-V-Idea1دهند ولی  از خود برتری نشان می   BGWOبه  

های انتخاب شده  از نظر خطا و از نظر تعداد ویژگی  BGWO مجموعه داده برتری چشمگیری نسبت به

 باشند. دارا می 

  ی مبتن BGWO  با انتخاب شده    های یژگی و تعداد و   ی بند طبقه   ی خطا های پیشنهادی از لحاظ  الگوریتم   یسه مقا :  7- 4ل  جدو 

 2- 3  بر معادله 
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0353 /0 7 + + + + + - + - + + + + 1 

1655 /0 9 /9 + + + + + + + + + + + + 2 

1814 /0 3 /7 + + + + + - + - + + + + 3 

1405 /0 21 + + + + + - + - + + + + 4 

084 /0 27 + + + + + - + - + + + + 5 

5376 /0 85 /11 + + + + + - + - + + + + 6 

1978 /0 6 /36 + + + + + - + - + + + + 7 

2669 /0 45 /15 + + + - + - + - + + + + 8 

2254 /0 8 /6 + - + - + - + - + + + + 9 

1031 /0 4 /11 + + + - + - + - + + + + 10 

   10 9 10 7 10 1 10 1 10 10 10 10 + 

    0 1 0 3 0 9 0 9 0 0 0 0 - 

    0 0 0 0 0 0 0 0 0 0 0 0 = 
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نشان داده    8-4در جدول    2- 3مبتنی بر معادله    ABGWOهای پیشنهادی با  همانگونه که مقایسه روش 

مجموعه داده برتری چشمگیری    دهدر همه     ABGWO-V-Idea2و  ABGWO-V-Idea1شده است،  

در   ABGWO-V-Idea1شده    های انتخاباز نظر خطا دارند و از نظر تعداد ویژگی   ABGWOنسبت به  

به    ششدر    ABGWO-V-Idea2مجموعه داده و    نه برتری خود را نسبت    ABGWOمجموعه داده 

 دهند.نشان می 

بر    ی مبتن ABGWOبا شده  انتخاب   های یژگی و تعداد و   ی بند طبقه   ی خطا های پیشنهادی از لحاظ  الگوریتم   یسه مقا :  8- 4جدول  

2- 3  معادله 

 

-ABGWOهای پیشنهادی  شود که روش نتیجه می  8- 4و    7- 4از مقایسه نتایج بدست آمده از جداول  

V-Idea1  وABGWO-V-Idea2   به نسبت  شده  انتخاب  ویژگی  تعداد  و  خطا  نظر  و    ABGWO  از 

BGWO  برتری دارند. البته عملکردABGWO-V-Idea1   نسبت بهABGWO-V-Idea2    باشد.بهتر می 
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0333 /0 75 /5 + - + - + - + - + + + - 1 

1598 /0 25 /8 + + + + + + + - + + + + 2 

1738 /0 5 /6 + - + - + - + - + + + + 3 

131 /0 75 /16 + + + + + - - - + + + + 4 

0741 /0 75 /20 + - + + + - + - + + + + 5 

5273 /0 85 /8 + - + - + - + - + + + - 6 

1877 /0 45 /30 + - + - - - - - + + + + 7 

2531 /0 15 /11 + - + - + - + - + - + - 8 

2385 /0 9 /5 + - + - + - + - + + + + 9 

0722 /0 2 /9 + - + - + - + - + + + - 10 

    10 2 10 3 9 1 8 0 10 9 10 6 + 

    0 8 0 7 1 9 2 10 0 1 0 4 - 

    0 0 0 0 0 0 0 0 0 0 0 0 = 
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تابع  می   2- 3براساس فرمول    8-4و    7- 4،  6-4نتایج جداول   از    ارزیابیباشد که  در این حالت متاثر 

 باشد. ها می خطای اعتبار سنجی و تعداد ویژگی 

به تصویر کشیده شده است. در این    6-4نتایج گرافیکی حاصل از مقادیر عددی جدول    2-4در شکل  

های  وش های پیشنهادی و رها برای روش های انتخاب شده برحسب مجموعه داده نمودار تعداد ویژگی 

ABGWO    وBGWO   هاییتم الگورشود. به وضوح مشخص است که  مشاهده می  ABGWO-V-Idea1  

ها موفقیت بیشتری کسب  از نظر تعداد حداقل ویژگی   هایتم الگورسایر  نسبت به    ABGWO-V-Idea2و  

 .کرده است

 

بر    ی مبتن  ABGWOو  BGWOبا شده انتخاب   های یژگی تعداد و های پیشنهادی از لحاظ  : مقایسه الگوریتم 2- 4شکل  

 2- 3  معادله 

انجام    UCIاز مخزن  های پیشنهادی، انتخاب ویژگی برای ده مجموعه داده  تا اینجا با استفاده از روش 

توان انتخاب ویژگی را انجام  برچسب نیز می بین هر ویژگی و کلاس    33همبستگیگردید. با استفاده از  

 داد. 

 
33
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ABGWO-S
Idea2

ABGWO-V
Idea1

ABGWO-V
Idea2



 ها نتایج و تفسیر آن                   4فصل

72 

 

شود و با روش  انجام داده می  Statlog Heartبر روی یک مجموعه داده مانند    همبستگیبرای نمونه  

 گردد. که بر روی همین مجموعه داده اجراء گردیده است مقایسه می  ABGWO-V-idea2پیشنهادی 

ها دهد. تعداد ویژگی را نمایش می  UCIاز سایت    Statlog Heartمشخصات مجموعه داده    9- 4جدول  

 باشد.  بعلاوه یک برچسب کلاس می  13

 ژگی وی  13با    statlog heartجزئیات مجموعه داده   9- 4جدول  

 ردیف مقدار  ویژگی توضیحات

 Age 62-29 1 .بر حسب سال ماری سن ب 

 Sex . تی جنس
 = مرد 1

 = زن 0
2 

 Cp . نوع درد قفسه سینه

 یمعمول نی آنژ=  1مقدار 

 معمول ری غ نی آنژ=  2مقدار 

 نی آنژ ری درد غ=  3مقدار 

 بدون علامت =  4مقدار 

3 

حسب   بر  استراحت  حالت  در  خون  فشار 

ج  یلی م پذ  وهی متر  هنگام  در    رشی در 

 .شد یری اندازه گ مارستانی ب 

trestbps یمقدار عدد  (mm/Hg  140 ) 4 

گرم در    یلی بر حسب م  ماری کلسترول سرم ب 

 .شد یری اندازه گ تری ل یدس
Chol یمقدار عدد  (mg/dl 289 )  

5 

ب  ناشتا  بماریقند خون  اگر    120از    شتری . 

mg/dl    درست(    1باشد، مقدار مشخصه(

صورت مقدار مشخصه   نی ا ری است، در غ

 )نادرست( است.  0

Fbs 
 = درست  1مقدار 

 = نادرست  0مقدار 
6 

برا  یوگرافی الکتروکارد  ج ی نتا   ی استراحت 

 . ماری ب 
restecg 

 ی معمول=  0مقدار 

 ST-Tداشتن =  1مقدار 

 یپرتروفی ه=  2مقدار 

7 

 thalach 173,140. 8 .ماری حداکثر ضربان قلب ب 

 Exang آنژین ناشی از ورزش 
 = بله.  1مقدار 

  = خیر.  0مقدار 

9 

به   یناش  ST  یافسردگ نسبت  ورزش  از 

 استراحت. 
Oldpeak 10 .یمقدار عدد 

 Slope اندازه گیری شیب برای تمرین اوج 

 . دار بی ش  = 1مقدار  

 . تخت  = 2مقدار 

 ی. ری سراز‌=  3مقدار  

11 

( اصلی  آمیزی شده  3-0تعداد عروق  ( رنگ 

 .توسط فلوروسکوپی
Ca 0-3 12 

 Thal .نشان دهنده ضربان قلب بیمار است

 ی. معمول = 1مقدار 

 . رفع نقص = 1مقدار 

 . ری نقص برگشت پذ = 1مقدار 

13 
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پیشنهادی  10-4در جدول   روی    ABGWO-V-idea2  نتایج روش  داده بر   Statlog Heart  مجموعه 

هایی که انتخاب  اند با عدد یک و ویژگی تخاب شدهنهایی که انمایش داده شده است.در هر تکرار ویژگی 

های انتخاب  و در یک ردیف دیگر درصد میانگین ویژگی  با عدد صفر نمایش داده شده است  اند نشده

نمایش  در سطر پایانی  بین هر ویژگی و برچسب کلاس محاسبه و   همبستگی  شده محاسبه شده است.

 داده شده است.  

،  9،  3های  مربوط به ویژگی   cp, ca, thal, oldpeak, exangهای  شود ویژگی همانگونه که مشاهده می 

باشد و )انتخاب ویژگی( از اجرای الگوریتم پیشنهادی می  دارای بیشترین درصد میانگین  13و   12، 10

ها با برچسب کلاس، دارای بیشترین مقدار  همین ویژگی   همبستگیشود که  همین طور مشاهده می 

 نیز بدان اشاره شده است.   ]70[باشد. مشابه همین نتایج در مقاله می 

 انتخاب شده   ی ژگی و   ن ی انگ ی و ستون برچسب با درصد م   یژگ ی ستون و   ن ی ب  ی همبستگ   سه ی مقا  10- 4جدول  

 13 12 11 10 9 8 7 6 5 4 3 2 1 ردیف ویژگی 

 1 1 0 1 0 0 1 1 0 0 1 1 0 1تکرار  

 1 1 1 0 1 0 0 1 0 0 1 0 0 2تکرار 

 1 1 0 1 1 0 0 0 0 0 1 0 0 3تکرار 

 1 1 1 0 1 0 0 0 0 0 1 0 0 4تکرار 

 1 1 1 1 0 0 1 0 0 0 1 0 0 5تکرار 

 1 1 1 1 0 0 0 1 0 0 1 0 0 6تکرار 

 1 1 0 1 0 0 1 1 0 0 1 0 0 7تکرار 

 0 1 1 1 1 0 0 0 0 0 1 0 0 8تکرار 

 1 1 0 0 1 0 0 0 0 0 1 1 0 9تکرار 

 1 1 0 1 1 0 0 0 0 0 1 0 0 10تکرار 

 انتخاب شده ی ژگیو نیانگیدرصد م

 90 100 50 70 60 0 30 40 0 0 100 20 0 

 و ستون برچسب  یژگیستون و نیب یهمبستگ

 52
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 بندیجمع 1-5

شب ، ABGWO-SV-Idea1  ،ABGWO-SV-Idea2  ،ABGWO-S-Idea1  روش   شش   ی،سازیه در 

ABGWO-S-Idea2  ،ABGWO-V-Idea1    وABGWO-V-Idea2    گرگ   30  ی تکرار بر رو   500که با  

که بعد از هر تکرار    ید به نحو کنی م  یتابع انتقال خود را همراه  یتشده است هر جمع  ( انجامیت)جمع

بروزرسان ن  یت موقع  ی و  انتقال  تابع  آلفا  تکرارهایم   انتخاب   یز گرگ  با  م ضمن  یتالگور  ی، بعد   ی گردد. 

پیشنهادی  روشی دهد. ی انجام م یزتابع انتقال را ن  یادگیریمناسب،  یبانتخاب تابع انتقال مناسب با ش 

تاکنون در هیچ یک از مقالات مشاهده نشده است.  منتسب کردن یک تابع انتقال متفاوت به هر گرگ،  

که در فرآیند بروزرسانی پارامترهای مساله و موقعیت    داده می شود به الگوریتم این امکان    در این حالت 

 دهد.تم قدرت مانور بیشتری از خود نشان می کند، بنابراین الگوری انتخابگرگ آلفا، تابع انتقال را 

که فقط    1-3برای فرمول    3-4های مختلفی که در جدول  از آزمایش بدست آمده،    یجتوجه به نتا  با

که خطای اعتبارسنجی و تعداد    2-3برای فرمول    6-4گیرد و جدول  خطای اعتبار سنجی را در نظر می 

-ABGWO-V  و ABGWO-V-Idea1 هاییتم که الگورباشد ی مشخص م   ، گیردها را در نظر می ویژگی 

Idea2  یها یتم نسبت به الگور  ABGWO    وBGWO  یژگی به حداقل و  یدنرس   بیشتری برای ییتوانا  

خطا حداقل  با  شده  طبقه   یشترین)ب  یانتخاب  دارد.  یبند دقت(  الگوریتم    را  شرایط  تمام  در  البته 

ABGWO-V-Idea2  ه استها عملکرد چشمگیری از خود نشان داد نسبت به همه الگوریتم. 

 پیشنهاد برای کار آینده 2-5

ا  با به  پ  ینکه توجه  انتقال    یادگیری   ی برا  ی روش کل  یک ،  یشنهادیروش  توابع  انتخاب  های  با شیبو 

توابع    ترکیب بیشتری از  یروش برا  ین گردد ایم  یشنهادباشد. لذا پی م  یتمالگور  ی طول اجرا  متفاوت در

شیب توابع  های  ها برای افزایش تعداد حالت توان با افزایش تعداد بیت و یا می   شود،   انتقال بکار گرفته 

توان همین  و یا می  به بحث و بررسی نتایج آن اقدام کرد  ه پیوسته ها بو میل فضای باینری شیب  انتقال
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روش چند هدفه بهینه سازی به کار برد که بتواند هم خطا و هم تعداد ویژگی انتخاب شده  روش را برای  

  را با هم کاهش داد.
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Abstract 

One of the challenges in pattern recognition is the data attribution selection process. 

Feature selection plays an important role in solving problems with high-dimensional data 

and is an important and fundamental step in pre-processing many classification and 

machine learning problems. 

The proposed method of this dissertation is a feature selection method based on the gray 

wolf algorithm. In this algorithm, the Wrapper method is used to select the feature 

selection. The transfer function is also an important part of the binary gray wolf algorithm, 

which is necessary for mapping a continuous value to a binary value. 

In all previous research, only one transfer function was used for the whole algorithm, 

and all wolves in the whole algorithm dealt with this transfer function. In this dissertation, 

the algorithm deals with several transfer functions and each wolf will have its own 

transfer function. The idea stems from the fact that algorithms are evolutionary meta-

innovations and can optimize themselves. Do not depend on the transfer function. 

In the proposed method, eight transfer functions are used, which are divided into two 

families, S-shaped and V-shaped. Two approaches are proposed for learning the transfer 

function. 

In the proposed method, each wolf is assigned a specific function. This idea can make 

it possible to select the appropriate transfer function in each iteration of the algorithm 

according to the selection of the alpha wolf and the movement towards the prey. We used 

two ideas in this innovation. In the first idea, we add three or two binary bits to the initial 

population. If two bits are added, four modes of the transfer function are available, and if 

three bits are added, eight transfer functions are available. In the second idea, 10 or 21 

binary bits are added to the initial population. If 10 bits are added, we will have a type of 

transfer function. 210 coefficient modes are available for the slope of the transfer function. 

If 21 bits are added, two types of transfer functions are available, of which there will be 

210 coefficient modes for the slope of the transfer function. In both ideas, the added 

standard bits are used to select the transfer function as well as the coefficient affecting 

the slope of these functions. After each iteration, the alpha wolf position algorithm is 

updated and the transfer function is selected. With subsequent iterations, the algorithm, 

while selecting the appropriate transfer function with the appropriate slope, also learns 

the transfer function. Experimental results on ten UCI datasets show that the selection of 

the obtained feature subset with high classification accuracy is effective and efficient.   

 

Keywords: Feature Selection, High Dimensional Data, Binary Gray Wolf Optimization, 

Transfer Functions, Binary 
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