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در این صفحه صورت جلسه دفاع را قرار دهید. لازم است پس از صحافی این صفحه 

نامه را تایید  مجدداً توسط دانشکده مهر گردد و استاد راهنما با امضای خود اصلاحات پایان

 کند.

 

 

 

 

 

 

 

 

 



 

 

 

یی را که م و عل  هرا  در قدمی بتوانم تا فرمود عطا را  توفیق این من به  سپاس خدا
 . دانش بردارم و به گردآوری اطلاعات مربوط به این تحقیق بپردازم

 :تقدیم به

 .ی دلگرمی ام است با بوسه بر دستانش که وجودش مایهپدرم 

 و

 .مادرم با بوسه بر دستانش که وجودش برایم همه مهِر است

 
 

 

 



 

 

 

مام موجودات به نام آفریدگار پاک که انسان را از خاک آفرید و به واسطه عقل برت 

کامل عقل قرار داد . گاه دانش را وسیله ت  رحجان داد و آن

 که ان دکتر منصور فاتح  و دکتر محسن رضوانید محترم آقایاتیبا تشکر از اس 

 . نمودند یاری  پروژه این تهیه در را  جانب این

وند متعال پیروزی و موفقیت روز افزون ایشان را خواستارما   . ز خدا

 مسعود بهاری                                                                                                 
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 تعهد نامه
کامپیوتر گرایش هوش رشته ارشد  ه کارشناسیدانشجوی دورمسعود بهاری اینجانب 

شناسایی دوربین منبع "نامه دانشگاه صنعتی شاهرود نویسنده پایان کامپیوتر دانشکده مصنوعی

 .شوممتعهد می دکتر منصور فاتحتحت راهنمائی  "بر اسس یادگیری عمیق

  ار است .برخورد توسط اینجانب انجام شده است و از صحت و اصالت نامه پایانتحقیقات در این 

 . در استفاده از نتایج پژوهشهای محققان دیگر به مرجع مورد استفاده استناد شده است 

  تاکنون توسط خود یا فرد دیگری برای دریافت هیچ نوع مدرک یا امتیازی در هیچ  نامه پایانمطالب مندرج در

 جا ارائه نشده است .

  دانشگاه » و مقالات مستخرج با نام  باشد میهرود کلیه حقوق معنوی این اثر متعلق به دانشگاه صنعتی شا

 به چاپ خواهد رسید .«  Shahrood  University  of  Technology» و یا « صنعتی شاهرود 

  تأثیرگذار بوده اند در مقالات مستخرج از  نامه پایانحقوق معنوی تمام افرادی که در به دست آمدن نتایح اصلی

 گردد. میرعایت  نامه پایان

 در مواردی که از موجود زنده ) یا بافتهای آنها ( استفاده شده است ضوابط  ،نامه پایانر کلیه مراحل انجام این د

 و اصول اخلاقی رعایت شده است .

  در مواردی که به حوزه اطلاعات شخصی افراد دسترسی یافته یا استفاده نامه پایاندر کلیه مراحل انجام این ،

                                                                                                                                                                      وابط و اصول اخلاق انسانی رعایت شده است .ض ،شده است اصل رازداری

 اریخت                                                 

 امضای دانشجو                                                 

 چکیده

 مالکیت نتایج و حق نشر
و تجهیزات ساخته  ها نرم افزار ،ی رایانه ایها برنامه ،کتاب ،معنوی این اثر و محصولات آن )مقالات مستخرج کلیه حقوق

 مربوطه ذکر شود . در تولیدات علمی. این مطلب باید به نحو مقتضی  باشد میشده است ( متعلق به دانشگاه صنعتی شاهرود 

 .باشد میبدون ذکر مرجع مجاز نه نام پایاناستفاده از اطلاعات و نتایج موجود در 

 



 

 

 

 چکیده
ثبت مختلف  یها دستگاه نیاز دورب توان میرا  یتالیجید های رسانه، تالیجید یفناور پیشرفتبا 

، نهیزم نیدر ا .به اشتراک گذاشت یاجتماع یها شبکه فضای مجازی ودر راحتی  به و کرد

 یا ندهیفزا افراد و کل جامعه به طور یشده و برا جیرا اریبس ییدئویو و یریتصو یها یدستکار

در تحقیقات  ریاصالت تصاو یابیارز از مرحله نیاولبه عنوان  نیمدل دورب ییشناسا. خطرناک است

شناسایی دوربین منبع، موضوع مورد بحث این . است تالیجید ریدر مورد تصاو یقانون یپزشک

استخراج  برایهای مختلف مبتنی بر یادگیری عمیق  ط، معماریست. در اکثر مقالات مرتبنامه ا پایان

باشد که بر  هایی می هر تصویر شامل نویز .طراحی شدیز به عنوان اثر انگشت هر دوربین، الگوی نو

ها برای هر دوربین، منحصر به فرد است. این الگوی نویز بر اثر  این نویزطراحی سیستم لنز  اساس

هدف نهایی استخراج الگوی نویز، شناسایی مدل  ویرایش و دستکاری تصویر از بین نخواهد رفت و

در این  شناسی تصویری کاربرد دارد. به طور خاص، دوربین هر تصویر است که در مباحث جرم

 شود. تحلیل می CNNمعماری ها و  پردازش داده پیش نامه پایان

کند زیرا ممکن است در روند  یی دوربین منبع کمک نمیها همیشه به شناسا پردازش داده پیش

ها از دست برود و کارایی سیستم شناسایی دوربین منبع کاهش  ها قسمتی از داده پردازش اعمال پیش

نامه بر  روش پیشنهادی این پایانمناسب امری مهم است. های  پردازش یابد. در نتیجه انتخاب پیش

اده از توابع افزایش وضوح تصویر، افزایش تضاد در تصویر و تشخیص ها با استف پردازش داده روی پیش

لبه در تصویر تمرکز دارد. در ادامه، تعیین ساختار شبکه عصبی عمیق برای استخراج ویژگی مورد 

ساختار شبکه عصبی عمیق شامل دو لایه کانولوشنی، یک لایه جمع کننده  بررسی قرار گرفت.

از تابع  مورد استفاده قرار گرفت. برای طبقه بندی مجموعه دادگانحداکثری و دولایه تمام متصل 

softmax  و ماشین بردار پشتیبانSVM در . شد های شبکه عصبی عمیق استفاده در انتهای ساختار

استفاده  DropOutبه جای روش  DropConnectبرازش از روش  نامه برای جلوگیری از بیش این پایان



 

 

 

تر استخراج شود و کارایی  وی نویز دقیقالگ DropOutبیشتر نسبت به روش  های شد تا با حفظ نورون

شبکه عصبی عمیق با تابع   در سطح مدل و سنسور ساختارشناسایی دوربین منبع بهبود پیدا کند. 

softmax  را به درستی شناسایی کند. های آزمون  درصد از داده 95.4درصد و  98.5توانست به ترتیب

 93.2درصد و  98.3شبکه عصبی عمیق همراه با ماشین بردار پشتیبان به ترتیب ساختار  همچنین

های  های پیشنهادی دقت های آزمون را به درستی شناسایی کرد. به این ترتیب، روش درصد از داده

 است.  بالاتری را نسبت به مراجع دیگر داشته

 

پردازش، یادگیری  یشپ شناسایی دوربین منبع،جرم شناسی تصویری، :   کلمات کلیدی 

ماشین بردار پشتیبانعمیق، 
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 مقدمه 1-1
مانند فتوشاپ،  ،ریپردازش تصو یافزارها و استفاده گسترده از نرم تالیجید یهانیاز دورب عیاستفاده سربا 

iPhoto  وACD See زمان، مسائل  مه آسان شده است. اریبس تالیجید یها عکس یو دستکار شیرایو

های  ی تصاویر جعلی در رسانه ی گسترده استفادهشوند. یبرجسته م شتریو ب شتریاطلاعات ب تیمربوط به امن

، قابل اعتماد های اجتماعی وابسته به اطلاعات بصری و شواهد بیمه به جد بر سیستم میرسمی، تحقیقات عل

 یکپارچگیاز اصالت و  نانیاطم یبرا یقانون یپزشک تالیجید ریتصو تکنولوژی ه همین دلیلب گذارد. تاثیر می

 است. [4] و کشف جعل [3] منبع ییشامل شناسا عمدتاً ،ریوتص یقانون یپزشک .[2. 1] به وجود آمد ریتصو

 یی، هدف از شناساتالیجید ریواتص یقانون یپزشکتکنولوژی  نهیدر زم یقاتیهدف مهم تحق کیعنوان به 

 میشکل تقسکه به طور خاص به دو  ضبط شده است ریاز تصو یربرداریاه تصودستگ شناسایی ،منبع نیدورب

  :شودمی

 ؛[6. 5]کند یم دیها را تول‌که آن یها بر اساس نوع دستگاه لمیف ای ریتصاو بندی طبقه .1

. 7] خاص استفاده شده است یتالیجید لمیف ای ریتصو کیضبط  یکدام دستگاه برا نکهیا صیتشخ .2

8].  

در  ریتصاو تیاصالت و مشروع ییشناسا یتواند برایمتصویر  یقانوندر پزشکی  منبع نیدوربشناسایی 

 یربرداریدستگاه تصو استفاده شود. یرقانونیغ ریها و تصاو‌لمیمنبع ف یابیرد نیدادگاه و همچن یها‌یسخنران

 با ها از دستگاه یبرخشناسایی ارد. گذ یم یباق ریرا در تصو ها یا نشانه آثار از ی، برخدیتول ندیفرآ یدر ط

دستگاه  یکیزیف یها یژگیها توسط و این نشانه یابیردرو،   . از اینفرد دشوار است منحصر به یها یژگیو

. در حال میبه عنوان اثر انگشت دستگاه استفاده کن هادستگاه یهایژگیو این از میتوان‌یم ما. شود یم انجام

منبع براساس  ییکرد: شناسا میدو دسته تقستوان به  یمرا  تالیجید ایه‌رسانهمنبع  ییحاضر، شناسا

 .[18-13] الگو بندی طبقهمنبع بر اساس  ییو شناسا [12-9] یهمبستگ صیتشخ

از  "اثر انگشت دستگاه"منبع با استخراج  نییتع یبرا یهمبستگ صیمنبع بر اساس تشخ ییشناسا
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 اس و همکارانلوک. شود میها استفاده  آن یهمبستگ سهیو مقا نیدورب کیشده توسط  جادیمختلف ا ریتصاو

 ییشناسا یحسگر به عنوان اثر انگشت منحصر به فرد برا یالگو زیرا با استفاده از نو یروش 2005در سال 

 .[12-10] دادندگسترش آن روش را  2013سال  و در [9] ندکرد شنهادیپ نیدورب

 یبا توجه به برخ ریتصاو یبندطبقه یتوان برایالگو م یبند  منبع بر اساس طبقه نیدورب ییشناسااز 

روش، استخراج  نیا استفاده کرد. در نیماش یریادگی یهاکیمنبع با استفاده از تکن نیدوربهای  ویژگی

دامنه فرکانس  کیاستخراج شده در  های ویژگی، از [15]و  [14] مهم است. در ریمناسب تصوهای  ویژگی

 نیمدل دورب یبند روش طبقه کیابتدا  [17]اما و همکاران تو .شودیمدل استفاده م یبند طبقه یبرا

 Patchیبرا
2کانولوشن ) یعصب یها بر شبکه یمبتنتصویر  1

CNNیها، روشنیهمچن .دادند شنهادی( پ 

 کی ،کردهایرو نیارائه شده است. در ا [18]و  [5] بزرگ در ریتصاو یبرا CNNبر  یمدل مبتن یبندطبقه

 یبند طبقه یبرا یهای ویژگیکه چه نوع  ردیبگ ادیتواند در مرحله آموزش به طور خودکار یم CNNمدل 

 ییبالا لیپتانس CNN، نشان داده شده است [18]و  [17]، [5] مدل منبع مناسب است. همانطور که در

استخراج شده و به  یورود ریاز تصاو زی، نو[17]دارد. در  قیدق اریمدل بس یبندبه طبقه یابیدست یبرا

CNN  مدل  کیبه  ماًیمستق ریتصاو [18]و  [5]. در شودمیواردCNN ها یشوند. هر دو روش ورودیوارد م

 ، همانطور که درگریدهند. از طرف دیآموزش م یحوزه مکان کیخورانده و آنها را در  CNN یهارا به مدل

-در طبقه میدامنه فرکانس نقش مه کیاستخراج شده در  های ویژگینشان داده شده است،  [15]و  [14]

 یاز انواع مهم اطلاعات برا یکی ریتصو زینو یادوره یژگیدارند. به عنوان مثال، و ینام تجار ایمدل  یبند

دامنه فرکانس مشاهده  کیاوج  یهاگنالیوان ستوان به عنیرا م یهای ویژگی نیمدل است. چن یبند طبقه

 . کرد

 تعریف مسأله 1-2
مختلف به دستت   یها دستگاه نیاز دورب یراحت  توان به میرا  تالیجید ری، تصاوتالیجید یبا توسعه فناور

                                                 
1 .است ریشکل( از تصو لیمستط یکوچک )به طور کل یپچ قطعه ا   
2 Convolutional Neural Network 
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 یهتا  ی، دستکارنهیزم نیدر ا گسترش داد. یاجتماع یها شبکه یها عامل ستمیگسترده در س به طورآورد و 

خطرنتاک استت. در دهته     یا نتده یفزا افراد و کل جامعه به طتور  یشده و برا جیرا اریبس ییدئویو و یریتصو

 نیدوربت  ییشناستا  ای یساز یو بوم یجعل صیتشخ یبرا یادیز یها ، روشها دهیپد نی، با استفاده از اگذشته

 ریاصالت تصاو یابیارز یبرا تالیجید ریدر مورد تصاو یقانون یپزشک قاتیتحق .[21-19] شده است شنهادیپ

منبع  نیدورب ییاست. شناسا ریتصو یقانون یپزشک قاتیتحق یمرحله برا نیاول نیمدل دورب ییاست. شناسا

(1
SCIاز منبتع  نیدورب یینامه است. در اکثر مقالات مرتبط با موضوع شناسا انیپا نی(، موضوع مورد بحث ا ،

 یجهت استخراج الگو ، CNNیاستفاده شده است. معمار CNN یکانولوشن قیعم یعصب یها ساختار شبکه

SPN)یسنسورها زینو
2
شناخته  نیبه عنوان اثر انگشت هر دورب زیون یالگو نیاستفاده شده است. ا نیدورب  (

 یشناس ت که در مباحث جرماس ریهر تصو نیمدل دورب ییشناسا ز،ینو یاستخراج الگو یی. هدف نهاشود یم

امکتان   ی. ولت شتود  یمت  لیت تحل CNN یمعمارتنها به طور خاص، ] 32[ در مقاله پایهکاربرد دارد.  3یریتصو

ها استتفاده کترد.    از آن توان یکاربرد م فراخوروجود دارد که به  زین گرید قیعم یعصب یها استفاده از شبکه

 کنند. یاستفاده م یقانون یدر پزشک قیعم یریادگی یها روشاز  سندگانیوجود دارد که نو یاریبستحقیقات 

)دو برابر  یساز فشرده صیتشخ یبرا CNNاز  سندگانی، نو[22]، در مقاله به عنوان مثال
4
JPEG)   استتفاده

) یبنتد  ها و طبقته  یژگیو ،CNNبا استفاده از  سندگانی، نو[5] که در یدر حال ،کردند
5
SVM)  یرا در بتالا 

 ییشناستا  یتوستط محققتان بترا    یمختلف یکردهایها و رو روش استخراج شده استخراج کردند.های  ویژگی

، استتفاده از  [25-23]  ریاستتخراج تصتو   هتای  ویژگتی شده است که تاکنون شامل  ینیب شیمنبع پ نیدورب

CFA) گرن لتریف هی، آرا[26]فراداده 
، استتخراج  [27] یلنز ذات ی، اعوجاج شعاع[24. 17] ختنی( درهم آم6 

استت   نیت اما مشکل فراداده ا است. رهیاکتساب و غ زینو ی، الگو[28] [17]پاسخ عکس  یکنواختی ریغ زینو

منبتع   نیدوربت  ییشناستا  ی، استفاده از روش فتراداده بترا  نیکرد. بنابرا یرا دستکار توان آن یم یراحت که به

 یاکتار ستاده   ریاز تصتاو  یادیت تعتداد ز  یبرا ریتصو کیساز از دست یژگی، استخراج و. باز همستیمناسب ن
                                                 
1 Source Camera Identification 
2 Sensor Pattern Noise 
3 Image Forensic 
4
Joing Photographic Experts Group 

5 
Support Vector Machines

 

6 Color Filter Frray 
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 کیت منبتع از   نیدورب ییشناسا یبرا CNNبا استفاده از  قیعم یریادگی، ما از روش پژوهش نیا. در ستین

فرآیند کلی شناسایی دوربین منبع روش پیشنهادی را در شتکل زیتر بته     .میا داده شده استفاده کرده ریتصو

 ایم.وضوح نشان داده

 

 

 

 

 

 

 اهمیت و ضرورت انجام تحقیق 1-3
اشتراک  یها عامل ستمیو س ریکسب تصو یها ن روزافزون دستگاهه در دسترس بودبا توجه ب

، جعل ی، کپیریاند. از آنجا که بارگشده لیروزمره ما تبد یگسترده از زندگ یها به بخش، عکسیا چندرسانه

 یو بررس میاز اشکال تنظ ی، برختر شده استها آساندر طول سال تالیجیدهای رسانهمجدد  عیو توز

از  یعیمجموعه وس یقانون یمنظور، جامعه پزشک نیاند. به همشده لیتبد یورت فورضر کیصحت به 

که  ی. از جمله مشکلات[21. 20]کرده است  جادیا یا چندرسانه ایاش خیمعکوس تار یمهندس یابزارها را برا

 کیستفاده از ابا  .[30. 29] است نیمدل دورب ییشناسا، با آن روبرو شده ریواتص یقانون یپزشک انجمن

 نیاحل استفاده شده است. یا تصویربرداری  یبردارلمیف یبرا نیدورب نوع که کدام شود می، مشخص ریتصو

-)به عنوان مثال عکس زیو بحث برانگ یرقانونیدر اشاره به صاحب مطالب غ لگریتحل کیتواند به یمشکل م

انجام  لیو تحل هی، تجزنیکند. علاوه بر ا ( کمکرهیو غ یستیاقدام ترور یها، صحنهیپدو پورنوگراف یها

 یهانیاز دورب ریتصاو نیمتصل شده ب یهاجعل یافشا یتواند برایم یریتصو های Patch یروشده بر 

 . [31. 3] مختلف استفاده شود

مجموعه تصاویر 

 آموزشی

 :  پردازش تصویر    

ها                      پردازشاعمال پیش

 روی مجموعه دادگان

 استخراج ویژگی
آموزش شبکه عصبی عمیق با 

 یادگیری نظارت شده 

مجموعه تصاویر 

 آزمایش
 شناسایی نوع دوربین منبع

 منبع نیدورب ییشناسا یکل ندیفرآ( 1-1 شکل 
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 اهداف تحقیق 1-4
 یهاتلفن در یتالیجیدوجود تصاویر  ،کنیمانتخاب می تالیجید ریواپردازش تصکه ما روشی برای  میهنگا

و  یقانون یهاآور از پرسششگفت یامجموعه  و غیره نیآنلا یخبر یهاتیهمراه گرفته تا صفحات سا

ها در تصویر یک های دستکاری دادهبه عنوان مثال، پیامد .میها بپرداز به آن دیکند که بایم جادیرا ا یاخلاق

شود، یاست که به طور مشروع استفاده م یعمد یتیعمل امن کینوع پردازش  نیاآیا  گناه چیست؟فرد بی

 ممکن است بر رفتار ریکه تصو یدر موارد یا جعل تصاویر ریدر تصو یدستکارآیا  است؟ یعمد بیفر یک ای

حتی قبل از اینکه اقداماتی بر روی یک تصویر سوال برانگیز انجام  مناسب است؟ ،بگذارد ریتأث میعموو افکار 

 شود، باید بتوانیم مواردی را در مورد آن تصویر تشخیص دهیم، مثل نوع دوربین تصویربرداری آن عکس.

ه از شبکه عصبی مصنوعی عمیق، است که بتواند با استفاد میسازی الگوریت نامه پیاده هدف این پایان

، ما به منبع نیدورب ییدر شناسا دوربین منبع تصاویر دیجیتال را با بالاترین دقت شناسایی و ردیابی کند.

کرده  دیتولرا  ریتصو کیکه  میهست دوربینی قیدق شناسایی ای نیدورب کیمدل خاص  ییدنبال شناسا

 است.

 صیو تشخ ییشناسا ،تالیجید نیدورب ییشناسا تمیالگور سازی پیاده ازدیگر هدف به عبارت دیگر، 

گذشته به خصوص  یهاموضوع از سال نیشده است. ا دیتول ریبر اساس تصاو نیدورب هایحسگرانواع  زیمتما

 است.بسیار مورد توجه قرار گرفته  یقانون یدر جامعه پزشک

 های تحقیقچالش  1-5

 ریتصو شیرایقدرتمند و هایافزارنرم نیو همچن متیقارزان  تالیجید یهانیو دورب نترنتیبا ظهور ا

 یاز گذشته به ابزارها شیب ی(، کاربران عادGNU Gimpو  Illustratorو  Adobe Photoshop)مانند 

 اریبس ریتصو شیرایمرتبط با و یو حقوق ی، اخلاقیفن یامدهایما از پ علم، زمان هم دارند. یدسترس تالیجید

 یرا برا یقانون یدهایتهد (گناهیب )مثلا تصویر از یک فردریتصویک  یدستکار ممکن است گاهیعقب است. 

 یثر براوکارآمد و م یکردهایرو یریو بکارگ یطراح. از این رو جامعه به همراه داشته باشدآن فرد و 
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ی های بسیارها و چالش. در این راستا روشبرخوردار است یبالاتر تیاز اهم ییها تیفعال نیچن ییشناسا

کنیم و سپس در فصل دوم بندی شده بیان می ها را به صورت دسته وجود دارد. در این بخش ما این چالش

 پردازیم. ها می به بررسی و تحلیل این چالش

 تالیجید یاز عکاس یا انهیرا کیگراف صیتشخ 

  نیدورب ییدر برابر شناسا یقانون یضد پزشک یها کیتکنشناسایی و کشف 

 شده یساز هیشب ریتصو صیتشخ 

 و نور  ییروشنا یها یناسازگار 

 جنبه نوآوری پژوهش 1-6
 یاعوجاج شعاع یدارا نیهر دورب یکنند. هر لنز برا یاستفاده م ریگرفتن تصو یها از لنز برا نیاکثر دورب

منبع در نظر  نیدورب ییشناسا یاثر انگشت منحصر به فرد برا کیبه عنوان و این ویژگی  است ویژهلنز 

 CNNهای عصبی مصنوعی  ی منبع برای شناسایی دوربین منبع تنها بر روی شبکه . در مقالهودش میگرفته 

 نیدورب ییشناسا یبرا CNNبا استفاده از  قیعم یریادگیپژوهش، ما از روش  نیدر ا متمرکز شده است.

 کردی، رونیماش یریادگی کردیمانند رو ،ریتصاو یبند طبقه یبرا یمختلف یها. روشمیااستفاده کرده ،منبع

 نیدورب ییشناسا یبرا نیماش یریادگیاز محققان از روش  یاریس. ب[32] وجود دارد رهیو غ قیعم یریادگی

اما در صورت وجود مقدار  .ستیمناسب ن های ورودی داده ی حجم زیادبراروش ن ای ،اند منبع استفاده کرده

بنابراین،  برخوردار است. یی، از دقت بالانیماش یریادگیروش  یبه جا قیعم یریادگی کردیداده، رو یادیز

ین در بعمیق  CNN یادگیری عمیق برای مقادیر زیادی از داده محبوبیت بیشتری دارد و به خصوصامروزه، 

 رواج دارد. بندی تصویر و تشخیص اشیا محققان برای طبقه

 نیدورب یی: شناساکنیماستفاده می نیدورب ییشناسا دو مفهوم از یبرا عمیق CNNپژوهش ما از  نیدر ا

ISCI)منبع منفرد
(SCMIمنبع نیمدل دورب ییو شناسا (1

2
(.  ISCIخاص در  نیدورب کی صیبا هدف تشخ

                                                 
1
Individual Source Camera Identification 

2 Source Camera Model Identification 
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خاص  نیمدل دورب کی SCMIکه  یمختلف است، در حال یهاو مدل کسانی هایمدل با یها نیدورب انیم

 نیدورب یها همان مدل نیخاص را از ب نیدورب کیتواند  یکند اما نم یم زیمتما ها نیدورب ریسا انیرا در م

 دهد. صیتشخ

 نامه‌ ساختار پایان 1-7
شده  انجام یاز کارها یا نهیزم شیوم پشده است: در فصل د یده سازمان ریصورت ز به نامه انیپا نیساختار ا

روش  اتیخواهد شد. فصل سوم شامل جزئبررسی  منبع نیدورب ییشناساهای  خصوص انواع روشدر 

داد. در  دشده را نشان خواه انجام یها یابیو ارز یساز هیشب جینتا زی. فصل چهارم نباشد یم شده شنهادیپ

کرد  میخواه انیمنبع را ب نیدورب ییشناسا ی نهیرزمد یاصل یها و چالش یکل یریگ جهیفصل پنجم نت

 کرد. میخواه انیفصل ب نیدر ا زیرا ن ندهیآ یکارها نیهمچن
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2فصل  مطالعات انجام شده:  
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 مقدمه 2-1
 دیجیتال مجهز به دوربین یهااز دستگاه یتوان به راحتیرا م تالیجید ری، تصاوتالیجید یبا توسعه فناور

، با حال نیدر هم گسترش داد. یاجتماع یها شبکه یهاعامل ستمیطور گسترده در س  بهو دست آورد  به

 یکرد و اطلاعات نسب یدستکار یراحترا به یتالیجید ریتوان تصاویم تصویر شیرایو های افزار  استفاده از نرم

حذف و منجر به  رمجازیغ یها سازمان ای یرقانونیتوسط مجرمان غ تالیجید نیو دورب ریتصو نیب مشترک

 یو قابل اعتماد پزشک یقانون یها به مطالعه روش یفور ازین یی، سازمان قضارو نیاز ا شود. تینقض مالک

در  داده است.مورد توجه قرار را  تالیجید ریواتصصحت  ی،قانون یجامعه پزشکدر همین راستا  .دارد یقانون

شناسایی  -1قرار گرفته است: مورد توجه   و زمینهبیشتر در دای  قانونی چندرسانهپزشکی چند سال گذشته، 

 کشف جعل.  -2 و دوربین منبع

، همراه یها ، تلفنها نیمنبع )دورب تالیجید یها دستگاه ییشناسا در زمینهمنبع  دوربین شناسایی

 یحال در .متمرکز استها  آن وسیله  بهشده  دیتول یها ( با استفاده از رسانهرهیو غ یلمبرداریف یها نیدورب

 ،ییویدیو یها پیکل ،یصوت یهاپی)کل تالیجید یهااصالت رسانه تا کندیجعل تلاش م ییکه شناسا

 را ارزیابی کند. (رهیو غ ریتصاو

 صیمنبع و تشخ نیدورب ییشناسا مربوط به ریتصو یقانون یروش در پزشک نیچند ابتدا ، مافصل نیدر ا

منبع  نیدورب ییشناسا کنیم. شده در این حوزه را بررسی می های انجام بیان کرده و در ادامه کارجعل را 

کند و  یکاوش م دستگاه منحصر به فرد یها یژگیو یرا برا تالیجید نیدوربتصاویر مراحل مختلف پردازش 

 ،34 ،24] یزیآم ( درهمCFAرنگ ) لتریف هی، آرا[33 ،10]، نقص سنسور [27] لنز یاز وجود اعوجاج شعاع

 کیساختن  یبرا ریشامل انشعاب از تصاو ریجعل تصو .برد می  بهره رهیو غ [2]ریتصو یذات یها یژگی، و[35

 ریدر تصو ایاز اش یبرخ ییجا هجاب یاپنهان کردن  یمکان برا رییتغ یامنطقه  ری، استفاده از تکثدیجد ریتصو

ها  از روش یبرخاست.  ریبه تصویا  ریتصو از دیجد ایاضافه کردن اش یاحذف  یبرا ریتصو شیرایمال وو اع
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CRF) نیو عملکرد پاسخ دورب [37]یی، روشنا[36] یدر انحراف رنگ یاز ناسازگار ،جعل صیتشخ یبرا
1
) 

 کنند. یم استفادهجعل  یها نشانهعنوان  به [38]

 اجزای یک دوربین دیجیتال 2-2
، لنز ستمیاز س تالیجید یها نشان داده شده است. دوربین 1-2ساختار کلی دوربین دیجیتال در شکل 

CFAرنگ ) لتریف هی، آراترهالیف
DIP) تالیجید ریو پردازشگر تصو ری، حسگر تصو(2

 .[39] اند شده لیتشک (3

دچار ثبت شده را  یرنگ ریصاوت ممکن است یانحراف کروو  ی، مانند انحراف رنگاز لنزها یانحراف ناش

 .اختلال کند

که  یحال  سنسور است، در یبر رو تیهمان موقع مختلف در یها طول موج یی، عدم همگرایانحراف رنگ 

 یکه از مرکز عدس ینسبت به نور یکرو یعدس رامونیپ طیاز مح یشود تا نور عبور یباعث م یانحراف کرو

 جمع شود.  یبه عدس ترکی، در نقطه نزدکند یعبور م

استفاده از  نیمچنمحدب و مقعر و ه یخاص لنزها باتیتوان با استفاده از ترک یلنز م یها ستمیدر س

 اثرات را به حداقل رساند. نی، ایکرو یلنزها

 
 اجزای اصلی یک دوربین دیجیتال (1-2 شکل 

 

خودکار و واحد  تنظیم فاصله کانونیخودکار،  یشامل کنترل نورده نیلنز همچن ستمیس

 ،شده برهیکننده خودکار کال کنترل کیبه همراه  شاتر سرعت و دکارخو افراگمیداست.  ریکننده تصو تیتثب

                                                 
1 Camera Response Function 
2 Color Filter Array 
3 Digital Image Processing 

 لنز
CFA هاحسگر  DIP سازیذخیره 

 مورد عکاسی
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یک موتور  را بالنزها  ،خودکار تنظیم فاصله کانونی. دهد یم شیافزا ینورده رییتغ با را ریتصاوکیفیت 

تی. تثبدیممکن از سوژه به دست آ ریتصو نیتر که واضح یتا زمانحرکت داده داخل و خارج  مینیاتوری به

 کند. یتر کمک مواضح ریبه ارائه تصاو نیکردن لرزش دورب یبا خنث ریتصو کننده

 ایجاذب  لتریف کیمادون قرمز  لتریکند. ف یعبور م لترهایاز ف یا مجموعهز ا از عبور از لنزها، نور پس

 ، مسدود کردن اشعه مادون قرمزکندعبور  فیدهد فقط قسمت قابل مشاهده ط یبازتابنده است که اجازه م

تواند فرکانس  یسنسور نم یها کسلیپ نیفاصله ب یوقت .شده را کاهش دهد لیتشک ریتواند وضوح تصو یم

میزان نویز را  anti-aliasingفیلتر  ،کند یبانیرا پشت ینیتزئ یهدف مانند الگوهای ایاشاز تر  قیدق ییفضا

 .دهد کاهش می

 ودید  از عناصر فوتو ها و ستون ها فیاز رد یا هیآرا ریتصو سنسور است. ریحسگر تصو تالیجید نیدوربقلب 

آنالوگ  گنالیمتناسب با شدت نور س کسلیهر پ ،کند یبرخورد م کسلیپ هینور به آراوقتی  است. کسلیپ ای

بیشتر شود.  یپردازش م DIPشود و توسط  یم لیتبد تالیجید گنالیس کی، سپس به کند یم دیتول

چه  کنند اگر یاستفاده م ری( به عنوان حسگر تصوCCD) 1رژ همراهدستگاه شا کیاز  تالیجید یها نیدورب

CMOS)           یها تراشه
 ،ستندیحساس ن ها سنسور به رنگ یها کسلیپمحبوب هستند.  نهیگز کی (2

 کی دیتول یکنند. برا یم جادیتک رنگ ا یخروج کی نی، بنابراکنند ینور را ثبت م ییها فقط روشنا آن

شدت نور را فقط  کسلیشود تا هر پ یسنسور استفاده م ی( در جلوCFAرنگ ) لتریف هیرا، از آیرنگ ریتصو

( GRGB) یآب-سبز-قرمز-سبز ریبا یالگو با CFAاز  تالیجید یها نیدورب شتریرنگ ثبت کند. ب کی یبرا

 یها شدتبا  ی، سبز و آبقرمز یها کسلیاز پ یکییموزا Bayer لتریاز سنسور با ف یکنند. خروج یاستفاده م

 DIPتوسط  یکامل رنگ ری، تصوکند یاز سه رنگ را ضبط م یکیفقط  کسلیکه هر پ  جا مختلف است. از آن

-یا روزهیف یتوان به الگو یم نیگزیجا CFA یلترهایف گریاز د. شود یمختلف انجام م یابی با استفاده از درون

زرد -قرمز-یا روزهیف یالگو ( وRGBE) 4زمرد-یآب-سبز-قرمز یالگو ،(CYGM) 3یسرخاب-سبز-زرد

                                                 
1 Charge-Coupled Device 
2 Complementary Metal Oxide Semiconductor 
3 Cyan-Yellow-Green-Magenta 
4 Red-Green-Blue-Emerald 
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(CMY
 ( اشاره کرد.1

DIP سیماتر ی، دستکارزی، کاهش نودیمانند تعادل رنگ سف یشتریب یها ، پردازشیابی علاوه بر درون ،

 دهد. یخوب انجام م تیفیبا ک ریتصو کی دیتول یو اصلاح گاما را برا افراگمی، اصلاح دریوضوح تصو

 انواع رویکرد در تشخیص جعل 2-3
 ریاعتبار تصو دییشود. راه حل تأ میانجام  یتالیجید ریتصو کیصحت  دییبا هدف تأ ریجعل تصو صیتشخ

بندی نشان داده  این طبقه 2-2. در شکل شود بندی می طبقهمنفعل  ای فعال غیر( 2( فعال و )1) گروهبه دو 

، [41] یتالیجید یها علامت ای [40] تالیجید یگذار علامت، مانند تصویرفعال جعل  یها کیتکن. شده است

 تیاز کد احراز هو ،ارسال تصاویر در شبکه هایی که ممکن است تصویر مورد دستکاری قرار بگیرد قبل از

کد احراز  نیحضور چن دییتأبا  .کند می، استفاده شده است یجاساز ریتصو یتواکه در مح یا شناخته شده

درج کد  یروش برا نیا با این حالاست.  ریاعتبار امکان پذ دیی، تأیبا کد درج شده اصل سهیبا مقاو ، یتیهو

 صیروش تشخ دارد. ازین ینرم افزار خاص ایبه سخت افزار  ،ریتصو عیقبل از توز ریدر داخل تصو تیاحراز هو

 یشده از فرستنده فقط برا افتیدر ریاز تصو ،یاصل ریتصودر علامت  ایامضا  چگونهیبدون ه ،فعال غیرجعل 

ممکن  یتالیجید یها چه جعل است که اگر نیفرض بر اکند.  می، استفاده آن یکپارچگی ایاصالت  یابیارز

 یک تصویر یآمار های اصلی ویژگی ادیمال زنکند، اما به احت جادیا ریدر تصو یاز دستکار یسرنخ چیاست ه

منظره طبیعی است یک نشانه یا ناسازگاری  اگر تصویر متشکل از یکبرای مثال کنند.  میمختل را به نحوی 

 نیا .توان برای تشخیص جعل استفاده کرد ها می از این ناسازگاری .گذارد جدیدی در تصویر از خود باقی می

  .ندارد ازین ریدر مورد تصو یاطلاعات قبلگونه چیبه ه است که روش به این دلیل مورد توجه

                                                 
1 Cya  - Magenta-Yellow 
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  ریتصو جعل ییشناسا بندی طبقه( 2-2 شکل 

 رویکرد فعال 2-3-1
کند  می تعبیه تصویر داخل در را اطلاعاتی تصویر ی کننده ثبت افزار نرم یا افزار سختفعال،  رویکرد در

 و هستند تصویر روی امضاء یک مانند شده، تعبیه اطلاعات این .نکند تغییری تصویرانسان  چشم نظر از که

 نتیجه در است.  کرده دستکاری ناچار به نیز را شده گنجانده اطلاعات کند، دستکاری را تصویر شخصی اگر

 از .است شده دستکاری صویرت که داد تشخیص توان می راحتی به و زده هم بر را شده تعبیه های داده نظم

 و ترین ساده روش، این. هستند واترمارکینگ کند، می پیروی رویکرد این از که معروف های روش جمله

 به محدود بودن رویکرد این بزرگ مشکل اما [.42] است تصویر رایت کپی حقوق از محافظت روش مؤثرترین

 انجام را کار این دستگاهی اگر و دهند می نجاما را اطلاعات کردن تعبیه عمل که خاص است های دوربین

 .داد نظری تصاویرش صحت مورد در توان نمی ندهد،

 فعال رویکرد غیر 2-3-2
 ریتصو یامضا ایبدون علامت مشخصه را  ریتصو ،اصالت یابیارز یبرا، غیرفعالجعل  صیتشخ کیدر تکن

 ریتصاودر  یاز دستکار یریخ تصوسرن چیهکنیم  در این تکنیک فرض می کند. بررسی میاز فرستنده  یاصل

ندارد.  ازین ریدر مورد تصو یاطلاعات قبل چیبه ه رایمحبوب است ز کیتکن نیا .نداشته باشندوجود  تالیجید

 یساز یها را بطور جداگانه با محل کند و آن می ییرا شناسا یمختلف دستکار یها یابیموجود رد یها کیتکن

بر  یمبتن ،[43] کسلیبر پ یمبتن از چهار تکنیکدر این زمینه . کند می ییشده شناسا یمنطقه دستکار

Forgery Detection Methods  

     Active 

Digital Signature  Watermarking 

  Visible 

Invisible 

     Passive 

      Format 

    JPEG 

      Camera Geometric and     
physics 

        Pixel 

  Spicing 

Copy-Move 
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 .شود ه و فیزیک و مبتنی بر دوربین استفاده میبر هندس یمبتن ،قالب

معتبر( و  ای) یاصل ریداده شده به دو کلاس تصاو ریتصاو یبند طبقه لرفعایغ ایکور  ییهدف از شناسا

، سپس کنند یاستخراج م ریها را از تصاویژگی، ابتدا وریجعل تصو صیتشخفعال  غیر یکردهایاست. رو یجعل

آموزش  یها استخراج شده از مجموعه یها یژگیکننده را انتخاب کرده و با استفاده از و یبند طبقه کی

 نیاز ا یکنند. تعداد کم یم یبند ها را طبقه یژگیو تیدهند و در نها یرا آموزش م یبند ، طبقهریتصو

 شده است. شنهادیپ ]49-44[ مراجع در کردهایرو

 : کنیم بررسی می را یص جعل تصویرفعال تشخ غیر کردیاز رو یچارچوب کل کی زیر در بخش

 یمورد بررس ریتصاو یبر رو اتیعمل ی، برخیژگیاستخراج و ندی: قبل از فرآریتصو پردازش پیش  .1

DCT)شکل ریی، تغیخاکستر اسیبه مق RGB ریتصو لیمانند برش، تبد
DWT) ای (1

بهبود  یبرا(2

 شود. انجام می بندی، عملکرد طبقه

آن از  زیشود که به تما میهر کلاس استخراج  یبرا ها یژگیاز و یا ها: مجموعه یژگیاستخراج و  .2

 یها مشخصه درون کلاس از داده یها حال نسبت به تفاوت نیکند و در ع می کمک گرید یها کلاس

به  دیرا که با یانتخاب یها یژگیآموزنده و و یها یژگیو ،ثابت است. به طور خاص یورود یجعل

انتخاب  یها یژگیمطلوب و یها از مشخصه یکی .میکن میاستخراج  ،حساس باشند ریتصو یدستکار

آموزش و  یمحاسبات یدگیچیکه از پ ،با ابعاد کم باشد دیساخته شده با یها یژگیشده و بردار و

 کاهد. می بندی طبقه

استخراج شده،  یها یژگیو: بر اساس مجموعه ها یژگیو پردازش پیشو  بندی طبقهانتخاب  .3

ها انتخاب  بند آموزش طبقه یرا برا ریاز تصاو یکرده و مجموعه بزرگ یمناسب را طراح یها بند طبقه

 پردازش پیش .آوریم دست می بهبند  طبقهبرای بندی را  مهم طبقه یاز پارامترها یخبر .کنیم می

و  نیماش یریگادیبر  یمبتن بند طبقهها بدون کاهش عملکرد  یژگیکاهش ابعاد و یبرا ها یژگیو

 [.50]شود  میاستفاده  یمحاسبات یدگیچیزمان پکاهش هم

                                                 
1 Discrete Cosine Transform 
2 Discrete Wavelet Transform 
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 هدو دست به ها بندی آن ارائه شده و طبقه ریدر تصاو زیتما جادیبندی، ا از طبقه: هدف بندی طبقه  .4

استفاده شده  [56-51]مراجع  در SVMمانند  یمختلف یها بند است. طبقه یو جعل یاصل ریتصاو

 . است

شامل پس پردازش  اتیعمل ،میو تقس انتقال -کپیمانند  یاز موارد یپس پردازش: در برخ .5

 . است[ 60-57]مراجع در  قیتحق ع اصلی موردموضوبه عنوان  یمنطقه جعل یساز یمحل

 ارائه شده است.  3-2در شکل  ریتصو منفعل جعل صیساختار تشخ ،با توجه به مراحل شرح داده شده

 

  ریتصو جعل صیتشخ افتهی میتعم ساختار( 3-2 شکل 

 ه سازیذخیر قالب بر مبتنی تصاویر جعل تشخیص 2-3-2-1

  JPEGها از این فرمتیکی  شوند که سازی می همختلفی ذخیرهای  در این تکنیک تصاویر با فرمت

 گیرد بررسی قرار میمورد ، سازی فشرده مرتبط باهای آماری  کمک ویژگیبه  JPEGباشد. صحت تصاویر  می

[61.] 

 تواند به تشخیص جعل کمک کند. این روش کارایی بالایی ندارد ولی می

 هندسی و فیزیک قوانین بر مبتنی تصاویر جعل خیصتش 2-3-2-2

د، بررسی نور در نحضور دارشود سه عامل نور، دوربین و سوژه مورد عکاسی  در هر تصویری که ثبت می

Training  

     Image Set 

 Image 

  Preprocessing 

 Feature 

     Extraction 

 Feature 

  Preprocessing 
     Classifier   Postprocessing 

Forged 

Image 

 Feature 

     Extraction 

  Image 

  Preprocessing 

 

 Feature 

     Extraction 

 Feature 

   Preprocessing 

Training 

Testing 
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و تصویری را که در فضای باز و هوای آفتابی گرفته شده  کند. تواند صحت تصویر را بررسی  می این سه عامل

ای روی اجسام و افراد حاضر  گونه  هتوان نور را ب را در نظر بگیرید بدلیل اینکه نمیمورد دستکاری قرار گرفته 

نورپردازی  .شود ی سایه ها یکسان باشد، براحتی صحت تصویر مشخص می در تصویر تنظیم کرد که همه

های مختلف تصویر  جهت و شدت نور در قسمت در این تکنیک تصاویر است.ترین عامل در ثبت  مهم

گیرد و در نتیجه جعل تشخیص داده  ها مورد بررسی قرار می های بین آن گیری شده و هماهنگی زهاندا

 [.62] شود می

ها و اندازه اجسام داخل تصویر مشخص  به کمک تخمین فاصلهتناقضات هندسی موجود در تصاویر نیز 

شی بازتاب کننده  اگر د.تشخیص هستنر و سایه اجسام قابل شود. تناقضات هندسی با بررسی بازتاب نو می

خوانی اجسام حاضر در  با بررسی هم  ،در تصویر موجود باشدمانند آینه، سطح فلزی براق، سطح آب و غیره 

راحتی قابل جعل نیست و  توان جعل را تشخیص داد. شکل سایه اجسام به تصویر و شی بازتاب کننده می

توان  تناقض وجود دارد، با پیدا کردن این تناقضات میمعمولا در اندازه و جهت سایه اجسام در تصویر جعلی 

 تصاویر جعلی را متمایز کرد.

 پیکسل بر مبتنی تصویر جعل تشخیص 2-3-2-3

 ها ویژگی اساس بر را تصویر در آمده وجود به تضادهای، دیجیتال تصویر های پیکسل بر تمرکز با  روش این

 به توان می ها روش این جمله از .کند می بررسی طبیعی های تصاویر پیکسل موجود در آماری روابط و

 کرد اشاره ]67، 66[ محلی گرهای توصیفو  ]65[ تصویر در تضاد و بهبود ]64، 63[ مجدد برداری نمونه

 های ویژگی و کردن رتوش  نی،پیوندز  انتقال، -کپی دسته چهار به کلیطور  به پیکسل بر مبتنی روش.

 .]63[ شود می تقسیم آماری

 .های تشخیص جعل را دچار محدودیت کند از تکینکتواند استفاده  پردازش روی تصاویر می عملیات پس

تواند تشخیص جعل را دچار اختلال کند ولی میزان نور و عدم  ها می تغییر اندازه تصویر و پنهان کردن مرز

 حال، این ابرود.  تطبیق سایه و نویز الگوی سنسور عواملی هستند که با عمل پس پردازش از بین نمی

 قابل هنگامی اندازه عدم تطابق در. هستند مفید نور در تناقض وجود موارد در تنها روشنایی های ناهماهنگی
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 اطلاعات نیازمند نیز سنسور الگوی نویز و باشد موجود موجود در تصویر اشیاء واقعی اندازه که است استفاده

 .است دوربین از اضافی

، به مکان شده یکپ یاصل ریاز تصو ییها قسمتاست که در آن  ریتصو یدستکار کیتکن نیتر جیرا یکپ

 یکپ ایخاص  اتیکار معمولاً به منظور پنهان کردن جزئاین شود.  می یگذار یدلخواه منتقل شده و جا

 -کپی جعل یآل برا دهیبه عنوان قطعات ا یشود. مناطق بافت میانجام  ریتصو یها جنبه یاز برخ یبردار

هستند که  ریمشابه تصو زیرنگ و نو رییتغ یها یژگیو یبافت دارا یمناطق دارا رایز ،شود میاده استفانتقال 

شود تا  میمرز منطقه اصلاح شده استفاده تصور است. تار شدن معمولاً در امتداد  رقابلیغچشم انسان  یبرا

شده  یمناطق دستکار ییتلاش در شناسا نیرا کاهش دهد. اول دهیو چسب یاصلمنطقه  نیب  مینظ یاثر ب

را با استفاده از انتقال  -کپیاز جعل  یریروش جلوگ سندگانی. نو[68] انجام شد همکارانو  شیدریتوسط فر

با استفاده از  یدگیچیعملکرد و پ نیتعادل ب نیکردند. بهتر شنهادیپ یپوشان هم یها بلوک DCT لیتبد

 یاصل بیترک لیو تحل هیتجزبا استفاده از  یروش [69] مرجع در بلوک بدست آمده است. قیتطب تمیالگور

(PCA
 ،PCA در .شده استارائه  یپوشان هم مربع یها بلوک یعنی ریتصو یها یبندمیتقس شینما ی( برا1

کاهش در  جینتا ،PCAبر  یمبتن جینتا مربع با هم تداخل دارند. یها بلوک یعنی ریتصو ماتیتقس شینما

𝑂(𝑁𝑡𝑁 ازیمحاسبات و تعداد محاسبات مورد ن نهیهز log 𝑁) که  ییاج .است𝑁𝑡 شیابعاد نما PCA  کوتاه

 است. ریتصو یها کسلیتعداد پ 𝑁شده و 

 راتییتغ جادیبا ا ریاست که در آن نکات برجسته تصاو رتوش تصویر ریتصاو جعلنوع  نیاز مشهورتر یکی

 ،ریتصاو تیفیو ک تیجذاب شیافزا یبرا رهیتلنگر و غ ،بیش ،گسترش ،یگذار اسیمق ،مانند چرخش یاضیر

 کم خطراست و از نوع جعل  ریوجعل تصانواع  نیتر مییاز قد یکیروش،  نیا. ابدی میکاهش  ایارتقا 

بهبود  یمجله توسط عکاسان برا کیصفحه جلد  برای ریرتوش تصوبرای مثال از شود.  میمحسوب 

یک نمونه از  4-2در شکل  داشته باشد. یشود تا مجله جلوه بهتر میاستفاده  ریخاص تصو یها یژگیو

 عملیات رتوش تصویر نشان داده شده است.

                                                 
1 Principal Component Analysis 
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 [71]رتوش نمایش عملیات ( 4-2 شکل 

 

در  یبا هر اندازه و شکل ریتصو یها یژگیاز و یاست که برخ یا ( چرخهانتقال -کپی) ریتصو یساز هیشب

شکل  5-2شکل  در .دهدپوشش  را یشوند تا اطلاعات قابل توجه می جاگذاریاز مناطق مشابه دوباره  یبرخ

 سازی جعل شده است.   تصویر ب با کمک عمل شبیه

 

 
  سازی شده شبیه ریتصو ب ،یواقع ریتصو الف( 5-2 شکل 

خورند و تصویر  زنی دو تصویر با یکدیگر ترکیب شده یا به اصطلاح دو تصویر پیوند می در روش پیوند

 آمده است. 6-2باشد یک نمونه از این کار در شکل  ک تصویر جعلی میحاصل ی

 الف: تصویر اصلی ب: تصویر رتوش شده

   ب الف
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  [72]خورده وندیپ ریتصو ج ،یاصل ریتصاو ب و الف ،ریتصو وندیپ از یا نمونه( 6-2 شکل 

 عکاسی دوربین بر مبتنی تصاویر جعل تشخیص 2-3-2-4

 انتقال، این طی و شود می منتقل حافظه به دوربین سنسور از تصویر ،جیتالبرای ثبت هر تصویر دی

طی  را سازی فشرده و شدن فیلتر روشنایی، تنظیم گاما، اصلاحرنگ،  همبستگی سازی، چندی انندم مراحلی

 مختلف های دوربین افزار نرم یا پردازنده لنز، که آماری خواص اساس بر ها روش این ].74، 73[ کند می

 خواص، یا الگوها این در تناقض هرگونه . کنند می بررسی را تصاویر صحت کنند، می تصاویر ایجاد در کاسی،ع

 الگوهای نویز و ]75[ دوربین پاسخ تابع مانند هایی روش. باشد دستکاری تصویر ی دهنده نشان تواند می

 چند ترکیبجعلی از  تصاویر برخی که آنجا از. گیرند می کمک از دوربین جعل تشخیص برای ]76[ سنسور

 های دوربین با جعلی تصویر مختلف های قسمت اگر ها روش از دسته ایندر  ،شوند می ایجاد مختلف تصویر

 برای .است آن بودن جعلی لذا و تصویر بودن ترکیبی بر ای نشانه امر این باشند، شده گرفته متفاوتی عکاسی

 های ویژگی اصل هماهنگی از که شد پیشنهاد ]75[ع در مرج خودکار روش یک  تصاویر، صحت بررسی

 نواحی مجزا به خودکار صورت به تصویر روش این در .کرد می استفاده تصویر مختلف مناطق میان در فیزیکی

 هایی ویژگی دوربین، پاسخ تابع براساس ادامه درشد.  می زده تخمین دوربین پاسخ تابع سپس و تقسیم هم از

 شد. می داده svm به بندی سکلا برای استخراج و

 الف ب ج
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 شناسایی دوربین دیجیتال منبع 2-4
های غیر فعال  قرار  باشد که در دسته رویکرد نامه شناسایی دوربین منبع می موضوع اصلی این پایان

 گیرد. می

افزون جعل در  های ویرایش و انتقال تصویر باعث افزایش روز همانطور که گفته شد امروزه فراوانی نرم افزار

تواند صحت تصاویر ثبت شده را مورد تایید قرار  های دیجیتال شده است و شناسایی دوربین منبع می نهرسا

 داده و در مراجع قضایی مورد استناد دهد.

های  داده و کارقرار  مطالعهمورد ی شناسایی دوربین دیجیتال منبع را ها روش ازای  مجموعهما  ادامه،در 

 .کنیم رسی میانجام شده در این زمینه را بر

 لنز 1عدم تطابق کانونی  2-4-1
 شنهادیلنز را به عنوان اثر انگشت پ یمنبع اعوجاج شعاع نیدورب ییشناسا یبرا [27]و همکاران جوی 

 یخروج ریتصاو یبر رو یبه صورت خطوط منحن میشود که خطوط مستق یباعث م یشعاعاعوجاج  دهند. یم

به فاصله جسم(  ری)نسبت فاصله تصو𝑀𝑇 یعرض یینما افتد که بزرگ یاتفاق م یامر زمان نیظاهر شوند و ا

 دکنندگانیکنند که تول یادعا م سندگانیباشد. نو rخارج از محور  ریاز فاصله تصو یثابت نباشد بلکه تابع

 زانیر ملنز ب یکنند و فاصله کانون یمختلف لنز استفاده م ستمیاز س یجبران اعوجاج شعاع یمختلف برا

 انیرا ب یمنحصر به فرد یاعوجاج شعاع یالگو نی، هر مدل دوربنیبنابرا گذارد. یم ریتأث یاعوجاج شعاع

آوردن دقت  با به دست نیمدل مختلف دورب 3 یبر رو شیکند. دو آزما یآن کمک م ییکند که به شناسا یم

 کیاز  نیدو دورب یروش برا نیدرصد انجام شد. اگرچه ا 39/91و  53/91 بیمتوسط به ترت یبند طبقه

توان انتظار  ی، میدر مورد اختلاف اعوجاج شعاع سندگانی، اما بر اساس استدلال نونشده است شیمدل آزما

اگر خط  شود یم یریگ اندازه میکه اعوجاج با استفاده از روش خط مستق ییاز آنجاداشت.   میدقت ک

 اموفق خواهد بود.نروش  نیا وجود نداشته باشد، ریدر تصو  مییمستق

                                                 
1 Aberration 
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 انحراف رنگی 2-4-2
شود.  یگرفته شده م ریمنجر به انواع مختلف انحراف در تصاو ینور یربرداریتصو یها ستمینقص در س

 تالیجید نیدورب کیمختلف در  یها تمرکز کامل نور در طول موج یاز نقص در لنز برا یناش یانحراف رنگ

کند.  یم افتیدر رامختلف  یها سور نور با طول موجشود که سن یم یاختلاف در محل جادیاست که باعث ا

مختلف در فواصل  یها شود که طول موج یباعث م ی. انحراف طولیو جانب یدو نوع است: طول یانحراف رنگ

شود که در  یمتمرکز م یمختلف یها به طول موج یکه انحراف جانب یمختلف از لنز متمرکز شوند در حال

ناسازگار  ریشود انحراف در تصو یم ثباع ریتصو یشوند. دستکار یکز ممختلف حسگر متمر یها تیموقع

 . و جعل آشکار شود باشد

، مدل یپارامترها نیتخم یبرا خودکار یکیو تکن یجانب یانحراف رنگ یرا برا یمدل ]77[دیو فر جانسون

ده نسبتاً ش یموثر است که منطقه دستکار یزمان یدستکار صیتشخ یروش برا نیکردند. ا یساز ادهیپ

اصلاح شده  Bو  R یها کانال نیبا به حداکثر رساندن اطلاعات متقابل ب ]78[ . لان و همکارانشدباکوچک 

استخراج شده به عنوان  ی. سپس پارامترهاندزد نیرا تخم یجانب یرنگانحراف  ی، پارامترها Gبا کانال 

شود که منجر به  یم ادهاستف ریاز تصاو تلفن همراه منبع ییشناسا یبرا SVMبند  طبقه یبرا یورود یژگیو

رویکرد جدیدی برای تخمین انحراف رنگی جانبی  ]79[ گلو و همکارانشود.  می درصد92.22دقت  نیانگیم

اولین بار، نتایج استفاده از انحراف رنگی جانبی را در  و برای ندبا پیچیدگی محاسباتی کم به دست آورد

پایگاه داده درسدن بیش از  .ندارائه داد "درسدن"یگاه داده تصویر سناریوهای دنیای واقعی بر اساس پا

های مختلف داخلی و خارجی تحت شرایط کنترل شده و در نتیجه قابل مقایسه از  تصویر از صحنه 14000

 .اند لف تهیه شدهمدل مخت 25ها فقط از  دوربینت. دوربین دیجیتال به دست آمده اس 73
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 حسگر 1نقصان و خرابی 2-4-3

 یکسلنقص پ 2-4-3-1
 یهدف برا ریتصاو قیتطب یها برا کرده و از آن یرا بررس CCD یها کسلینقص پ [33]و همکاران  گردتز

، مرده کسلی، پشامل نقص نقطه، نقص نقطه داغ کسلی. نقص پکردنداستفاده  تالیجیدمنبع  نیدوربکشف 

، چند شده شیآزما نیدورب 12، توسط هر قصان یهاکسلیپ افتنی یو نقص خوشه است. برا کسلیتله پ

 جهینت شود. می سهی، مقادرسن یبه نظر م دیکه سف معیوبگرفته شده و با نقاط  اهیس نهیبا پس زم ریتصو

نشان داده شده  نی، همچنحال نیدارد. با ا کسلیاز نقص پ یمشخص یالگو نیدهد که هر دورب مینشان 

 یمتفاوت است و بستگ ریتصاو نیمشابه ب نیدورب یقص قابل مشاهده براان یها کسلیاست که تعداد پ

قص قابل مشاهده بر ان یهاکسلیتعداد پ نشان داده شده است که نیدارد. همچن ریتصو یبه محتوا یادیز

، نیمختلف متفاوت است. علاوه بر ا یدر دما نیدورب کیگرفته شده توسط  یبا همان محتوا ریتصاو یرو

 دایپ یا قص قابل مشاهدهان کسلیپ چیتوانند ه مین سندگانی، نوسطح بالا CCD یدارا یها نیدورب یبرا

 سمیمکان ها نیدورب شتری، بنیاندارند. علاوه بر  کسلینقص پ ها نیکه لزوماً همه دورب یمعن نی، به اکنند

 یها نیهمه دورب یتواند برا مین نانیروش با اطم نی، انیدارند. بنابرا ها کسلیجبران نقص پ یبرا یداخل

 اعمال شود. تالیجید

 الگوی نویز سنسور  2-4-3-2
توسط لوکاس و همکاران در  حسگر زینو یالگومنبع بر اساس  نیدورب ییشناسا یروش مطمئن برا کی

PNU) کسلیپ یکنواختیارائه شده است. عدم  [10]
نقص در  لیمختلف به دل یها کسلی، که در آن پ(2

را  PNUامر  نیاست. ا زینوی الگو ی، منبع اصلدارند یمختلف ینور یها تی، حساسسنسور دیتول یندهایفرآ

را  نیمدل دورب 9 سندگانیکند. نو می لیمنحصر به فرد سنسورها تبد ییشناسا یبرا یعیطب یژگیو کیبه 

 یحت نیوربد ییهستند. شناسا کسانی قاًیمدل دق 2مشابه دارند و  CCDها  مورد از آن 2که  کردندمطالعه 

                                                 
1 Imperfections 
2 Pixel Non-Uniformity 
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فشرده شده  ریتصاو ییشناسا یبرا جهینت نیاست. همچن قدقی درصد100 زیهمان مدل ن یها نیدورب یبرا

 یکسانی ریاز مجموعه تصو سندگانیاست که نو نیانجام شده ا شاتیمشکل در آزما کی است. قابل قبول

 یمدل برا نیبا ا شیآزما نیدما چن. کردنداستفاده  ریتصاو یو همبستگ نیمرجع دورب یمحاسبه الگو یبرا

برش خورده را  ریمنبع تصاو نیمدل نتواند دورب نیرسد که ا می. به نظر میا برش خورده انجام داده ریتصاو

مرجع  یمحاسبه الگو یاستفاده شده برا ری، اندازه تصاوکارکرد مدل ی، برانیکند. علاوه بر ا ینیب شیپ

 شد.آزمون با ریهمان اندازه تصو دیبا نیدورب

  CFAبا استفاده از الحاق  2-4-4

  در نوارهای رنگ 1 درون یابی رنگتاثیر  2-4-4-1
 یتوان برا میکه  یموجود در هر باند رنگ یساختار همبستگ نییتع یبرا [24]و همکاران  رامیبا

 تمیکه الگوراست  نیا ی. فرض اصلکردند یرا بررس CFAیابی  دروناستفاده کرد، روند  ریتصو بندی طبقه

متفاوت  نیریبا سا ی( تا حدودنیهر مدل دورب یحت ایهر سازنده ) CFA لتریف یالگو یو طراح یابی درون

با استفاده  شود. میگرفته شده  ریدر تصاو صیتشخ رقابلیغ یهمبستگ یساختارها جادی، که منجر به ااست

2تکرار حداکثر انتظار  تمیاز الگور
(EM)، 2 ها  و محل اوج و اندازه ریاز تصاو یابی درون بیضرا یژگیمجموعه و

 .ندیآ میبدست  یبند طبقه یبرا ،احتمال یها نقشه یفرکانس فیدر ط

5 یابی ته درونهنگام استفاده از هس ×  است درصد 95.71مختلف  نیدو دورب یبرا یبند ، دقت طبقه5

 یبند بر دقت طبقه یابی درون ریتأث نییتع ی. براابدی می کاهش درصد 83.33به  نیدوربسه  سهمقای با اما

همان مدل اجرا  یها نیدورب یبرا یشیآزما چیشد. ه میاستفاده  هانیاز دورب یاز مجموعه بزرگتر دیبا

 کسانی یبای درون تمیو الگور CFA لتریف یبه طور معمول از الگویکسان مدل  ی بایها نیدورب، شود مین

اشاره  سندگانی، نونیعلاوه بر ا .منسوخ شودروش  نیکه ا میما انتظار دار هستند و به همین دلیل برخوردار

 کند. میکار ن یفشرده به خوب ریتصاو یروش برا نیاند که ا کرده

                                                 
1 Interpolation 
2 Expectation-Maximization 
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 درجه دوم کسلیپ یمدل همبستگ 2-4-4-2
ند که دورآ درجه دوم به دست  کسلیپ یمدل همبستگ کیرا از  بیضر سیماتر کی [34]لانگ و هوانگ 

از چهار  شاتیآزما یکند. برا می یرویاز فرم درجه دوم پ کسلیپ نیب یا دوره ییفضا یدر آن همبستگ

درصد برای  98 و اول نیدورب یبرادرصد  95دقت استفاده شده است که  یکارتون ریهمراه با تصاو نیدورب

، افزودن یلاح شده )فشرده سازاص ریبا تصاوآزمایش را  نیهمچن سندگانینو .حاصل شده است دوربین دوم

، دقت به شود میفشرده  80 تیفیکه با ک می. هنگااند انجام دادهصاف کردن( و  ، اصلاح گامایگوس زینو

از  مشابه یها نیکه دورب ییکمتر است. از آنجا یحت گرید راتییبا تغ ریدقت در تصاو رسد. می درصد80

از  یمشابه را به درست یها نیدورب ،مدل نیکه ا میانتظار دار نیبنابرا، کنند میاستفاده  demosaick تمیالگور

 دارد. یفیاصلاح شده عملکرد ضع ریتصاو ی، مدل برانیعلاوه بر ا نکند. کیتفک گریکدی

 1معیار باینری شباهت 2-4-4-3
تلفن دوربین منبع  ییشناسا یبرا ینریاز اقدامات شباهت با یا از مجموعه [35] و همکاران کتوتانیسل

را در  ییها ی، همبستگCFA یاختصاص یابی درون تمیاست که الگور نیا ی. فرض اصلاند کردهاستفاده همراه 

 یارهاینشان داده شود. مع معیارها نیتواند توسط ا میکند که  می جادیا ریتصو کیمجاور  یتیصفحات ب نیب

 تیصفحات ب نیب یعنی ،ینریبا ریتصاو نیشباهت ب یریاندازه گ یاست که برا ییارهایمع ،شباهت ینریبا

 10از  ی، مجموعه ا[80]بدست آمده است و مانند  ینریشباهت با اریمع 108شود.  میاستفاده  ریتصو کی

دقت متوسط  نیشتریود. بش میاستفاده  یبند طبقه یبرا یاضاف یها یژگیبه عنوان و ریتصو تیفیک اریمع

درصد است.  81.3دقت متوسط  نیکه کمتر یدر حال ،درصد است 98.7 نیگروه دورب 3 یبند طبقه یبرا

 نیدهد که ا مینشان  جی. نتاکاهش یافته است درصد 62.3بند به  دقت طبقه ،نیدورب 9 بندی طبقههنگام 

 دارد. یستگاستفاده شده ب یها نیهدف و تعداد دورب یها نیروش به دورب

                                                 
1 Similarity 
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 های تصویربا استفاده از ویژگی 2-4-5
استفاده  در شناسایی دوربین منبع توانند میرا که  ریتصو یها یژگیاز و یمجموعه ا [2]و همکاران خرازی

و آمار  ریتصو تیفیک یارهایمع ،رنگ یها یژگیوگروه  3در  یشنهادیپ یژگیو 34 .کنند می ییشناسا ،شوند

آموزش و  یسپس برا ،شوند میاستخراج  نیدو دورب ریاز تصاو ها یژگیو شوند. می یبند دسته 1موجک دامنه

فشرده با  ریتصاو یدرصد و برا 98.73 فشرده به ریغ ریتصاو یبرا جهی. نتشوند میاستفاده  بند طبقه شیآزما

و  ی. تساابدی می کاهش درصد 88به  دقت زانیم ،نیپنج دورب بررسیبا  درصد است. JPEG 93.75 بیضر

روش انجام  نیا یرا برا یمطالعه مشابه ،مختلف یها نیبا استفاده از مجموعه دورب زین [81] همکاران

 ییشناسا یکند و برا میمشابه خوب کار ن CCD دارای یها نیدورب یروش برا نیا ،رو نیاند. از ا داده

وضوح  و از محتوا ها نیلازم است که همه دورب ،نی. علاوه بر استیمناسب ن ،منبع از همان مدل یها نیدورب

 .ستیآسان ن، که در عمل برخوردار باشند کسانی

 استفاده از شکبه عصبی عمیق  2-5

 ی، به پزشکالگو صیو تشخ یآمار لیو تحل هیبر تجز یمتعدد مبتن یها تمیبا استفاده از الگور ،در گذشته

علاقه مجدد در  جادیباعث ا یمحاسبات یها ییدر توانا شرفتی، پراًی. اخمنبع پرداخته شده است ریتصو یقانون

در  تیبا موفق قیعم یریادگیبر  یمبتن یها طور خاص، طرح شده است. به نیماش یریادگیبر  یفنون مبتن

مختلف اثبات  های رقابتها را در  آن یاند و اثربخش منبع به کار گرفته شده ریتصو یقانون یپزشک نهیزم

 [.83 ،82اند ] هکرد

، در سال وجود نی. با ااند سال هاست که شناخته شده ،یمصنوع یعصب یها بر شبکه یمبتن یها کیتکن

کرد  جادیرا ا یا نهیساخته و زم یرا عملهایی  موفقیت قیعم یعصب های شبکه از استفاده[ 86–84] 2006

به  قیعم یریادگیبر  یمبتن یها روش ،[. پس از آن88 ،87شود ] یشناخته م قیعم یریادگیکه به عنوان 

 یقابل توجه جی، نتاریتصو یبند و طبقه سیدست نو متون تالیجید صیمانند تشخ هایی زمینهطور مداوم در 

کانولوشن  یعصب یها شبکهمانند  ماشین یینایب نهیدر زم یتخصص یها کیاز تکن یاند. تعداد کسب کرده

                                                 
1 
Wavelet
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CNN ،بازگشتی یعصب یها شبکه (RNN
GAN)های مولد تخاصمی  بکه( و ش1

 نیادر  .شده است جادیا (2

 یمبنابوده و به عنوان  موثر، ریمربوط به تصو یکارها در CNN استفاده از ، نشان داده شده است کهانیم

 شده است. رفتهیپذ یمتعدد تالیجید ریتصو ینقانو یپزشک یها روش

 

 لیتشک 5ساز و توابع فعال 4کننده جمع یها هی، لا3کانولوشن یها هیلاها عمدتاً از  CNN یاساس یاجزا

، [89اند. به گفته خان و همکاران ] گرفته در امتداد هم قرارها  CNNیساخت معمار یکه برا اند شده

پارامترها،  یساز نهیبه را به عنوان اصلاح ساختار، CNN در ساخت و آموزش ریاخ یها یتوان نوآور یم

نقش را در بهبود  نیتر ، اصلاح ساختار مهمانیم نیدر ا بندی کرد. عملکرد تابع ضرر دسته و سازی منظم

، AlexNet [90] ،VGGNet[91] ،GoogleNet [92]مانند CNN یمعمول یمعمار .کند یم فایعملکرد ا

ResNe [93] ،DenseNet [94] ،Xception [95] ،SENet [96] وSiamese Network [97] ًکاملا ،

های عصبی  های شبکه خان و همکاران به بررسی اجمالی انواع معماری [89] مرجع درهستند. خته شده شنا

ق یعم یریادگیدر مورد  ی راشتریب اتیجزئ [98]مرجع ز در نی گو و همکاراناند.  عمیق پرداختهکانولوشنی 

 .اند بیان کرده

ورده بدست آقابل توجهی را  جینتا منبع ریتصو یقانون یدر پزشک قیعم یریادگیبر  یمبتنی کردهایرو

کند. مقالاتی که در ادامه به  را برای کار در این زمینه جلب میهر دانشجو یا محققی  است، این امر توجه

برای اینکه مقایسه  مشترک هستند، طرحچند همگی دارای  ،پردازیم میها  ها و نتایج آن مقایسه روش

در ابتدا ورودی که تصویری با وضوح کامل  شود، ها در یک چارچوب ارایه می طرحی  تر انجام شود همه ساده

ها پردازش شده و به ی وصله سپس همه شود. های کوچک پیکسلی با اندازه ثابت برش داده می وصلهاست در 

ها به  توان روی وصله شوند. در مرحله بعدی می تر انتخاب می وصله های مفید ،کمک یک استراتژی مناسب

                                                 
1 Recurrent Neural Network 
2 Generative Adversarial Network 
3 Convolutional Layers 
4 Pooling Layers 
5 Activation Functions 
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SNR) منظور بهبود نسبت سیگنال به نویز
انجام داد. در ادامه  پردازش پیشتوسط یک فیلتر فضایی  (1

توان  یوصله را م کی یبند طبقه شوند. شده به یک شبکه عصبی کانولوشنی وارد می پردازش پیشهای  2وصله

 یها یژگیجداگانه در مورد و یبند طبقه کیبا آموزش  ای، شبکه یدر انتها softmax هیلا کیبا داشتن 

، کسلیپ یها تکه انیدادن در م یبا رأو در پایان  ، به دست آوردCNN هیلا نیتوسط آخر استخراج شده

تقسیم زیر بخش  زیر 5 بهشده های بررسی  آید. الگوریتم میرا بدست  یاصل ریتصو یبرا یبند طبقه جهینت

 شوند: می

T.CNN) یکانولوشن سنت یعصب ی. اتخاذ شبکه ها1
 منبع. نیدورب ییشناسا یکارها ی( برا3

D.Aداده ) شرفتی. بهبود عملکرد با استفاده از پ2
 ها. پردازش داده شیها و پ داده شی.( ، از جمله افزا4

F./E) ادغام و ترکیب قی. بهبود عملکرد از طر3
 .( ؛5

P.S. بهبود عملکرد با استفاده از انتخاب پچ )4
 ( ؛6

Cمختلف ) یها یبند . اتخاذ طبقه5
7.). 

 ]125[شناسایی دوربین منبعهای مبتنی بر یادگیری عمیق برای  چارچوب کلی الگوریتم ( 7-2 شکل 

 

                                                 
1
  Signal-To-Noise Ratio 

2
  Patch  

3 Traditional CNNs Architectures 

4 Data Augmentation 

5 Fusion and Ensemble 

6 Patch Selection 

7 Classifier 
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 یسنت کانولوشن یعصب یشبکه ها 2-5-1
متشکل از  یکانولوشن سنت یعصب با استفاده از شبکه منبع نیدورب ییشناسا در زمینه هیاول یکارها

منبع توسط  نیدورب ییشناسا یبرا قیعم یریادگیبر  یمبتن یها ابتدا طرح ه بود.انباشتکانولوشن  یها هیلا

 هیشامل سه مرحله کانولوشن و دو لا هیبا پنج لا ادهس یمعماراز روش  نی. ا[99] و همکاران ارائه شد یبوند

 یه خود را براشبک سندگانیکند. نو یکار م 48در48ی با سایز یها وصله یکند که رو یکاملاً متصل استفاده م

درصد دقت بدست آوردند.  72.9و  29.8 بیکردند و به ترت شیدر سطح نمونه و مدل آزما نیدورب ییشناسا

با  ری، در تصاومربوطه یهادر وصله یریگیرأ یسطح مدل با استراتژ رد نیدورب یی، شناسانیعلاوه بر ا

یک روش شناسایی دوربین منبع ] 100[ و همکاران لیو یونسیا .افتی شیدرصد افزا 94.1وضوح کامل به 

تحکام ، برای دستیابی به اساول که عصبی کانولوشن عمیق پیشنهاد دادند.آمد بر اساس یک شب وصله کار

های  متعدد برای افزایش تنوع در داده های های نماینده با توجه به معیار بیشتر با کاهش هزینه آموزش، تکه

برای کاهش تأثیر  مانده چند مقیاس کوچک بینی باقی پیمانه پیششوند. دوم، یک  آموزشی انتخاب می

یی دوربین منبع در اصلاح شده برای شناسا VGG ، یک شبکههایتمحتوای صحنه پیشنهاد شده است. در ن

گرفته  ریبا تمرکز بر تصاو [32] و همکاران اوبرگون-ریفر .شود سطح نام تجاری، مدل و نمونه پیشنهاد می

و  ادغامحداکثر  هیلا کی، کانولوشن هی، شامل دو لاCNN هیشش لا یمعمارهمراه،  یهاتلفنشده توسط 

-L)اصلاح شده  یکار واحد خط نیساز مورد استفاده در ا فعال تابع. اند داده شنهادیپکاملاً متصل را  هیسه لا

ReLU) با  در مقایسه یکه عملکرد نسبتاً بهتر ه استبودReLU و همکاران  ، هوانگ. سپسداشته است

 مرجع سندگانینو  .ندرا ارائه داد [99و همکاران ] یارائه شده توسط بوند یمشابه معمار ی[ معمار101]

و  یا دسته یساز با استفاده از نرمال اوبرگون و همکاران را-ریتوانستند صحت به دست آمده توسط فر [32]

را ارائه  هیلا 13کانولوشن  یشبکه عصب کی ،[102]و همکاران  ائوی بخشند.بهبود  شتریکانولوشن ب یها هیلا

، در برابر حال نیاست. با ا تر قوی نویزو افزودن  JPEG یساز در برابر فشرده یشنهادیدهد. روش پ یم

 .ستیمجدد مقاوم ن یساز اسیمق اتیعمل

 ییشناسا یبرا هیلا 26( با ResNet) مانده یباق یشبکه عصب کی[ استفاده از 103چن و همکاران ]
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 یآمده برابدست  یها دقت ند.متعدد اثبات کرد یها شیآن را با آزما یکرد و اثربخش یمنبع را بررس نیدورب

ه بود درصد 45.81 و درصد 94.73 ،درصد99.12 بترتی به مدل و دستگاهنشان تجاری، سطح  ییشناسا

در  GoogleNet و AlexNetنسبت به  یعملکرد بهتر ResNet، های انجام شده با توجه به بررسی .است

 یمعمار بیرا با ترک [103]مرجع روش  [104و همکاران ] نگی. د[99] داردشناسایی منبع دوربین 

ResNet  فهیوظ. سه نددیرا بهبود بخش آن و عملکرد ندگسترش داد فهیچند وظ یریادگی یاستراتژ کیبا 

 است. ام شدهچارچوب ادغ کی، سطح مدل و سنسور( در یجاردر سطح نام ت یبند )طبقه

 XceptionNet و  DenseNetمانند  دیجد یمعمار قیاز طر نیدورب ییشناسا برای[ 109–105] مراجع

 برای درصد95.15  یبدست آوردن دقت کل یبرا XceptionNet[ از 105همکاران ]شده است. ماررا و  ارائه

استفاده کرده  یریگ یرأ یستراتژبا وضوح کامل با استفاده از ا ریتصو برای درصد99.31و  کسلیپ یوصله ها

 است.

در نظر گرفته شده بسته  یویسنار کیمنبع در  نیدورب ییحل شناسا یتمام آثار ذکر شده تاکنون برا

را ثبت  ریتوانند تصاو یکه احتمالاً م ییها از همه دستگاهکه  ای در نظر گرفته شده گونه هبفرض  نیا .است

های آزمون همان  داده برای ثبت تصویرهای  عنی است که دستگاهاین بدان م داریم، یدانش کامل کنند

باز  یویسناربحث ، حال نی. با اشود های آموزش استفاده می هایی است که برای به دست آوردن داده دستگاه

و این امکان وجود دارد که  ستیبه طور کامل مشخص ن ریکه اطلاعات مربوط به تصاو ییجامطرح است، 

ها استفاده نشده  های آموزش از آن دوربین هایی ثبت شده باشد که در ثبت داده با دوربین های آزمون داده

و استام  اریارائه شده است. با زیچالش برانگ یویسنار نیا یبرا قیعم یریادگیروش  ی، تعدادراًی. اخباشد

ارائه  نیل دوربمد ییشناسا یباز برامعماری سناریوی  میرفع مشکل تنظ ی[ دو طرح مختلف را برا110]

 نیاست. اول ریکننده تصو  بودن دستگاه ضبط مشخص نا ای مشخص بودندادند که هدف آن قضاوت در مورد 

کند تا  یآستانه استفاده م تعیین حد یراتژاست کیبا  فازی نگاشت، از یبند طبقه هیلا کی یمورد به جا

 یبند از طبقه ،گرید کردیرو. ناخته استناش ایشناخته شده است  منبع نیمدل دورب ایکند که آ یابیارز

 کیکردند با استفاده از  ی[ سع111و استام ] ریکند. ما یاستفاده م CNNاستخراج شده توسط  یها یژگیو
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ها استفاده  کارگیری آن ها، از راهکار متمایزی برای به که بسته به میزان شباهت ورودی یامیسعصبی شبکه 

 با انتقال به یکاستخراج شده و  CNN هیلا نیها از آخر یژگیبسنجند. و را ریتصاو انیشباهت م ،کند می

توسط دستگاه  ریدو تصو ایآ بررسی اینکه با این روش ،موزندآ میرا شباهت منبع  یریگ اندازه ،یامیشبکه س

 .شود پذیر می امکان ریخ ایمشابه گرفته شده است 

  داده شرفتیپ 2-5-2

روش موثر  کیبه عنوان  یا ، به طور گستردهیقبل یها ها و پردازش داده شی، از جمله افزاها بهبود داده

 یها طرح یها برا کیتکن نیاستفاده شده است. ا رایانه یینایب یبهبود عملکرد هنگام برخورد با کارها یبرا

م با کسازی تصاویر را  نرمال[ 113 ،112و همکاران ] یاند. بوند به کار گرفته شده زیمنبع ن نیدورب ییشناسا

شبکه مرکز کردن داده هاست و به متکه روش محبوبی برای  ها انجام دادند کردن میانگین اندازه پیکسل

شامل داده  شیمختلف افزا اتیعمل چهار[ 107کند. کمال و همکاران ] تر کمک می برای یادگیری سریع

گاما و  یهمبستگ ،JPEG یساز )از جمله فشرده ریتصاو ی، دستکاریتصادف یها ، چرخشیمحصولات تصادف

 شتریب ریتصاو یآور با جمع سندگانی. لازم به ذکر است که نوندرا اعمال کرد ریافزودن تصاو و اندازه( رییتغ

در عملکرد  یادیز ریتأث شتریب رینشان داد که افزودن تصاو جیدادند. نتا شیاندازه مجموعه آموزش را افزا

 یها نمونهتعداد  شی، افزابر داده هستند یمبتن قیعم یریگادیبر  یمبتن یها روش نکهیبا توجه به ا. دارد

 500از  شی[ ب106، 108] GPU_muscle میت شود. یم صیقطعاً منجر به دقت بالاتر تشخ یآموزش

موارد( جمع  ریو سا Flickr  ،Yandex.Fotki  ،Wikipedia Commonsعکس از منابع مختلف ) تیگابایگ

 ری، استفاده از تصاونای بر علاوه .ندآورد بدست را درصد 98از  شیقت بد یسنت CNNکرد و با آموزش  یآور

شده  لیتبد ریو تصاو JPEGفشرده شده با  ری، تصاوگاما حیبا تصح شرفتهیپ ریشده مانند تصاو یدستکار

 .ندده یم شیرا افزا CNNمدل  کارایی ی، تا حدیبردار نمونه اتیتوسط عمل

 تیاهم، با توجه به یورود یها ( دادهSNR) زیبه نو گنالینسبت س بهبود یپردازش برا شیپ یها کیتکن

. معمولاً باشد، معرفی شدند میمنبع  ییو شناسا رایانه یینایب فیوظا نیب یتفاوت اصل کهر یتصو یمحتوا

 ییکه در هنگام کار با شناسا ی، در حالدارد یبستگ ریتصو یبه محتوا یطور جد به انهیرا یینایب فیوظا
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نسبت  نمونه کیکه به  یحی، کلاس صح. در حالت دومع نیاز به بررسی محتوای تصویر نیستمنب نیدورب

–114] قاتیاز تحق ی، برخمشاهده نی. بر اساس ادارد نیدورب زینوولفه به م یادیز ی، بستگشود یداده م

 کیدهند. تکنپردازش کاهش  شیرا با استفاده از دو نوع پ ریتصو یکه تداخل محتوا ندکرد شنهادپی[ 118

از  اتیآن عمل جهیو سپس کسر نت I یورود ریتصو یبر رو denoising F لتریاستفاده از ف دهیاول بر اساس ا

I زیو بدست آوردن نو N ( نشان داده شده است.1-2که در رابطه ) است 

(2-1) N = I - F(I) 

 

نوع به طور  نیا یلترهایف رایز بر موجک را انتخاب کرد، یمبتن کاهنده نویز کی[ 115تواما و همکاران ]

PRNU) کنواختی ریبر مدل بر اساس پاسخ عکس غ یمبتن یها در طرح یا گسترده
 ییشناسا ی( برا1

MFR) 3در3 رهپنج با رامتوسط  لتریف کی ری[ تأث114و استام ] اریبا. شود یمنبع استفاده م نیدورب
2 )

توان به  یم G ییفضا لتریاست که با استفاده از ف دهیا نیبر ا یمبتن پردازش پیش. روش دوم ندکرد یابیارز

 .بدست آورد( 2-2از رابطه )را  نویز یراحت

(2-2) N = I * G 

 

HP) گذر بالا لتریف یاثربخش نی[ همچن115تواما و همکاران ]
به نتایج این . با توجه ندکرد شی( را آزما3

بر موجک  یمبتن denoiserاز  نتایج بهتر CNNبر  یمبتن یهادر طرح HP یلترهایف استفاده از، تحقیق

عملکرد  (7در7، 5در5، 3در3) اسیسه مق اب یگاوس لتریف با اعمال[ 104و همکاران ] نگی. دکنندیحاصل م

 .ندکرد یابیارزشناسایی دوربین منبع را 

 یبرا یهخودآموز را به عنوان را یلترهای[ ف119 ،118و همکاران ] انگی، یمکان یلترهایف دهیابه دنبال 

 یدگیچیپ کی، [120] اسپم  یها یژگیبا الهام از و [121] و استام و بایر. اند ارائه داده SNR شتریبهبود ب

در یک محدوده مشخص   آموخته شدهگذر  لابا یلترهاید که فنحاصل کن نانیاطم تا اند محدود را ارائه داده

 یاست. به جا 1برابر با  گرید یمجموع وزن ها است و -1هسته کانولوشن برابر با  یوزن مرکز .قرار دارند

                                                 
1 Photo Response Non Uniformity 
2 Median Filter Residual 
3 High Pass 
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LBP) یمحل ینریبا ی[ از الگوها117، وانگ و همکاران ]لتریف یطراح
1
استفاده  ریتصو یکدگذار یبرا  (

 یو سپس وارد معمارپردازش  ،پردازش شیدر مرحله پ LBP یکدگذار اتیابتدا توسط عمل ری. تصاوندکرد

CNN و  ودمحد یها یدگیچی، پموزخودآ یلترهایف نشان داد که ]121-117[نتایج مراجع شوند.  یم

  گذر دارند. لابا یلترهاینسبت به ف یعملکرد بهتر LBP یکدگذار

پردازش  شیپ کیرا با استفاده از دو تکن CNN یها بر عملکرد مدل یرگذاریتأث[ نحوه 116] ژائو، راًیاخ

دهد که  ینشان م جی. نتاکرده است یابیارز نویز کاهنده یلترهایو ف سلاپلا یکننده گاوس صاف یلترهایف

ها و  از منظر داده این نتیجه راسنده یدهد. نو یرا ارائه م یپردازش عملکرد بهتر شیبدون پ  CNN مدل

 ریاست. البته لازم به ذکر است که مجموعه داده مورد استفاده فقط از تصاو بیان کردهآموزش  یاستراتژ

 تیمحدود لیها در مرحله آموزش به دل شده است و تعداد دوره لیتشک نیوربگرفته شده توسط سه مدل د

 .ت، اندک بوده اسموجود یدر توان محاسبات

 ادغام و ترکیب 2-5-3

شناسایی  ، عملکردگریکدیدر کنار  یژگیمدل و و نیچند قیبا هدف تلف ادغام و ترکیب یها یاستراتژ    

با ادغام سه مدل با هم، یک شبکه ترکیبی سازگار  [118] انو همکاریانگ  .دهند یم شیرا افزا دوربین منبع

و  اریبادهد.  های واحد افزایش می به طور قابل توجهی دقت کلی را با توجه به مدلند که ایجاد کردبا محتوا 

نتایج کردند و  بیرا با هم ترک MFRمحدب و  یهاچشیپ CNNاز ساختار  هیلا نی[ در اول114استام ]

 DenseNet201 روهگ یها یژگی[ از و107. کمال و همکاران ]افتندیبهبود  ی، اندکحدودم CNNنسبت به 

 که اند هدی( آموزش د256در256و 128در128، 64در64) ریتصو اسیکه با استفاده از سه مق اند استفاده کرده

 ری، معمابرای تقویت عملکرد اند پیشنهاد داده [109] فریرا و همکاران. نددیمف CNNمدل  یبرا

InceptionNet و XceptionNet  ادغام شود. 

                                                 
1 Local Binary Patterns 
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 انتخاب پچ 2-5-4

اشباع با  ریآن مرتبط است. مناطق صاف و غ یبا محتوا ریتصو کیقابل استخراج از  PRNU زینو    

سازگار با محتوا مانند کاهش  یندهای، فرآنیمناسب هستند. علاوه بر ا PRNU نیتخم یبالا برا یدرخشندگ

، انتخاب نیاستفاده شوند. بنابرا ریتصو به یابی دست نیتوانند در ح یم JPEG یساز و فشرده CFAدما 

 یخوب برا یاستراتژ کی، تیواقع نی. بر اساس اگذار باشدریتواند در عملکرد تأث یم ریمناطق مختلف در تصو

 یبه عملکرد بالاتر ضرور یابی دست یتواند برا یم CNNآموزش  یبرا کسلیپ یها وصله نیانتخاب بهتر

به  کنزدی ها آنمتوسط  ریکه مقاد یکسلیپ یها وصله ،آموزش یقط براف[ 112و همکاران ] یباشد. بوند

 افتنیهدف  با انتخاب پچ یبرا یگرید اری. معدنکن یرا انتخاب م ،است ریتصو ییایاز دامنه پو یمین

 نی[ در ا113] گرانیو د یبوند[. 107] ط کمال و همکاران ارائه شد، توسبهتر بافتبا  یکسلیپ یها وصله

آموزش مدل  یشود. برا یآن محاسبه م نیانگیو م انسیاز وار کسلیوصله پ کی یبرا تیفیروش مقدار ک

CNN  کردی[ رو119و همکاران ] انگی. شود یبالاتر استفاده م یریگ با مقدار اندازه کسلیپ یها وصلهاز 

 ریسه ز هها ب آن انسیو وار نیانگیبا توجه به م کسلیپ یها آن وصلهکه در  ندرا در نظر گرفت یمتفاوت

شود.  یمجموعه آموزش داده م ریدر مورد هر ز CNNمدل متفاوت  کی، شوند. سپس یم میمجموعه تقس

 شوند. یم یبند ها طبقه آن یها یژگیبا استفاده از مدل مربوط به و آزمایش کسلیپ یها سرانجام، وصله

 مختلف یها یبند طبقه 2-5-5

در  SVMجداگانه  یبند کنند که استفاده از طبقه ی[ ادعا م124-122] انهیرا یینایب یکارهااز  یبرخ    

را بهبود  یبند تواند عملکرد طبقه یم softmax هیلا کی یبه جا CNNآموخته شده توسط  یها یژگیو

 یها یندب طبقه اند که کشف کرده راًیاخ ،ریتصو یقانون یاز محققان پزشک یبرخ، بیترت نیبخشد. به هم

، [107[، کمال و همکاران ]101ملکرد را بهبود بخشد. به طور خاص، هوانگ و همکاران ]تواند ع یمختلف م

 هیرا با تغذ یا دو مرحله یریادگی یها ی[ استراتژ114 ،110] استامو  بایر[ و 113 ،112] گرانیو د یبوند

، (SVM) یبانیبردار پشت نیمانند ماش اوتمتف های بند طبقه اب CNNاستخراج شده توسط مدل  یها یژگیو
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ERT) یتصادف اریدرختان بس
 دییتا جیتا. ناند انجام داده نمره نیترکینزد و نوسیتشابه کس یریگ(، اندازه1

 .باشند داشته softmaxساده  یهاهیبا توجه به لا یعملکرد بهتر توانندیها م بندطبقه نیکند که ایم

 بندی جمع 2-6

خلاصه شده  1-2در جدول  5-2بخش شده  یآثار بررس پایه ماتیو تنظ معماری یپارامترها نیتر مهم

و عملکرد  یشیآزما ماتیتنظ 2-2، در جدول سپس .میاکرده بررسیرا  یاصل یمعماردوازده که  یی، جااست

استفاده از  .میارا خلاصه کرده یمعمول یهاCNN یبرخ نیمچنها و هیبدست آمده توسط آن معمار

گیری را در این زمینه  های مختلف یادگیری عمیق در زمینه شناسایی دوربین منبع پیشرفت چشم معماری

 پدید آورده است.

 

                                                 
1 Extremely Randomized Trees 
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 .]125[های طراحی شده در زمینه شناسایی دوربین منبع جدول شامل معماری  (1-2 جدول 

 

   

 مقاله

 

 

 اندازه ورودی

 

 ها تعداد لایه

 

 ساز تابع فعال

 

 ادغام

(pooling) 

 

 ها تعداد لایه

 

 ساز تابع فعال

    

 تصادفی حذف     

(dropout) 

 [99] 48×48×3 3 ReLU Max 1 ReLU  

 [32] 32×32×3 2 L-ReLU Max 2 L-ReLU  

 [101] 36×36×3 3 ReLU Avg 1 ReLU  

 [102] 64×64×3 13 ReLU Max 2 -  

 [103] 256×256×3 1Conv,    
  12 Residuall 

ReLU - - - - 

 [112] 64×64×3 4 - Max 1 ReLU - 

 [113] 64×64×3 10 - Max 1 ReLU - 

 [114] 256×256×2 4 TanH Max, Avg 2 TanH - 

 [115] 256×256 3 ReLU Max 2 ReLU  

 [117] 256×256×3 3 ReLU Max 2 ReLU  

 [118] 64×64×3 6 ReLU Avg - - - 

 [119] 64×64×3 1 Conv, 3 Residual ReLU Avg - - - 

 تصلقسمت تمام م                                    قسمت کانولوشن       
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 .]125[احی شدههای طر ها و نتایج تجربی معماری مجموعه دادهها،  جدول شامل پارامتر  (2-2 جدول 

پیشرفت  اندازه ورودی مقاله

 داده

ترکیب و 

 ادغام

مجموعه  بند طبقه انتخاب پچ

 داده

 اساس پچ عملکرد بر 

 سنسور                      مدل            

 گیری اساس رای عملکرد بر 

 سنسور                    مدل                
[99] 48×48×3 - - - Softmax Dresden [132] 72.9% (27) 29.8% (74) 94.1% (27) - 
[32] 32×32×3 - - - Softmax MICHE-I [133] 98.1% (3) 91.1% (5) - - 

[101] 36×36×3 - - - SVM Dresden [132] - - - 99.9% (10) 
[102] 64×64×3 - -  Softmax Dresden [132] 93% (25) - >98% (25) - 
[103] 256×256×3 - - - Softmax Dresden [132] 94.7% (27) 45.8% (74) - - 

 
[105] 

 

64×64×3 
32×32×3 DenseNet-40 

224×224×3 DenseNet-121 

299×299×3 XceptionNet 

 
 

 

 

 

 
 

 

Softmax 

 

 
 

VISION 

[135] 

- 80.77% (35) - 97.47% (35) 

- 87.96% (35) - 95.06% (35) 

- 93.88% (35) - 99.10% (35) 
- 95.15% (35) - 99.31% (35) 

[107] 256×256×1 
 Inception-Xception 

   Softmax SPC2018 [134] 98.37%  

(10, weighted) 
- - - 

[112] 64×64×3 - -  SVM Dresden [132] 93% (18) - >95 % (18) - 
[113] 64×64×3 - -  Softmax Dresden [132] 94.93% (18) - - - 
[114] 256×256×2   - ET Dresden [132] 98.58% (26) - - - 
[115] 256×256 - - - Softmax Dresden [132] 98.99% (12) 

98.01% (14) 
- - - 

[117] 256×256×3  - - Softmax Dresden [132] 98.78% (12) 

97.41% (14) 
- - - 

[119] 64×64×3    Softmax Dresden [132] - 97.03% (9) - - 
[108] 480×480×3  

Inception-Xception 
 - - Softmax SPC2018 [134] 98% 

 (10, weighted) 
- - - 

[118] 64×64×3   - Softmax Dresden [132] - 94.14% (9) - - 
[109] 299×299 

 Inception-Xception 
-   Softmax SPC2018 [134] 93.29%  

(10, weighted) 
- - - 

[104] 48×48×3  - - Softmax Dresden [132] - - 79.71% (27) 53.4% (74) 

- - - 
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 ResNet-modified 
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3فصل  روش پیشنهادیارائه :  
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 مقدمه  3-1
 همچنینها پرداخته شده است.  پردازش داده به توضیح روش پیشنهادی برای پیش در این فصل،     

یی دوربین منبع آورده شده است. سیستم شبکه عصبی مبتنی بر یادگیری عمیق جهت شناساتوضیحات 

SCI ها،  پردازش داده پیش ،دادگانوری داده برای تهیه آ توان به چهار مرحله اصلی شامل جمع را می

ها  پردازش داده برخی از مراجع مرحله پیشدر . استخراج ویژگی و شناسایی دوربین منبع تقسیم کرد

ها  پردازش داده پیش  رفتن اطلاعات مفید در مرحله گردد که علت آن، از دست طور خاص حذف می به

مورد  مجموعه دادههای موجود در  های پردازش تصویر، داده . در این فصل با استفاده از برخی تکنیکاست

پردازش پیشنهادی، شامل استفاده از توابعی است که باعث بهبود  گیرند. روش پیش پردازش قرار می پیش

مناسب روی پیدا کردن معماری یادگیری عمیق بر  نامه پایانر ادامه تمرکز این شود. د کیفیت تصاویر می

های تصویری  توان داده . با کمک این معماری، میباشد شناسایی دوربین منبع می استخراج ویژگی و برای

 دقت بالا شناسایی کرد.با را مورد بررسی قرار داد و دوربین منبع را 

 ها سازی داده آماده 3-2
ها را برای  شود تا داده ها اعمال می پردازیم که روی داده هایی می این بخش به توضیح پردازش در     

 های بعدی آماده کند. تحلیل

برای افزایش سرعت پردازش و  بصورت رنگی ثبت شده اند. مجموعه دادههای تصویری موجود در  داده    

 شود. یم بارگذاریکاهش زمان اجرا، تصاویر بصورت سیاه و سفید 

توضیح داده شده در های  پردازش پس از انجام پیشباید اندازه یکسان داشته باشند.  ها ی داده همه    

 .شوند بارگذاری می 32در32تصاویر با اندازه  شود و همه سازی اندازه اعمال می یکسان ،1-3-3بخش 

د تا بعنوان داده ورودی برای شون یک لایه تغییر شکل داده می 32در32ها، به یک ماتریس  همچنین داده

 آموزش یک شبکه عصبی عمیق مناسب باشند.
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 هاداده پردازش پیش 3-2-1

ها  های تصویری برای تجزیه و تحلیل بهتر داده پردازشی روی داده اغلب مواقع، اعمال توابع پیش     

باعث کاهش پردازش با از دست دادن اطلاعات مفید،  مناسب نیستند. حتی در برخی مواقع اعمال پیش

توابعی را سپس  و پردازیم ها می سازی داده ابتدا به توضیح آمادهدر این بخش . شود کارایی سیستم می

  کنیم که نتایج شناسایی دوربین منبع را بهبود ببخشد. ها معرفی می پردازش داده برای پیش

هایی استفاده کرد  پردازش برای شناسایی دوربین منبع به کمک الگوی نویز سنسور ترجیحا نباید از پیش

 تضادتوابعی که کیفیت و با این تفسیر، د. نشو مینویز تصویر شدید که موجب از بین رفتن یا کاهش 

 د بود.نند در شناسایی دوربین منبع موثر خواهنشناسایی ک های تصویر را د یا لبهنخشبب تصویر را بهبود 

 Prewitt   عملگرستفاده از ا 3-2-1-1

این عملگر شیب شدت . شود برای تشخیص لبه در پردازش تصویر استفاده می Prewitt از عملگر      

نیز  Sobelکند. عملگر شناسایی می yو   xها در جهت  تصویر را در هر نقطه از طریق محسابه شیب

تر سلول در  به مقادیر نزدیک Sobelفیلتر تشخیص لبه  هد با این تفاوت که تشخیص لبه را انجام می

 تصویر ورودیرا با ترکیب   yو   x های در جهت  شیب Prewittفیلتر  ،بخشد بیشتری می وزن 1هسته

(A) زند: تخمین می 1-1رابطه  3در3 های با هسته 

 

 

 

  yو   x های به هر سلول شبکه در تصویر خروجی، ریشه مربع حاصل از مربع شیب 2-3طبق رابطه سپس 

 .شود اختصاص داده می

 

 

                                                 
1 Kernel 

Gx = 
+1 0 −1
+1 0 −1
+1 0 −1

 

 

Gy = 
+1 +1 +1
0 0 0

−1 −1 −1
 

 

*A *A 

G =√𝐺𝑥
2 + 𝐺𝑦

2 

 (3-1) 

( 3-2) 
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از این کتابخانه مهم نیز  Numpy همانند است.پایتون  کلیدی‌های یکی از کتابخانه SciPy خانهکتاب     

 SciPy سازی برخی از کاربردهای پردازش تصویر با پایتون استفاده کرد. کتابخانه توان برای پیاده می

)ساده( دستکاری و  ها برای انجام عملیات توان از آن هایی است که به راحتی می حاوی توابع و الگوریتم

در کد برنامه مربوط  Prewittاز این کتابخانه برای استفاده از فیلتر  .پردازش تصویر با پایتون استفاده کرد

 استفاده شده است. نامه پایانبه 

ای تعریف شده توسط  با ساختار آرایه منبع بازنویسی  بعنوان بسته برنامهنیز SciKit-Image  ابزار     

های پردازش تصویر در  ترین کتابخانه کند. به کمک این ابزار که یکی از مهم کار می NumPyکتابخانه 

 کنیم. ها اعمال می را روی داده Sobelپایتون است، فیلتر 

های ورودی  بصورت جداگانه روی داده Prewittو  Sobelهای تشخیص لبه  فیلتر نامه پایاندر این      

بعنوان فیلتر مناسب تشخیص لبه در  Prewittفیلتر ، 4رائه شده در فصل ااعمال شد، با توجه به نتایج 

 مورد استفاده قرار گرفت. ها داده پردازش قسمت پیش

 بهبود کیفیت تصاویر  3-2-1-2

 یافته کتابخانه  نسخه گسترش Pillowهای مفید در پردازش تصویر کتابخانه  یکی دیگر از کتابخانه     

PIL  

 نامه ردازش تصویر است که در این پایانهای پ ی قابل توجهی از قابلیت جموعه. این کتابخانه شامل ماست

Sharpnessاز دو تابع 
Contrastو  1

 برای بهبود کیفیت تصاویر استفاده شده است. 2

های ورودی میزان وضوح تصاویر افزایش یافته و این کار بر  روی داده Sharpnessبا اعمال فیلتر      

 باشد. یز سنسور موجود در تصاویر موثر میی نو شناسایی الگو

این فیلتر تفاوت بین  است. Contrastفیلتر  ،ها پردازش داده های مناسب برای پیش یکی دیگر از فیلتر     

باعث افزایش کارایی سیستم شناسایی و  ترین مناظق سیاه را افزایش داده ترین مناطق سفید و تیره روشن

 شود. دوربین منبع می

                                                 
1 میزان وضوح تصاویر   
2 تضاد   
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پردازش  های تنطیم روشنایی و رنگ تصویر نیز در این کتابخانه وجود دارد که در فرآیند پیش فیلتر     

 شود. ها استفاده نمی از آندر زمینه شناسایی دوربین منبع بدلیل عدم کارایی مناسب 

 نشان داده شده است. ها پردازش پیشنهادی داده سازی و پیش فرآیند کلی آماده 1-3در شکل 

 

 ها پردازش داده سازی و پیش فرآیند آماده (1-3 شکل 

  پیشنهادی CNNمدل   3-3
های عصبی کانولوشنی  بر اساس شبکه پیشنهادی مبتنی بر یادگیری عمیق CNNدر این بخش، مدل      

کنیم و در ادامه به شرح کامل  ده میدهیم. از این مدل برای شناسایی دوربین منبع استفا ارائه می را

متصل  تمامو  کننده جمعهای کانولوشن،  ای از لایه به عنوان دنباله  CNNپردازیم. جزئیات این مدل می

به حجم جدیدی از  ، یک حجم ورودی رامختلفشود که در آن هر لایه از طریق توابع  میتعریف 1

شود.  شبکه عصبی با یک عملیات غیر خطی دنبال میمعمولاً  فرآیند محاسبات  کند. خروجی تبدیل می

شبکه  های نورون  وزناساسی در هر به روزرسانی  ضرر است که نقش، نتیجه یک تابع در پایان فرآیند

نامه از  ساختار این پایان .شود معماری به صورت آزمایشی انجام میمعمولاً انتخاب پیکربندی  .دارد عصبی

ها برای استخراج  کند. داده پردازش شده به عنوان ورودی استفاده می پیشسازی شده و  تصاویر آماده

کننده حداکثری و دو لایه تمام متصل  دو لایه کانولوشنی، یک لایه جمع به ساختار پیشنهادی باویژگی 

                                                 
1 Fully Connected 

 دادگان
سازی              آماده

 هاداده

یر وتبدیل تصا

رنگی به سیاه و 

 سفید

 

Prewitt 

Sharpness 

Contrast 

سازی یکسان

 اندازه تصاویر به
32×32  

شکل تغییر 

 تصاویر به
     32×32×1    
   

ورودی شبکه 

 عصبی

پردازشپیش  
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 استفاده از یک لایه -1شود :  در نهایت برای شناسایی دوربین منبع از دو روش استفاده می شوند. وارد می

Softmax ساز تمام متصل با تابع فعال
 (.SVM) ماشین بردار پشتیباناستفاده از  -2و  1

از تابع معمولا . شود به عنوان تابع نمایی نرمال شده نیز شناخته می ،(Softmax) تابع بیشینه هموار    

لایه شبکه  خرینن به توضیع نرمال در آسازی خروجی شبکه عصبی و تبدیل آ برای نرمالبیشینه هموار 

سازی نسبت به کلاس  . در شبکه های عصبی نرمالشود سازی استفاده می عصبی به عنوان تابع فعال

 گیرد. بینی شده صورت می خروجی پیش

تواند مدلی بسیار قابل  یادگیری ماشین میبا بندی همراه  ماشین بردار پشتیبان یک الگوریتم دسته    

بینی بالا  ه کند. الگوریتم ماشین بردار پشتیبان هنگامی که قدرت پیشها ارائ بندی داده توجه برای دسته

استفاده از ماشین بردار پیشتیبان همراه با یادگیری عمیق  .مورد نیاز باشد یک گزینه بسیار عالی است

 نتایج خوبی را در این زمینه به وجود آورد.

 شده است.آورده  2-3نامه در شکل  پیشنهادی این پایان های ساختار مدل

 
 پیشنهادی CNNهای  مدل ( 2-3 شکل 

                                                 
1 تابع بیشینه هموار   

داده       

 ورودی

لایه    

 کانولوشن اول

 3×3هسته 

 2گام          

 لایه       

 کانولوشن دوم 

 3×3هسته 

 2گام          

لایه     

کننده                                   جمع

 حداکثری

 3×3هسته 

 2گام          

 لایه

 تمام   

 متصل  

 اول    

 لایه

 تمام   

 متصل  

 دوم   

  لایه

  تمام

                                متصل
 سوم

256 

 واحد

 واحد 512

داده       

 ورودی

لایه    

 کانولوشن اول

 3×3هسته 

 2گام          

 لایه       

 کانولوشن دوم 

 3×3هسته 

 2گام          

لایه     

کننده                                   جمع

 حداکثری

 3×3هسته 

 2گام          

 لایه

 تمام   

 متصل  

 اول    

 لایه

 تمام   

 متصل  

 دوم   

SVM 

256 

 واحد

 واحد 512

Softmax 
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باشند که در ادامه توضیح داده  های ورودی و میانی یکسان می هر دو ساختار پیشنهادی دارای لایه    

 Softmaxر اول از تابع لایه انتهایی وظیفه شناسایی دوربین منبع را بر عهده دارد که در ساختا ند.شو می

 و در ساختار دوم از ماشین بردار پشتیبان استفاده شده است.

 لایه کانولوشن 3-3-1
ها  )که به آن دهند میهای قابل آموزش تشکیل ای از هستهرهای هر لایه کانولوشن را مجموعهپارامت    

برای   ها ک از این هستههر یاندازه شود،  مشاهده می 2-3گویند(. همانطور که در شکل  فیلتر نیز می

به عنوان ورودی  I ، با توجه به تصویر دو بعدی]126 [بر اساس مرجع .دباش می 3 × 3 وشنهای کانول لایه

 .توصیف کرد 1-3توان محاسبه لایه کانولوشن را در معادله  ، می Kو یک هسته دو بعدی

 

(3-1)                                𝑆𝑡(𝑖, 𝑗) = (𝐾 ∗ 𝐼)(𝑖, 𝑗) =  ∑ ∑ 𝐼(𝑖 − 𝑚, 𝑗 −2
𝑛=0

2
𝑚=0

𝑛)𝐾(𝑚, 𝑛) 
 

لایه قبلی یا تصویر ورودی است. به  (K)تولید شده، حاصل خروجی اعمال هسته  (St(i,j))نقشه ویژگی 

گام باشد.  نقشه ویژگی می 64نقشه ویژگی و لایه کانولوشن دوم دارای  32لایه کانولوشن اول دارای 

 دهیم.  قرار می 2تار پیشنهادی در لایه کانولوشن برابر با حرکت هسته را برای ساخ

Leaky ReLU)  نشتی اصلاح شده یواحد خط ساز تابع فعال     
1
 انتخاب شده است برای این ساختار (

ع به اطلاعات نویز سطح دلیل این انتخاب حساسیت بسیار بالای سیستم شناسایی دوربین منب .]127[

 یواحد خط ساز تابع فعال بر خلاف Leaky ReLUنشان داده شده است که  2-3در معادله  پایین است.

ReLU)اصلاح شده 
2
دهد تا  را به نورون غیر فعال اختصاص می (𝛼) یک شیب خطی غیر صفر] 128[  (

 موزش شبکه حذف نگردد.د آینآن نورون بصورت کامل از فرآ

 

                                                 
1 Leaky Rectified Linear Unit 
2 Rectified Linear Unit 
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(3-2                                              )                   𝑓(𝑥) = 𝕝 (𝑥 < 0)(𝛼𝑥) + 𝕝 (𝑥 ≥ 0)(𝑥) 

عصبی در  ها تا آخرین مرحله آموزش شبکه تمامی نورون Leaky ReLUساز  با استفاده از تابع فعال      

 باعث افزایش کارایی عملکرد شناسایی دوربین منبع خواهد شد. کهفرآیند حضور خواهند داشت 

 کننده  لایه جمع 3-3-2

ها  این نوع لایه فهی. وظرندیگ یکانولوشن قرار م یها هیلاسری  نیدر ب کننده جمع یها هیلا معمولاً 

 ییاندازه فضا یجیکاهش تدر این عمل با. استمحاسبات مدل  یدگیچیپ کاهش پارامترها وکاهش تعداد 

در این  شود. یم کانولوشن انجام هیدر لا رداشتنمشابه مرحله گام ب کار  نی. اشود انجام می یورود داده

در این لایه، با قرار گرفتن هسته بر روی  شده است.کننده حداکثری استفاده  نامه از لایه جمع پایان

مشاهده  2-3. همانطور که در شکل شود می ورودی حداکثر مقدار حجم در هر منطقه زیر هسته استخراج 

، پیشنهادی ساختار. در داردمتصل قرار  املایه تمکانولوشن و  هیهر جفت لا نیب کننده جمع هی، لاشود یم

 در نظر گرفته شده است. 2با گام حرکت  3 × 3اندازه هسته 

 لایه تمام متصل  3-3-3
حجم عمیق شبکه عصبی ه است. متصل در پایان فرآیند در نظر گرفته شد تمامسرانجام سه لایه      

هایی است که  تعداد کلاس N .دهد می را به عنوان خروجی N گیرد و یک بردار بعدی را میورودی 

نورون  512و  256به ترتیب  دوم و اول متصلتمام های  عماری برای آن آموزش داده شده است. لایهم

شود.  تمام متصل اعمال مینیز بر روی خروجی لایه  Leaky ReLU ساز دارند. در این حالت، تابع فعال

، . در هر مرحله آموزشپیشنهاد شده است ]DropOut ]129 استفاده از ،1برازش بیشبرای جلوگیری از 

. این شوند نگه داشته می p شوند یا با احتمال خارج می CNN از p-1ها با احتمال  های بین لایه نورون

ها  رسد تعاملات نورون بخشد و به نظر می بل توجهی سرعت آموزش را بهبود میچنین به طور قا روش هم

کند که تعمیم بهتر به  هدایت میتر  های قوی ت یادگیری ویژگیها را به سم و آن دهد را کاهش می

                                                 
1 Overfitting 
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 ،باشد میDropOut تعمیم یافته که ] DropConnect ]130نامه از  های جدید است. در این پایان داده

به  ی فعالها نوروناز ، یک زیر مجموعه خروجی  Dropoutاستفاده از هنگام آموزش با شده است.استفاده 

 ورودیاز یک زیرمجموعه   DropConnectشود. در عوض،  صفر تنظیم میروی لایه  طور تصادفی در هر

زیر  کند. بنابراین هر واحد ورودی، می، روی صفر تنظیم که به طور تصادفی انتخاب شدهرا  ها نورون

ها در  شود همه نورون کار باعث می که کند موجود در لایه قبلی را دریافت میمجموعه تصادفی واحدهای 

شود  اعمال می DropConnectهای تمام متصل اول و دوم  بعد از لایه  رآیند آموزش حضور داشته باشند.ف

 برازش جلوگیری شود. از بیشتا 

 شناسایی دوربین منبع  3-3-4

 Softmaxاستفاده از  3-3-4-1

سازی خروجی شبکه و تبدیل آن به توزیع  برای نرمال Softmaxدر آخرین لایه شبکه عصبی از تابع       

بینی شده، صورت  خروجی پیشهای  سازی در این حالت نسبت به کلاس . نرمالکنیم استفاده می تمالاح

را تغذیه  Softmax عملکرد سوم متصل تمامخروجی آخرین لایه  در این ساختار پیشنهادی، .پذیرد می

 .کند می

 SVMاستفاده از  3-3-4-2
برای  softmax ساز از تابع فعال یقهای یادگیری عم، بسیاری از مدلبندیبرای وظایف طبقه       

یک ماشین بردار پشتیبان خطی را ، نامه پایانکنند. در این  جی استفاده میهای خرو یادگیری برچسب

ند شو وارد می SVM شبکه به عنوان ورودی به ها استخراج شده ویژگی کنیم. می  softmax لایهجایگزین 

]131[. 

 ها  انتخاب پارامتر  3-3-5
های بهینه نیز  اهمیت خاصی در  طراحی مناسب ساختار شبکه عصبی، انتخاب پارامتردر کنار       
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نامه از  ساز مختلف در این پایان شناسایی دوریبن منبع خواهند داشت. بعد از بررسی عملکرد توابع بهینه

اد شده های پیشنه ساختار 1-3کنیم. در جدول  استفاده می 0.001با نرخ یادگیری  Adamساز  تابع بهینه

استفاده  flatten روشاز  تمام متصل یا Dense قبل از اولین لایهتوان مشاهده کرد.  نامه را می در این پایان

 .بردار نمایان شوندها به صورت یک  رونوشود تا ن می

 های موجود( ستعداد کلا Nنامه ) پایان ساختار پیشنهاد شده  (1-3 جدول 

 تعداد خروجی گام تابع فعالساز اندازه هسته نام لایه لایه

1 Conv2D 3 × 3 LeakyReLU 2 32 

2 Conv2D 3 × 3 LeakyReLU 2 64 

3 MaxPooling2D 3 × 3 - 2 64 

4 Flatten - - - 576 

5 Dense - LeakyReLU - 256 

6 Dense - LeakyReLU - 512 

7 Dense/SVM - Softmax/- - N 

 

 بندی جمع 3-4
های اعمال شده روی  پردازش در این بخش روش پیشنهادی برای شناسایی دوربین منبع به همراه پیش

ها  پردازش داده ها شرح داده شد. از افزایش وضوح تصویر، افزایش تضاد و تشخیص لبه در بخش پیش داده

های پیشنهادی  ه در ساختاردر این بخش به شرح روش یادگیری عمیق استفاده شداستفاده شد. 

 ایم. پرداخته

گذار شبکه عصبی عمیق در فرآیند شناسایی دوربین منبع با در نظر گرفتن کارایی بهتر  های تاثیر پارامتر

 نامه نشان داده شده است. ن ساختار پیشنهادی این پایا 1-3شبکه تعیین شدند. در جدول 
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4فصل  ها : نتایج و آزمایش 
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 مقدمه  4-1
به ( پرداخته شده است. همچنین MICHE_Iمورد استفاده )صل، به توضیح مجموعه دادگان فدر این    

            های توضیح داده شده در بخش پردازش پردازیم. پیش نامه می بررسی عملکرد روش پیشنهادی پایان

با کمک ها  پردازش کنیم و نتایج حاصل از این پیش اعمال می MICHE-I را روی مجموعه داده  3-3-1

های دیگر در زمینه  دهیم. همچنین کارایی روش پیشنهادی با برخی از روش نمایش گرافیکی نشان می

شناسایی دوربین منبع مقایسه شده و نتایج در ادامه آورده شده است. عملکرد روش پیشنهادی با انجام 

 ها بررسی خواهد شد. ها و عدم انجام آن پردازش پیش

 MICHE-I دادگان مجموعه معرفی   4-2

 iphone5 ، Samsungباشد که با سه دستگاه موبایل  تصویر می 3732این پایگاه داده شامل بیش از 

galaxyIV  وSamsung galaxy tabletII های داخلی ساختمان و فضای آزاد با شرایط نوری  در محیط

ن جلو و عقب متفاوت برای مقایسه بهتر ثبت شده است. تصاویر در دو سطح مدل دستگاه و دوربی

شناسایی منبع دوربین را به دو دسته شناسایی مدل دستگاه موبایل و است. این امر آوری شده  جمع

 کند. شناسایی نوع دوربین جلو یا عقب تقسیم می

پردازش  قبل از مرحله پیش دادگانهایی از این مجموعه  در این بخش به نمایش نمونه 1-4شکل 

      پردازیم. می
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 در فضای داخلیهای پشتی سه دستگاه موبایل  با دوربینسه مورد ثبت شده  تصویر ( 1-44 شکل 

 ها خلاصه آزمایش 4-3
های اعمال  پردازش دهیم. برای ارزیابی تاثیر پیش ها را مورد بررسی قرار می در این بخش، آزمایش     

پردازش مورد  ها در مراحل مختلف پیش های پیشنهادی با داده رد ساختارشده روی مجموعه داده، عملک

شود.  می های مختلف گزارش  پردازش های پیشنهادی با پیش گیرد و کارایی نهایی ساختار بررسی قرار می

ها در سطح مدل گوشی موبایل استفاده شده برای ثبت تصویر و نوع دوربین  برای نمایش عملکرد ساختار

پردازیم. تاثیر  شده در گوشی موبایل از ماتریس درهم ریختگی استفاده کرده و به تحلیل آن می استفاده

گیرد و نتایج بصورت نموداری برای مقادیر مختلف  ها روی عملکرد ساختار نیز مورد بررسی قرار می پارامتر

های  شنهادی با روششود. در آخر نیز به مقایسه عملکرد روش پی پارامتر مورد بررسی نمایش داده می

 پردازیم. دیگر مراجع می
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 ها پردازش داده نتایج پیش  4-4
نامه توضیح داده شد، در  پردازش مورد استفاده در این پایان روش پیش 1-3-3همانطور که در بخش      

 پردازیم.  می  MICHE-Iپردازش روی تصاویر مجموعه داده  این بخش، به شرح نتایج پیش

تصاویر   سازی اندازه دهیم، سپس به یکسان می تصاویر موجود در مجموعه داده را انجام  پردازش ابتدا، پیش

 پردازیم. ها می و تغییر شکل آن

دلیل حساس بودن سیستم شناسایی دوربین منبع به نویز های سطح پایین تصویر،    به     

موثر باشد. اولین مورد، بهبود هایی را انتخاب کردیم که بتواند در افزایش کارایی سیستم  پردازش پیش

کنیم و نتایج حاصل  ها اعمال می تصویر را روی داده تضادکیفیت تصاویر است، از  این بخش ابتدا افزایش 

 گذاریم. به نمایش می 2-4را در  شکل  1-4پردازش برای سه مورد از تصاویر موجود در شکل  پیش از این 

 

 باشد. ویر الف میاپردازش افزایش کنتراست تص ویر ب حاصل اعمال پیشاتص( 2-44 شکل 

مشاهده  2-4کنیم، همانطور که در شکل  تنظیم می 1.5ضریب افزایش کنتراست تصویر را روی      

ت موجب تری خواهیم داشت و این افزایش کیفی شود پس از اعمال این عملگر تصاویر با کیفیت بالا می

 تر و در نتیجه افزایش کارایی سیستم شناسایی دوربین منبع خواهد شد. های مفید استخراج ویژگی
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پردازش کرده و نتایج حاصل را در  را با عملگر افزایش وضوح تصویر پیش 2-4تصاویر قسمت ب شکل      

 دهیم. نمایش می 3-4شکل 

 

 
باشد. تصاویر الف نیز تصاویر  می2-4پردازش افزایش وضوح تصویر بر روی تصاویر قسمت ب شکل  تصاویر ب حاصل اعمال پیش( 3-44 شکل 

 باشد. پردازش می بدون پیش دادگانموجود در مجموعه 

پردازش بهبود کیفیت،  حاصل از پیش روی تصاویر Prewitt فیلتر تشخیص لبه  اعمالبا  ،اکنون هم

صاویر را مورد پردازش قرار داده سپس به عنوان داده ورودی برای شروع فرآیند آموزش تغییر اندازه و ت

 دهیم. تغییر شکل می

پردازش  خرین مورد از فرآیند پیشنتایج حاصل از اعمال فیلتر تشخیص لبه به عنوان آ 4-4کل در ش

( تغییر GrayScaleانال سیاه و سفید )به ک RGBدر این قسمت تصاویر از کانال رنگی  آورده شده است.

 یابد. می
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 باشد. نامه می پردازش این پایان های فرآیند پیش قسمت ب حاصل اعمال تمامی فیلتر( 4-44 شکل 

تایی به عنوان داده  128های  بصورت تصادفی در بسته مجموعه دادگاندرصد  70نامه  در این پایان      

درصد نیز به عنوان داده ارزیابی در نظر  10به عنوان داده آزمون و  دادگاندرصد مجموعه  20آموزشی، 

به  ،باشد نیاز به سخت افزار خیلی قوی نمی ادگانک مجموعه دحجم کوچبه دلیل  گرفته شده است.

 با MSI cx62تاپ  روی لپزمینه تنسورفلو  نویسی پایتون با پس ها در بستر برنامه همه ساختار همین دلیل

سازی شده است. استفاده از کارت  باشد پیاده می cudaهسته  384که دارای  NVIDIA 940MXگرافیک 

 کاهش زمان اجرا خواهد شد. ، باعث افزایش سرعت اجرا وبه عنوان واحد پردازش گرافیک

 های پیشنهادی بندی ساختار نتایج طبقه  4-5
نامه از  ن کنیم. در ساختار پیشنهادی این پایا های پیشنهادی را بررسی می ج ساختاردر این بخش نتای

یادگیری عمیق مانند بسیاری دیگر از مقالات در زمینه شناسایی دوربین استفاده شده است. به طور کلی 

ها  مدلویژه پردازش تصویر باعث افزایش کارایی  استفاده از یادگیری عمیق در بحث یادگیری ماشین به

 شده است. 
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های  . هر چه لایهمهم استتعادل بین عمق، دقت و سرعت شبکه های عصبی عمیق رعایت  در شبکه

شود که شبکه کندتر اجرا شود، زیرا تعداد  اما باعث می ،رود بیشتری استفاده شوند، دقت کلی بالاتر می

که بالاترین  عمقبهترین توان  میهای مختلف  عمقبا بررسی یابد. به طور کلی،  محاسبات افزایش می

 . آورد پیدا کرد نتیجه را به دست می

 نامه و نتایج مقالات گذشته آورده شده است. عملکرد دو ساختار پیشنهادی پایان 1-4در جدول 

 

 ها مقایسه عملکرد ساختار ( 1-4جدول 

 ار دقت ساخت  دقت ساختار پردازش پیش ساختار مرجع

1 مدل
DC سنسور DC مدل DO

 DO سنسور 2

]32[ DCNN
3 - - - - - 98.1 

 درصد

 91.1 

 درصد

 

روش 

 پیشنهادی

DCNN  98.5 

 درصد

 95.4 

 درصد

 98.5 

 درصد

 94.8 

 درصد

 

روش 

 پیشنهادی

DLSVM
4  98.3 

 درصد

 93.2 

 درصد

 98.3 

 درصد

 92.4 

 درصد

 

 

شود دقت روش پیشنهادی در سطح سنسور با توجه به انجام  یمشاهده م 1-4با بررسی جدول 

ها با حضور  دقت ساختار همچنینافزایش یافته است.  ]32[ها نسبت به مرجع  پردازش داده پیش

DropConnect  مورد بررسی قرار گرفت، در سطح سنسور بهبود کارایی بیشتری را نسبت به شناسایی در

های  نیز بهبود دقت را به همراه دارد در ادامه روش  DLSVMساختار  استفاده از سطح مدل شاهد بودیم.

 از نظر زمان اجرا مقایسه خواهند شد. DLSVMو  DCNNِ پیشنهادی با دو ساختار 

                                                 
1 DropConnect 
2 DropOut 
3 Deep Convolutional Neural Network 
4 Deep Learning-Support Vector Machine 
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ها است.  پردازش روی داده اعمال پیش ]32[ترین تفاوت بین روش پیشنهادی و مرجع  مهم

های  نتایج روش شود، می ها انجام  موجود در داده های ها معمولا برای حذف نویز پردازش داده پیش

ها مانند افزایش  پردازش دهد بعضی از پیش نشان می پردازش پیشنامه همراه با  پیشنهادی این پایان

ت تصویر و تشخیص لبه باعث شده است کارایی شناسایی دوربین منبع در سطح سنسور در ساختار کیفی

DCNN  درصد و در ساختار  4حدودDLSVM   اعمال سطح مدل با درصد افزایش پیدا کند. در  3حدود

هر یک از دو ساختار شاهد افزایش ناچیز زیر یک درصد هستیم ولی با این حال  ها برای پردازش پیش

 کارایی بهبود پیدا کرده است.

تر  هها باعث ساد پردازش داده اجرا اشاره کرد، پیشتوان به زمان  دقت روش پیشنهادی می علاوه بر

های  های موثر در فرآیند آموزش شده است. در روش تر شدن ویژگی ها در عین حال برجسته شدن آن

گیری افزایش یافته است، در ادامه به مقایسه زمان اجرای  پیشنهادی سرعت اجرای برنامه به طور چشم

 پردازیم. ها می روش

ن مناسب تعداد مراحل آموزش به عنوان تعیی ستقیم با تعداد مراحل آموزش دارد.رابطه م ،زمان اجرا

های شبکه عصبی عمیق در کاهش زمان اجرا موثر خواهد بود. مشخص است هر  ترین پارمتر یکی از مهم

ولی ممکن است باعث ایجاد کند  افزایش پیدا می آموزش چه تعداد مراحل آموزش بالاتر باشد دقت

 برازش شود. بیش

همراه  DLSVMو  DCNNروش پیشنهادی با دو ساختار وزش دقت بر اساس آمنمودار  5-4در شکل 

 پردازش آورده شده است. با اعمال پیش
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 پردازش پیش با اعمال DLSVMو  DCNNنمودار دقت بر اساس تعداد مراحل آموزش برای دو ساختار ( 5-44 شکل 

دقت  افزایش باعث پردازش مشخص است، حضور فرآیند پیش 5-4شکل  همانطور که در نمودار    

موزش به حداکثر فرآیند آموزش، دقت آ ام50شود. از مرحله  میمدل در سطح شناسایی دوربین منبع 

نامه را  های پیشنهادی این پایان رسد از این رو تعداد مراحل آموزش برای دو ساختار روش می مقدار خود

 ریم.گی در نظر می 50برابر 

 5-4ها طبق شکل  پردازش داده پیش اعمالافزایش کارایی حاصل از دو ساختار در صورت عدم 

. در صورت عدم اعمال نمایان استکاهش زمان و افزایش سرعت اجرا  ،با بررسی نمودار مشخص است.

 50 ها به پردازش مرحله آموزش داریم که این مقدار با حضور پیش 100پردازش نیاز به حداقل  پیش

به  5-4نیز مشابه شکل  سنسورنمودار روند دقت مرحله آموزش در سطح  مرحله کاهش پیدا کرده است.

در نظر  50دست آمد، همچنین تعداد مراحل آموزش برای شناسایی دوربین منبع در سطح مدل نیز برابر 

 شود.  گرفته می

 های پیشنهادی ارزیابی ساختار  4-6
در  کنیم. ریختگی استفاده می های پیشنهادی از ماتریس درهم ردر این بخش، برای ارزیابی ساختا

ریختگی و  بندی از ماتریس درهم های طبقه های یادگیری با ناظر در مبحث مدل بررسی عملکرد الگوریتم



 

58 

 

ریختگی به عنوان ماتریس خطا جدول  شود. ماتریس درهم های مرتبط برای ارزیابی مدل استفاده می معیار

های درست و نادرست شمارش شده و در  بینی رزیابی عملکرد مدل است. تعداد پیشخلاصه شده از ا

 گیرند. بندی قرار می های موجود در طبقه جدولی بر اساس تعداد کلاس

 آورده شده است. 2 × 2ریختگی  یک نمونه ماتریس درهم 6-4در شکل  

 

 
 2 × 2ریختگی  ونه ماتریس درهمنم( 6-44 شکل 

Predicted Values بینی شده : مقادیر پیش 

Actual Values مقادیر واقعی : 

True Positive (TP)  :کرده است. بینی مدل به درستی کلاس مثبت را پیش 

True Negative (TN) بینی کرده است. : مدل به درستی کلاس منفی را پیش 

False Positive (FP) کلاس منفی  کلاس مثبت را به عنوان دادهه اشتباه داده مربوط به : مدل ب

 (1)خطای نوع بینی کرده است. پیش

False Negative (FN) کلاس مثبت  اه داده مربوط به کلاس منفی را به عنوان داده: مدل به اشتب

 (2بینی کرده است.)خطای نوع  پیش

توان مورد بررسی  بند را می عملکرد مدل طبقه دقت  معیارو محاسبه  ریختگی با داشتن ماتریس درهم

  True Positive 

  False Negative 

    False Positive 

 

  True Negative 

 

Yes 

Yes 

No 

No 

Actual Values 

P
re

d
ic

te
d
 V

al
u
es
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1معیار دقت قرار داد.
های  بینی آمده است مقدار این معیار برابر با نسبت پیش 1-4: همانطور که در رابطه  

 دهد. بند را نشان می این معیار میزان تشخیص صحیح طبقه ها است. بینی درست به کل پیش

 

(4-1)                                                                               𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 

 

 صورت پذیرفته است. Samsung galaxyIV(2)  و Samsung galaxy tabletII(0) ،iphone5(1) مدل 3بندی برای  طبقه نمایش داده شده است. 8-4و  7-4 برای دو ساختار پیشنهادی در شکل بندی در سطح مدل حاوی اطلاعات طبقه سازی شده نرمال ریختگی ماتریس درهم   

 
 در سطح مدل DCNNریختگی برای نتایج ساختار  ماتریس درهم( 7-44 شکل 

 
 در سطح مدل DLSVMریختگی برای نتایج ساختار  همماتریس در  (8-44 شکل 

            

                                                 
1 Accuracy 
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های پیشنهادی در سطح مدل  دقت ساختار 1-4ریختگی در رابطه  با جایگذاری مقادیر ماتریس درهم

درصد  98.3دقت  DLSVMدرصد و برای ساختار  98.5دقت  DCNNمحاسبه شده است. برای ساختار 

 بدست آمد.

این پردازیم. در  ها در سطح سنسور نیز می ها در سطح مدل، به بررسی ساختار علاوه بر بررسی ساختار

بندی  طبقه IP5_R(4)و  GS4_F(0) ،GS4_R(1) ،GST2_F(2) ، IP5_F(3) کلاس  5ها در  قسمت داده

-4و  9-4ها در شکل  بندی حاصل از تست این طبقه سازی شده نرمال ریختگی ماتریس درهم شوند. می

 شده است.نشان داده  10

 
 در سطح سنسور DCNNریختگی برای نتایج ساختار  ماتریس درهم( 9-4شکل

 
 در سطح سنسور DLSVMریختگی برای نتایج ساختار  ماتریس درهم( 10-4شکل

کرد خوبی را از خود نشان های پیشنهادی برای شناسایی دوربین منبع در سطح سنسور عمل ساختار
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 دقت  DLSVMدرصد و برای ساختار 95.4دقت تست  DCNNبرای ساختار  1-4دادند. طبق رابطه 

 درصد بدست آمد. 93.2 تست

های پیشنهادی نسبت به  بهبود عملکرد ساختارها و  پردازش داده از تاثیر پیشمقدار معیار دقت نشان 

 دارد. ]32[ساختار مرجع 

 هم

 بندی جمع 4-7
ها پرداخته شد.  پردازش داده پیش و تاثیر های پیشنهادی ساختار نتایج ر این بخش، به بررسید

ها افزایش یافت و به کمک فیلتر  پردازش پیشهای مجموعه دادگان با اعمال  دادهکیفیت وضوح و تضاد 

Prewitt ها شدند ساختاربهبود عملکرد  باعث پردازش اعمال پیش های تصاویر تشخیص داده شد. لبه .

پردازش  نشان از تاثیر فرآیند پیش ریختگی به کمک ماتریس درهم های پیشنهادی ختاربررسی عملکرد سا

های مبتنی بر  در زمینه شناسایی دوربین منبع ساختار بر افزایش دقت شناسایی دوربین منبع دارد.

پیشنهادی  های ه ساختاریادگیری عمیق مختلفی طراحی شده است، برای مجموعه دادگان این پایان نام

 های قبلی داشتند. نتایج بهتری را نسبت به ساختار
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5فصل  گیری  نتیجه:  
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پردازیم. همچنین  نامه می های پیشنهادی شرح داده شده در این پایان بندی روش در این فصل، به جمع   

ها در شناسایی دوربین منبع  وشهایی برای بهبود بیشتر عملکرد این ر در قسمتی از این فصل پیشنهاد

  دهیم. ارائه می

  گیری بندی و نتیجه جمع  5-1
های عددی تبدیل شده و وارد شبکه عصبی  پردازش به آرایه ها بصورت تصویر هستند که پس از پیش ها ارائه شد که در بهبود کارایی سیستم مناسب بود. داده پردازش داده هایی برای پیش نامه روش نامه ارائه شد. در این پایان نامه بر روی شناسایی دوربین منبع به کمک یادگیری عمیق است. ساختار شبکه عصبی مناسب مبتنی بر یادگیری عمیق در این پایان تمرکز این پایان    

  عمیق شدند. 

پردازش به فرآیند آموزش  ها به عنوان پیش افزایش وضوح تصویر، افزایش تضاد و مشخص کردن لبه    

کند تا با سرعت و دقت بیشتری به اتمام برسد و الگوی نویز سنسور به عنوان یک ویژگی مهم  ک میکم

های موجود در مجموعه دادگان به بهترین شکل استخراج  های دیجیتال برای هر کلاس از داده در دوربین

 شود.

پس از استخراج ها  سبندی کلا در ادامه دو ساختار مبتنی بر یادگیری عمیق ارائه شد که برای طبقه

و یا از ماشین بردار پشتیبان استفاده شد. هر دو  Softmaxساز  ویژگی از یک لایه تمام متصل با تابع فعال

 روش پیشنهادی عملکرد مناسبی در شناسایی دوربین منبع داشتند.

ت دقت بالاتری را به دس 2های پیشین شرح داده شده در فصل  های پیشنهادی نسبت به کار روش

همچنین  تواند در بهبود کارایی موثر باشد. ها می پردازش بر روی داده آوردند. نتایج نشان داد اعمال پیش

 های پیشنهادی زمان کمتری را برای فرآیند اجرا ثبت کردند. از نظر زمان اجرا، روش

بت به های مناسب روی مجموعه دادگان مزیت مهم روش پیشنهادی این رساله نس پردازش اعمال پیش

های  ها به روند یادگیری در شناسایی بهتر ویژگی پردازش روی داده . اعمال پیشباشد می]  32[مقاله پایه 

 خاص هر دوربین کمک کرد تا نتایج بدست آمده گواه این مطلب باشد.

 نیز با شرایط ذکر شده در مقاله ]32[سازی روش پیشنهادی رساله، الگوریتم مرجع پایه  در کنار پیاده

 های ورودی به بررسی نتایج پرداختیم. سازی شد و با شرایط یکسان داده پیاده

های ورودی با نتایج ذکر شده در مقاله  با شرایط یکسان داده ]32[نتایج بدست آمده از ساختار مرجع 
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درصد دوربین  73.8درصد و در سطح سنسور  82.4در سطح مدل  الگورتیم مقاله اختلاف مقدار داشت.

 98.1را به درستی شناسایی کرد در صورتی که مقاله شناسایی در سطح مدل و سنسور را به ترتیب منبع 

 درصد گزارش کرده است.  91.1درصد و 

 های آتی کار  5-2
شد. نتایج نشان داد  بکار گرفته ها پردازش داده های پیش نامه، تعدادی از الگوریتم در این پایان      

توان از  های آتی می د عملکرد شناسایی دوربین منبع را بهبود ببخشد. در کارتوان ها می پردازش داده پیش

تصاویر  ی کوچکی از پردازش های دیگری نیز استفاده کرد. مجموعه دادگان مورد استفاده مجموعه پیش

 های تلفن همراه و های موجود در جامعه را در خود دارد. با وجود تنوع دستگاه موبایل وسیله ثبت شده به

ها، لازم است مجموعه دادگان مورد استفاده همواره به روز رسانی شود.  گسترش روز افزون این دستگاه

  تواند نتایج بهتری را داشته باشد. این زمینه می وعه دادگان مناسب دروجود مجم

  (GAN) های مولد تخاصمیشبکهتوان از  میهای آتی  در کاربرای حل مشکل مجموعه دادگان    

باعث شده تا این نوع شبکه  GANعصبی   گیر شبکه های اخیر، پیشرفت چشم در سالاده کرد. استف

های تصویری از هر دستگاه  با داشتن تعداد کمی از دادههای آتی  عصبی مورد توجه قرار بگیرد. در کار

هبود توان حجم مجموعه دادگان را افزایش داد و شاهد ب می GANموبایل و استفاده از شبکه عصبی 

 عملکرد شناسایی دوربین منبع باشیم.
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Abstract  

 

With the advancement of digital technology, digital media can be recorded from the 

cameras of various devices and easily shared in cyberspace and social networks. In this 

context, video and video manipulations have become very common and increasingly 

dangerous for individuals and society as a whole. Identifying the camera model is the first 

step in assessing the authenticity of images in forensic research on digital images. Source 

camera identification is the topic of this dissertation. In most related articles, various deep 

learning architectures were designed to extract the noise pattern as the fingerprint of each 

camera. Each image contains noises that are unique to each camera based on the design of 

the lens system. This noise pattern will not be lost due to image editing and manipulation, 

and the ultimate goal of extracting the noise pattern is to identify the camera model of each 

image that is used in the discussion of image criminology. Specifically, this dissertation 

analyzes CNN data processing and architecture. 

Data preprocessing does not always help identify the source camera, as some data may 

be lost during the preprocessing process and the efficiency of the source camera 

identification system may be reduced. Therefore, choosing the right preprocessors is 

important. The proposed method of this dissertation focuses on data processing using the 

functions of increasing the image resolution, increasing the contrast in the image and 

recognizing the edge in the image. Next, the determination of deep neural network 

structure for feature extraction was examined. A deep neural network structure consisting 

of two convolutional layers, a maximal retractor layer and two fully connected bilayers 

was used. The softmax function and the SVM support vector machine at the end of deep 

neural network structures were used to classify the datasets. In this dissertation, to prevent 

overfitting, the DropConnect method was used instead of the DropOut method, in order to 

extract a more accurate noise pattern by preserving more neurons than the DropOut 

method, and to improve the detection efficiency of the source camera. At the model and 

sensor levels, the deep neural network structure with softmax function was able to 

correctly identify 98.5% and 95.4% of the test data, respectively. Also, the structure of 

deep neural network with support vector machine correctly identified 98.3% and 93.2% of 

the test data, respectively. In this way, the proposed methods have been more accurate than 

other sources. 

Keywords: Image Forensics, Source Camera Identification, Preprocessing, Deep Learning, 

Support Vector Machine. 
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