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 تقدیم اول به
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 و تقدیم دوم به

 که در این مسیر راهنمای من بودند. تمامی کسانی
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 با سپاس از آنان که

به توانایی برسیمناتوان شدند تا ما   

 و عاشقانه سوختند

 تا گرمابخش وجود ما

 ...و روشنگر راهمان باشند
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 به چاپ خواهد رسید. «Shahrood University of Technology»و یا  «دانشگاه صنعتی شاهرود»
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 مالکیت نتایج و حق نشر

کلیه حقوق معنوی این اثر و محصولات آن )مقالات مستخرج، کتاب، برنامه های رایانه ای، نرم افزار 

باشد. این مطلب باید به نحو شاهرود می( متعلق به دانشگاه صنعتی ات ساخته شده استها و تجهیز

 مقتضی در تولیدات علمی مربوطه ذکر شود.

 باشد.نامه بدون ذکر مرجع مجاز نمیاستفاده از اطلاعات و نتایج موجود در پایان
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 چکیده
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د بای که کاربردی هایبرنامه از برخی در. است ماندهیباق ناشناخته زیادی حد تا کمی یادگیری حال،ینا با ولی

 با ینهمچن است.شده واقع مفید بسیار کمی یادگیری از استفاده آوریم،به دست  را منفی و مثبت نظرات توزیع
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 بندی دارد وطبقه شباهت زیادی با کمی یادگیری .کرد استخراج را مفیدی کاربردی اطلاعات افراد، احساسات

به  کمی یادگیری مسائل در .است متفاوت هاآن اهداف و کاربرد ولی دهندها را انجام میبندی دادهکار گروه هردو

وزیع ت از تخمینی که است این ها مدنظر است و هدفها نیستیم و تنها آمار کلی دادهدنبال تعیین کلاس نمونه

 و با استفاده مفهوم تغییر با کمک داده جریان در کمی ی یادگیریحوزههای اخیر در الگوریتم. دهد ارائه راها داده

 .است شدههای انتخاب نمونه ارائهو با روشهای جدید واردشده نمونه بخش بزرگی ازاز درخواست برچسب برای 

 و مدل های اخیر را درخواست کنیماز نمونه یترزیرمجموعه کوچک برچسبایده این است که  در این تحقیق

 ه باک دهدیما نشان م هاییشآزماافزایشی تشکیل دهیم.  صورتبهبند متفاوت با کمک چند کلاسه بند رارده

را حفظ کرده یا بهبود مدل دقت  توانیم ،های اخیر و حتی حذف آنکاهش درخواست برچسب از نمونه وجود

 .بخشید

 افزایشی، درخواست برچسب یادگیری، بندی، جریان داده، ردهکمییادگیری  کلمات کلیدی:
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 مقدمه ۰-۰

ها برای استخراج از داده یحجم عظیم ا. در این زمینه، بها را متحول کرده استعصر اطلاعات، شیوه ایجاد داده

ها اطلاعات مفیدی را از آن و با تحلیل داده طور موثر مدیریت و پردازش شوندباید به مواجه هستیم که دانش

 . در دنیای پیشرفته امروز کسب اطلاعات مفید از وضعیت جامعه از اهمیت بالایی برخوردار است[۰] آورد بدست

 در هر لحظه متغیر و ]3[ شوندطور مداوم وارد میها بهکه در آن داده ۰یادگیری از جریان دادهعلاوه بر این  .]2[

تواند بسیار مفید واقع شود و اطلاعات خوبی را در اختیار ما قرار و می قرارگرفته است موردتوجه، بسیار هستند

 .[۰] دهد

د یشنهااست که برای برآورد توزیع کلاس در یک مجموعه آزمایشی پ 3یکاوداده هایروش ی ازیک 2کمییادگیری 

ها اهمیت دارد. توزیع هر کلاس، در دادهنیست، بلکه  هانمونهتک تک بندیطبقه هدف در این روش،است.  شده

لاس را در ک کلی توزیع کندمی سعیندارد، بلکه  یاعلاقه دادهکلاس هر  بینییشبه پ کمییادگیری ی بطورکل

 .[5] گیری کندمجموعه آزمون اندازه

ظرات نخواهیم نسبت احساسات زمانی که می یه و تحلیلعنوان مثال، تجزبهکاربردهای زیادی دارد؛  کمییادگیری 

های زمانی مختلف؛ شمارش تخمین درصد بیکاران در دوره؛ [6] ول خاص را برآورد کنیممثبت در مورد یک محص

 نآورد دست به دیگر.موارد بسیاری خاص و  مثبت، منفی یا خنثی در مورد یک موضوع یا محصول نظراتتعداد 

 با که انیزم یژهوبهاست؛  کافی مناسب، هایسیاست تعیین یا هااستراتژی بررسی برای توزیع کلاس، از تخمینی

 .مناسب نخواهد بود و هزینه بالایی برای ما خواهد داشت هادادهتک بهتک بندیرده هستیم، مواجه بالا داده حجم

 از ناسبیم عملکرد بندیرده است، تغییرپذیر یتوجهطور قابلبه هاکلاس توزیع که زمانی واقعی، دنیای مسائل در

 .شود واقع موثر بسیار تواندمی ،کمی یادگیری از استفاده روینازا بود؛ نخواهد کامل و دهدنمی نشان خود

                                                 
1 Data stream 
2 Quantification learning 
3 Data Mining 
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تواند یم سازییکم. شوندیمند ماز یکدیگر بهره ودارند  باهم بندی همچنین وظایف مرتبطو طبقه کمییادگیری 

عنوان سبه شود. این روش بهااند، محبندی شدهکه در کلاس طبقه یهایطور مستقیم توسط شمارش تعداد نمونهبه

بندی و شمارش معمولا که طبقه دهدی، نشان م[7] ، درهایش. ارزیابی آزماشودیو شمارش شناخته م یبندطبقه

تر ج دقیقبندی، به نتایبرآورد خطا و نمرات طبقه. ازجمله اطلاعات اضافی، مانند شودیبه نتایج تقریبا بهینه منجر م

 .[8] شودمنجر می

 

 شرح مسئله ۰-2

یادگیری ماشین  برای مسائل مربوط بهاست که اخیرا  ترانظ با روش یادگیرییک  سازییکم، [9]با توجه به 

 بینی برچسب برای هربه پیش ،کمیروش یادگیری ، طور که قبلا اشاره کردیمهمانقرارگرفته است.  موردتوجه

را در یک مجموعه داده مشخص تعداد کلی عناصر یک کلاس خاص  مند استعلاقهمند نیست، بلکه نمونه علاقه

نویسد. خروجی هر نمونه می یاجها بهای از نمونهخروجی را برای مجموعه کمی یادگیری مدل، یک یجه. درنتکند

 .است هاداده توزیع کلاس برآوردشامل یک دنباله از مقادیر واقعی است که 

ها، تغییر در نسبت کلاس یاستثناای تمرکز دارد. در چنین مواردی، بهطور عمده بر تنظیم دستهبه سازییکم

 وموردتوجه قرارگرفته  داده جریان کهتوجه به ایناخیر با  یهاسال در اند.ها ثابتتوزیع دادهکه شود فرض می

 بطورکامل هنوز سازییکم یمسئله اماشده گرفته بکار هاداده بندیخوشه و بندیکلاس برای خاصی هایروش

 خوردبر زیاد واقعی دنیای در سازییکم مسئله باشد. با اهمیت حائز تواندمی است و به همین دلیل یفتادهجا ن

 هب راجع خنثی یا منفی و مثبت نظرات شمارش مختلف، هایدوره در بیکاران درصد برآورد مثالعنوان به کردیم

 .[۰۰] [۰۱] حشرات از خاصی نوع شمار و خاص محصول یا موضوع یک
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تبدیل داده به دانش یکی از اقدامات مهم در عصر امروز است که با توجه به حجم وسیع اطلاعات از اهمیت 

 اییرشاخهمند هستیم. یادگیری ماشین، زعلاقه هادر داده خاص ما به یافتن الگوهایشود. تری برخوردار میویژه

های تحلیلی، فرایند یافتن و توصیف الگوهای داده است که با ایجاد مدل وتحلیلیهاز هوش مصنوعی، نوعی تجز

، ها درس بگیرندتوانند از دادهها میکند. یادگیری ماشین بر این فرض استوار است که ماشینداده را خودکار می

های در جریان اهمیت این امر برای داده بینی کنند.الگوها را شناسایی کرده و با حداقل دخالت انسان پیش

 بیشتری دارد.

 

 اهمیت انجام پژوهش ۰-3

 .ندهسترو روبه ییهاچالش باهرکدام  که استکاررفته به کمییادگیری  برای مختلفی یهاروش اخیر یهاسال در

 هاادهدی بالایی است که برای درخواست برچسب ینههزیی که در این مسئله با آن مواجه هستیم هاچالشیکی از 

 دهیم.با کاهش درخواست برچسب، این هزینه را کاهش می نامهیانپاشود که در این یمصرف 

 برچسب افتدری از قبل تاخیر با است برابر که باشدیم اعتبار یا تایید تاخیر هستیم مواجه آن با که دیگری چالش

 حتی و صفر ازتر بزرگ مقدار واقعی دنیای در اما شده درگرفته نظر در صفر هاروش اکثر در مقدار این. واقعی

 اهشک نیزاعتبارها  تاخیر مجموع درخواست برچسب، توجه به کاهش تحقیق با ین. در ادارد نهایتیب مقدار گاهی

 .یابدمی

لشی است که با آن روبرو ها بطور مداوم در حال تولید و تغییر هستند و تغییر مفهوم چادر مسائل واقعی، داده

 نامه، تاثیر تغییر مفهوم را کاهش دهیم.نسازی روش این پایاسعی کردیم با پیاده هستیم. ما
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 هدف پژوهش ۰-۰

، های در جریانافزایشی برای داده کمینامه، این است که با استفاده از روش یادگیری هدف اصلی ما در این پایان

تر تشکیل دهیم و تا حدودی به حل حال با هزینه درخواست برچسب کمیندرعمدل مناسب با حداکثر دقت و 

زایشی اف صورتبههای جدید، اولیه، مدل با داده کمییادگیری ی این مسئله کمک کنیم. با تشکیل مدل هاچالش

 ها را در نظر خواهد گرفت.یجه با حداقل تغییر مفهوم مواجه هستیم و مدل، تمامی دادهدرنتشود و ساخته می

توان آن ها از قبل مشخص نیستند و نمیادهدر نظر داشته باشید که در مسائل دنیای واقعی، برچسب یک سری د

ها مشخص است را درخواست کرد. ما در این تحقیق فرض را بر این گذاشتیم که برچسب بخش کوچکی از داده

 ایم.از آن استفاده کرده کمی یادگیری و برای مدل

 ها به صورتده که دادهبا توجه به تحقیقات اخیر صورت گرفته و اهمیت بالای یادگیری افزایشی در جریان دا

می مدل یری کبا یادگیادگیری افزایشی ترکیب با استفاده از  توانستیم ماشوند، ای به سیستم وارد میلحظه

ش افزایقبل تا حد نسبتا مناسبی نسبت به مدل  دهند که دقتهای ما نشان میجدیدی را ارائه دهیم. ارزیابی

 .داشته است

که روی پایگاه داده خاص  شده استاستفادهنامه از چندین معیار ارزیابی در این پایان شدهارائهبرای ارزیابی مدل 

های درخواست برچسب و حذف آن کاهش هزینه وجود بادهد که ایم. نتایج حاصل از آن نشان میآزمایش کرده

  و در یک سری از مشاهدات، این دقت افزایش داشته است. شدهحفظتا حدی  آمدهدستبهدقت 
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 های دیگرلمروری بر فص ۰-5

های اخیر که در فصل دوم آمده، در فصل سوم در سال شدهانجامهای نامه بعد از معرفی روشدر ادامه این پایان

یت در فصل درنهاپردازیم. بررسی نتایج و بیان عملی پژوهش در فصل چهارم و به شرح راهکار پیشنهادی می

 آوریم.میگیری به عمل پنجم نیز نتیجه
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 فصل دوم: پیشینه پژوهش
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 جریان داده 2-۰

یک نمونه در فضای  teیک جریان داده است جایی که  Eهاست. شده از نمونهیک جریان داده یک دنباله مرتب

بنابراین، یک جریان ؛ یک برچسب مرتبط دارد te ینمونه با ناظر، هریادگیری . در مسائل بعدی است Pویژگی 

 شود. فشده تعریتواند با یک زوج نمونه مرتبمی نظارت بایادگیری  در روش داده

  (۰-2)رابطه 

 

 

ی های جدیدشوند. این واقعیت موجب توسعه روشعنوان جریان داده مدل میطور فزاینده بههمسائل دنیای واقعی ب

. کندتوسط فرآیند تولید اطلاعات مانند حجم بالا، سرعت و نوسان استفاده می شدهیلنیازهای تحم از شده است که

شناسایی و واکنش به تغییرات در  ها،یکی از این چالشروبرو است که  یهایهمچنین کاوش جریان داده با چالش

ها، همچنین . این تغییرات در داده[۰]بند برای ترکیب این تغییرات است مدل طبقه یروزرسانبه فضای ویژگی و

 شود.یشناخته متغییر مفهوم عنوان به

ها را در فواصل منظم مدل کهینا: یکی شود، دو استراتژی استفاده میتغییر مفهوم، برای کاهش تاثیر یطورکلبه

ست ا های متعددنمونهبا برای حضور تغییر مفهوم و سپس تطبیق مدل  مدلاستفاده از یک دوم  تطبیق دهیم و

اخیر  هایکه نمونهافزایشی ساخته خواهد شد و به دلیل این صورتبهکه مدل ینابا توجه به . در الگوریتم ما [۰2]

 رسد.کنند، تغییر مفهوم به حداقل میزان خود میدر تشکیل مدل نقش مهمی را ایفا می

بندی طبقه هایاکثر الگوریتمدر . [۰3] های مهم در کاوش جریان داده، وقوع تأخیر تأیید استیکی دیگر از چالش

گیرد. بندی در دسترس قرار میمحض طبقهکه برچسب درستی از یک نمونه به شودفرض می ،جریان داده

تاخیر قبل از دریافت برچسب  ،ندرت وجود دارد. تاخیر تأییدهای دنیای واقعی، این فرض به، در برنامهحالینباا

1 2( , ,..., ,...)tE e e e
  

  

p

te R


  
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که برچسب واقعی در دسترس باشد، وجود  یتا زمان Tبنابراین، معمولا یک تاخیر در واحد زمان ؛ صحیح است

توانند مدل را با استفاده از رویدادهای همین ترتیب، می و بهبوده  این زمان برابر صفرها بسیاری از روشدر دارد. 

که ود نهایت خواهد باین زمان مخالف صفر و حتی گاهی بی روز کنند. متاسفانه، در شرایط واقعی،به تریعبرچسب شده سر

در تحقیقات کمی مورد بررسی کشد. تأخیر تأیید در کاوش جریان داده کاوش جریان داده را بیشتر به چالش می

تأخیر تأیید در اغلب  .[۰۰] است یشنهادشدهها پهای گذشته برخی از روشقرارگرفته است و تنها در سال

سریع یا بعد از زمان کمی شناخته شوند،  صحیح،های اگر برچسب و دهدرخ می سازییکمهای کاربردی برنامه

حقیق در این تهای واقعی را حساب کنید. بندی، صبر کنید و برچسباستفاده از یک روش طبقه یجابهتر است به

 ایم.ها از ابتدا در دسترس است و این تاخیر را برابر صفر در نظر گرفتهکه برچسب داده شده استفرض 

 

 کمییادگیری  2-2

ه ک شودیآموزش مدل استفاده م یبا نظارت برا یادگیریبا کمک  سازییکم ی،کاوو داده ینماش یادگیریدر 

 یانداده از ب ۰۱۱۱۱۱از  ی. بعنوان مثال در نمونه ا[۰5] زندیم ینداده تخم هاییرا در ورود ینسب یهافرکانس

درصد  ینتخم یخاص برا یتک کمیخاص آمده است، ممکن است از  یاسینامزد س یکافراد در مورد  یدعقا

کار  ینا توانیم یزن "یمنف"و  "یخنث" یهاکلاس یباشند. برا "مثبت"نظرات استفاده شود که مربوط به کلاس 

 را انجام داد.

بنابراین، ؛ ها متفاوت استاهداف آن گذارند ولییرا به اشتراک م هابندی شباهتو طبقه کمییادگیری اگرچه 

مشاهده  2-2در رابطه  دارد.، های تخصصی یادگیری ماشینمخصوصا در الگوریتم ،نیاز به ارزیابی خاص سازییکم

 هاداده ی کلاسمجموعه tyو است tyدارای یک برچسب  teجایی که هر رویداد، Eمجموعه برچسب کنید می

را  iCیک برچسب  وشود تعریف می  :E → Cδرا یاد بگیریم که با تابع  δبند خواهیم یک کلاس. ما میباشدمی



۰۱ 

 

freqتوسط Eدر  iCکند. فرکانس واقعی کلاسمشخص می E ∈teبرای هر رویداد  ( )E ic و هدف  شودتعریف می

freq، تخمینکمییادگیری مدل یک  ( ) freq ( )E l E ic c  کافی  سازییکماست. این عناصر برای تعریف مسئله

 .هستند

 ( 2-2)رابطه  

 

ما  ،یافتن بهترین برآورد توزیع کلاس داده است، یعنی به ازای هر کلاس ، هدف ماکمییادگیری  مسئلهپس در 

علمی، مسئله جریان داده با تغییر  به لحاظ خواهیم اختلاف بین فرکانس واقعی و تخمینی را کاهش دهیم.می

 یم.دهارائه می را کمییادگیری های اساسی برای روش در ادامه. شوندمفهوم و تاخیر تایید حل نمی

 

 در جریان داده کمیی اساسی یادگیری هاروش 2-3

 (CC)و شمارش  یبندطبقه 2-3-۰

و  شده استبندی و شمارش شناختهعنوان طبقهبه کمییادگیری ای برای طور که قبلا ذکر شد، روش سادههمان

ین چند ، بایگردعبارتها در هر کلاس است. بهبند و سپس شمارش نمونهگذاری هر نمونه با طبقهشامل برچسب

توزیع کلاس  ،eT یعنی نمونه در مجموعه آزمونبرای هر  δبند هر برچسب یک خروجی طبقه برایشمارش  مرتبه

 iCکه ؛است شدهیانب 3-2رابطه است. این رویکرد را در  یجادشدها rTبا یک مجموعه آموزشی δ .شودبرآورد می

اختصاص  iCبنداست که به طبقه eTکسری از موارد درepTاست و شدهیینبند تعاست که توسط طبقه یکلاس

 شده است.داده

 (3-2)رابطه 

𝐸 = (𝑒۰, 𝑒2, . . . , 𝑒𝑚) 

 𝑓𝑟𝑒𝑞𝐸(𝑐𝑖)̂ ≈ 𝑓𝑟𝑒𝑞𝐸(𝑐𝑖) 

𝑝̂𝑇𝑒
𝐶𝐶 = 𝑝𝑇𝑒(𝑐̂𝑖) =

|{𝑒𝑡 ∈ 𝑇𝑒|𝛿(𝑒𝑡) = 𝑐𝑖}|

|𝑇𝑒|
 



۰۰ 

 

د خطای های اطلاعات ماننکنند که این استراتژی بهینه نیست، زیرا به دیگر بخش، نویسندگان استدلال می[9]در 

دو این برای مثال،  دهد.و به تعداد مثبت و منفی کاذب اهمیت نمی کندها توجه نمیای در میان کلاسحاشیه

 منفیتعداد  FPو  FN  (FN =2۱و  FP  =۰8با  2hو   FN =2۱و   FP =2۱با  ۰hبند را در نظر بگیرید: دسته

 ۰h، کمییادگیری ، برای حالیناست. باا ۰hبهتر از  2hبند سناریو، طبقه(. در این باشندمیکاذب  مثبتکاذب و 

کنند و نتیجه خطاهای یکدیگر را حذف می کهبا توجه به اینمساوی دارد  FNو  FPباینری بهتری است که  مدل

 دقیق باشد، اگر خطاهای کمییادگیری  مدل تواند یکبند نادرست میکلاس یجهدرنت؛ دشوکامل می سازیمیک

 گسترش یابد. FNو  FPطور مساوی در ای آن بهحاشیه

 

 (PCC)و شمارش احتمالاتی  یبندطبقه 2-3-2

)روش در این )e ipT C برای تعلق به کلاس شدهبینییشعنوان کسر مورد انتظار از موارد پبهiC فرض باشدمی .

]و شودبند برآورد میکه توسط طبقه است iCبه کلاس jeاحتمال تعلق pکنید  ]iE e مقدار مورد انتظارje 

 .آمده است ۰-2رابطه در شده که یفتعر

 

 (۰-2)رابطه 

 

نشان  از خود هاعملکرد خوبی را نسبت به سایر روش یطورکلاست و به CC واریانس مدل اول یعنیاین روش 

 .[9]داده است 

 

𝑝̂𝑇𝑒
𝑃𝐶𝐶(𝑐𝑖) = 𝐸[𝑃𝑇𝑒(𝑐̂𝑖)] =

1

|𝑇𝑒|
∑ 𝑃(𝑐𝑖|𝑒𝑡)

𝑒𝑡∈𝑇𝑒
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 (ACC) شدهلیو شمارش تعد یبندطبقه 2-3-3

به را ( fprو  tprمثبت و غلط مثبت ) صحیحبر اساس نرخ  شدهاصلاحو شده این روش نسبت واقعی کلاس داده

رابطه شود. تخمین زده می rT. چنین مقادیری با مجموعه اعتبارسنجی یا یک روش اعتبارسنجی درآورددست می

 دهد.ارائه می icرا برای کلاس ACCمحاسبه  2-5

 

 (5-2)رابطه 

 

شود. علاوه بر این، یک مسئله جزئی این است که ، سخت مینیستکه توزیع داده ثابت  یبرای زمان ACCروش 

 .[9] تولید کند نیز را ۰بالاتر از  تواند نتایج منفی یا نتایجاین روش می

 

 که در ادامه بحث به آن اشاره خواهیم کرد. است یمستلزم معیارهای ارزیابی خاص همچنین کمییادگیری 

 

 کمیدر یادگیری  پرکاربرد معیارهای ارزیابی 2-۰

 (AEخطای مطلق ) 2-۰-۰

ها بر اساس معیارهای خطا . اکثر آنقرار دهدارزیابی مورد را  کمییادگیری مدل تواند دقت معیارهای مختلف می

مربوط به میانگین مطلق اختلاف بین رابطه کند. این ( را تعریف میAEخطای مطلق ) 6-2رابطه است.  یو آنتروپ

)توزیع کلاس )ip c است. و توزیع کلاس واقعی 

 

𝑝̂𝑇𝑒
𝐴𝐶𝐶(𝑐𝑖) =

𝑝̂𝑇𝑒
𝐶𝐶(𝑐𝑖) − 𝑓𝑝𝑟𝑇𝑟
𝑡𝑝𝑟𝑇𝑟 − 𝑓𝑝𝑟𝑇𝑟
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 (6-2)رابطه 

 

 (NAEخطای مطلق نرمال شده ) 2-۰-2

(، NAEخطای مطلق نرمال شده ) 7-2رابطه )بدترین( دارد.  ۰)بهترین( و  ۱محدوده بین  AEدر رابطه قبل، 

 دهد.ارائه می برای خطای مطلق را ۰و  ۱نسخه نرمال شده بین 

 

  (7-2)رابطه 

 

 (NRAEخطای نسبی نرمال ) 2-۰-3

برند. از یک مسئله جدی رنج می که شیوع کلاس واقعی کوچک است یزمان NAEو  AE [7] به، با توجه حالینباا

ˆ  =۱.۰ بینییشدر هنگام پاگر عنوان مثال، به ( )ip c  ۱.۱۰و=  ( )ip c ،۱.5۱ یا در مورد دیگر= ( )ip c  و ˆ ( )ip c

خطاهای مشابهی تولید که اختلاف این دو در هر دو مدل یکی است، طبق رابطه قبل با توجه به این ۱.۰۰ =

 .شدپیشنهاد  (NRAEجلوگیری از این موارد، نرخ خطای نسبی نرمال )شوند. برای می

 

 (8-2)رابطه 

 

 

 

𝐴𝐸(𝑝, 𝑝̂) =
1

|𝐶|
∑ |𝑝̂(𝑐𝑖) − 𝑝(𝑐𝑖)|

𝑐𝑖∈𝐶

 

𝑁𝐴𝐸(𝑝, 𝑝̂) =
∑ |𝑝̂(𝑐𝑖) − 𝑝(𝑐𝑖)|𝑐𝑖∈𝐶

2(1 −min𝑐𝑖∈𝐶𝑝(𝑐𝑖))
 

𝑁𝑅𝐴𝐸(𝑝, 𝑝̂) =

∑
|𝑝̂(𝑐𝑖) − 𝑝(𝑐𝑖)|

𝑝(𝑐𝑖)
𝑐𝑖∈𝐶

|𝐶| − 1 +
1 −min𝑐𝑖∈𝐶𝑝(𝑐𝑖)

min𝑐𝑖∈𝐶𝑝(𝑐𝑖)
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 آید:یم به دست 9-2رابطه  لاپلاس کمکبنابراین با ؛ است نشدهیفبرای صفر تعر NRAEطبق رابطه فوق 

 

 (9-2)رابطه 

𝑝𝑠(𝑐) نسخه نرمال𝑝(𝑐)   و𝜖 =
۰

2|𝐸|
 است. ۰فاکتور هموار 

 

 انتخاب نمونه و یادگیری نیمه نظارتی 2-5

جریان  که هست صورت این به الگوریتم این کار روش. کردند ارائه را SQSI الگوریتم [8] در همکاران و مالتزکه

. کندیو هر قطعه را به ترتیب پردازش م کندیتقسیم م یپوشانبا یک پنجره کشویی بدون هم یهاداده را به تکه

. ددهرا تشکیل می مدل و کندمی درخواست را استخر در موجود یداده واقعی برچسبشده صورت نظارتبهسپس 

 موجود در یهاکند که با دادهبند جدید را ایجاد میرا گزارش کند، یک طبقه تغییر مفهومیک  SQSIهر زمان که 

 SQSIاگرچه  کند.آن را درخواست می یهادرست برای تمام نمونه یهابرچسبو شود یآموزش داده م استخر

ها اغلب یک منبع ، اما برچسبشودمتحمل میدرخواست برچسب را  تغییر مفهوم، هزینهتنها در صورت بروز 

 SQSI-IS روش [۰6]در  و این روش بهینه نخواهد بود. در ادامه تحقیقات خود هستند یمتقمحدود و گران

 چسببر درخواست بجای و کنیمیم انتخاب نمونه یک کردند. در این روش ابتدا دنبال را نظارتی نیمه یادگیری

 استخر یهانمونه باقی و کنیمیم درخواست را آن از زیرمجموعه یک برچسب استخر، یهانمونه کل برای کلاس

 .داشت خواهد کاهشتا حدی  برچسب درخواست هزینه و دهیمیم برچسب خودآموزی روش کمک به را

 

                                                 
۰ smoothing factor 

𝑝𝑠(𝑐) =
𝜖 + 𝑝(𝑐)

𝜖|𝐶| + ∑ 𝑝(𝑐𝑖)𝑐𝑖∈𝐶
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ت و درخواس استخرمربوطه در  یهااز نمونه یرمجموعهاستفاده از روش انتخاب نمونه برای پیدا کردن یک ز روینازا 

اساسی  روش، سه [۰7]طبق گفته ، انتخاب نمونه یهاروش .حائز اهمیت استها درست فقط برای آن یهابرچسب

 وجود دارد:

 کندیم یگذاربرچسب و ایجاد را مصنوعی یهانمونه از یا: مجموعهعضویت برایوجو پرس ترکیب. 

 کندیم درخواست را برچسب فاقد یهانمونه از اییرمجموعهز واقعی یها: برچسباستخر بر مبتنی. 

 ها نمونه نزد برچسب برای تصمیم و است جریان یک به مربوط موارد: جریان بر مبتنی انتخابی یریگنمونه

 .افتدیم اتفاق آنلاینصورت به

در ادبیات گسترده است.  کنندیرا بر اساس اقدامات ارزیابی انتخاب م ییهاکه نمونه ییهاروش [۰8] با توجه به

برای برآورد  بر اساس گروهوجو و پرس انتظارمورد مانند عدم اطمینان، کاهش خطای  ییهاها از روشاین روش

 .کنندیهر نمونه استفاده م بهره

کلاس خود  یهاحداقل در مورد برچسب یبندکه طبقه کندیتخاب معدم اطمینان مواردی را ان یبردارنمونه 

و کند یکه به کاهش خطای مدل کمک م کندیرا انتخاب م ییهاانتظار نمونه مورد اطمینان دارد. کاهش خطای

 کند.یماستفاده  عنوان برچسبنمونه به گیرییمبرای تصمیک سری داده از  بر اساس گروهوجو پرس

در توزیع کلاس و همچنین در فضای ویژگی رخ  تواندیکه در آن تغییرات میرثابت ا توجه به سناریو غ، بحالینباا

عنوان مثال، روش کننده باشد. بهانتخاب نمونه بر اساس اقدامات ارزیابی ممکن است گمراه هایروشدهد، کاربرد 

ن بنابراین، ای؛ دارد را نفسآن حداقل اعتمادبه یبندکه در رده کندیعدم قطعیت مواردی را انتخاب م یریگنمونه

 .کنیمیانتخاب نمونه را ارزیابی م هایروش در ادامهها ثابت هستند. که داده کندیروش غیرمستقیم فرض م
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 تصادفی یریگنمونه 2-5-۰

. [۰9]باشد یصورت تصادفی و با احتمال برابر ماز موارد به یرمجموعهتصادفی شامل انتخاب یک ز یریگنمونه

که  گیردیتصمیم نم ایانههوشمند یسمهیچ مکان یجهدرنت ،هستند یریگها قابل اندازههمه نمونه کهییازآنجا

تواند نتایج مناسبی را برای ما به دنبال داشته ؛ لذا این روش در عین سادگی نمیبیشتر ارزشمند باشد یککدام

 باشد.

 دورترین در اولین گذر 2-5-2

از رویدادهای مختلف تشکیل  یانماینده از مجموعه یهااز برچسب یااست که مجموعه صورتیناین روش بد

 که از یکدیگر دورترین هستند ییهانمونه kانتخاب  ینتراولین و بزرگ باید، ی. برای رسیدن به چنین تنوعشودیم

 .[۰۱]را انتخاب کنیم 

 مبتنی بر خوشه یریگنمونه 2-5-3

 ها به روش بدونها و مشاهده رابطه بین گروهمختلف برای شناسایی گروه هایینهدر زم یاتجزیه و تحلیل خوشه

ها از ایده شباهت استفاده زیادی وجود دارد، اما در اصل، اکثر آن یاخوشه یهاشده است. روشنظارت استفاده

شامل حداکثر سازی شباهت بین موارد در یک گروه و به حداقل رساندن  یبندبنابراین، هدف خوشهکنند؛ یم

شده توسط یک از حوادث نمایش داده یابنابراین، مجموعه ؛مختلف است یهااز گروه ییهاشباهت بین نمونه

 .مفید باشد تواندیم یاساختار خوشه

 و نزدیک یارویدادهای نزدیک به مراکز خوشه یاخوشه هاییتمر اساس الگوررویدادهای نمایشی انتخاب نمونه ب

ها درخواست شده آن یهامتنوعی از حوادثی را که برچسب یاتا مجموعه کندیبه مرزهای خوشه را انتخاب م

است که  kاز رویدادها معمولا شامل یک پارامتر  یاها در یک مجموعهاست، ایجاد کند. پیدا کردن خوشه

 یگذاربر اساس تعداد رویدادهایی که برچسب تواندیها است و گاهی اوقات این پارامتر مدهنده تعداد خوشهنشان
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واقعی درخواست  یهاتنظیم شود. استراتژی دیگری شامل تعریف تعدادی از حوادث است که برچسب شوندیم

𝑘یله وسها بهتعداد خوشه رویناست. ازا یاو تعداد رویدادهای مرزی از هر خوشه شوندیم = 𝑏/(𝑏𝑒 + ۰) 

 آید.یم به دست

 با تعداد کمی ییها، مجموعهحالینباارا درخواست کنیم.  هاتعداد کمتری از برچسب این هستیم که ما به دنبال

ری یکافی برای یادگ یهانمونه ،ها ممکن است منجر به مدل نامناسب شود، چرا که الگوریتم یادگیریاز برچسب

استفاده از چنین  سازیینهدرست ندارد و باید بدون توجه به آن به کار گرفته شود. در هر صورت، برای به

باقیمانده در  یهانمونه یهاتا برچسب کنیمیاستفاده م یبرچسب دار کوچک، از روش نیمه نظارت یهامجموعه

 را به دست آوریم. استخر

برچسب شده بسیار محدود  یهادر آن مقدار نمونه وادگیری مفید است ( برای یSSLروش یادگیری نیمه نظارت )

 هایروشیک بررسی جامع از  [2۱] در . زو و گلدبرگاندازدیاست که توانایی تعمیم الگوریتم یادگیری را به خطر م

که در ادامه  در دسترس است SSL یهاروش ینتر، یکی از ساده[۰6]در دهند و ییادگیری نیمه نظارتی را ارائه م

 کنیم.یمالگوریتم آن را بیان 

م . این الگوریتکندیخودآموزی یک الگوریتم پیچیده است که تکرار یک روش یادگیری تحت نظارت را اعمال م

 یندبو از این مدل برای طبقه کندیها را ایجاد ماولیه با استفاده از بخش برچسب شده داده یبندیک مدل طبقه

 به مجموعه برچسب منتقل شدهیبند. در هر تکرار، بخشی از موارد طبقهکندیبدون برچسب استفاده م یهانمونه

ها را با . الگوریتم این نمونهآیندیمحساب است که با بیشترین اعتماد به ییهانمونه آن انتخاب . رویکردشودیم

 کنیم.یم انتخاب یک نمونه را در هر تکرار با بالاترین نمره سازییادهپ این . درکندیتگ م شدهبینییشبرچسب پ

دهد یمرا نشان  جزئیات استراتژی خودآموزی ۰-2 شکل .انتخاب کنیمها را تا همه نمونه یابدیالگوریتم ادامه م

[۰6]. 
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 : الگوریتم خودآموزی ۰-2شکل 

 

، درست شودیآن، زمانی که با اعتماد بالا انجام م هایبینییشکه پ کندی، خودآموزی فرض م[2۱] با توجه به

 تواندیم δ یبندشده توسط طبقهاست که خطاهای اولیه ساخته یزبرانگ. این فرض یک نقطه بحثکنندیعمل م

تا  شداهمیت روش انتخاب نمونه تقویت  [۰6]در بدون برچسب منتقل شود. به همین دلیل  یابه مجموعه

 .کرد یگذارصورت خارجی برچسببه بتوانکه  شودانتخاب ی یهانمونه

 

 هادادهجریان  یریگاندازهمرجع برای  یهاروش 2-6

 دارند هایییه. اگرچه این رویکردها، فرضکنیمیها را ارائه مجریان داده یریگدو رویکرد مرجع برای اندازه اکنون

ها از آن ؛ ولیها در طول جریانهمه برچسب یانظیر عدم در دسترس بودن لحظه ؛هستند نشدنیکه در عمل 

 .کنندیمرجع استفاده م یهاعنوان روشبه
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 استاتیکروش  2-6-۰

یه اول یهارا با نمونه مدلیک  روش، . اینگیردیجریان داده را نادیده م هاییطاین الگوریتم ناسازگار بودن در مح

کند؛ ی. این رویکرد مقدار هر یک از وقایع را تولید مکندیروز نمو در طول زمان آن را به کندیاز جریان ایجاد م

یار . این نیز بسداشته باشیماز ابتدای جریان  را نابراین، لازم است که بخش کوچکی از اطلاعات برچسب شدهب

 .گیریمیعنوان پایه در نظر م. ما آن را بهکندیایجاد م بارهیک مدل راکارآمد است زیرا یک 

 کشوییروش  2-6-2

تا آخرین تغییرات در جریان  کنیمیو تلاش مکنیم یروز مرا در هر رویداد به مدلطور مرتب در این رویکرد، ما به

 دهدیکه اجازه مدهند یواقعی خود را در دسترس قرار م یها، برچسببرچسب بینییشرا پیگیری کنیم. پس از پ

 .گیریمیروز شود. ما این رویکرد را در نظر ممقدار سنج به

 کنیم.یمتر آن را که بالا اشاره کردیم به تفضیل بیان یشرفتهپه و نسخ SQSIدر ادامه الگوریتم 

 

 اصلی و پیشرفته SQSIالگوریتم  2-7

را از یک مجموعه  مدلمرحله اول، یک  در. کندیبه شرح زیر عمل مکه قبلا به آن اشاره کردیم،  SQSIروش 

مقدار اولیه، روش مقدار سنجی را هر زمان که یک استخر به وقایع  ینازا. پسگیردییاد م یگذارآموزش برچسب

را برای هر رویداد در استخر با  یبندنمرات طبقه SQSI، محاسبه کند. برای این منظور، یابدیدست م جدید

که آیا این نمرات و برآوردهای موجود در مجموعه آموزشی )با  کندی. سپس، بررسی مکندیتولید م مدلاستفاده 

ده . اگر فرضیه صفر رد نشیا نه، شودیاعتبار متقابل( از یک توزیع مشابه )با استفاده از یک آزمون آماری( حاصل م

 .شودیم و نتیجه صادر کندیرا اعمال م مدل(، آیندیعنوان مثال، هر دو نمونه از یک توزیع مشابه مباشد )به
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 SQSIبنابراین، کنیم؛ یممجددا استفاده  آمدهدستبهدر استخر اخیر از مدل ، اگر فرضیه صفر رد شود، حالینباا

تا مقادیر ویژگی را در هر نمونه از مجموعه اخیر با میانگین و انحراف معیار مجموعه مرجع  کندیابتدا تلاش مدر 

 .[8] کند مقایسه

ازآن آزمون . پسکندیمتولید جدید  یهانمرات جدیدی برای داده SQSI، ی استخرهادادهمدل روی پس از اعمال 

ی هادادهرا برای  درخواست برچسب ،و اگر فرضیه صفر رد شود، الگوریتم شودینمرات جدید اعمال م رویآماری 

ی با مدل قبلی بند. در غیر این صورت، کلاسی خواهد شدروزرسانبه δبند و طبقه کندیمارسال  در استخرموجود 

با  ۰کلموگروف اسمیرنفالگوریتم، آزمون این . آزمون آماری مورداستفاده در شودیو نتیجه صادر م شودیانجام م

جدد ه مبه علت استفاد غلطبرای به حداقل رساندن تعداد مثبت  این مقدار اندک. باشدیم ۱.۱۱۰ دارییسطح معن

 از آزمون تکراری لازم است.

. در موارد کندیبرای یادگیری در طول جریان درخواست م را هابسیاری از برچسب SQSIنسخه اصلی الگوریتم در 

برای درخواست تعداد کمتر  یسمیک مکان [۰6]درخواست کند. در  یاها را برای هر نمونهبرچسب تواندی، مخاص

 یانتخاب نمونه با آموزش نیمه نظارتروش استفاده از یک  است که با شدهها در هنگام تغییر ارائهاز برچسب

 تر ارائه دهد.نتایج مشابهی را با برچسب کوچک تواندیم

، نیاز به یک SQSIطور مشابه با . بهباشدیم (SQSI-ISبا انتخاب نمونه ) SQSI الگوریتمدهنده نشان 2-2شکل 

وان عنبنابراین، بهکند؛ یاز جریان )مجموعه آموزش( ایجاد م یاگام اولیه دارد که یک مقدار سنج را با اولین تکه

یک روش انتخاب نمونه  این الگوریتم، SQSI، متفاوت از حالینداریم. باا برای یادگیری را مدلنتیجه، ما اولین 

 SQSIطور خلاصه، تفاوت اصلی بین به .کندیواقعی درخواست شده را تعریف م یهایزان برچسبم برای کاهش

 است.شامل استفاده از انتخاب نمونه و خودآموزی  SQSI-ISو 

                                                 
1 Kolmogorov- Smirnov 
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و الگوریتم  کندیدرخواست م یاها را با استفاده از روش انتخاب نمونهبخشی از برچسب SQSI-IS در روش

مورداستفاده  شدهیشآزما یها، نمونهSQSI-ISالگوریتم در  .کندیرا برچسب م ماندهیباق یهاخودآموزی، نمونه

صورت آزاد ها به. جزئیات تکمیل و مجموعه دادهشوندیبرای آموزش با استفاده از روش انتخاب نمونه، انتخاب م

 .[۰6] عنوان مواد تکمیلی در دسترس هستندبه

 

 

 

 

 

 

 

 

 

 

است که در روش پیشرفته  شدهگرفتهاصلی در نظر  SQSIها، برای این روش یتمحدودیک سری  [8]با توجه به 

ها را در ادامه متن بیان یتمحدود. این اندشدهها تا حدی برطرف یتمحدودآمده است این  [۰6]در  که آن

 کنیم:یم
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ته باید توجه داش شود ویباینری مربوط م کمییادگیری  ائلفقط به مس این روشاولین محدودیت این است که 

 یادگیریمسئله  بهطور خاص به SQSI-IS در روشوجود دارد، اما  این روشباشیم که اگرچه این محدودیت در 

از خود اری طور انحصو بهترین عملکرد برای این تنظیم به ترینیقدق کمییادگیری  هایو روش باینری تکیه ندارد

 دهند.یمبروز 

 ری اخیهااند، نمونهتر شدهساده هایشها، آزمامتوالی داده یهامحدودیت دوم این است که با تجزیه و تحلیل دسته

هد. تغییر د یادگیری را عملکرد روشنباید  مسئلهاین  و است داده جریانکل یک عدد کوچک در مقایسه با حجم 

 حذف کرد. ۰افزایشیروش اسمیرنوف کولموگروف با استفاده از  توانی، این محدودیت را محالینباا

تحول  عنوان یکبه آمیزیتور موفقطبه تواندیشده که نمکشف تغییر مفهوممحدودیت سوم این است که برای هر 

روش کنیم و مدل را مجددا بسازیم.  یآورواقعی را جمع یهاها شناخته شود، هنوز باید برچسبخطی از داده

 طشرای یک سریدر  توانیمی، اما مموفق بوده استواقعی  یهادر جهت کاهش تعداد درخواست برچسب پیشرفته

که در برخی از مجموعه  دانیمیعنوان مثال، ما مطمئنا مست بکنیم. بههر نوع برچسب واقعی را درخواخاص، 

منظور جلوگیری از بهیجه درنتشوند؛ یم تکرارزبان عربی، مفاهیم  مثال حروف عنوانآزمایشی، به یهاداده

 توانند بسیار موثر واقع شوند.یمگذشته  مفاهیم ، یادگیریدرخواست برچسب

ط توس یدشدهاسمیرنوف را با نمرات تول-طور که آزمون کلموگروفاین است که همانتوجه چهارمین نکته قابل

مثبت است، آزمون نسبت به تغییرات  ،نفس آن بر هر نمونه مثبت، یعنی اعتمادبهکنیمیتغذیه م یبندطبقه

رار تحت تأثیر ق طور منفیرا به هایبندطبقه تواندیقبلی م هاییعها حساس است. ازآنجاکه تغییر در توزکلاس

راین، افزایش بناب؛ تاثیر بگذارد کمییادگیری دهد، این نوع تغییر بدون تغییر در فضای ویژگی، نباید بر عملکرد 

 ضروری نخواهد بود.  ارزیابیروز شده برای اهداف و درخواست یک مدل به تغییر مفهوم برایپرچم 

                                                 
1 Incremental Kolmogorov-Smirnov 
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 کمی یادگیری در آزمون مجموعه اندازه تاثیر 2-8

 اندازهبهتوجهی یب این. است شدهگرفته نادیده آزمون، مجموعه اندازه مهم، یعنی متغیر یک [۰6]با توجه به 

 دارد: عمده مخرب اثر سه ی آزمون،هامجموعه

 انهم به آزمایش مجموعه مختلف یهااندازه برای یریگاندازه یهادستگاه شود،یم فرض ضمنیطور به کهینا اول 

 برداشت خطر آزمایشی، مجموعه اندازه انتخاب با دوم، گونه نیست.یناکه یدرحالکرد  خواهند عمل خوب اندازه

آزمایش  مجموعه مختلف یهااندازه برای مناسب، یهاروش طراحی اهمیت یت،. درنهایابدیم افزایش ۰گیلاس

 . گیردیم نادیده

یادگیری مدل  بهترین انتخاب برای فرا آموزشی طرح یک [2۰]مالتزکه و همکاران مجددا در برای حل این مسئله، 

 دهششناخته کمیرا با چندین الگوریتم  هاشیآزمای از امجموعه هاآنکردند.  پیشنهاد آزمون اندازه اساس بر کمی

 نشان دهند.  کمیی مختلف مجموعه آزمایش را بر عملکرد روش هااندازهتوصیف کردند، با این هدف که تأثیر 

 یک ،موضوع این آمده است که [2۰]روش  در. شودگرفته می نادیده آزمایش مجموعه اندازه تأثیر ،هاروش اکثر در

 اضافی گام یک؛ به همین جهت است نوسان در متغیر این به توجه باسازها یکم عملکرد زیرا است جدی نقص

 لفمخت هاییعتوز بر علاوه متمایز، آزمایشی یهااندازه در را عملکرد بتوانیم تا شد وارد استاندارد ارزیابیدرروش 

 .کنیم ارزیابی کلاس،

 و نباشد کوچک یهامجموعه برای روش بهترین است ممکن بزرگ یهامجموعه برای کمی الگوریتم بهترین

 هر رایب ممکن نتایج بهترین به دستیابی برای باید الگوریتم کدامشود که ارزیابی می 2MLQ. در روش برعکس

 و کرده یآورجمع را داده مجموعه چندین ابتدا،. شود استفاده آن هاییژگیو به توجه با جداگانه،به صورت  کار

با بخش داده آموزش،  (.آزمایشی و آموزشی هاییمه)ن کنیمیم تقسیم یمدون به را هر مجموعه داده یکنواختبطور 

                                                 
1 cherry-picking 
2 Meta-Learning Quantification 
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مقایسه عملکرد بین این روش با  3-2در شکل .یددقت بدست آ ینتا بهتر گیردیانجام م یده مرتبه اعتبار سنج

 آمده است. 2و خط بالا ۰خط پایه

 

 

 

 5۱۱تا  ۰۱از  یربا مجموعه تست متغ RND و MLQ ،TOP یهابا روش کمی یخطا یانگینم: 3-2شکل 

 

 نیبا کمک اولیابد. در رویکرد خط پایه، مدل طبق این شکل با افزایش مجموعه آزمایش دقت مدل افزایش می

در روش خط بالا بطور مرتب  و شودیگرفته م یدهداده ناد یانجر هاییطبودن مح یرو متغ شودیها ساخته منمونه

 .شودیم یابیداده ارز یانجر ییراتتغ ینو آخر یراخ یدادهایرو

 

 

                                                 
۰ Baseline(RND) 

2 topline 
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 مشاهده کنید. ۰-2توانید در جدول های این بخش را میخلاصه پژوهش

 

 شدهانجامی هاپژوهشی از اخلاصه. ۰-2جدول 

 معایب شرح روش نویسندگان شماره

۰ 

و همکاران مالتزکه 

(2۱۰7) 

[8] 

SQSI 
ترکیب  روش یادگیری با نظارت

 انتخاب نمونه و خودآموزی

درخواست برچسب برای کل 

های موجود در استخر در داده

 زمان تغییر مفهوم

2 

و همکاران مالتزکه 

(2۱۰8) 

[۰6] 

SQSI-IS 

ترکیب  روش یادگیری با نظارت

انتخاب نمونه و خودآموزی همراه 

 با انتخاب نمونه

برای یک سوم درخواست برچسب 

های موجود در استخر در داده

زمان تغییر مفهوم و پیچیدگی 

 زمانی بالا و مشکل اندازه آزمون

3 

و همکاران مالتزکه 

(2۱2۱) 

[2۰] 

MLQ پیچیدگی زمانی بالا های کمی ای از روشمجموعه 
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 فصل سوم: روش پیشنهادی
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ت اس ینها اچالش یناز ا یکی شویم؛یچالش مواجه م ینبا چند یم،رو هستروبه یواقع یهاکه با داده ئلیمسا در

. دهندیم ییراست که کاربران رفتار خود را تغ ینامر ا ینا یلکند. دل ییرکه اطلاعات ممکن است در طول زمان تغ

آمازون  یعبارت جستجو دهتا  یدهفته طول کش یکحدود  [22]با توجه به تحقیق انجام شده در به عنوان مثال 

 کرد. ییرتغ ۰9۰یدمرتبط با کوو ینکشور به مضام یندر چند

از  یکاربرد یهاها در برنامهچالش ینحل ا ی. براشودیطور مداوم توسط کاربران ساخته مها بهداده یطرف از

طور ها را بهادامه خواهند داشت و داده نهایتیها تا بداده ینکه ا کنیمیو فرض م کنیمیداده استفاده م یانجر

 ها راکه داده یمهست ینا یازمندن یکاربرد یهاکارآمد بودن برنامه یبرا حالین. درعکنیمیم یدارنگه ینآنلا

 ی. پس وقتیمسازگار شوها و با آن یمده یصها را تشخداده ییراتو تغ یمداشته باش یارزمان در اختصورت همبه

ها استفاده از داده یمحدود بودن حافظه از بخش محدود یلبه دل کنیمیداده صحبت م یاناز جر یادگیریدر مورد 

 .شودمی

توضیح و سپس  است کاررفتهبهپیشنهادی این تحقیق  درروشپردازیم که یمبه بیان یک سری مفاهیمی ادامه در 

 خواهیم داد. شده ارائهیمعرفکاملی از روش 

 

 2یادگیری افزایشی 3-۰

 ممداوطور به ورودی یهاداده آن در که ماشین است یادگیری برای روشی افزایشی یادگیری کامپیوتر، علوم در

 یرییادگ از پویا روش یکدهنده نشان این. شودیم استفاده مدل بیشتر آموزش و موجود مدل دانش گسترش برای

 رد زمان گذشت با یجتدربه آموزش یهاداده کهیهنگام تواندیم که است نظارت یادگیری بدون و نظارت تحت

                                                 
۰ covid-۰9 
2 incremental learning 
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 توانندیم که هایییتم. الگورشود استفاده شود،یم خارج سیستم حافظه حد ازها آن اندازه یا گیرندیم قرار دسترس

 .شوندیم شناخته افزایشی یادگیری هاییتمعنوان الگوربه کنند تسهیل را افزایشی یادگیری

از  شیآموز یهاداده عملی، سناریوهای بیشتر در. باشد سازگار تغییر، حال در محیط با باید یادگیری سیستم هر

 به قدیمی پارامترهای وها داده یجه،درنت [23]کنند  ذخیره را سوابق تمام توانندیها نمدستگاه و روندیمبین 

 .[2۰]شوند یم حذف محاسباتی، قدرت و کاهش سازییرهذخ محدودیت دلیل

 یهاداده با کند، فراموش را خود موجود دانش اینکه بدون یادگیری مدل که است این افزایشی یادگیری از هدف

 .[25] ندهد آموزش دوباره را مدل شود و سازگار جدید هم

 وها هداد بودن موجود مشکلات ترتیب به شوند،یم اعمال داده کلان یا داده جریان در غالبا افزایشی هاییتمالگور

طور هب جدید یهاداده که است داده این جریان یهانمونه از برخی روند بینییش. پکنندیم برطرف را منابع کمبود

 تریعسر هاداده یبندطبقه بزرگ، یهاداده در افزایشی یادگیری از استفاده با. گیرندیم قرار دسترس در مداوم

 .[26]شود یم انجام

 [27] دکنیم نزدیک قبلی مدل به را جدید برچسب، مدل بینییشپ ها ویژگیوطول روند یادگیری افزایشی،  در

 .[28]است ها آن ذخیره بدون قدیمی یهاداده اثر تقلیل برای حل راهیک یافتن و هدف،

 

 فرایند مدل پیشنهادی 3-2
 ازهرکدام  کامل توضیح به سپس و دهیممی شرح خلاصهطور به را پیشنهادی هایمدل ابتدا قسمت این در

 شود؛می دریافت سیستم، ورودیعنوان به هاداده از جریانی ابتدا ،روش اولدر . پرداخت خواهیمها آن یهابخش

 تخمین را داده کلاس هر توزیع از دقیقی نسبت که است این ما هدف و باشندمی کلاس دو شامل هاداده این

مدل  5از  کمیشود. برای ساخت مدل یادگیری تشکیل می کمیداده اولیه، مدل یادگیری  2۱۱۱با کمک  .بزنیم
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بهره گرفتیم و هرکدام به صورت جداگانه تعریف شدند. بعد از ساخت مدل اولیه در هر مرحله با ورود  متفاوت

مدل  5گیری از این شود و با کمک رایبند ساخته میمدل طبقه 5برچسب داده جدید با کمک های جدید داده

، تکرار خواهد هااین روند تا اتمام داده .د شدنی خواهروزرسانبهبند آید و مدل های طبقهبرچسب کلی بدست می

 کنید.مراحل کار مدل اول را مشاهده می ۰-3شد. در شکل 

  

 

 

 

 

 

 

 

 

 

 

تفاوت مدل پیشنهادی دوم با این مدل در مرحله درخواست برچسب است. برای درخواست برچسب از استراتژی 

 دهد.روند کلی این مدل را نمایش می 2-3خاصی استفاده شده که در ادامه توضیح خواهیم داد. شکل 

 

 Xداده  Xداده  

 

 داده جدید

 ساخت برچسب

بینی()پیش  

 مدل یادگیری

 

... ... ... 

Data stream 

 مدل یادگیری

روزرسانیبه  

 داده آموزش

 یک : الگوریتم مدل پیشنهادی۰-3شکل

گیریرای  



3۰ 

 

  

 

 

 

 

 

 

 

 

 

 

 

ها در صورتی کنیم و خروجی آنمدل متفاوت استفاده می( 2یا  ۰)بند برای مدل پیشنهادی دوم از تعداد زوج طبقه

خروجی تولید شود( درخواست برچسب داده ارسال  یا یک که برای دو کلاس داده برابر باشند )از هر کلاس دو

کنیم. برای دیگر حالات، خروجی از برچسب اصلی داده استفاده می کمییادگیری روزرسانی مدل شود و برای بهمی

 آید.بندها بدست میگیری از خروجی طبقهکلی برای برچسب داده مانند روش اول با رای

 

 

 Xداده  

 

 Xداده 

 

 داده جدید

 ساخت برچسب

بینی()پیش  

 مدل یادگیری

 

... ... ... 

Data stream 

 داده آموزش

 درخواست برچسب

 مدل یادگیری

روزرسانیبه  

ها مساوی بودن خروجی  کلاس  

 
 بله خیر

 دوم الگوریتم مدل پیشنهادی: 2-3شکل
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 دومروش در  ۰استفاده از تغییر مفهوم ۰-2-3

ا کنیم بسعی میدر این روش ما های در جریان، بسیار حائز اهمیت است؛ لذا از آنجایی که تغییر مفهوم برای داده

در  بندطبقهبه دقت مدل های دارای تغییر مفهوم ، نظر کردن از دادهو صرف بررسی تغییر مفهوم در هر مرحله

  کنید.مشاهده می 3-3بیافزاییم. فرایند این روش را در شکل  دومروش 

 

  

 

 

 

 

 

 

 

 

 

 

 

                                                 
۰ concept drift 

 Xداده  

 

 Xداده 

 

 داده جدید

 ساخت برچسب

بینی()پیش  

 مدل یادگیری

 

... ... ... 

Data stream 

 داده آموزش

 درخواست برچسب

 مدل یادگیری

روزرسانیبه  

 خیر

 بله

 دوم مدل پیشنهادیبرای  استفاده از تغییر مفهوم :3-3شکل

 

 تغییر مفهوم

 خیر 

ها مساوی بودن خروجی  کلاس  

 

 بله
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کنیم و تفاوت آن با مدل دوم در بکارگیری تغییر مفهوم در بند استفاده میطبقه فردبرای این مدل هم از تعداد 

شود و این روش، با ورود داده جدید، ابتدا شرط وجود تغییر مفهوم بررسی میهای ورودی است. در جریان داده

 یادگیری طلوب در مدلتغییر نام ازنظر ار آن داده که تغییر مفهوم برای داده رخ داده باشد، با صرفدر صورتی

یم و باقی پردازبندها میگیری طبقهنداریم مانند روش دوم به رای کنیم. برای حالتی که تغییر مفهومجلوگیری می

 پذیرد.مراحل مانند قبل انجام می

 

 ی یادگیریهاتمیالگور 3-3

 :آمده استکه در ادامه ما در این تحقیق، برای ساخت مدل یادگیری از چند مدل یادگیری استفاده کردیم  

 ۰درخت هوفدینگ 3-3-۰

 هر باشد که دریم تصمیم درخت افزایشی از الگوریتم یک درخت هوفدینگ یا درخت تصمیم سریع، [29]طبق 

 غلبا کوچک نمونه یک که کندیم استفاده واقعیت این است و از ی عظیمهاداده جریان از یادگیری لحظه قادر به

جی خرو که داد نشان توانیمباشد و همچنین  کافیها دادهبندی کلاس یمتقسو  ویژگی انتخاب برای تواندیم

درخت هوفدینگ شامل چندین  .است مشابه نهایت تقریباًیبمیزان داده  با افزایشی غیر مدل یک با این مدل،

 .شده استفرض مقداردهی صورت پیشپارامتر است که به

 دتعدا سوم پارامتر آموزش، مرحله هر برای موردنیاز درخت، پارامتر دوم فضای مصرفی حافظه پارامتر اول حداکثر

 پارامتر مجاز، خطای میزانپارامتر پنجم  مرحله، هر یمتقس معیار چهارم پارامتر ها،برگ مشاهده برای هاکلاس

 ارامترپ حافظه، محدودیت هنگام توقف مجوز هشتم پارامتر باینری، تقسیم مجوز هفتم پارامتر قطع، آستانه ششم

 یازدهم پارامتر اولیه، هرس کردن یرفعالغ یا فعال دهم پارامتر ضعیف، هایویژگی کردن غیرفعال یا فعال نهم

                                                 
1 Hoeffding Tree 
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 ساده بیزبند کلاس از استفاده برای هابرگ تعداد میزان دوازدهم پارامتر ها،برگ درمورداستفاده  بینیپیش روش

 .هستند عددی هاویژگی تمام که کندیم مشخص آن بودن خالی که پارامتر آخرین و

 ۰همسایه تریننزدیک k بندطبقه با میخودتنظ حافظه 3-3-2

، دهدیمیی که مفاهیم فعلی و قبلی را مورد هدف قرار هامدلبا کمک  ،میخودتنظحافظه  مدل [3۱]با توجه به 

برای حفظ اطلاعات در مورد  LTM برای مفهوم فعلی و STMگیرد: از دو حافظه کمک می SAMشود. ساخته می

 مفاهیم گذشته.

. این دهدیمتطبیق  STMرا با  LTMرا بر عهده دارد و همچنین اطلاعات  STMیک فرایند وظیفه کنترل اندازه  

 .شودیمکه برای تسریع برخی از محاسبات الگوریتم استفاده  کندیم++ استفاده  Cاز یک کتابخانه  هاماژول

 چارچوب با انواع ین. عملکرد ایدتوابع کتابخانه، مهم است که نوع آرگومان مناسب را ارسال کن یهنگام فراخوان

 که شامل چندین پارامتر استبند این طبقه .کندیکار م یتیب 8 یهاهم با برچسب ++ Cو در  یتوناستاندارد پا

 دهیم:در ادامه توضیح می

پارامتر سوم حداکثر  ها،یههمسا نیترکینزد یپارامتر دوم نوع وزن ده یگان،همسا ترینیکپارامتر اول تعداد نزد

، STMحافظه  یق، پارامتر پنجم مدل تطبLTM یمورداستفاده برا ی، پارامتر چهارم فضاشدهرهیذخ یانقاط داده

 .کندیرا مشخص م LTMعدم استفاده از  یاو پارامتر آخر استفاده  STMپارامتر ششم حداقل اندازه 

                                                 
۰ Self Adjusting Memory coupled with the kNN classifier (SAMKNN) 



35 

 

3-3-3 k ۰همسایگی نیترکینزد 

K گیردیم قرارمورداستفاده  الگو تشخیص و ماشین یادگیری کاوی،داده در که است روشی همسایگی تریننزدیک. 

 سهولت لیلد به است و اغلباستفاده قابل ،کمیرگرسیون و نیز یادگیری  و بندیطبقه مسائل الگوریتم برای این

 .گیردمی قرارمورداستفاده  پایین، محاسبه زمان و نتایج تفسیر

 مدل، برچسب کلاس ین. در اکندیرا ثبت م یآموزش یهانمونه یناست که آخر یپارامتر یربند غروش طبقه یک

 :آیدیدر دو مرحله به دست م

 ترینیکهر پنجره داده نزد در n دهد. یصبه نمونه را تشخ یههمسا 

 یهامعدل برچسب کلاس یش،کلاس نمونه آزما یینتع برای n آن  یگیهمسا ترینیکنمونه که در نزد

 هستند را به دست آورد.

د زمان باش یشترعدد ب ینجستجو، حداکثر تعداد برگ )هر چه ا یبرا یهبند شامل تعداد همساطبقه ینا هایمولفه

 .باشدیفاصله م یارمع یینوجو کندتر خواهد بود( و تعو زمان جست تریعساخت درخت سر

 

 2بیز ساده 3-3-۰

بند با طبقه ینشهرت دارد. ا یینپا یمحاسبات ینهو هز یسادگ یلاست که به دل یبندطبقه یتمالگور یکساده  یزب

را که به آن تعلق دارد با دقت  یهر نمونه بدون برچسب، کلاس یو برا یدهمختلف آموزش د یهاتوجه به کلاس

  .کندیم بینییشبالا پ

 

                                                 
۰ k-nearest neighbors 
2 Naive Bayes 
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 ۰تطبیقی جنگل تصادفی 3-3-5

 که شامل  باشدیدر حال توسعه م یهاداده یانجر یبندطبقه یبرا یروش یقیتطب یتصادف یجنگل ها

 یهاداده یروش رو یندر ا مفهوم دارد. ییرتغ یو بررس یورود یهانظارت بر داده یبرا یخاص یاستراتژ که

 یهااست که داده ینصفر باشد. فرض بر ا یارو انحراف مع یانگینتا م پذیردیصورت م یسازتحت نظر نرمال

 قرار دارند. یانگینشده در فاصله م یسازنرمال

 

 استراتژی انتخاب داده برای ارسال درخواست برچسب  3-۰

خروجی برای کلاس داده جدید بدست  2یا  ۰ ، سازیبندهای استفاده شده برای پیادهبه خروجی طبقه با توجه

مقدار مساوی از دو کلاس برای داده بدست آمده باشد این داده برای ارسال درخواست  هاآید. اگر در این خروجیمی

شود. در غیر این صورت یعنی ی میانروزرسبهشود و مدل افزایشی با برچسب واقعی داده برچسب انتخاب می

 کنیم.ی اکثریت برای ساختن مدل افزایشی استفاده میرأحالتی که خروجی دو کلاس برابر نیستند از 

 

 گیری کلاس جریان دادههای اندازهروش 3-5

و  یبندروش طبقه ینترو ساده ین. اولمعرفی شدروش  ینداده، چند یانکلاس جر یریگاندازه یبرادر فصل دو 

ها در هر کلاس است. بند و سپس شمارش نمونههر نمونه با طبقه یگذار( است که شامل برچسبCCشمارش )

. روش کندیکلاس مشخص م ر( است که احتمال تعلق نمونه را به هPCCروش اول ) یروش دوم صورت احتمالات

مثبت و غلط مثبت به دست  یحاس نرخ صح( هست که کلاس داده را بر اسACC) شدهیلمدل تعد یزآخر ن

 ی و شمارش بهره بردیم.بندطبقهین روش یعنی ترسادهما در این تحقیق از  .آوردیم

                                                 
۰ Adaptive Random Forest 
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 تغییر مفهوم 3-6

 الگوریتم پنجره کشوییهای متعددی قابل محاسبه است. ما در این تحقیق از تغییر مفهوم در جریان داده با روش

کنیم. این الگوریتم روشی برای تشخیص تغییرات و نگه داشتن اطلاعات در مورد یک جریان استفاده می ۰تطبیقی

 وشود مشخص می در جریان داده های موجود در دو پنجره متوالیداده است. در این روش، حداکثر میانگین داده

تجزیه  بابع . این تاشودیر تشخیص داده میاز این آستانه بیشتر شود، در آن نقطه تغی که مقدار میانگیندر صورتی

 .[3۰] کندمفهوم را بررسی میتغییر  وجود یا عدم وجودو تحلیل نقاط برش مختلف در پنجره کشویی 

 

  

                                                 
۰ ADWIN (ADaptive WINdowing) 
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 و ارزیابی روش جدید سازی دهپیافصل چهارم: 



۰۱ 

 

تدا پردازیم. ابیمسازی و بررسی راهکار پیشنهادی و بیان جزئیات مربوط به آن یادهپدر این فصل به بیان 

 کنیم و دریمکنیم؛ سپس روش کار را به تفضیل بیان یمیش را تعریف آزمادر  مورداستفادهمجموعه داده 

 در فصول ابتدایی خواهیم داشت. شدهارائهی هاروشای با یسهمقاپایان بخش، 

 دهمجموعه دا ۰-۰

است. در  کاررفتهبهنیز  [۰6]در  هادادهما از یک سری پایگاه داده برای ارزیابی این الگوریتم استفاده کردیم. این 

 آمده است: هادادهادامه توضیح هر یک از مجموعه 

 Bike :دوچرخه با اطلاعات مربوط به آب و هوا و  یگذاربه اشتراک یستمس یک یشامل سوابق ساعت

کم  یابالا  یتقاضا یاآ یمکن ینیب یشاست که پ ینباشد. هدف ا یم 2۱۰2و  2۱۰۰ یسال ها ینب یفصل

 .است ویژگی ۰دارای  و مورد ۰7،379شامل مجموعه  این .وجود دارد

 Mosquitoes :سنسور حساس به نور است.  یکاز  هاعبور پشه با اطلاعات یشگاهیآزما یداده ها یدارا

شش  یها( و فرکانسWBF) ییاست: فرکانس بالا یدادهر رو یبرا یژگیسنسور شامل هفت و یداده ها

ه جیگذارد و در نت یم یرحشرات تاث یسمکند، که بر متابول یم ییرتغ یاناول. دما در طول جر یکهارمون

و  یریاندازه گ یفوظا یپنهان برا یرخود را دارد. ما درجه حرارت را به عنوان متغ یکفرکانس بالت ییرتغ

 است. مورد ۰3،۰۰۱مجموعه داده شامل  ین. ایریمگ یدر نظر م یطبقه بند

 Insects :را از پشه  نوعی است که ینشود. هدف ا یم یدسنسور تول یکاست که توسط  یشامل حوادث 

 .است ویژگی 93و دارای مورد  83،339شامل  ینکنند. ا یکتفکها سایر پشه

 NOAA: یلسال تشک 5۱ یبرا ینو جو زم یانوسیاق یثبت شده توسط اداره مل یهواشناس یطاز شرا 

 است. ثبت روزانه ۰8۰59و  یژگیمجموعه داده شامل هشت و ینشده است. ا

 Arabic-Digitویژگی 26دارای داده و  ۰۰،38۱شده از اعداد عربی شامل : یک نسخه اصلاح 

 QG یک نسخه از مجموعه داده :Handwritten  ویژگی 63داده و دارای  ۰3،279شامل 
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 معیارهای ارزیابی ۰-2

که  طورهمانما با استفاده از چند معیار ارزیابی در این پژوهش به بررسی عملکرد الگوریتم پیشنهادی پرداختیم. 

دارای  هرکدامدر فصل دوم اشاره کردیم معیارهای خطای مطلق، خطای مطلق نسبی و خطای نسبی نرمال 

 کنیم که توضیحات مربوط به هر یک از اینیمیی بودند؛ بنابراین از معیارهای دیگر برای ارزیابی استفاده هانقص

 معیارهای ارزیابی در ادامه آمده است.

 ۰دقت ۰-2-۰

شود که برابر با نسبت موارد حقیقی به کل حالات یممحاسبه  2ریختگی، بر اساس ماتریس درهمیبندردهدقت 

 .( تعریف این معیار آمده است۰-۰توضیحات مربوط به ماتریس و در رابطه ) ۰-۰باشد. در جدول یمموجود 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦             ( ۰-۰)رابطه  =
𝑇𝑁+𝑇𝑃

𝑇𝑁+𝐹𝑁+𝑇𝑃+𝐹𝑃
 

 

 یختگیردرهمماتریس  ۰-۰ جدول

 یافتهیصتخصکلاس  

 منفی مثبت

 کلاس واقعی
 FNمنفی کاذب  TPمثبت حقیقی  مثبت

 TNمنفی حقیقی  FPمثبت کاذب  منفی

                                                 
۰ Accuracy 

2 confusion matrix 
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 خطا ۰-2-2
کند؛ به ( را مشخص می2-۰، نسبت موارد کاذب به کل حالات موجود )رابطه کمییادگیری میزان خطای مدل 

 برابر میزان اختلاف دقت از مقدار واحد است.عبارتی این مقدار 

𝐸𝑟𝑟𝑜𝑟               ( 2-۰)رابطه  =
𝐹𝑁+𝐹𝑃

𝑇𝑁+𝐹𝑁+𝑇𝑃+𝐹𝑃
= 1 − 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 

 

 ۰صحت ۰-2-3

یی که هاهنمون تعدادآید و مقدار آن برابر است با تقسیم یم به دستیختگی ردرهماین معیار نیز با کمک ماتریس 

تعریف این معیار را مشاهده  2-۰های درست و نادرست مثبت. در رابطه ییشناسااند به کل شدهییشناسای درستبه

   کنید.یم

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛                ( 3-۰)رابطه  =
𝑇𝑃

𝑇𝑁+𝑇𝑃
 

 

 scikit-multiflowکتابخانه  ۰-3

یان وجود دارد. یکی از این در جری هاو داده هادادهیسی پایتون چندین کتابخانه برای کار با نوبرنامهدر زبان 

 باشد.یم scikit-multiflowگیرد کتابخانه یمقرار  مورداستفادهی در جریان هادادهکه برای  هاکتابخانه

                                                 
۰ Precision 
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 از پیروی با. یمابوده تحقیقاتی هجامع در )FOSS (۰باز منبع و رایگان یافزارهانرم گسترش شاهد اخیر یهاسال

 هایشآزما انجام و هایتمالگور سازییادهپ برای را پایتون چارچوب یک ،scikit-multiflowکتابخانه  ،FOSSاصول 

 . [32] شد معرفیتوسعه درحال یهاداده جریان روی بر ماشین یادگیری زمینه در

scikit-multiflow چندین  [33]در  .است جریان تنظیم در ماشین یادگیری انجام برای باز منبع کتابخانه یک

 به عمدتاها کتابخانهآمده است. این  Riverو  Cremeی در جریان نظیر هادادهدیگر در حوزه  پرکاربردکتابخانه 

 ون،رگرسی ی،بندازجمله: طبقهاستفاده کرد.  هاآنتوان از یمو برای موارد مختلفی  شودیم نوشته پایتون زبان

 .ناهنجاری تشخیص و بینییشپ خروجی، چند و برچسب چند یادگیری نمایشی، یادگیری ی،بندخوشه

 آشکارسازهای ،(رگرسیون و یبند)طبقه یادگیری یهاروش جریان، مولدهای شامل scikit-multiflowکتابخانه 

 داده نمایش Stream کلاس توسطها داده ،scikit-multiflw . در[3۰] است ارزیابی یهاروش و تغییر مفهوم

 سازها جریان کمک با. است تقاضا صورت در داده جدید یهانمونه ارائه Stream کلاس قابلیت ینتر. مهمشوندیم

ها داده فیزیکی ذخیره از تا شوندیم تولید تقاضا اساس بر داده یهانمونه هستند،ها داده از ارزان منبع یک که

 کنندیم کار مشابه روشی بهها آن همه و دارد وجود جریان مولد چندین scikit-multiflow در. شود جلوگیری

[35]. 

 

 پیشنهادیروش سازی پیاده ۰-۰

در هر مرحله داده آموزشی تشکیل دهیم؛  2۱۱۱اولیه با  بندطبقه چهار مدلترین مرحله و مرحله اول، ییابتدادر 

های بدست آمده یابد. خروجیهای این چهار مدل روند ادامه میشود و بعد از برسی خروجیداده جدید دریافت می

                                                 
۰ Free and Open Source Software 
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آوریم. مقدار بیشترین تکرار را در لیست بدست می maxکنیم. با کمک تابع لیست ذخیره میها را در یک از مدل

 شود. های آزمایش فراخوانی میاین تابع برای تک تک داده

با مشخص شدن کلاس غالب برچسب داده برای روش اول که بدون درخواست برچسب پیاده سازی شده است 

در روش دوم برای این حالت،  سازیم.به صورت افزایشی می شود و سپس به کمک آن، مدل راد نظر ساخته میمور

شود و یک عدد به شمارنده خاص مربوط به درخواست برچسب برای داده مورد نظر درخواست برچسب ارسال می

باشد اما قبل از مشخص کردن کلاس غالب، تغییر مفهوم برای روش سوم مانند روش دوم میافزوده خواهد شد. 

بعد از بدست  ،هاروش تمامیدر شود. شود که در صورت وجود تغییر مفهوم، داده جدید وارد میداده بررسی می

ها در حالت تساوی خروجی و سوم )روش اول با استفاده از مدل ساخته شده و روش دوممقدار برچسب داده  آوردن

 روزرسانیا به صورت افزایشی بهبندهمدل طبقه با استفاده از مقدار برچسب داده و باقی حالات مانند روش اول(

 کنیم.شود و روند فوق را تکرار میخواهند شد. سپس داده بعدی در جریان داده دریافت می

 :آمده استخلاصه  طوربهشده در الگوریتم در ادامه آمار کلی و پارامترهای استفاده

 نمونه 2۱۱۱بندی اولیه )آموزش(: تعداد داده برای طبقه 

   :قابل محاسبه برای هر مجموعه دادهتعداد داده برای درخواست برچسب 

 ۰-3استراتژی خاص بیان شده در بخش ی انتخاب نمونه: هاروش 

 گیری کلاس جریان داده: روش اندازهCC 

 بندی: های طبقهمدلHoeffding Tree ،SAM ،KNN  وNaiveBayes  وAdaptive Random Forest 

  :دقت، صحت، خطامعیارهای ارزیابی 
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 دقت روش پیشنهادیارزیابی  ۰-5

 استمحاسبه شدهصورت زیر به هر مجموعه داده وبند طبقه مدل ۰ برایبدست آمده با اجرای برنامه دقت و خطای 

 خواهید کرد.مشاهده  ادامهو میانگین دقت و خطا را در 

 

 Bikeداده مجموعه  برای های یادگیریمدل : دقت و خطای2-۰جدول

 دقت صحت خطا 

 ۱.67۰8 ۱.5977 ۱.3252 روش اول

 ۱.6773 ۱.59۱8 ۱.3227 روش دوم

227۱.3 روش سوم  8۱۱.59  ۱.6773 

533۱.۰درصد درخواست برچسب:  5داده با ارسال  یگاهپا ینا یخطا برا یانگینم )پایه(SQSI_IS روش  

 

 معادل دو درصد 39۰روش دوم: تعداد ارسال برچسب برای 

 ۱دارای تغییر مفهوم برای روش سوم: تعداد داده 

ش شده رگزا ۱.۰533درصد به میزان  5مدل پایه برای این پایگاه داده با ارسال درخواست  کمیمیانگین خطای 

 یلمجموعه داده به دل یندر ا. استدرخواست برچسب کمتر اعمال شدههای بدست آمده، دادهبا توجه به  است.

یر برای این مجموعه داده، تغی ند.خوب عمل نکرد یشنهادیپ هایمدل کنندیم ییرفصل تغ ییراتها با تغداده ینکها

های دوم و سوم یکسان بدست آمد و به دقت مدل پیشنهادی کمکی مفهومی شناسایی نشد و نتایج برای روش

 نکرد.
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 Mosquitoesداده مجموعه  برای های یادگیریمدل : دقت و خطای3-۰جدول

 دقت صحت خطا 

.۱ روش اول 7332  ۱.9375 ۱.6727 

 ۱.7۰23 ۰.۱ ۱.257 روش دوم

 ۱.757 ۱.89 ۱.2۰3 روش سوم

29.۱درصد درخواست برچسب:  5داده با ارسال  یگاهپا ینا یخطا برا یانگینم SQSI_IS روش  

 

 درصد ۱.۰معادل  56روش دوم: تعداد ارسال برچسب برای 

 2۱سوم: تعداد داده دارای تغییر مفهوم برای روش 

 گزاش شده است. ۱.29درصد به میزان  5مدل پایه برای این پایگاه داده با ارسال درخواست  کمیمیانگین خطای 

ها نزدیک به دقت مدل دقت تمامی مدلدرخواست برچسب به شدت پایین آمده است. طبق مقادیر بدست آمده 

SQSI_IS یجه قابل قبول است.که با توجه به کاهش شدید درخواست برچسب، نت باشدمی 

 

 Insectsداده مجموعه  برای های یادگیریمدل دقت و خطای: ۰-۰جدول

 دقت صحت خطا 

762۰.۱ روش اول  ۱.65۰۰ 2375.۱  

32۱8.۱ روش دوم  ۰387.۱  679۰.۱  

 ۱.93 ۱.899 ۱.۱7 روش سوم
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۱66۱.۰درصد درخواست برچسب:  5داده با ارسال  یگاهپا ینا یخطا برا یانگینم SQSI_IS روش  

 

 معادل دو درصد ۰9۰2روش دوم: تعداد ارسال برچسب برای 

 ۰9تعداد داده دارای تغییر مفهوم برای روش سوم: 

گزاش شده  ۱.۰۱66صد به میزان در 5مدل پایه برای این پایگاه داده با ارسال درخواست  کمیمیانگین خطای 

است که با توجه به کاهش دوم و سوم، مدل یادگیری عملکرد مناسبی را از خود نشان دادهاست. در روش های 

 درخواست برچسب، بسیار ارزشمند است.

 

 NOAAداده مجموعه  برای های یادگیریمدل دقت و خطای: 5-۰جدول

 دقت صحت خطا 

 ۱.6876 ۱.687۰ ۱.3۰2۰ روش اول

 ۱.72۰7 ۱.7۰88 ۱.2753 روش دوم

 ۱.735 ۱.7۰ ۱.26۰5 روش سوم

29.۱درصد درخواست برچسب:  5داده با ارسال  یگاهپا ینا یخطا برا یانگینم SQSI_IS روش  

 

 معادل دو درصد 32۰روش دوم: تعداد ارسال برچسب برای 

 222تعداد داده دارای تغییر مفهوم برای روش سوم: 
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گزاش شده است.  ۱.29درصد به میزان  5مدل پایه برای این پایگاه داده با ارسال درخواست  کمیمیانگین خطای 

های هواشناسی هستند و به دلیل عدم پایداری جو، از ثبات کمی برخوردارند؛ های این مجموعه مرتبط با دادهداده

 دقت ،با درخواست برچسب کمترهای پیشنهادی مدل ولیلذا برای این مجموعه داده تغییر مفهوم زیادی داریم 

 اند.را تا حدودی حفظ کردند و حتی به میزان اندکی بهبود داده

 

 Arabic-Digitداده مجموعه  برای های یادگیریمدل دقت و خطای: 6-۰جدول

 دقت صحت خطا 

 ۱.9239 ۱.9۰8۰ ۱.۱76 روش اول

.۱ روش دوم 85۱  ۱.9538 ۱.9 ۰8۰  

 ۱.966 ۱.95 ۱.۱3۰ روش سوم

۱.۰درصد درخواست برچسب:  5داده با ارسال  یگاهپا ینا یخطا برا یانگینم SQSI_IS روش  

 

 معادل دو درصد 329روش دوم: تعداد ارسال برچسب برای 

 38تعداد داده دارای تغییر مفهوم برای روش سوم: 

گزاش شده است.  ۱.۰درصد به میزان  5مدل پایه برای این پایگاه داده با ارسال درخواست  کمیمیانگین خطای 

با توجه به پایین بودن تغییر مفهوم در این مجموعه داده با ارسال درخواست برچسب کمتر دقت نیز تا حد خوبی 

 کاهش داشته است. به میزان اندکی افزایش داشته است و خطای مدل

 

 



۰9 

 

 QGداده مجموعه  برای های یادگیریمدل و خطایدقت : 7-۰جدول

 دقت صحت خطا 

.۱ ۱.99۰9 ۱.۱۰33 روش اول  9867  

9927.۱ ۱.۱۱63 روش دوم  ۱. 9369  

۱۱63.۱ روش سوم  ۱.9927 936۱.9  

33.۱درصد درخواست برچسب:  5داده با ارسال  یگاهپا ینا یخطا برا یانگینم SQSI_IS روش  

 

 درصد یکمعادل  ۰8۱روش دوم: تعداد ارسال برچسب برای 

 ۱تعداد داده دارای تغییر مفهوم برای روش سوم: 

 گزاش شده است ۱.33درصد به میزان  5مدل پایه برای این پایگاه داده با ارسال درخواست  کمیمیانگین خطای 

این نسبت به سازی شده های پیادهروشدقت  ،مقادیر بدست آمدهطبق را دارا است و  ۱.67یعنی دقتی حدود 

؛ همچنین درخواست برچسب نسبت به مدل پایه به شدت کاهش داشته است و اندمقدار افزایش خوبی داشته

 برای این مجموعه حتی برای روش پیشنهادی اول بدون هیچ درخواست برچسبی دقت بالایی بدست آمده است.

  یکسان بدست آمد. های دوم و سومو نتایج برای روشداده، تغییر مفهومی شناسایی نشد 

ها درخواست برچسب کمتری داشتیم و های پیشنهادی، در تمام مجموعه دادهبطور کلی برای تمامی روش

های موجود، دقت بالاتر از روش های دوم و سوم بجز یک مورد، برای تمام مجموعه دادههمچنین برای روش

SQSI-IS های مربوط رچسب که منجر به کاهش هزینهبدست آمد که با وجود کاهش مناسب ارسال درخواست ب

به آن خواهد شد، بسیار حائز اهمیت است. دقت برای روش اول، بدون ارسال درخواست برچسب، در دو 



5۱ 

 

ر د با هم یسهها در مقاتمام مدل محاسبه شده برای یخطا یانگینمداده اخر نسبت به قبل بهبود داشت. مجموعه

 است.آمده ۰-۰شکل 
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 گیرینتیجه 5-۰

م ی در جریان استفاده کردیهادادهتحقیق سعی کردیم با کمک روش یادگیری افزایشی که برای ایجاد مدل در این 

ی ابتدایی هابخشدر  شدهمطرحی هاچالشصرف کنیم. همچنین  هادادهتا حد زیادی زمان کمتری را برای بررسی 

ما این  روش دربود که  هادادههزینه بالای درخواست برچسب  هاچالشی بهبود دادیم. یکی از این زیاد را تا حد

 .هزینه به صورت قابل توجهی کاهش یافت

های زمان و ینههزی یادگیری افزایشی قادر هستیم با حفظ دقت، هاروشها نشان دادیم که با کمک یشآزمادر 

ی داده در دنیای واقعی هزینه بالایی دارند این هابرچسبکه ینادرخواست برچسب را کاهش دهیم. با توجه به 

 تواند تا حدودی موثر واقع شود.یمروش 

 

 ای آیندههپژوهش 5-2

که مانند اندازه مجموعه آموزشی هایی یتمحدودبا کمک حذف  سعی ما این است که برای تحقیقات بعدی،

 ،شوندکه در لحظه تولید مییی هادادهاز های یادگیری روش و با کمک یمنظر گرفتدر  هایشدر آزما فرضیه عنوانبه

ف مختلمدل مناسبی برای استفاده بهتر در دنیای واقعی ارائه دهیم و آن را برای بهبود عملکرد افراد در مشاغل 

 بکار بگیریم.

 محوری نقشی روش همراه است. این ۰شویم که با عدم قطعیتیمآشنا  کمیبا شکل دیگری از یادگیری  ]36[در 

 یمهندس و علوم در کاربردی یهابرنامه برای که دارد گیرییمتصم و سازیینهبه حین در یتقطع عدم کاهش در

 .داد قرار خواهیم یبررس مورد حوزه را یندر ا اخیر هاییشرفتپ بعد، مطالعات در. استاستفاده قرارگرفته  مورد

                                                 
۰ Uncertainty Quantification 
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 کمی یادگیرییک ابزار مفید برای مقابله با مشکلات  توانندیمنمونه انتخاب  هایروش که اشاره کردیم طورهمان

 هاروش؛ که این هستندما  در دسترس هاادهدی کمی از هاکه برچسب ؛ مخصوصا زمانیدر جریان داده باشند

 توانند بسیار مفید واقع شوند.یم

های دیگر انتخاب نمونه از جمله انتخاب نمونه در این تحقیق برای انتخاب نمونه، از روش ابداعی استفاده شد. روش

 مبتنی بر خوشه را در تحقیقات بعدی در نظر خواهیم گرفت.

ه ک یکاربرد یهااست و در برنامه یمهم یارپرت موضوع بس یهاداده ییشناسا ی،کاودادهبا توجه به تحولات علم 

 یرتاث توانیها مداده ینو حذف ا یص. با تشخ[37] دارد ییبه سزا یتداده هستند، اهم یانها در قالب جرداده

 یهااز روش یکرد. در مطالعات بعد حاسبهمدل م یبرا یآن را در عملکرد مدل کاهش داد و دقت بالاتر یمنف

 گرفت. یمداده کمک خواه یانپرت در جر یهاداده یصتشخ

 بسیاری .شودیم استفاده بزرگ یهاداده و تحلیلیه تجز و کاربردی یهابرنامه انواع در ۰عمیق یادگیری از امروزه

اشین م برای یادگیری عمیق یادگیری از ،هاحلراه درک در توانایی یا آن، برتر تفسیر دلیل به داده علم محققان از

 .یمبر کار هب کمی یادگیری با تلفیقیصورت به را عمیق یادگیری کرد، خواهیم تلاش یندهآ در نیز ما. برندبهره می

  

                                                 
۰ Deep Learning 
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Abstract 

In recent years, learning from data streams has attracted the attention of researchers 

and specialists. However, quantification learning has remained mostly unexplored. In 

some applications where we need to distribute positive and negative feedback, the use 

of quantification learning has been very useful. Also, this method can also be used to 

obtain specific general characteristics about the population of a network, and extract 

useful practical information by analyzing people's emotions. Quantification learning 

is very similar to classification, and both of them do the grouping of the data, but their 

purpose is different; In quantification learning problems, we are not looking for to 

specify each class of samples, and only general data statistics are important, and the 

goal is to provide an estimate of the distribution of data. Recent algorithms in the field 

of quantification learning in data stream have been introduced with the help of 

changing the concept and using the label request for a large part of the new samples 

and have been presented with sample selection techniques. In this research, the idea 

is to request the label of a smaller subset of recent examples and we make the 

classification model incrementally with the help of several different classification 

classes. Our experiments show that despite reducing the label request from recent 

samples and even removing it, the accuracy of the model can be maintained or 

improved. 
 

Keywords: Quantification learning, Data stream, Classification, Incremental 

learning, Label request 
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