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نامه تعهد  

 

‌یهوا‌‌مرکز‌آمووشش‌‌دانشکده‌مهندسی‌هوش‌مصنوعی‌رشته‌ارشد‌کارشناسی‌دوره‌دانشجوی سمانه وزیریان‌اینجانب

 یسند متن یک یآمار های‌یژگیبا و یسندهنو ییشناسا‌نامه‌پایان‌نویسنده‌شاهرود‌دانشگاه‌صنعتی‌یکیالکترون

 .شوم‌می‌متعهد یزاهد یدکتر مرتض‌‌راهنمائی‌تحت 

 است‌برخوردار‌اصالت‌و‌صحت‌اش‌و‌است‌شده‌انجام‌اینجانب‌توسط‌نامه‌پایان‌این‌در‌تحقیقات.‌‌

 است‌شده‌استناد‌استفاده‌مورد‌مرجع‌به‌دیگر‌محققان‌های‌پژوهش‌نتایج‌اش‌استفاده‌در.‌

 در‌امتیاشی‌یا‌مدرک‌نوع‌هیچ‌دریافت‌برای‌دیگری‌فرد‌یا‌خود‌توسط‌تاکنون‌نامه‌پایان‌در‌مندرج‌مطالب‌

‌.نشده‌است‌ارائه‌جا‌هیچ

 دانشگاه»‌‌نام‌با‌مستخرج‌مقالات‌و‌باشد‌می‌شاهرود‌صنعتی‌دانشگاه‌به‌متعلق‌اثر‌این‌معنوی‌حقوق‌کلیه‌

‌‌رسید.‌خواهد‌چاپ‌به‌«‌Shahrood University of Technology»‌و‌یا‌«‌‌شاهرود‌صنعتی

 مقالات‌در‌اند‌بوده‌تأثیرگذار‌نامه‌پایان‌اصلی‌نتایح‌آمدن‌دست‌به‌در‌که‌افرادی‌تمام‌معنوی‌حقوق‌

‌.گردد‌رعایت‌می‌نامه‌پایان‌اش‌مستخرج

 است‌شده‌استفاده(‌آنها‌های‌بافت‌یا)‌شنده‌موجود‌اش‌که‌مواردی‌در‌نامه،‌پایان‌این‌انجام‌مراحل‌کلیه‌در‌

‌.است‌شده‌اخلاقی‌رعایت‌اصول‌و‌ضوابط

 استفاده‌یا‌یافته‌دسترسی‌افراد‌شخصی‌اطلاعات‌حوشه‌به‌که‌مواردی‌در‌نامه،‌پایان‌این‌انجام‌مراحل‌کلیه‌در‌

‌است.‌شده‌رعایت‌انسانی‌اخلاق‌اصول‌و‌ضوابط‌اصل‌راشداری،‌است‌شده

 تاریخ‌‌

دانشجو‌امضای  

 نشر حق و نتایج مالکیت

 
 و‌‌ها‌افزار‌نرم‌ای،‌رایانه‌های‌برنامه‌کتاب،‌مستخرج،‌مقالات)‌آن‌محصولات‌و‌اثر‌این‌معنوی‌حقوق‌کلیه

در‌‌مقتضی‌نحو‌به‌باید‌مطلب‌این.‌باشد‌می‌شاهرود‌صنعتی‌دانشگاه‌به‌متعلق(‌است‌شده‌ساخته‌تجهیزات

‌.شود‌ذکر‌مربوطه‌علمی‌تولیدات

 باشد‌نمی‌مجاش‌مرجع‌ذکر‌بدون‌نامه‌پایان‌در‌موجود‌نتایج‌و‌اطلاعات‌اش‌استفاده.‌



 و‌
 

 چکیده

‌یو ‌‌نویسونده‌‌کوردن‌آن‌مشخصهای‌پرداشش‌متن‌است‌و‌هدف‌نویسنده‌یکی‌اش‌شیر‌شاخهشناسایی‌

انتخواب‌نویسونده‌بورای‌‌‌‌‌شود.یاد‌میآن‌‌است‌که‌با‌عنوان‌متن‌دیده‌نشده‌اش‌ناشناسمتن‌با‌نویسنده‌

رای‌ب‌گیرد.انجام‌می‌،گان‌کاندیدهگان‌با‌عنوان‌نویسندهای‌اش‌نویسنداش‌میان‌مجموعه‌،متن‌دیده‌نشده

بورای‌‌‌روشهای‌مشوخص‌کننوده‌سو  ،‌و‌انتخواب‌‌‌‌‌طراحی‌سیستم‌شناسایی‌نویسنده‌نیاش‌به‌ویژگی

انتخاب‌ویژگوی‌اش‌میوان‌‌‌معمولا‌‌متن‌دیده‌نشده‌است.‌برایبندی‌و‌یا‌تخصیص‌نویسنده‌مناسب‌ط قه

 ‌گیرد.صورت‌می‌کاندید‌د‌برای‌هر‌نویسندهجوموششی‌موآهای‌داده

هوای‌تشوخیص‌نویسونده‌کوه‌‌‌‌‌های‌مختلف‌نیاش‌بوه‌توسوعه‌سیسوتم‌‌‌در‌شبانبا‌افزایش‌روند‌تولید‌متن‌

‌مسولله‌نامه‌بورای‌حول‌‌‌در‌این‌پایانرسد.‌مستقل‌اش‌شبان‌نگارش‌متن‌عمل‌نمایند‌ضروری‌به‌نظر‌می

‌ها‌با‌مزیت‌اسوتخراج‌آسوان‌و‌‌کلمات‌به‌عنوان‌ویژگی‌گرام-nها‌و‌کارکتر‌گرام-nتشخیص‌نویسنده‌اش‌

سواشی‌شبوانی‌بوه‌‌‌‌.‌و‌به‌عنوان‌ی ‌روش‌آمواری‌و‌احتموالاتی‌مودل‌‌‌اده‌شده‌استاستفمستقل‌اش‌شبان،‌

گورام‌کلموات‌‌‌-2گرام‌کلمات‌بوا‌‌-1عنوان‌روش‌تخصیص‌استفاده‌شده‌است.‌برای‌به ود‌نتایج‌ترکیب‌

ها‌با‌عنووان‌مودل‌سواشی‌شبوانی‌ت ییور‌یافتوه‌‌‌‌‌‌‌گرام-nبه‌عنوان‌وشن‌دهی‌احتمال‌‌IDFهمراه‌با‌مقدار‌

داده‌آموششی‌و‌افزایش‌تعداد‌‌کاهش‌موثر‌بر‌نتیجه‌ارشیابی‌مانند‌.‌همچنین‌عواملپیشنهاد‌شده‌است

تشوخیص‌نویسونده‌‌‌‌مسولله‌در‌حول‌‌کاندید‌و‌متعادل‌بودن‌یا‌نا‌متعادل‌بودن‌داده‌آموششوی‌‌‌نویسنده

 .‌شده‌استبررسی‌

پایگاه‌داده‌چهارم‌‌برای‌ارشیابی‌اش‌چهار‌پایگاه‌داده‌استفاده‌شده‌است.‌سه‌پایگاه‌داده‌در‌شبان‌فارسی‌و

است.‌روش‌مدل‌ساشی‌ت ییر‌یافته‌در‌تمام‌آشمایشات‌انجام‌شده‌به ود‌را‌نس ت‌بوه‌‌‌در‌شبان‌انگلیسی

n-ها‌وگرام‌کاراکترn –بوا‌مودل‌‌‌100دهد.‌بهترین‌نتیجه‌با‌رسویدن‌بوه‌دقوت‌‌‌گرام‌کلمات‌نشان‌می‌%

‌دهد.ها‌نشان‌میگرام-nه‌اش‌ساشی‌ت ییر‌یافته‌در‌پایگاه‌داده‌فارسی‌به ود‌خوبی‌را‌در‌استفاد

‌

 سواشی‌شبوانی،‌پایگواه‌داده‌‌‌‌،‌مودل‌:‌شناسایی‌نویسونده،‌تخصویص‌نویسونده،‌انگورام‌‌‌‌کلمات کلیدی‌

WMPR-AA2016-A،پایگاه‌داده‌‌ .WMPR-AA2016-B‌
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 مقدمه1-1 

کوه‌بوه‌‌‌‌شناسایی‌نویسونده‌‌پرداخته‌شده‌است.شناسایی‌نویسنده‌‌مسللهدر‌این‌پایان‌نامه‌به‌بررسی‌‌

گیرد‌که‌خود‌شیر‌مجموعه‌مجموعه‌بزرگتر‌قرار‌میدر‌دسته‌پرداشش‌متن‌است‌نوعی‌ط قه‌بندی‌متن‌

‌‌پرداشش‌شبان‌ط یعی‌است.

،‌بوه‌‌1گان‌شناخته‌شدههترین‌نویسنده‌اش‌میان‌مجموعه‌نویسندشناسایی‌نوسنده‌عمل‌انتساب‌محتمل

عمول‌‌ (Juola, et al., 2006)در‌تعریوف‌دیگور‌اش‌‌‌ .اسوت‌‌2نامشوخص‌آن‌‌است‌کوه‌نویسونده‌‌‌یمتن

 با‌استفاده‌اش‌اطلاعات‌آماری‌که‌در‌متن‌وجود‌دارد‌،دیده‌نشدهنویسنده‌ی ‌متن‌‌3استناج‌محاس اتی

نامه‌همواره‌منظور‌اش‌شناسایی‌نویسنده،‌شناسایی‌با‌در‌طول‌این‌پایان‌.نامندمی‌4یص‌نویسندهصرا‌تخ

 ,Authorship Attribution هوای‌ایون‌فراینود‌بوا‌نوام‌‌‌‌استفاده‌اش‌روشهای‌آماری‌و‌محاسو اتی‌اسوت.‌‌‌

Authorship Identification ,Stylometric ,non-traditional Authorship Attribution,در‌منوابع‌‌‌

 مختلف‌نام‌برده‌شده‌است

 شناسایی نویسنده مسئلهضرورت حل 1-2 

ود‌بووده‌‌ران‌شموان‌خو‌‌های‌دور‌اهمیت‌داشته‌و‌مورد‌بررسی‌پژوهشگاش‌شمان‌تشخیص‌نویسندهمسلله‌

استفاده‌‌واستفاده‌اش‌صفحات‌وب‌‌اینترنت،فراگیر‌شدن‌با‌ (1990)اش‌اواخر‌‌های‌اخیردر‌دهه‌اما‌است

هوای‌‌و‌الگووریتم‌‌هوای‌پورداشش‌شبوان‌ط یعوی‌‌‌‌پیشرفتی‌کوه‌در‌شمینوه‌‌‌همچنین‌و‌چتهای‌اش‌محیط

تشوخیص‌‌مسولله‌‌هوای‌بیشوتری‌در‌شمینوه‌حول‌‌‌‌‌پیشورفت‌‌توجوه‌و‌‌ه‌استجام‌شدنایادگیری‌ماشین‌

 تحقیقات‌در‌شمینه‌شبان‌فارسی‌چشم‌گیر‌ن وده‌است.نویسنده‌صورت‌گرفته‌است.‌اما‌متاسفانه‌این‌

                                                 
1‌known Authors 
2
 Unknown Author 
3
 Computational Inferring 
4
 Authorship Attribution 
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شناسایی‌نویسونده‌‌‌مسللههای‌یادگیری‌ماشین‌بر‌حل‌الگوریتم‌‌وهای‌ط یعی‌پیشرفت‌پرداشش‌شبان

‌باشد:‌تاثیر‌گزار‌تواند‌به‌صورت‌شیراشاره‌شده‌است‌میآن‌‌به‌(Stamatatos, 2009)که‌در‌طورهمان

 انوواع‌جدیود‌اش‌‌‌استفاده‌اشهای‌ط یعی:‌با‌گسترش‌ابزارهای‌پرداشش‌شبان‌امکان‌پرداشش‌شبان‌

‌.فراهم‌شده‌است‌شکار‌کردن‌س  ‌نویسندهآبرای‌های‌نحوی‌مانند‌ویژگی‌ویژگی

 روشن‌نها‌به‌عنواآ،‌استفاده‌هاتر‌شدن‌این‌الگوریتمی‌ماشین:‌با‌قدرتمندهای‌یادگیرالگوریتم‌

‌نیز‌با‌اثر‌مث ت‌همراه‌بوده‌است.تخصیص‌و‌یا‌ط قه‌بندی‌متن‌

‌روش‌به‌،های‌مختلفدر‌حوشهآن‌‌گستردهبه‌خاطر‌کاربردهای‌‌تشخیص‌نویسندهمسلله‌‌اش‌طرف‌دیگر‌

‌به‌موارد‌شیر‌اشاره‌کرد:‌توانمیآن‌‌هایکاربرد‌اش‌جمله‌.شودبرخوردار‌میاهمیت‌بیشتری‌‌روش‌اش

 هوا‌بوه‌صوورت‌قوانونی‌بوه‌‌‌‌‌‌تجزیه‌و‌تحلیل‌نوشته:‌1ها‌به‌صورت‌قانونیتجزیه‌و‌تحلیل‌نوشته

مانند‌حملات‌سوای ری‌‌های‌مجرمانه‌منظور‌پیدا‌کردن‌نویسنده‌در‌تحقیقات‌قانونی‌و‌بررسی

‌.گیردصورت‌می

 ها‌با‌بررسی‌کد‌برنامه‌افزارهای‌تجاریادعاهای‌مالکیت‌نرم:‌بررسی‌2تجارت‌الکترونیکی. 

 های‌ادبیشناسایی‌نویسنده‌متن‌‌(Bozkurt, et al., 2007)، 

 ها‌شناسایی‌تروریسم‌با‌استفاده‌اش‌شناسایی‌نویسنده‌در‌پیام 

  های‌الکترونیکیتشخیص‌نویسنده‌ایمیل‌و‌متن‌(Argamon, et al., 2003)،‌

 تشخیص‌سرقت‌ادبی‌(Alzahrani, et al., 2012).‌ 

 ... و 

سیم‌قدسته‌ت‌شیر‌به‌چند‌،مسللههدف‌اش‌حل‌‌بسته‌به‌نحوه‌تخصیص‌و‌،تشخیص‌نویسندهمسلله‌

 انجام‌شده‌است‌به‌سه‌گروه‌تقسیم‌شده‌است:‌(Joula, 2008)‌در‌تقسیم‌بندی‌که‌در؛‌شودمی

                                                 
1
 Forensic Analysis‌
2
 Electronic Commerce‌
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 کوه‌‌کاندیود‌‌گوان‌ای‌اش‌نویسونده‌اش‌روی‌مجموعه‌بسته‌:‌انتخاب‌نویسنده‌متن1مجموعه‌بسته‌

 ‌.داده‌آموششی‌وجود‌دارد‌برای‌آنها

 مجموعوه‌‌‌گوان‌نویسنده‌اشتواند‌یکی‌می‌دیده‌نشده‌نویسنده‌متندر‌این‌حالت‌:‌2مجموعه‌باش

 .باشد‌یا‌هیچکدام‌اش‌آنها‌ن اشدداده‌آموششی‌کاندید‌با‌گان‌بسته‌نویسنده

 نسویت‌ج‌ماننود‌نویسونده‌‌فردی‌های‌مشخص‌کردن‌ویژگی‌در‌این‌دسته‌تمرکز‌در‌:3پروفایل‌

متن‌‌یا‌است‌نگارش‌شده‌است‌نوشته‌به‌شبان‌مادری‌نویسندهآیا‌‌است‌و‌یا‌ویژگی‌متن‌مانند

 ‌و...‌توسط‌ی ‌نویسنده‌نوشته‌شده‌است‌یا‌چند‌نویسنده

که‌مشخص‌‌هایکی‌ویژگی‌،روبرو‌هستیممسلله‌توان‌گفت‌در‌شناسایی‌نویسنده‌با‌دو‌به‌طور‌کلی‌می

 انجوام‌‌بوه‌منظوور‌‌‌اهوا‌ر‌که‌ویژگوی‌‌4کمی‌یهاو‌دیگری‌روشنویسنده‌هستند‌‌س  ‌نوشتاری‌کننده

‌1-1شوکل‌‌‌شناسوایی‌مسلله‌در‌حل‌‌اش‌مراحل‌کار‌ی ‌نمای‌کلی‌.برندمی‌به‌کار‌انتساب‌یا‌تخصیص

‌‌.داده‌شده‌است‌نمایش

‌

 
‌تشخیص‌نویسندهمسلله‌:‌مراحل‌کار‌در‌حل‌1-1شکل

 

 

                                                 
1
 Close- set Authorship Attribution 

2
 Open- set Authorship Attribution‌
3
 Profiling 
4
 Quantitative Methods 

آوریجمع   

داده   
انتخاب روش  انتخاب ویژگی

 تخصیص 

شناسایی 

 نویسنده
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 مسئلهبیان 1-3 

و‌یوا‌‌‌سونده‌یی‌نویسعی‌بور‌شناسوا‌‌‌،مجموعه‌بستهدر‌‌عمل‌شناسایی‌نویسندهکه‌عنوان‌شد‌طورهمان

‌.دارد‌شناخته‌شده‌گاناش‌میان‌مجموعه‌نویسندهمورد‌مناقشه‌‌متن‌در‌تخصیص‌نویسنده

یا‌متن‌مورد‌سوال‌یا‌متن‌بوا‌نویسونده‌‌‌‌مورد‌مناقشه‌یا‌متن‌دیده‌نشدهمنظور‌اش‌متن‌در‌این‌تعریف‌‌

گان‌شناخته‌شده‌یا‌مجموعه‌هر‌اش‌نویسند.‌منظومشخص‌نیستآن‌‌است‌که‌نویسنده‌متنی‌،نامشخص

گان‌است‌که‌برای‌آنهوا‌داده‌آموششوی‌وجوود‌دارد‌یوا‌بوه‌‌‌‌‌‌های‌اش‌نویسندگان‌کاندید،‌مجموعههنویسند

گوان‌‌هیکی‌اش‌نویسند‌تخصیصشناسایی‌نویسنده‌مسلله‌منظور‌اش‌حل‌‌و‌ع ارتی‌شناخته‌شده‌هستند

گروهی‌تخصیص‌و‌‌روش‌اش‌ی ‌به‌طور‌معمولبه‌این‌منظور‌‌مجموعه‌کاندید‌به‌متن‌دیده‌نشده‌است.

‌.شوداستفاده‌میها‌با‌یکدیگر‌ویژگی‌ترکیب‌یاو...،‌ییل وی،‌نحوی،‌معنا‌اعم‌اش‌،هاویژگی‌اش

هوای‌تشوخیص‌نویسونده‌کوه‌‌‌‌‌های‌مختلف‌نیاش‌بوه‌توسوعه‌سیسوتم‌‌‌با‌افزایش‌روند‌تولید‌متن‌در‌شبان

‌مسولله‌نامه‌بورای‌حول‌‌‌در‌این‌پایانرسد.‌نظر‌می‌هضروری‌ب‌مستقل‌اش‌شبان‌نگارش‌متن‌عمل‌نمایند

‌ها‌با‌مزیت‌اسوتخراج‌آسوان‌و‌‌کلمات‌به‌عنوان‌ویژگی‌گرام-nها‌و‌کارکتر‌گرام-nتشخیص‌نویسنده‌اش‌

سواشی‌‌همچنین‌به‌عنوان‌ی ‌روش‌آماری،‌روش‌احتمالاتی‌مودل‌‌.استفاده‌شده‌استمستقل‌اش‌شبان،‌

گورام‌‌-2گرام‌کلمات‌با‌-1ستفاده‌شده‌است.‌برای‌به ود‌نتایج‌ترکیب‌شبانی‌به‌عنوان‌روش‌تخصیص‌ا

ی‌شبانی‌شها‌با‌عنوان‌مدل‌ساگرام-nبه‌عنوان‌وشن‌دهی‌احتمال‌‌IDFکلمات‌و‌استفاده‌همراه‌با‌مقدار‌

‌.‌پیشنهاد‌شده‌استت ییر‌یافته‌

وری‌آ‌جمعتوسط‌نگارنده‌‌آن‌استفاده‌شده‌است‌که‌دو‌پایگاه‌داده‌،پایگاه‌داده‌چهاردر‌این‌مطالعه‌اش‌

پایگاه‌داده‌‌استفاده‌شده‌است.شاعر‌در‌شبان‌فارسی‌پایگاه‌داده‌اول‌مجموعه‌رباعیات‌شش‌‌شده‌است.

های‌پایگاه‌داده‌سوم‌مجموعه‌متن‌.شده‌است‌تهیهدر‌شبان‌فارسی‌‌غزلیات‌هفت‌شاعر‌مجموعه‌اشدوم‌

‌دارایپایگاه‌داده‌چهارم‌در‌شبان‌انگلیسی‌و‌و‌است‌آوری‌شده‌اش‌چهل‌نویسنده‌فارسی‌شبان‌ادبی‌جمع

داده‌‌کواهش‌‌ماننود‌‌ارشیوابی‌‌مووثر‌بور‌نتیجوه‌‌‌‌عوامول‌‌همچنین‌در‌پایوان‌‌است.‌پنجاه‌نویسنده‌کاندید
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در‌حول‌‌داده‌آموششوی‌‌کاندید‌و‌متعادل‌بودن‌یا‌نوا‌متعوادل‌بوودن‌‌‌‌‌آموششی‌و‌افزایش‌تعداد‌نویسنده

‌.‌شده‌استتشخیص‌نویسنده‌بررسی‌‌مسلله

 نامهساختار پایان1-4 

در‌فصل‌دوم‌به‌‌گفته‌شده‌است.آن‌‌هایای‌اش‌شناسایی‌نویسنده‌و‌کاربرددر‌فصل‌اول‌تعریف‌و‌مقدمه

گذشوته‌‌‌هوای‌پوژوهش‌نمونوه‌‌های‌تخصیص‌استفاده‌شده‌پرداخته‌شده‌و‌ها‌و‌متددسته‌بندی‌ویژگی

و‌ویژگوی‌‌‌روش‌اه‌داده،خصوصویات‌پایگو‌‌‌،دادهپایگواه‌‌چهوار‌‌معرفوی‌‌در‌فصل‌سوم‌به‌شده‌است.‌مرور

ارشیوابی‌سیسوتم‌‌‌‌شمایشوات‌و‌آنتایج‌چهارم‌‌در‌فصل‌نامه‌پرداخته‌شده‌است.شده‌در‌این‌پایان‌انتخاب

 .انجام‌شده‌است‌بندی‌و‌نتیجه‌گیریدر‌فصل‌پنجم‌جمع‌گزارش‌شده‌است‌و
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-2 پیشینهای : مروری بر کارفصل دوم 
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 مقدمه2-1 

دسوته‌بنودی‌‌‌‌،نویسونده‌مسولله‌‌حول‌‌‌در‌شوین‌یهوای‌پ‌پژوهشنمونه‌مروری‌بر‌فصل‌همراه‌با‌‌در‌این

‌شده‌است.انجام‌‌نیز‌،این‌شمینه‌دربه‌کار‌گرفته‌شده‌‌های‌تخصیصها‌و‌روشویژگی

پس‌اش‌تعریفی‌در‌‌3-2.‌در‌بخش‌شودشروع‌می‌2-2در‌بخش‌‌های‌س کیویژگی‌توضیحفصل‌ابتدا‌با‌‌

های‌تخصیص‌پرداخته‌شده‌است.‌متدهای‌مختلف‌به‌موششی‌در‌روشآهای‌رابطه‌با‌نحوه‌تشکیل‌داده

انجوام‌شوده‌‌‌ه‌با‌شبوان‌فارسوی‌‌‌دداهای‌انجام‌شده‌بر‌روی‌پایگاهکارمروری‌بر‌‌4-2در‌بخش‌و‌در‌انتها‌

‌.است

  های سبکیویژگی2-2 

‌ده‌س  ‌نویسنده‌به‌صوورت‌کموی‌هسوتند.‌در‌اداموه‌بوه‌‌‌‌‌های‌معرفی‌کننویژگی‌1های‌س کیویژگی 

راسوتا،‌‌ایون‌‌‌در‌انجام‌شده‌یبه‌نمونه‌کارها‌همچنین‌و‌است‌پرداخته‌شده‌اهانواع‌ویژگی‌ط قه‌بندی

توان‌بوه‌پونج‌‌‌ها‌را‌میویژگی‌(Stamatatos, 2009)بر‌م نای‌مطالعات‌انجام‌شده‌در‌‌اشاره‌شده‌است.

‌.است‌نمایش‌داده‌شده‌1-2این‌دسته‌بندی‌در‌شکل‌‌.تقسیم‌بندی‌کرداصلی‌‌دسته

                                                 
1‌Stylometric Features 
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‌
‌ها:‌ط قه‌بندی‌ویژگی1-2شکل‌

ویزگی های 

 کاراکتری

 ویژگی های لغوی

 ویژگی های نحوی

 ویژگی های معنایی

 تکرار کلمات

طول کلمه، طول جمله، 

 غنی بودن

 متد فشرده سازی

 انگرام کاراکتر ها

 وابستگی معنایی

از کلمات مترادفاستفاده   

ویژگی های وابسته 

 به کاربرد

 تکرار کلمات دستوری

 انگرام کلمات
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1-2-2 های لغوییژگیو 

‌.ای‌اش‌توالی‌توکن‌ها‌در‌نظر‌گرفته‌شده‌اسوت‌متن‌به‌صورت‌رشته‌1های‌ل ویدسته‌بندی‌ویژگیدر‌

در‌تقسیم‌بنودی‌‌حتی‌‌و‌و‌یا‌ی ‌علامت‌نگارشی‌باشدتواند‌ی ‌کلمه‌یا‌ی ‌عدد‌میآن‌‌هر‌توکن‌در

با‌این‌دید‌به‌متن،‌اش‌جمله‌ویژگی‌که‌در‌این‌گروه‌‌.شودبه‌صورت‌جمله‌تقسیم‌بندی‌تواند‌میبزرگتر‌

ترین‌روش‌اش‌نس ت‌بوین‌‌در‌سادهکه‌) گیرند‌طول‌کلمه،‌طول‌جمله،‌غنی‌بودن‌اش‌لحاظ‌ل ت،می قرار

در‌شمینه‌‌انجام‌شده‌یاولین‌کارها‌در‌.است‌آید.(ل ات‌متن‌به‌دست‌میتعداد‌ل ات‌بدون‌تکرار‌بر‌کل‌

یوا‌میوانگین‌طوول‌جمولات‌‌‌‌‌ میانگین‌طول‌کلموات‌‌مانند‌2ماریآشناسایی‌نویسنده‌تنها‌اش‌ی ‌مت یر‌

‌.‌Holmes, (1998)) شده‌استاستفاده‌

ها‌در‌این‌دسته‌سادگی‌است.‌مزیت‌ویژگی‌4کلمات‌گرام-‌nو‌3تکرار‌کلمات‌در‌این‌گروه،‌ویژگی‌بعدی

و‌در‌ای‌ندارنود‌‌آنها‌برای‌محاس ه‌نیاش‌به‌ابزارهای‌پرداشش‌شبوان‌ط یعوی‌پیشورفته‌‌‌‌؛محاس ه‌آنها‌است

نها‌آآیند.‌این‌مزیت‌می‌به‌دستبر‌اساس‌فاصله‌‌5ای‌مثل‌جداکننده‌توکناغلب‌موارد‌با‌ابزارهای‌ساده

‌یکسوان‌اسوت‌‌آن‌‌های‌مختلف‌ابزار‌محاس هیعنی‌در‌شبان‌.کندمستقل‌اش‌شبان‌می‌را‌ت دیل‌به‌ویژگی

(Keselj, et al., 2003)کوه‌درآنهوا‌اش‌‌‌نیز‌وجود‌دارد‌مثل‌شبوان‌چینوی‌‌‌هایی.‌ال ته‌در‌این‌میان‌استثنا

نیواش‌‌تری‌کلمات‌به‌ابزارهای‌پیچیده‌شود‌و‌برای‌جداکردنفاصله‌برای‌جدا‌کردن‌کلمات‌استفاده‌نمی

هوزار‌‌اش‌در‌آن‌‌اشاره‌کرد‌که‌(Stamatatos, 2006)می‌توان‌به‌کار‌‌با‌این‌ویژگی‌اش‌نمونه‌کارها‌.است

-nه‌اش‌کو‌‌(Howedi & Mohd, 2014)و‌همچنوین‌‌ کلمه‌پر‌تکرار‌به‌عنوان‌ویژگی‌استفاده‌شده‌است

کلمات‌را‌بوه‌کوار‌بورده‌‌‌‌‌گرام-‌3(Luyckx & Daelemans, 2011)و‌یا‌‌کلمه‌استفاده‌کرده‌است‌گرام

بوه‌عنووان‌‌‌کلموه‌را‌‌‌گورام‌-nکاراکتر‌بوا‌‌‌گرام-‌nکه‌تلفیق(Mikros & Perifanos, 2013) ‌و‌کار‌است

توالی‌کلمات‌بوا‌‌‌الگوی‌اش (Rappoport & Koppel, 2013) کار‌درهمچنین‌‌انتخاب‌کرده‌استویژگی‌

                                                 
1‌Lexical Features 
2
 Univariant Statistic  

3
 Word Frequency 

4
 Word n-gram 

5
 Tokenizer 
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تووالی‌کلموات‌‌‌‌به‌این‌صوورت‌کوه‌‌‌تعریف‌شده‌است.‌به‌عنوان‌ویژگیکلمات‌پرتکرار‌‌و‌پایان‌با‌شروع

اساس‌تط یق‌با‌های‌آشمایشی‌برو‌داده‌شودهای‌آموششی‌استخراج‌میهاش‌دادیاد‌شده‌‌الگویمنط ق‌بر‌

‌.گرددبندی‌میدسته‌ی‌استخراج‌شدههاویژگی

‌می‌ ‌که ‌دیگر ‌‌توانویژگی ‌را ‌کلماتآن ‌تکرار ‌ویژگی ‌ نوعی ‌گرفتنیز ‌نظر ‌اش‌در کلمات‌‌استفاده

که‌به‌محتوای‌مورد‌توجه‌قرار‌گرفته‌است‌استفاده‌اش‌کلمات‌دستوری‌اش‌این‌جهت‌ .است‌1دستوری

خارج‌اش‌اراده‌‌،نها‌توسط‌نویسندهآرود‌که‌استفاده‌اش‌بستگی‌ندارند‌و‌اش‌این‌رو‌گمان‌میو‌موضوع‌متن‌

‌ ‌نتیجهاست‌و ‌می‌در ‌نمایش‌دهنده ‌‌  ‌نوشتاریستواند ‌(Stamatatos, 2009)‌دنباشنویسنده به‌.

‌شده ‌شناخته ‌اش ‌یکی ‌کا‌ترینعنوان ‌اولین ‌اسرو ‌با ‌که ‌روشها ‌اش ‌تفاده ‌حل ‌به ‌آماری مسلله‌های

-اش‌این‌دسته‌اش‌ویژگی‌Wallace‌(Mosteller, et al., 1964)و‌‌‌Mostellerکار‌نویسنده‌پرداخته‌است

‌است ‌کرده ‌استفاده ‌استفادهسعی‌داشته‌آنها‌.ها ‌با ‌تا ‌مقالات‌کلمات‌دستوری‌اش‌اند ‌اش ‌عدد ‌دواشده ،

‌ ‌به‌سه‌نویسندهفدرالی‌را ‌مشخص‌ن وده‌است‌را ‌آنها  ‌Alexander Hamilton, James) که‌نویسنده

Adisonو‌ John Jay)‌‌ ‌اشدهندتخصیص ‌بعد .‌‌ ‌بعدیآن ‌اولیه ‌کارهای ‌آماری اش در ‌مت یره ‌2چند

‌جمله ‌است‌اش ‌شده ‌در (Burrows & F, 1992) استفاده ‌‌که ‌پنجآن ‌و ‌هفتاد پر‌‌کلمات‌دستوری‌اش

ها‌کاهش‌داده‌شده‌مت یر  PCAو‌سپس‌با‌استفاده‌اشانتخاب‌شده‌است‌تکرار‌به‌عنوان‌مت یر‌آماری‌

‌دیگرکارها .است ‌گروه‌اش ‌این ‌بهمی‌،در ‌‌(Boukhaled & Ganascia, 2015) کار توان ‌کرد که‌اشاره

قوانین‌های‌استخراج‌شده‌با‌روش‌ویژگیدرآن‌با‌مقایسه‌استفاده‌اش‌تکرار‌کلمات‌دستوری‌در‌مقابل‌

‌،‌استفاده‌اش‌کلمات‌دستوری‌را‌کاراتر‌عنوان‌کرده‌است.3پیدرپی

                                                 
1‌Function Word 
2‌Multivariate Statistic 
3
 Sequential Rule 
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2-2-2 های کاراکترییژگیو 

اش‌‌.شوود‌موی‌ای‌اش‌توالی‌کاراکترها‌در‌نظر‌گرفته‌متن‌به‌صورت‌رشته‌1های‌کاراکتریدر‌دسته‌ویژگی

-nها،‌گیرند‌نوع‌کاراکتر‌)عددی،‌حرفی‌و...(،‌تکرار‌کاراکترمی که‌در‌این‌گروه‌قرار‌ییهاجمله‌ویژگی

با‌وجود‌کارهای‌شیادی‌که‌با‌استفاده‌اش‌کاراکتر‌‌است. متدهای‌فشرده‌ساشیو‌‌2در‌سطح‌کاراکتر‌گرام

n-نها‌نشان‌داده‌شده‌است.‌آمده‌است‌مفید‌بودن‌آ‌به‌دستها‌انجام‌شده‌است‌و‌نتایج‌خوبی‌که‌گرام

-موی‌در‌این‌است‌که‌اختلافات‌جزئی‌در‌س  ‌نوشتاری‌را‌مشوخص‌‌‌گرام-‌nمزیت‌استفاده‌اش‌کارکتر

)متن‌نویزی‌متنی‌است‌که‌دارای‌خطاهوای‌گراموری‌‌‌‌در‌متن‌کند‌و‌تحمل‌پذیری‌خوبی‌در‌برابر‌نویز

‌‌.ددار‌اسووووووت‌و‌علائووووووم‌نگارشووووووی‌در‌آن‌درسووووووت‌اسووووووتفاده‌نشووووووده‌اسووووووت(‌‌‌‌‌

باعوث‌در‌‌‌nبه‌صورت‌کارا‌است.‌ی ‌مقودار‌بوزرب‌بورای‌‌‌‌‌nتعین‌مقدار‌‌ی‌که‌وجود‌دارد‌درمشکلاما‌

‌nب‌مقودار‌کوچو ‌‌‌شود‌و‌اش‌طرفی‌انتخاهای‌متنی‌میهای‌موضوعی‌علاوه‌بر‌ویژگیبرگرفتن‌ویژگی

و‌وابسته‌به‌شبان‌ n بهترین‌انتخاب‌برای‌مقدار‌دربرگیرنده‌ویژگی‌های‌متنی‌به‌طور‌کافی‌نخواهد‌بود.

‌‌.((Keselj, et al., 2003) ،‌(Stamatatos, 2009)است‌)متد‌استفاده‌شده‌

اش‌کوارکتر‌‌‌درآن‌کوه‌است‌‌(Howedi & Mohd, 2014)کار‌‌،انجام‌شده‌در‌این‌شمینهاش‌نمونه‌کارهای‌

n-شده‌است‌و‌یابه‌صورت‌جداگانه‌استفاده‌‌3و‌1‌،2ها‌ی‌‌گرام‌(Stamatatos, 2006)اش‌کنار‌هم‌‌که‌

هوای‌مشوخص‌در‌یو ‌بوردار‌ویژگوی،‌‌‌‌‌‌با‌تعداد‌تکرار‌5و‌‌n،‌3،‌4با‌مقدار‌‌هاگرام-nقرار‌دادن‌کارکتر‌

هوا‌اسوتفاده‌‌‌گرام‌کواراکتر‌-nکه‌اش‌هیستاگرام‌‌(Escalante, 2011)‌همچنین‌کار‌است.‌و‌شدهاستفاده‌

‌کرده‌است.

                                                 
1‌Character Features 
2
 Character n-gram  
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3-2-2 های نحویویژگی 

نقش‌کلمات‌به‌عنوان‌ویژگی‌‌مانند‌متن،‌های‌ساختاری‌و‌نحویاش‌ویژگی‌1های‌نحویگروه‌ویژگیدر‌

،‌ایون‌‌هوای‌سو کی‌‌های‌متنی‌در‌گروه‌ویژگوی‌علت‌قرار‌گرفتن‌این‌دسته‌اش‌ویژگی‌گردد.استفاده‌می

کننود‌و‌بنوابراین‌در‌‌‌به‌صورت‌ناخودآگاه‌اسوتفاده‌موی‌‌را‌‌لگوهای‌نحویاگان‌هعقیده‌است‌که‌نویسند

 ‌.(Stamatatos, 2009)‌هند‌کردای‌را‌دن ال‌خواهای‌خود‌الگوهای‌مشابهتمامی‌نوشته

‌توان‌اشاش‌نمونه‌کاربرد‌آن‌می‌.است‌2برچسب‌شن‌گفتاراستفاده‌اش‌ی ‌آن‌‌حالاتن‌ترییکی‌اش‌ساده

بوا‌اسوتفاده‌اش‌یو ‌‌‌‌‌کوار‌اول‌در‌‌،نام‌بورد‌‌(Zhao & Zobel, 2007)و‌ (Diederich, et al., 2003)‌کار

‌است‌شده‌صفت‌و‌کلمات‌دستوری‌مشخص‌،فعل‌،ساختار‌کلمات‌در‌سه‌گروه‌اسم‌گفتار‌برچسب‌شن

‌گورام‌برچسوب‌هوا‌و‌تکورار‌‌‌‌-2تکرار‌برچسب‌ها،‌تکورار‌‌سه‌شیر‌بردار‌‌متشکل‌اشردار‌ویژگی‌و‌سپس‌ب

گورام‌برچسوب‌هوا‌اش‌جملوه‌‌‌‌‌‌-2برچسب‌گفتار‌و‌‌کار‌دومدر‌‌.ایجاد‌شده‌است‌کلمات‌با‌طول‌متفاوت

‌‌های‌به‌کار‌رفته‌است.ویژگی

ع ارات‌اسمی‌و‌فعلوی‌‌‌بعدی‌مربوط‌به‌استفاده‌اش‌ابزارهای‌پرداشش‌متن‌برای‌تشخیص‌جمله‌و‌حالت

یکوی‌اش‌نوه‌گوروه‌ویژگوی‌‌‌‌‌‌ع ارات‌اسمیکه‌در‌آن‌‌(Luyckx & Daelemans, 2005)مانند‌کار‌‌.است

‌،ها‌تا‌استفاده‌اش‌میزان‌خطای‌نحویدامنه‌استفاده‌اش‌این‌ویژگی‌است‌که‌مورد‌استفاده‌قرارداده‌است.

‌ادامه‌پیدا‌کرده‌است.‌به‌عنوان‌ویژگی‌دیگر‌‌و‌بسیاری‌مواردها‌توکنوابستگی‌نحوی‌

بورای‌اسوتخراج‌ایون‌گوروه‌اش‌‌‌‌‌کوه‌‌این‌است‌‌ها‌وجود‌دارد،مشکلی‌که‌در‌رابطه‌با‌این‌دسته‌اش‌ویژگی

-استخراج‌این‌ویژگی‌مسلله‌به‌این‌ترتیب‌دقیق‌است‌و‌های‌پرداشش‌متن‌قوی‌ونیاش‌به‌ابزار‌هاویژگی

‌.کرده‌اسوت‌وابسته‌به‌شبان‌‌استخراج‌آنها‌را‌و‌به‌ع ارت‌دیگر‌شودمی‌اش‌شبانی‌به‌شبان‌دیگر‌متفاوت‌ها

متن‌خطای‌استفاده‌و‌تجزیه‌کننده‌‌اش‌ابزارهای‌پرداشش‌استفادهخطای‌حاصل‌اش‌به‌خاطر‌آن‌‌علاوه‌بر

 .(Stamatatos, 2009)‌گرددسیستم‌تحمیل‌میاش‌ابزارها‌به‌

                                                 
1‌Syntactic Features 
2‌Part‌Of‌Speech Tagger 
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4-2-2 های معناییویژگی 

است‌که‌در‌سطح‌کلمات‌ع ارات‌و‌یوا‌‌یی‌کلمات‌توجه‌روی‌معنا‌و‌نقش‌معنا‌1ی‌معناییهادر‌ویژگی‌

ر‌درنظو‌‌ار‌"بوه‌علوی‌لگود‌شد‌‌‌‌بدر"‌جمله‌،یینقش‌ویژگی‌معنارای‌روشن‌شدن‌جملات‌وجود‌دارد.‌ب

چیزی‌که‌در‌این‌جمله‌اشت اه‌است‌‌اما‌ا‌استخطبدون‌بگیرید‌این‌جمله‌اش‌لحاظ‌گرامری‌و‌نوشتاری‌

‌تواند‌دراین‌جایگاه‌نحوی‌قرار‌گیرد.ی‌که‌دارد‌نمییابا‌وجود‌‌معن‌"بدر"این‌که‌کلمه‌‌.معنا‌است

چنود‌‌ل ات‌مترادف،‌متضاد،‌ل ات‌بوا‌‌‌مانند‌ییهاویژگیدر‌مشخص‌کردن‌ی‌یگر‌معناتجزیه‌اشتوان‌می‌

هوا‌نیواش‌بوه‌‌‌‌برای‌استخراج‌این‌ویژگیاما‌همچنان‌که‌گفته‌شد‌‌.استفاده‌کرد‌2یوابستگی‌معنایمعنا‌و‌

نحووی‌و‌‌هوای‌‌بوا‌ویژگوی‌‌‌هاترکیب‌این‌ویژگی‌اشکارها‌اکثر‌در‌ .های‌پارس‌و‌تحلیل‌معنایی‌استابزار

ی‌استخراج‌شده‌یهای‌معنااش‌ویژگی‌(Gamon, 2004)‌به‌عنوان‌نمونه‌در‌کار ل وی‌استفاده‌شده‌است.

‌ .شده‌استاستفاده‌کلمات‌دستوری‌ویژگی‌نحوی‌و‌‌دو‌در‌ترکیب‌با‌،ییاش‌گراف‌وابستگی‌معنا

در‌ایون‌تکنیو ‌‌‌‌.است‌3نمایه‌ساشی‌معنایی‌نهفته معنایی‌استفاده‌اش‌تکنی ‌های‌ویژگیاش‌دیگر‌نمونه

-سند‌می‌هردر‌واقع‌هر‌سطر‌اش‌این‌ماتریس‌بردار‌ویژگی‌)‌گرددتشکیل‌می‌4سند–ماتریس‌لفظابتدا‌

‌SVDمتد‌با‌در‌مرحله‌بعد‌(باشد
بوا‌اسوتفاده‌اش‌‌‌‌سوپس‌‌شوود‌روی‌ماتریس‌انجوام‌موی‌‌‌فاکتورگیری‌،5

بوا‌اسوتفاده‌اش‌‌‌‌در‌نهایوت‌‌شوود‌و‌آمده‌ماتریسی‌معادل‌ماتریس‌اول‌سواخته‌موی‌‌‌دستبه‌مقادیر‌ویژه‌

ایوده‌اصولی‌در‌‌‌‌شوود.‌ها‌در‌فضای‌جدید‌سنجیده‌میگیری‌فاصله‌برداری،‌ش اهت‌سندانداشه‌ایمتده

کوه‌‌‌تعداد‌بعد‌کمتر‌اسوت‌بوه‌طووری‌‌‌ها‌به‌فضای‌برداری‌با‌این‌تکنی ‌بر‌اساس‌نگاشت‌بردار‌ویژگی

اش‌کارهای‌انجوام‌شوده‌در‌ایون‌‌‌‌‌مورد‌نظر‌باشند.‌معناییشکارکننده‌ارت اطات‌آجدید‌‌ر‌بعدها‌دژگیوی

کوه‌اش‌‌اشواره‌کورد‌‌‌ (Satyam, et al., 2014)‌و‌(Soboroff, et al., 1997)‌هوای‌توان‌بوه‌کار‌شمینه‌می

 است.‌کردهسند‌استفاده‌–لفظ ماتریسها‌برای‌تشکیل‌گرام-nتر‌کارک

                                                 
1‌Semantic Features 
2
 Semantic Dependencies 

3
 Latent Semantic Indexing  

4‌Term-document 
5‌Singular Value Decomposition 
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1های وابسته به کاربردویژگی 
 2-2-5

هوای‌‌هوا‌و‌یوا‌پیوام‌‌‌فوروم‌‌ماننود‌هوای‌مختلوف‌‌‌تشخیص‌نویسنده‌در‌حوشه‌مسللهبسته‌به‌کاربرد‌

 ,Abbasi & Chen) کوار‌‌مانند‌‌.حوشه‌استفاده‌کردآن‌‌های‌مختصویژگیتوان‌اش‌الکترونیکی‌می

‌ ‌.اش‌ق یل‌سایز‌و‌رنگ‌فونت‌استفاده‌شده‌است‌ییهااش‌ویژگیکه‌در‌آن‌‌(2005

 های کمی روش2-3 

بوه‌‌‌در‌ایون‌بخوش‌‌‌تخصیص‌نویسونده‌‌مسللههای‌مختلف‌استفاده‌شده‌در‌حل‌پس‌اش‌بررسی‌ویژگی

-تعریوف‌روش‌های‌تخصیص‌در‌این‌حوشه‌پرداخته‌خواهد‌شد.‌اما‌ق ل‌اش‌آن‌وبررسی‌متد‌دسته‌بندی

‌‌پرداخته‌شده‌است.تخصیص‌‌های‌مختلفروش‌در‌های‌آموششیداده‌گیریو‌به‌کار‌های‌تشکیل

1-3-2 های آموزشیشکیل دادهت 

و‌‌به‌دو‌صورت‌تشوکیل‌‌گان‌کاندیدداده‌آموششی‌نویسنده‌،های‌مختلف‌تخصیصروشدر‌به‌طور‌کلی‌

‌‌:شوداستفاده‌می

 2م تنی‌بر‌پروفایل
 

در‌‌به‌صورتی‌که‌بورای‌هور‌نویسونده‌‌‌‌گرددالحاق‌میآموششی‌هر‌نویسنده‌در‌ی ‌فایل‌‌هایمتنتمام‌

های‌س کی‌اش‌و‌ویژگی‌وجود‌دارد‌آموششیی ‌فایل‌متنی‌با‌عنوان‌فایل‌‌گان‌کاندیدهمجموعه‌نویسند

‌‌.(2-2شکل‌)‌فایل‌الحاق‌شده‌استخراج‌خواهند‌شد

‌

                                                 
1
 Spplication Specific 

2‌Profile-Based 
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‌
‌

‌‌داده‌آموششی‌م تنی‌بر‌پروفایل :2-2شکل‌

 1م تنی‌بر‌نمونه
 

در‌‌کنند.تخصیص‌شرکت‌میهای‌متنی‌موجود‌برای‌هر‌نویسنده‌به‌صورت‌جداگانه‌در‌هر‌ی ‌اش‌فایل

-2شوکل‌)تواند‌چند‌فایل‌آموششی‌وجود‌داشته‌باشود‌‌نتیجه‌برای‌هر‌نویسنده‌در‌مجموعه‌کاندید‌می

-به‌کار‌رفته‌است‌موی‌در‌حل‌مسلله‌شناسایی‌نویسنده‌که‌های‌تخصیص‌در‌ادامه‌به‌معرفی‌متد‌.(3

 پرداشیم.

 

                                                 
1‌Instance-Based 
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‌
‌داده‌آموششی‌م تنی‌بر‌نمونه :3-2شکل‌

  2-3-21  های‌تفاضلیروش

 شورطی‌با‌استفاده‌اش‌احتموال‌‌‌(هادر‌این‌جا‌متن)ها‌ط قه‌بندی‌کلاس‌برایها‌در‌این‌دسته‌اش‌روش‌

P(c|x) نمونه‌به‌طور‌مستقیم‌x را‌به‌کولاس‌‌‌cکننود‌نگاشوت‌موی‌‌‌  (Jordan, 2002).تشوکیل‌بوردار‌‌‌‌

 ها‌به‌هر‌دو‌صورت‌م تنی‌بر‌نمونه‌و‌م تنی‌بر‌پروفایل‌صورت‌گرفته‌است.شوآموششی‌در‌این‌ر

‌لهبر‌اساس‌فاص‌هاروش 2-3-2-1

گیری‌فاصله‌برداری‌به‌عنوان‌روش‌تخصیص‌های‌انداشهاش‌یکی‌اش‌معیار‌2های‌بر‌اساس‌فاصلهدر‌روش‌

 ,.Stamatatos, et al)توان‌به‌کار‌می‌گیرداین‌دسته‌قرار‌می‌که‌در‌ییهاکارنمونه‌‌اشگردد.‌استفاده‌می

‌دیده‌نشده‌برای‌متن‌دو‌مت یر‌و‌تشکیل‌بردار‌ویژگی‌و‌با‌استخراج‌بیستآن‌‌اشاره‌کرد‌که‌در (2000

اش‌‌یبوه‌یکو‌‌‌،‌موتن‌دیوده‌نشوده‌‌‌های‌آموششیرکز‌هر‌گروه‌اش‌دادهاش‌م‌3ماهالونوبی گیری‌فاصلهانداشه‌و

                                                 
1‌Discriminative Methods 
2‌Distance Method 
3
 Mahalonobi 
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استفاده‌اش‌با‌ (Chaski, 2001)کار‌‌در‌نمونه‌دیگر به‌عنوان‌شود.تخصیص‌داده‌می‌کاندید‌گاننویسنده

‌در‌اسوت.‌‌شوده‌بنودی‌‌دسوته‌‌کاندیود‌‌بین‌چهوار‌نویسونده‌‌های‌دیده‌نشده‌در‌متن‌1آشمون‌مربع‌کای

(Keselj, et al., 2003) کارکتر‌‌تکرار‌برداری‌اشn-هایی‌کوه‌بیشوترین‌تکورار‌را‌دارنود‌بورای‌هور‌‌‌‌‌‌‌گرام

طور‌برداری‌مشوابه‌بورای‌هور‌‌‌‌شود‌و‌همینای‌آموششی‌تشکیل‌میهبا‌استفاده‌اش‌داده‌کاندید‌نویسنده

‌بور‌اسواس‌‌‌ی ‌معیار‌فاصله‌گیرینداشهسپس‌با‌ا‌شودتشکیل‌می‌های‌دیده‌نشده‌آشمایشیمتنی ‌اش‌

‌ای‌کوه‌بوا‌‌به‌نویسنده‌دیده‌نشده‌نتو‌م‌شودمیسنجیده‌‌دو‌بردار‌میزان‌ش اهت‌بین‌،مربعات‌مجموع

طوور‌بیوان‌شوده‌‌‌‌اینمشکل‌این‌روش‌ د.یابمیخصیص‌ش اهت‌را‌دارد‌ت‌نکمترین‌فاصله‌یا‌بیشتریآن‌

شوود‌کوه‌فاصوله‌بوین‌بوردار‌‌‌‌‌‌نویسنده‌کوچ ‌باشد‌باعث‌می‌ی ‌بوط‌بهمر‌آموششی‌که‌اگر‌داده‌است

‌شود.‌کمتر‌‌های‌آموششیدر‌مقایسه‌با‌سایر‌بردار‌تر‌نویسنده‌با‌متن‌کوچ ‌آموششی

هوایی‌‌گرام-nتکرار‌کارکتر‌بر‌اسای‌‌ویژگی‌مشابه‌کار‌ق ل‌بردار (Frantzeskou, et al., 2006)در‌کار‌

به‌عنووان‌‌‌بار‌این‌اما‌است‌آشمایشی‌تشکیل‌شده‌و‌که‌بیشترین‌تکرار‌را‌دارند‌برای‌داده‌های‌آموششی

موتن‌‌‌و‌در‌نهایت‌استفاده‌شده‌است‌اش‌انداشه‌اشتراک‌بردار‌داده‌آموششی‌و‌داده‌آشمایشی‌معیار‌فاصله

‌‌یابد.یص‌مید‌تخصردا‌با‌آن‌ای‌که‌بزرگترین‌معیار‌فاصله‌رابه‌نویسنده‌دیده‌نشده

گوان‌‌هنویسوند‌های‌آموششی‌مربوط‌به‌تمام‌ی ‌متن‌اش‌الحاق‌تمام‌متنابتدا‌‌(Stamatatos, 2007)‌در

بوردار‌‌‌و‌شودالحاقی‌تشکیل‌میبرای‌متن‌‌هاگرام-nاش‌تکرار‌کارکتر‌‌یبردار‌و‌است‌کاندید‌ایجاد‌شده

نرموال‌‌‌بوا‌بوردار‌‌‌متن‌دیوده‌نشوده‌‌ها‌در‌گرام-nتکرار‌‌اختلاف‌بین‌سپس؛‌شودخوانده‌می‌نرمالداده‌

در‌‌؛گوردد‌اضافه‌می‌(Keselj, et al., 2003)‌کار‌معیار‌فاصله‌در‌عنوان‌وشن‌به‌به‌است‌و‌محاس ه‌شده

شو اهت‌را‌دارد‌تخصویص‌‌‌‌نکمترین‌فاصله‌یا‌بیشوتری‌آن‌‌ای‌که‌بابه‌نویسنده‌دیده‌نشدهنهایت‌متن‌

ای‌روی‌کل‌کلمات‌بورای‌هور‌کلموه‌‌‌‌با‌در‌نظر‌گرفتن‌ی ‌توشیع‌دو‌جمله (Savoy, 2012)در‌‌.یابدمی

‌متنو‌‌متن‌دیده‌نشدهبین‌‌به‌عنوان‌معیار‌فاصلهمحاس ه‌شده‌است‌سپس‌‌‌2zامتیاشوشنی‌را‌بر‌اساس‌

                                                 
1
 Chi-squared test 

2
 Z score 
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در‌داده‌آن‌‌متنوارر‌‌کلمه‌وشده‌نمتن‌دیده‌برای‌کلمات‌موجود‌در‌‌zمیانگین‌اختلاف‌امتیاش‌،یآموشش

‌داده‌آموششی‌مربوط‌به‌آن‌ای‌که‌بابه‌نویسنده‌دیده‌نشدهدر‌نهایت‌متن‌‌.گردد‌آموششی‌محاس ه‌می

‌.یابدتخصیص‌میرا‌دارد‌‌کمترین‌فاصله

 های فشرده سازی روش 2-3-2-2

‌روش‌ایناشاره‌کرد.‌ (Marton, et al., 2005)توان‌به‌کار‌در‌این‌شمینه‌میهای‌انجام‌شده‌اش‌نمونه‌کار

‌به‌صورت‌مراحل‌شیر‌توصیف‌کرد:‌می‌توان را

-گان‌کاندیود‌تشوکیل‌موی‌‌‌هبه‌صورت‌م تنی‌بر‌پروفایل‌برای‌هر‌ی ‌اش‌نویسند‌آموششیداده‌ -1

‌‌.گردد

‌گردد.‌آموششی‌فشرده‌می‌ساشی‌فایلروش‌فشرده‌به‌وسیله‌ی  -2

‌.گوردد‌اضافه‌میکاندیدبه‌فایل‌داده‌آموششی‌هر‌نویسنده‌‌متن‌دیده‌نشدهمرحله‌فایل‌این‌‌در -3

‌‌.گرددو‌متد‌فشرده‌ساشی‌بر‌فایل‌حاصل‌اعمال‌می

و‌‌شوود‌محاسو ه‌موی‌‌‌سهو‌مرحله‌‌دوختلاف‌بیتی‌بین‌دو‌فایل‌فشرده‌ایجاد‌شده‌در‌مرحله‌ا -4

 .نویسنده‌با‌کمترین‌اختلاف،‌نویسنده‌برگزیده‌برای‌متن‌دیده‌نشده‌خواهد‌بود

 یادگیری ماشین هایروش 2-3-2-3

‌موارد‌شیر‌اشاره‌کرد:‌توان‌بهمی‌1های‌یادگیری‌ماشیندر‌دسته‌روش‌هااش‌جمله‌رهیافت

 & 2003 (Diederich, et al., 2003)‌،2003 (Koppel،‌(Vel, et al., 2001)‌‌2001: بردار‌ماشوین‌‌

Schler, 2003)،‌2004 (Gamon, 2004)‌،2004 (BEKKERMAN & ALLAN, 2004)،‌2005 

(Abbasi & Chen, 2005)‌،2006 (Zheng, et al., 2006)،‌2007 (Türkoğlu, et al., 2007)،‌

2007 (Pavelec, et al., 2007)‌،2008 (Stamatatos, 2008)،‌2011 (Silva, et al., 2011)،‌2011 

(Kourtis, et al., 2011)،‌2013 (Sidorov, et al., 2013)،‌2015 (Nagaprasad, et al., 2015).‌‌

                                                 
1‌Machine Llearning Methods 
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 ‌2005 (Zhao & Zobel, 2005)‌،2005 (Uzuner،(Ramyaa, et al., 2004) 1:‌2004درخت‌تصمیم

& Katz, 2005)،‌2005‌(Abbasi & Chen, 2005)،‌2006‌(Zheng, et al., 2006)،‌2009 

(Koppe, et al., 2009)،‌2013 (Abdallah, et al., 2013)‌ 

 ,.1996 (Tweedie, et al., 1996)،‌2004‌(Ramyaa, et al،‌(KJELL, 1994) 2:‌1994ش که‌عص ی

2004)،‌2006‌(Zheng, et al., 2006)،‌2008 (Tearle, et al., 2008)‌،2012 (Jamak, et al., 

2012)‌،2012 (Selman, et al., 2012).‌

‌3روشهای‌تولیدی  2-3-3

احتمال‌شورطی‌‌‌شود‌واستفاده‌می‌‌x‌)(P(c,x )و‌مت یر‌ cتوام‌کلاسهای‌تولیدی‌اش‌احتمال‌در‌روش

P(c|x)گرددمحاس ه‌میبا‌استفاده‌اش‌قانون‌بیز‌‌‌(Jordan, 2002).های‌آموششی‌عموما‌به‌صورت‌و‌داده‌

‌شوند.پروفایل‌استفاده‌میم تنی‌بر‌

 مدل احتمالاتی بیز 2-3-3-1

توان‌بوه‌‌اش‌نمونه‌کارهای‌انجام‌شده‌در‌این‌شمینه‌میدر‌این‌مدل‌اش‌ط قه‌بند‌بیز‌استفاده‌شده‌است.‌

-های‌هموار‌کردن‌مدلاستفاده‌اش‌تکنی ‌باآن‌‌اشاره‌کرد‌که‌در‌(Peng & Schuurmans, 2003)کار‌

 ر‌کوار‌د‌بیوز‌سواده‌را‌به وود‌داده‌اسوت.‌‌‌‌‌هوا‌گورام‌-nساشی‌شبوانی‌و‌در‌نظور‌گورفتن‌وابسوتگی‌بوین‌‌‌‌‌‌

(Altheneyan, 2014) بیوز‌‌چهار‌مدل‌‌شا‌و‌اش‌بیز‌روی‌بان ‌اطلاعاتی‌به‌شبان‌عربی‌استفاده‌شده‌است

هووای‌گوورام-nاش‌کووارکتر‌‌(Boutwell, 2014)درکووار‌‌.اسووتفاده‌شووده‌اسووت‌هوواویژگوویمتفوواوت‌در‌

‌هوای‌وری‌شوده‌اش‌پیوام‌‌آ‌بان ‌اطلاعاتی‌جموع‌‌دراستفاده‌شده‌است‌و‌دو،سه،چهار...شش‌و‌بیز‌ساده‌

با‌الحواق‌چنود‌موتن‌‌‌‌‌کارهمچنین‌در‌این‌‌.اعمال‌شده‌استکوتاه‌به‌عنوان‌ی ‌پایگاه‌داده‌متن‌کوتاه‌

                                                 
1
 Decision Tree 
2
 Neural Network‌

3‌Generative Method 
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کوتاه‌در‌ی ‌متن‌و‌ایجاد‌متن‌بزرگتر‌توانسته‌با‌فراهم‌کردن‌اطلاعات‌شبوانی‌بیشوتربه‌میوزان‌دقوت‌‌‌‌‌

‌بالاتری‌برسد.

  مدل سازی زبانی 2-3-3-2

این‌تحقیق‌است‌در‌بخوش‌سووم‌بوه‌صوورت‌کامول‌‌‌‌‌‌روش‌انتخابی‌روی‌‌شبانی‌1مدل‌ساشی‌نجا‌کهاش‌آ‌

های‌انجوام‌شوده‌در‌ایون‌شمینوه‌‌‌‌‌نه‌اش‌کارنها‌به‌ذکر‌چند‌نموتاین‌قسمت‌در‌‌.توضیح‌داده‌خواهد‌شد

ه‌صورت‌پروفایل‌اسوتفاده‌شوده‌اسوت‌و‌داده‌آموششوی‌هور‌‌‌‌‌‌کارها‌داده‌آموششی‌ب‌اکثردر‌‌.پرداشیممی

و‌احتمال‌هر‌متن‌با‌نویسنده‌ناشوناس‌بور‌‌‌نویسنده‌به‌صورت‌ی ‌مدل‌شبانی‌در‌نظرگرفته‌شده‌است‌

بوا‌‌‌ KLDیوا‌‌2پرپلکسویتی‌‌ماننود‌‌هوایی‌شود‌و‌سپس‌بوا‌معیار‌یری‌میگاساس‌مدل‌ساشی‌شبانی‌انداشه

‌گوردد.‌مقدار‌به‌عنوان‌نویسنده‌متن‌ناشناس‌انتخاب‌می‌بهترینشوند‌و‌نویسنده‌با‌یکدیگر‌مقایسه‌می

در‌‌.است‌(Peng & Schuurmans, 2003)های‌انجام‌شده‌در‌این‌شمینه‌کار‌به‌عنوان‌یکی‌اش‌اولین‌کار

بندی‌ساشی‌شبانی‌برای‌ط قهها‌به‌عنوان‌ویژگی‌استفاده‌شده‌است‌و‌اش‌مدلگرام-nاین‌کار‌اش‌کاراکتر‌

آموده‌اسوت.‌بورای‌‌‌‌‌بوه‌دسوت‌‌‌3و‌n‌2بوا‌مقودار‌‌‌ هاگراماستفاده‌شده‌است.‌بهترین‌نتیجه‌برای‌کارکتر

گریگ‌و‌چینوی‌اسوتفاده‌شوده‌‌‌‌‌سی،نمایش‌دقت‌روش‌ارائه‌شده‌اش‌چهار‌پایگاه‌داده‌در‌سه‌شبان‌انگلی

اش‌‌(Zhao, et al., 2006)‌.‌در‌کوار‌گوزارش‌شوده‌اسوت‌‌‌‌3داده‌گری ‌است‌و‌بهترین‌نتیجه‌را‌در‌پایگاه

ها‌هر‌ی ‌به‌صورت‌جداگانه‌های‌دستوری‌و‌جداکنندهتگکلمات‌دستوری،‌‌ومدل‌ساشی‌شبانی‌ساده‌

‌و‌بوا‌مقایسوه‌مقودار‌معیوار‌‌‌‌‌هر‌سه‌به‌عنوان‌ویژگی‌اسوتفاده‌شوده‌اسوت‌‌‌فیق‌لو‌همچنین‌به‌صورت‌ت

KLD
گوان‌مجموعوه‌آموششوی،‌نویسونده‌بوا‌‌‌‌‌‌هبا‌هری ‌اش‌نویسند‌دیده‌نشدهبرای‌متن‌محاس ه‌شده‌‌4

است.‌برای‌سنجش‌میزان‌دقت‌اش‌سوه‌‌‌کردهکمترین‌مقدار‌را‌به‌عنوان‌نویسنده‌متن‌ناشناس‌انتخاب‌

‌اصلی‌چالش‌(Azarbonyad, et al., 2015)کار‌در‌گلیسی‌استفاده‌شده‌است.بان ‌اطلاعاتی‌در‌شبان‌ان

                                                 
1‌Language Modeling 
2
 Perplexity 

3‌Greek 
4‌Kullback-Leibler Divergence 
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های‌کوتاه‌با‌در‌نظر‌گرفتن‌ت ییرات‌س  ‌نوشتاری‌هور‌نویسونده‌در‌گوذر‌‌‌‌تشخیص‌نویسنده‌در‌متن

با‌طول‌ثابت‌تقسیم‌شده‌است‌‌دورهچندین‌‌به‌کاندید‌نویسنده‌هرشمان‌است.‌در‌این‌مدل‌دوره‌شمانی‌

توابع‌ت ییورات‌سو  ‌‌‌‌‌ی‌اشی‌شبانی‌در‌سطح‌کواراکتر‌هموراه‌بوا‌ضوری ‌‌‌‌شو‌سپس‌با‌استفاده‌اش‌مدل‌سا

محاسو ه‌‌‌نویسونده‌‌رشده‌توسوط‌هو‌‌ناحتمال‌تولید‌متن‌دیده‌‌،نوشتاری‌در‌طول‌دوره‌شمانی‌نویسنده

انتخواب‌‌دیوده‌نشوده‌‌‌نویسنده‌متن‌‌وانعنبه‌با‌بالاترین‌احتمال‌‌دگردد‌و‌در‌نهایت‌نویسنده‌کاندیمی

‌گردد.‌می

‌مانندهای‌احتمالاتی‌مدل‌ساشی‌شبانی‌برای‌به ود‌روشدر‌بعضی‌اش‌کارها‌اش‌معیارهای‌هموارساشی‌در‌

‌اشاره‌کرد‌که‌در‌(Peng & Schuurmans, 2003)‌توان‌به‌کاردر‌این‌شمینه‌می .بیز‌استفاده‌شده‌است

ها‌بیز‌گرام-nساشی‌شبانی‌و‌در‌نظر‌گرفتن‌وابستگی‌بین‌های‌هموار‌کردن‌مدلبا‌استفاده‌اش‌تکنی آن‌

بوه‌عنووان‌یو ‌‌‌‌‌سواشی‌شبوانی‌‌وابسته‌به‌مودل‌ر‌یدااش‌مق‌اش‌کارها‌ایدر‌دسته‌.ساده‌را‌به ود‌داده‌است

اش‌یو ‌مودل‌دو‌‌‌‌کوه‌‌(Pillay & Solorio, 2010)پویلا‌در‌مقالوه‌‌‌کار‌‌مانندویژگی‌استفاده‌شده‌است‌

های‌ی ‌دو‌روش‌یادگیری‌با‌نارر‌و‌بدون‌نارر‌برای‌تشخیص‌نویسنده‌روی‌پستاش‌ای‌ترکی ی‌مرحله

فروم‌وب‌استفاده‌کرده‌است.‌در‌این‌مدل‌مقدار‌پرپلکسیتی‌مدل‌شبانی‌در‌سطح‌سه‌کلمه‌بوه‌عنووان‌‌‌

‌‌.استفاده‌شده‌است‌ی ‌ویژگی‌در‌بردار‌ویژگی

همراه‌با‌مدل‌ساشی‌شبانی‌راه‌حل‌به‌کوار‌گرفتوه‌‌‌‌هکلم‌گرام-nو‌‌کاراکتر‌گرام-nاش‌انجا‌که‌استفاده‌اش‌

که‌بوه‌نووعی‌اش‌هور‌یو ‌اش‌آنهوا‌‌‌‌‌‌‌تعدادی‌اش‌کارهای‌پیشین‌1-2جدول‌شده‌در‌این‌پژوهش‌است‌در‌

‌لیست‌شده‌است.‌شده‌است‌استفاده

 های فارسیدادهایگاههای انجام شده بر روی پکار2-1 

بوا‌شبوان‌‌‌‌دادههای‌انجام‌شده‌بر‌روی‌پایگواه‌در‌ادامه‌به‌عنوان‌آخرین‌بخش‌اش‌این‌فصل‌مروری‌بر‌کار

‌پرداشیم.نامه‌یعنی‌شناسایی‌نویسنده‌میفارسی‌در‌شمینه‌مورد‌تحقیق‌در‌این‌پایان
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‌50دراین‌کار‌پایگاه‌داده‌فارسی‌با‌چهار‌نویسنده‌کاندید‌تشکیل‌شوده‌اسوت.‌‌‌‌(1385،‌شاهمیری)کار‌

‌بندی‌شده‌اش‌اشعار‌ایرانی‌در‌سه‌دسته‌فیزیکی،‌مفهومی‌و‌آوایی‌دسته‌ویژگی‌گوناگون‌استخراج‌شده

دقوت‌‌استفاده‌شوده‌اسوت.‌‌‌‌درخت‌تصمیم‌و‌ش که‌عص ی‌مصنوعیهای‌برای‌تخصیص‌اش‌روشاست.‌

در‌صورتی‌کوه‌‌،‌اعلام‌شده%‌درستی‌95.9%‌و‌با‌ش که‌عص ی‌تا‌94صمیم‌تا‌درخت‌ت‌گزارش‌شده‌در

‌. %‌بوده‌است34.4دقت‌انسان‌تنها‌

اسوتفاده‌شوده‌‌‌‌های‌واژگانی،‌نحوی،‌معنایی‌و‌وابسته‌به‌کواربرد‌‌ویژگی‌اش‌‌1390) ر،‌فرهمندپو)در‌کار‌

کوه‌بوه‌‌‌عنوان‌شده‌است‌ید‌های‌جد‌ها‌و‌روش‌ایده‌ءالگوریتم‌رقابت‌کشورهای‌استعماری‌نیز‌جز‌است.‌

هوای‌یوادگیری‌ماشوین‌‌‌‌شده‌است.‌همچنین‌ایشان‌الگوریتمبه‌آن‌پرداخته‌‌بالا،‌علت‌سرعت‌همگرایی‌

کوا‌‌‌های‌عص ی،‌ترکیوب‌الگووریتم‌ژنتیو ‌و‌‌‌‌،‌ش که‌،‌درخت‌تصمیمترین‌همسایهکا‌نزدی ‌،‌دلتا‌مانند‌

‌را‌در‌دو‌‌LDAو‌‌تورین‌همسوایه‌‌کا‌نزدیو ‌‌‌استعماری‌و‌‌،‌ترکیب‌الگوریتم‌رقابت‌ترین‌همسایهنزدی 

و‌دقوت‌‌‌بهتورین‌‌بوا‌‌‌‌‌LDAبنودی‌‌روش‌دسوته‌‌‌کورده‌اسوت.‌‌‌آوری‌شده‌با‌هم‌مقایسه‌پایگاه‌داده‌جمع

ایجواد‌شوده‌یکوی‌در‌یو ‌‌‌‌‌‌داده‌پایگواه‌ دو. گزارش‌شده‌اسوت‌کارایی‌با‌بیشترین‌‌های‌نحوی،‌ویژگی

ت‌و‌اش‌دید‌نویسنده‌به‌علوت‌کوتواه‌بوودن‌و‌‌‌‌کلمه‌تهیه‌شده‌اس‌2009دانشجو‌با‌‌20موضوع‌خاص‌اش‌

گیری‌شده‌است.‌در‌پایگاه‌دوم‌اش‌مجموعوه‌‌های‌انداشهای‌بودن‌متون‌باعث‌نادقیق‌شدن‌پارامترمحاوره

‌های‌هشت‌نویسنده‌معاصر‌استفاده‌شده‌است.‌کتاب

هوای‌‌اش‌پایگاه‌داده‌تشکیل‌شده‌اش‌چهار‌شاعر‌شعر‌نو‌استفاده‌شده‌است.‌روش‌1392) ،‌آذین(در‌کار‌

‌هوای‌ترین‌همسایه،‌ماشین‌بردار‌پشتی ان‌وبیز‌سواده‌اسوت.‌ویژگوی‌‌‌کا‌نزدی  تخصیص‌مورد‌استفاده

و‌ادغام‌این‌سه‌گروه‌ویژگی‌بوده‌است‌‌های‌واژگانی،‌حرفی‌و‌نحویمورد‌استفاده‌در‌سه‌دسته‌ویژگی

 های‌نحوی‌بوده‌است.گزارش‌در‌گروه‌ویژگین‌یو‌بهتر

هوای‌مختلوف‌در‌‌‌که‌به‌برسی‌ویژگی‌(Ramezani, et al., 2013)و‌در‌نهایت‌کار‌رمضانی‌و‌همکاران‌‌

 .معرفی‌شده‌است(‌با‌استفاده‌بردار‌ماشین‌پرداخته‌است‌3-2-3)‌در‌بخش‌‌R40پایگاه‌داده‌

 



24 

 

ساشی‌شبانی‌کلمات‌و‌یا‌مدل‌گرام-nیا‌‌هاکاراکتر‌گرام-nدر‌آنها‌اش‌‌کارهایی‌که‌.های‌پیشیناش‌کار:‌لیستی‌1-2چدول‌

‌استفاده‌شده‌است

 تخصیص ویژگی‌عنوان‌

1‌
N-Gram Feature Selection for 

Authorship Identification‌2006 

،‌n‌3گرام‌ها‌با‌مفدار‌-nاستفاده‌اش‌کارکتر‌

مشخص‌در‌ی ‌بردار‌و‌با‌تعداد‌تکرار‌‌5و‌4

‌ویژگی

 بردار‌ماشین

2 Local histograms of character n-

grams for authorship attribution 
‌گرام-nکاراکتر‌

استفاده‌اش‌

 هیستاگرام

3 
Text Classification for Authorship 

Attribution Using Naive Bayes 

Classifier with Limited Training Data 

‌3و‌‌n‌1‌،2با‌مقدار‌‌گرام‌ها-nکارکتر‌ -1

‌به‌صورت‌جداگانه‌استفاده‌کرده‌است.

 3 و n1‌،2با‌مقدار‌‌گرام‌های-nکلمه‌ -2

‌بردار‌ماشین‌و

‌بیز

5 
Searching with Style: 

Authorship Attribution in Classic 

Literature‌ 

‌کلمات‌دستوری‌-1

‌های‌گرامرینقش-2

‌های‌گرامرینقش‌گرام-3

 هترکیب‌هر‌س‌-4

KLD 

6 
Using Function Words for Authorship 

Attribution: Bag of-Words vs. 

Sequential Rules  

مقایسه‌استفاده‌اش‌تکرار‌کلمات‌دستوری‌

در‌مقابل‌ویژگی‌های‌استخراج‌شده‌با‌

‌پیدرروش‌قوانین‌پی
 

 بردار‌ماشین

7 
Visualizing Document Authorship 

Using N-grams and Latent Semantic 

Indexing 

با‌استفاده‌اش‌ سند–تشکیل‌ماتریس‌لفظ

 SVDو‌ هاگرام-nکارکتر‌
‌فاصله‌کسینوسی

7 
Augmenting Naive Bayes Classifiers 

with Statistical 

Language Models 

ها‌در‌سطح‌کاراکتر‌و‌گرام-nاستفاده‌اش‌

‌کلمه

به ود‌بیز‌ساده‌

با‌استفاده‌اش‌

-روشهای‌مدل

‌شبانیساشی‌

9 
Authorship Attribution of Short 

Messages Using Multimodal 

Features. 

ها‌در‌سطح‌کاراکتربا‌گرام-nاستفاده‌اش‌

‌6تا‌‌2 اش‌nمقدار‌

استفاده‌اش‌بیز‌

‌ساده

10‌Time-aware authorship attribution for 

short text streams 
‌مدل‌ساشی‌شبانی‌گرام-nکاراکتر‌

11‌
Combining naive Bayes and n-gram 

language models for text 

classification 

‌مدل‌ساشی‌شبانی‌گرام-nکاراکتر‌
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12 
Authorship Attribution of Micro-

Messages 

گرام‌-nها+گرام‌کاراکتر-nسه‌بردار‌ -1

کلمات+‌الگوی‌استخراج‌شده‌اش‌توالی‌با‌

تکرار‌و‌توالی‌اش‌شروع‌و‌پایان‌با‌کلمات‌پر

‌آنها.کلمات‌در‌بین‌

ها‌+‌الگوی‌گرام‌کاراکتر-nدو‌بردار‌ -2

‌استخراج‌شده

3- n-ها+گرام‌کاراکترn-گرام‌کلمات‌

4- n-هاگرام‌کاراکتر‌

 بردار‌ماشین

13 
The effect of author set size and 

data size in authorship attribution 

1- n-گرام‌کلمات‌

2- n-گرام‌کلمات‌دستوری‌

3- n-هاگرام‌کاراکتر‌

4- n-گرام‌ریشه‌کلمات‌

5- n-دستوری‌کلمات‌گرام‌نقش‌

TiMBL‌
)روشی‌بر‌اساس‌

ترین‌کا‌نزدی 

 همسایه(

14 

Authorship Attribution in Greek 

Tweets Using Author's Multilevel N-

Gram Profiles 

‌

‌هاگرام‌کاراکتر-nگرام‌کلمات‌با‌-nتلفیق‌

متدی‌با‌ایده‌

جداساشی‌کلاس‌

با‌حاشیه‌بین‌‌ها

 صفحات‌کلاس

 جمع بندی 2-2 

های‌ل وی،‌کاراکتری،‌نحوی،‌معنایی‌و‌وابسته‌به‌کاربرد‌ها‌در‌دستهدر‌این‌فصل‌به‌دسته‌بندی‌ویژگی

و‌سادگی‌ل وی‌ها‌در‌دسته‌مزیت‌ویژگی‌های‌انجام‌شده‌اشاره‌شد.کاراش‌نمونه‌به‌چند‌‌و‌پرداخته‌شد

‌نهوا‌را‌ت ودیل‌بوه‌ویژگوی‌‌‌‌آمزیوت‌‌که‌این‌این‌عنوان‌شد‌و‌ابزاراهای‌پرداشش‌شبان‌ط یعی‌‌اش‌ینیاشبی

ها‌انجوام‌شوده‌‌‌گرام-nکارهای‌شیادی‌که‌با‌استفاده‌اش‌کاراکتر‌‌وجود‌همچنین‌کندمستقل‌اش‌شبان‌می

‌مسوتقل‌اش‌شبوان‌بوودن،‌‌‌‌آنها‌در مزیت‌.دارد‌‌آنهامفید‌بودن‌نشان‌اش‌‌گزارش‌شدهاست‌و‌نتایج‌خوبی‌

اش‌طرفوی‌‌‌.شومرده‌شود‌‌‌و‌تحمل‌پذیری‌خوب‌در‌برابر‌نوویز‌ختلافات‌جزئی‌در‌س  ‌امشخص‌کردن‌

‌های‌ساختاری‌و‌نحویویژگیایده‌‌.مطرح‌شد‌آنهادر‌استفاده‌اش‌‌به‌صورت‌کارا‌nن‌مقدار‌یتعیمشکل‌

‌یهوا‌در‌ویژگوی‌همچنوین‌گفتوه‌شود‌‌‌‌.‌بیان‌شود‌الگوهای‌نحوی‌‌اش‌گانهنویسندناخودآگاه‌‌در‌استفاده

بوه‌‌‌بسوته‌بوه‌کواربرد‌‌‌‌هوای‌ویژگیاش‌‌و‌در‌نهایت‌.استیی‌کلمات‌توجه‌روی‌معنا‌و‌نقش‌معنامعنایی‌
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هوا‌و‌یوا‌پیوام‌‌‌فروم‌در‌سایز‌و‌رنگ‌فونت‌مانندهای‌مختلف‌های‌مختص‌حوشهویژگیاستفاده‌اش‌عنوان‌

‌‌.یاد‌شد‌های‌الکترونیکی

نمونوه‌و‌‌در‌دو‌دسوته‌م تنوی‌بور‌‌‌‌‌آموششوی‌های‌تشکیل‌داده‌ی‌انواع‌روشمعرف‌ابتدا‌به‌2-3در‌بخش‌

هوای‌‌کوه‌درپوژوهش‌‌‌های‌تخصویص‌و‌سپس‌به‌دسته‌بندی‌متد‌ه‌استم تنی‌بر‌پروفایل‌پرداخته‌شد

هوای‌‌هوای‌فشورده‌سواشی‌و‌روش‌‌‌روش‌،متدها‌بر‌اسواس‌فاصوله‌‌‌:در‌دسته،‌به‌کار‌گرفته‌شدهپیشین‌

هوای‌‌و‌همچنوین‌روش‌‌و‌درخوت‌تصومیم‌‌‌بوردار‌ماشوین‌‌هوای‌عصو ی،‌‌‌شو که‌ یادگیری‌ماشین‌مانند

های‌مروری‌بر‌کار‌4-2در‌بخش‌‌و‌در‌انتها‌.ه‌استساشی‌شبانی‌پرداخته‌شداحتمالاتی‌مانند‌بیز‌و‌مدل

  .ه‌استصورت‌گرفتدر‌پایگاه‌داده‌با‌شبان‌فارسی‌‌پیشین

‌

‌

‌

 

1-   

‌
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-3 نظری و روش پیشنهادی: مباحث فصل سوم 
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 مقدمه 3-1 

شناسایی‌نویسنده‌در‌‌مسللههای‌استفاده‌شده‌برای‌حل‌به‌توصیف‌و‌تجزیه‌تحلیل‌روشدر‌این‌فصل‌

شوده‌اسوت‌سوپس‌بوه‌‌‌‌‌داده‌شروع‌‌پایگاهابتدا‌با‌توضیح‌در‌رابطه‌با‌‌نامه‌پرداخته‌شده‌است.این‌پایان

هوای‌موورد‌اسوتفاده‌و‌‌‌‌تخصیص‌نویسنده‌پرداخته‌شده‌است‌و‌در‌ادامه‌ویژگوی‌‌‌مسللهچگونگی‌حل‌

‌مسللهدر‌انتها‌به‌معرفی‌خصوصیاتی‌اش‌پایگاه‌داده‌که‌در‌حل‌‌شده‌است.‌توضیح‌دادهتخصیص‌‌روش

‌.پرداخته‌شده‌است‌،تخصیص‌نویسنده‌تاثیر‌گزار‌است

 هددا پایگاه3-2 

-دادهاش‌آمده‌است‌اسوتفاده‌‌‌(Stamatatos, 2009)‌درچنان‌که‌آن‌‌ه‌خوبددا‌اش‌مشخصات‌ی ‌پایگاه

گانی‌بوا‌سوطح‌تحصویلات‌‌‌‌هاستفاده‌اش‌مجموعه‌نویسند‌همچنینو‌و‌موضوع‌یکسان‌است‌‌نوعبا‌‌ییها

که‌ایون‌عوامول‌‌‌‌اطمینان‌حاصل‌کردتوان‌با‌رعایت‌این‌موارد‌می‌.استیکسان‌‌و‌جنسیت‌ملیت‌،سن،

بوا‌ایون‌‌‌‌گیورد.‌گی‌صورت‌موی‌هبندی‌صرفا‌بر‌اساس‌نویسندط قه‌بندی‌متن‌ندارند‌و‌ط قهتاثیری‌در‌

کوه‌‌‌WMPR-‌AA2016-B و‌‌WMPR-AA2016-Aداده‌پایگواه‌توضیحات‌سعی‌شده‌است‌تا‌در‌دو‌

بوا‌شبوان‌‌‌‌ییهااش‌طرف‌دیگر‌وجود‌پایگاه‌داده‌.پیروی‌کننداین‌اصول‌اش‌وری‌شده‌آتوسط‌نگارنده‌جمع

-شرایط‌را‌برای‌بررسی‌روش‌وت‌و‌انداشه‌داده‌آشمایشی‌متفاوتهای‌آموششی‌متفامختلف‌و‌انداشه‌داده

بحث‌بیشتر‌در‌این‌شمینه‌در‌فصل‌نتایج‌انجام‌‌م‌کرده‌است.ررسی‌شده‌در‌شرایط‌متفاوت‌فراهرهای‌ب

‌خواهد‌شد.

WMPR-AA2016-A  3-2-1پایگاه داده 

نامودار،‌ابوسوعید‌‌‌ شش‌شواعر‌‌اشعار‌رباعیاش‌مجموعه‌‌توسط‌نگارنده‌تهیه‌شده‌است‌و‌این‌پایگاه‌داده

در‌این‌پایگاه‌داده‌هور‌یو ‌‌‌‌.ابوالخیر،‌عطار‌نیشابوری،‌انوری،‌خاقانی،‌مولوی،‌و‌ثنائی‌ایجاد‌شده‌است
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‌،کلموه‌با‌انداشه‌میوانگین‌تعوداد‌‌‌‌رباعی‌به‌عنوان‌ی ‌داده‌آشمایشی‌در‌نظر‌گرفته‌شده‌است‌اش‌این‌رو

شوده‌‌هوای‌موتن‌کوتواه‌محسووب‌‌‌‌‌پایگاه‌داده‌در‌دستهاین‌پایگاه‌داده‌‌2.6و‌انحراف‌اش‌میانگین‌‌27.4

‌‌WMPR-AA2016-Aهوای‌آشمایشوی‌در‌پایگواه‌داده‌‌‌‌توشیع‌طول‌موتن‌در‌موتن‌‌‌1-3در‌شکل‌‌.است

توضویح‌‌‌1-4نشان‌داده‌شده‌است.‌نحوه‌چگونگی‌تخصیص‌داده‌آموششی‌و‌داده‌آشمایشوی‌در‌بخوش‌‌‌

هوای‌آموششوی‌و‌‌‌اش‌ق یول‌تعوداد‌کلموه‌در‌داده‌‌‌‌دادهجزئیات‌مربوط‌به‌اطلاعات‌پایگاه‌اده‌شده‌است.د

 شده‌است.‌نمایش‌داده‌1-3شمایشی‌و‌کل‌انداشه‌پایگاه‌داده‌در‌جدول‌آهای‌داده

‌ ‌WMPR-AA2016-Aداده‌فارسی‌:‌جزئیات‌پایگاه1-3جدول‌

 پایگاه‌داده

WMPR-

AA2016-

A  

 داده تست (کلمات)داده آموزشی (کلمات) کل نویسنده 

 3854 15507 19352 ابوسعید‌ابوالخیر A0 (کلمات)

A1 2413 9684 12097 انوری 

A2 12440 49808 62248 عطار‌نیشابوری 

A3 1915 7797 9712 خاقانی 

A4 10657 42700 53375 مولوی 

A5 2322 9389 11711 ثنائی 

‌

‌

‌WMPR-AA2016-Aپایگاه‌داده‌‌درمتن‌‌توشیع‌طول‌1-3شکل‌

WMPR-AA2016-B  3-2-2 پایگاه داده 

 شبوان،‌‌فارسوی‌‌بوزرب‌اش‌مجموعه‌غزلیات‌هفت‌شاعر‌‌این‌پایگاه‌داده‌توسط‌نگارنده‌تهیه‌شده‌است‌و

در‌ایون‌پایگواه‌‌‌‌مولوی‌و‌کرمانی‌تشکیل‌شوده‌اسوت.‌‌ سعدی،‌ثنائی،‌عطار‌نیشابوری،‌اوحدی،‌ساوجی،

‌
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آموششوی‌و‌‌‌چگونگی‌تشوکیل‌داده‌‌.عنوان‌داده‌آشمایشی‌در‌نظر‌گرفته‌شده‌استداده‌هر‌ی ‌غزل‌به‌

داده‌اش‌ق یول‌‌‌جزئیات‌مربوط‌به‌اطلاعات‌پایگواه‌‌شده‌است.‌توضیح‌داده‌2-4داده‌آشمایشی‌در‌بخش‌

نموایش‌‌‌2-3شمایشی‌و‌کل‌انداشه‌پایگاه‌داده‌در‌جودول‌‌آهای‌های‌آموششی‌و‌دادهتعداد‌کلمه‌در‌داده

‌ده‌است.ش‌داده

  WMPR-AA2016-Bداده‌فارسی‌:‌جزئیات‌پایگاه2-3جدول‌

 پایگه‌داده
WMPR-

AA2016-B  

 (کلمات)کل نویسنده 
 آموزشی داده

 (کلمات)

 آزمایشیداده 

 (کلمات)

B0 15826 70847 88558 سعدی 

B1 9797 42116 52512 ثنائی 

B2 23179 100264 125265 عطار‌نیشابوری 

B3 20563 92816 115893 اوحدی 

B4 8759 39555 49417 ساوجی 

B5 21841 98405 122841 کرمانی 

B6 50083 200240 475558 مولوی 

R40 3-2-3پایگاه داده   

و‌اش‌مجموعه‌ (Ramezani, et al., 2013)این‌پایگاه‌داده‌توسط‌رمضانی‌و‌همکارانشان‌تهیه‌شده‌است‌

بزرب‌علوی‌صادق‌چوب ‌و...‌در‌‌،ل‌احمدآجمله‌جلال‌‌مانندویسنده‌نامی‌فارسی‌شبان‌ن‌40هاینوشته

با‌‌لذا‌این‌پایگاه‌داده‌در‌دسته‌پایگاه‌داده‌تهیه‌شده‌است.‌و‌با‌س  ‌نگارشی‌نثر‌های‌ادبیشمینه‌متن

توا‌‌‌800برای‌هر‌نویسنده‌پنج‌متن‌با‌انداشه‌بوین‌‌شیاد‌در‌نظر‌گرفته‌شده‌است.‌تعداد‌نویسنده‌کاندید‌

این‌پایگاه‌داده‌در‌من ع‌عنوان‌شده،‌کلمه‌در‌نظرگرفته‌شده‌است.‌جزئیات‌مربوط‌به‌اطلاعات‌‌1000

کلموات‌در‌‌‌دگوان‌و‌تعودا‌‌هاش‌ق یل‌نام‌نویسوند‌‌یاطلاعات‌سعی‌شده‌تا‌جاورده‌نشده‌است‌لذا‌در‌این‌آ
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نموایش‌داده‌شوده‌‌‌‌3-3ری‌شوده‌در‌جودول‌‌‌ود.‌اطلاعات‌جمع‌آوری‌شوآ‌های‌هر‌نویسنده‌جمع‌‌متن

‌است.

 R40داده‌فارسی‌:‌جزئیات‌پایگاه3-3جدول‌

‌پایگاه‌داده

R40  

 نویسنده 
 کل

 (کلمات) 
 نویسنده 

 کل

 (کلمات) 

R0 6114 احمد‌میر‌علایی R20 5593 ناشناس 

R1 5210 محمد‌علی‌کاتوشیان R21 4939 غلام‌حسین‌ساعدی 

R2 3605 امیر‌حسین‌چهل‌تن R22 شاد‌فروغ‌فرخ  3652 

R3 6710 بزرب‌علوی R23 6141 مهرداد‌انتظاری 

R4 13605 سراسر‌حادثه R24 8253 گلی‌ترقی 

R5 19664 بهنام‌دیانی R25 5303 ن مه‌کیانی‌راد 

R6 6446 مژده‌کوهی R26 5746 ناشناس 

R7 6286 ناشناس R27 6377 محمد‌علی 

R8 ال‌احمد‌جلال  21209 R28 6008 ناشناس 

R9 7429 شهرا‌دلگرمی R29 4143 جمال‌شاده 

R10 5225 رضا‌جولایی R30 5066 ناشناس 

R11 3407 رضا‌قاسمی R31 5316 مهرداد‌انتظاری 

R12 5999 ناشناس R32 7696 میهن‌بهرامی 

R13 4760 شویا‌پیرشاد R33 5139 ناشناس 

R14 9161 شهریار‌مدنی‌پور R34 3217 جعفر‌مدرس‌صادقی 

R15  8125 صادق‌چوب R35 8204 فریده‌شجاعی 

R16 31720 صادق‌هدایت R36 7204 الهه‌موذنی‌ 

R17 7290 صمد‌بهرنگی R37 9203 نیلا 

R18 3899 علی‌خدایی R38 7319 پروانه‌شیخلو 

R19 10377 ناشناس R39 9137 محنا‌عزیزی 

RCV 3-2-4داده پایگاه 

و‌بوا‌پنجواه‌نویسونده‌در‌‌‌‌ شبان‌انگلیسی‌تهیه‌شده‌است.‌در‌‌RCV‌(Lewis, et al., 2004)پایگاه‌داده‌

به‌صوورت‌‌در‌این‌پایگاه‌داده‌‌هامتندسته‌پایگاه‌داده‌با‌تعداد‌نویسنده‌شیاد‌در‌نظر‌گرفته‌شده‌است.‌
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‌آموششوی‌و‌‌موتن‌‌50برای‌هر‌نویسنده‌‌.باشدشن‌میبه‌صورت‌مرد‌و‌گان‌هنثر‌است‌و‌جنسیت‌نویسند

‌،هوای‌آموششوی‌‌اش‌ق یل‌تعداد‌کلمه‌در‌داده‌یجزئیات‌مربوط‌به‌اطلاعات‌متن‌آشمایشی‌وجود‌دارد.‌50

‌شده‌است.‌نمایش‌داده‌4-3شمایشی‌و‌کل‌انداشه‌پایگاه‌داده‌در‌جدول‌آهای‌داده

‌‌‌RCVانگلیسی‌داده‌:‌جزئیات‌پایگاه4-3جدول‌

 (کلمات) آزمایشیداده  (کلمات)داده آموزشی (کلمات) کل‌نویسنده  

 پایگاه‌داده

RCV 

 

C0 AaronPressman 46885 22499 24386 

C1 AlanCrosby 48463 22579 25884 

C2 AlexanderSmith 56958 29083 27875 

C3 BenjaminKangLim 51733 25517 26216 

C4 BernardHickey 48823 23336 25487 

C5 BradDorfman 47319 24504 22815 

C6 DarrenSchuettler 55459 26210 29249 

C7 DavidLawder 55619 29024 26595 

C8 EdnaFernandes 46412 21906 24506 

C9 EricAuchard 52967 26572 26395 

C10 FumikoFujisaki 54711 27228 27483 

C11 GrahamEarnshaw 50833 25340 25493 

C12 HeatherScoffield 52563 26961 25602 

C13 JaneMacartney 57772 29620 28152 

C14 JanLopatka 44162 22485 21677 

C15 JimGilchrist 33389 17031 16358 

C16 JoeOrtiz 47582 23568 24014 

C`17 JohnMastrini 50278 25294 24984 

C18 JonathanBirt 48259 22347 25912 

C19 JoWinterbottom 52295 26416 25879 

C20 KarlPenhaul 47637 21389 26248 

C21 KeithWeir 47146 24715 22431 

C22 KevinDrawbaugh 46122 23250 22872 

C23 KevinMorrison 53248 26612 26636 

C24 KirstinRidley 57859 26219 31640 

C25 KouroshKarimkhany 46331 22307 24024 

C26 LydiaZajc 33540 17121 16419 

C27 LynneO'Donnell 58255 28920 29335 

C28 LynnleyBrowning 58227 27521 30706 

C29 MarcelMichelson 52591 26034 26557 

C30 MarkBendeich 43106 22392 20714 

C31 MartinWolk 50056 25771 24285 

C32 MatthewBunce 51907 25439 26468 

C33 MichaelConnor 44751 22071 22680 
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C34 MureDickie 50998 25556 25442 

C35 NickLouth 54537 28587 25950 

C36 PatriciaCommins 47704 24580 23124 

C37 PeterHumphrey 59805 29082 30723 

C38 PierreTran 54266 27199 27067 

C39 RobinSidel 48876 24026 24850 

C40 RogerFillion 54252 27000 27252 

C41 SamuelPerry 55072 27728 27344 

C42 SarahDavison 57530 29007 28523 

C43 ScottHillis 50918 24463 26455 

C44 SimonCowell 49955 25228 24727 

C45 TanEeLyn 48392 22892 25500 

C46 TheresePoletti 57924 28753 29171 

C47 TimFarrand 46563 24172 22391 

C48 ToddNissen 50858 25812 25046 

C49 WilliamKazer 47568 23147 24421 

 شناسایی نویسنده3-3 

اش‌‌نویسندهی ‌هدف‌تخصیص‌فرایند‌شناسایی‌نویسنده‌‌در‌شدکه‌در‌فصل‌اول‌توضیح‌داده‌رطوهمان

‌.مشوخص‌نیسوت‌‌آن‌‌کوه‌نویسونده‌‌به‌متنی‌است‌‌،(شناخته‌شده)‌کاندیدگان‌همیان‌مجموعه‌نویسند

مد‌آهای‌س کی‌مناسب‌و‌انتخاب‌روش‌تخصیص‌کارهای‌این‌فرایند‌انتخاب‌ویژگینیاشمندیهمچنین‌

پس‌اش‌توضیح‌‌در‌ادامه‌این‌جهتاش‌‌.دیده‌نشده‌معرفی‌شد‌انتساب‌نویسنده‌درست‌به‌متنبه‌منظور‌

 داده‌خواهد‌شد.شرح‌‌نامهپایاناین‌تخصیص‌استفاده‌شده‌در‌‌روشها‌و‌ویژگی‌،مرحله‌پیش‌پرداشش

1-3-3 پردازشپیش 

هوای‌‌حروف‌الف ای‌خارجی‌اش‌تموامی‌بانو ‌‌اعداد‌و‌‌،های‌خاصپرداشش‌تمامی‌علامتدر‌مرحله‌پیش

انود.‌بورای‌جداسواشی‌جمولات‌درپایگواه‌داده‌بوه‌‌‌‌‌‌‌و‌با‌فضای‌خالی‌جایگزین‌شده‌ذف‌شدهحاطلاعاتی‌

توا‌در‌مرحلوه‌اسوتخراج‌‌‌‌‌اسوتفاده‌شوده‌اسوت.‌‌‌ <s/>و  <s>‌ترتیب‌در‌ابتدا‌و‌انتهای‌هر‌جمله‌اش‌تگ

هور‌مصوراع‌بوه‌‌‌‌در‌پایگاه‌داده‌با‌س  ‌نوشتاری‌نظم‌‌ها‌ابتدا‌و‌انتهای‌هر‌جمله‌مشخص‌باشد.ویژگی
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و‌در‌نثر‌علامت‌نقطه‌و‌علامت‌سووال‌بوه‌عنووان‌مشوخص‌‌‌‌‌‌ه‌در‌نظر‌گرفته‌شده‌استعنوان‌ی ‌جمل

‌جمله‌در‌نظر‌گرفته‌شده‌است.‌کننده

2-3-3 ویژگیانتخاب  

علت‌این‌انتخاب‌‌.ن‌ویژگی‌انتخاب‌شده‌استبه‌عنوا‌هکلم‌گرام-nکاراکتر‌و‌‌گرام-nدر‌این‌پایان‌نامه‌‌

اش‌‌ایدسوته‌‌در‌هوا‌و‌کلموات‌‌کوارکتر‌‌گرام-‌nاین‌است‌که‌که‌در‌فصل‌ق ل‌توضیح‌داده‌شدطور‌همان

رو‌اسوتخراج‌ایون‌‌‌های‌پرداشش‌شبان‌ندارند.‌اش‌اینکه‌برای‌استخراج‌احتیاج‌به‌ابزار‌قرار‌دارندها‌ویژگی

تور‌‌موورد‌پور‌اهمیوت‌‌‌‌.ها‌هزینه‌شمان‌اجرا‌و‌خطای‌ناشی‌اش‌خطای‌ابزار‌پرداشش‌شبان‌را‌ندارنود‌ویژگی

پرداشش‌شبان‌وابسته‌به‌شبوان‌‌‌هایاستفاده‌اش‌ابزاراش‌این‌جهت‌که‌‌ها‌اش‌شبان‌است.یاستقلال‌این‌ویژگ

به‌عنوان‌نمونه‌استخراج‌قوانین‌نحووی‌در‌‌‌.نیاش‌دارد‌های‌پرداشش‌شبان‌خود‌راابزار در‌هر‌شبانی‌و‌است

 شده‌است.ها‌شرح‌داده‌گرام-nدر‌ادامه‌روش‌استخراج‌‌.بان‌فارسی‌با‌شبان‌انگلیسی‌متفاوت‌استش

3-3-2-1 n-هاگرام 

‌هوا‌در‌ی ‌رشته‌اش‌تووکن‌پشت‌سر‌هم‌‌توکن‌nای‌اش‌دن الهگرام‌-‌nتوان‌گفت،در‌ی ‌تعریف‌کلی‌می

نقش‌دستوری‌کلمات‌‌کلمات،ریشه‌ها‌بنا‌بر‌استفاده‌اش‌هر‌جنسی‌اعم‌اش‌کاراکتر،‌کلمه،.‌توکنباشدمی

‌توان‌توضیح‌داد:مراحل‌شیر‌میها‌را‌به‌صورت‌گرام-nاستخراج‌‌توانند‌باشند.و‌...‌می

 برای‌استخراج‌n-هوا‌توالی‌اش‌کاراکتر‌به‌ع ارت‌دیگر‌یاها‌ها‌متن‌به‌صورت‌توالی‌اش‌توکنگرام‌

‌آید.نقش‌دستوری‌کلمات‌و....‌در‌مییا‌‌کلماتریشهیا‌‌کلماتیا‌

 مرحله‌بعد‌انتخاب‌طول‌n-یا‌همان‌مقدار‌‌گرامnاست‌.‌‌

 ی ‌پنجره‌با‌طولآن‌‌و‌بعد‌اش‌nشوددر‌نظر‌گرفته‌می‌. 

 به‌انداشه‌n-1های‌متن‌به‌انتهای‌متن‌اضافه‌میکاراکتر‌فضای‌خالی‌برای‌پوشش‌تمام‌توکن‌-

‌گردد.‌
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 خورین‌تووکن‌‌‌آتوکن‌به‌توکن‌تا‌آن‌‌جابجایی‌پنجره‌اش‌اولین‌توکن‌متن‌شروع‌شده‌وحرکت‌

بوا‌‌‌گرام-‌n،رفته‌استنچه‌در‌داخل‌پنجره‌قرار‌گآیابد.‌در‌هر‌بار‌حرکت‌پنجره‌متن‌ادامه‌می

 (3-2)شکل‌باشد.‌می‌nانداشه‌

‌n-1ها‌در‌متن‌بدون‌در‌نظر‌گرفتنبرابر‌با‌تعداد‌توکن‌nهای‌تولید‌شده‌مستقل‌اش‌مقدار‌گرام-nتعداد‌

 توکن‌فاصله‌اضافه‌شده،‌است.

 
مشخص‌‌"-"ی ‌متن.‌در‌این‌مثال‌فاصله‌به‌عنوان‌ی ‌توکن‌در‌نظر‌گرفته‌شده‌است‌و‌با‌علامت‌‌درها‌گرام-‌n:‌تولید2-3شکل

 ها‌و‌کاراکترها‌است.گرام-nجدا‌کننده‌‌کاماعلامت‌‌شده‌است.

 

3-3-3 تخصیص روش 

قرار‌گرفتن‌ساشی‌شبانی‌است.‌علت‌انتخاب‌این‌روش‌نامه‌مدلاستفاده‌در‌این‌پایان‌متد‌تخصیص‌مورد

-در‌دسوته‌روش‌به‌جهت‌قرار‌گورفتن‌آن‌در‌‌همچنین‌‌.های‌آماری‌احتمالاتی‌استآن‌در‌دسته‌روش

و‌به ود‌نتایج‌در‌استفاده‌اش‌احتمال‌پیشین‌باعث‌باش‌شدن‌راهی‌برای‌بسط‌احتمال‌پیشین‌و‌‌پویا‌های

 :‌ی ‌ص ح‌روش‌یکشن ه‌ماه‌تیر‌هوای‌شهر‌برلین‌تیره‌و‌خفه‌کننده‌بود.‌متن

 ها‌در‌شکل‌کاراکترهااش‌توکن‌تولید‌توالی‌-1

-،ب،ر،ل،ی،ن،-،ش،ه،ر،-،ه،و،ا،ی،-،ت،ی،ر،-،م،ا،ه،-ی،ک،ش،ن،ب،ه،-،ر،و،ش،-،ص،ب،ح،-ی،ک،

 ،ب،و،د،-،ت،ی،ر،ه،و،خ،ف،ه،ک،ن،ن،د،ه،

 تولید‌انگرام‌با‌انداشه‌مشخص‌-2

-،ش،ه،ر،-،ه،و،ا،ی،-،ت،ی،ر،-،م،ا،ه،-ی،ک،ش،ن،ب،ه،-،ر،و،ش،-،ص،ب،ح،-ی،ک،

  ،ب،و،د،-،ت،ی،ر،ه،و،خ،ف،ه،ک،ن،ن،د،ه،-،ب،ر،ل،ی،ن،

 اندازه  های توالید شدهانگرام

-؛‌-ه؛‌اه؛‌ما؛‌م-؛‌-ه؛‌به؛‌نب؛‌شن؛‌کش؛‌ی ؛‌ی-؛‌-ش؛‌وش؛‌رو؛‌ر-؛‌-ح؛‌بح؛‌صب‌؛ص-‌؛-ک‌ی ،

 و....؛‌هو؛‌ه-؛‌-ر؛‌یر؛‌تی؛‌ت

 گرام-2

 

؛‌-به؛‌ن ه؛‌شنب؛‌کشن؛‌یکش؛‌ی -؛‌ی-ش؛‌-وش؛‌روش؛‌رو-؛‌-ر-ح؛‌-بح؛ص ح؛‌صب-؛‌ص-ک؛‌-ی 

 و....؛‌تیر؛‌تی-؛‌ت-ه؛‌-اه؛‌ماه؛‌ما-

 

 گرام-3

 

 

 ‌n 2=حرکت‌پنجره‌با‌انداشه
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‌کنوون‌‌تااین‌روش‌‌،های‌انجام‌شدهبا‌بررسیآن‌‌علاوه‌برشود.‌های‌آینده‌میدرکارآمده‌‌به‌دستمدل‌

تشخیص‌نویسنده‌استفاده‌نشوده‌اسوت.‌در‌اداموه‌بوه‌‌‌‌‌‌مسللهبا‌شبان‌فارسی‌برای‌حل‌‌داده‌روی‌پایگاه

‌توضیح‌این‌روش‌پرداخته‌شده‌است.

4-3-3 در شناسایی نویسنده مدل سازی زبانی 

اش‌جمولات‌شبوان‌‌‌ شبانی‌هدف‌پیدا‌کردن‌احتمال‌رخداد‌توالی‌اش‌کلمات‌در‌ی ‌مجموعهساشی‌در‌مدل

های‌آموششی‌که‌اش‌ی ‌شبان‌در‌دست‌است‌با‌چه‌است.‌به‌ع ارت‌دیگر‌سنجیدن‌اینکه‌با‌توجه‌به‌داده

‌های‌آموششی‌تولید‌شود.‌تواند‌توسط‌مدل‌شبانی‌دادهفراوانی،‌توالی‌اش‌کلمات‌می

هوای‌‌توا‌حووشه‌‌آن‌‌دامنه‌استفاده‌اشو‌ش‌مدل‌ساشی‌شبانی‌در‌پرداشش‌سیگنال‌بوده‌است‌استفاده‌اولیه‌ا

.‌در‌ترجموه‌ماشوینی‌‌‌انفورماتی ،‌یادگیری‌ماشین‌و‌باشیابی‌اطلاعات‌نیز‌گسترش‌پیدا‌کرده‌استبایو

‌ساشی‌شبانی‌به‌این‌منظور‌است‌کوه‌ترجموه‌‌استفاده‌اش‌مدل‌،یکی‌اش‌اجزا‌اصلی‌سیستم‌ترجمه‌،آماری

در‌باشیوابی‌‌.‌(Koehn, 2010) ‌هدف،‌ع ارتی‌کاربردی‌و‌متعارفی‌استمورد‌ع ارت‌چقدر‌در‌شبان‌‌ی 

ساشی‌شبانی‌این‌است‌که‌ی ‌سوند‌در‌صوورتی‌کاندیود‌خووبی‌‌‌‌‌اطلاعات‌ایده‌اصلی‌در‌استفاده‌اش‌مدل

با‌احتمال‌بالایی‌بتواند‌کوئری‌را‌تولیود‌‌‌برای‌تط یق‌پیدا‌کردن‌با‌کوئری‌مورد‌جستجو‌است‌که‌سند

 (D.Manning, et al., 2009)‌کند.

‌شناسایی‌نویسنده‌بر‌این‌اساس‌است‌که‌مسللهحل‌‌یهای‌ارائه‌شده‌براکارپایه‌بیشتر‌تحقیقات‌و‌راه

اثور‌‌"کوه‌بوا‌عنووان‌‌‌‌‌نمایود‌نوشتار‌استفاده‌موی‌های‌نوشتاری‌مخصوص‌به‌خود‌در‌هر‌نویسنده‌اش‌الگو

تواند‌این‌باشد‌که‌هر‌شخصی‌شبان‌را‌خودش‌و‌با‌هم‌میآن‌‌شود‌و‌توضیحاشآن‌یاد‌می‌"شت‌مولفانگ

اسوتفاده‌‌تووان‌‌می‌مسللهاش‌این‌. (Joula, 2008) گیردمی‌های‌شخصی‌خودش‌فراتجربیات‌و‌برداشت

بوا‌‌‌گونوه‌توضویح‌داد‌کوه‌‌‌شناسایی‌نویسنده‌را‌ایون‌‌مسللهاستفاده‌اش‌مدل‌ساشی‌شبانی‌در‌حل‌‌کرد‌و

هوای‌‌تموام‌موتن‌‌و‌الحاق‌‌گان‌کاندیدههر‌نویسنده‌در‌مجموعه‌نویسندهای‌نوشته‌مجموعهوری‌آجمع

آن‌‌الگوویی‌اش‌شبوان‌‌‌کاندیود‌‌برای‌هر‌نویسونده‌‌،بزرگتر‌در‌ی ‌متنوری‌شده‌برای‌هر‌نویسنده‌آجمع
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بوا‌نویسونده‌‌‌‌دیده‌نشده‌بندی‌متنبه‌دستهساشی‌شبانی‌گیری‌مدلکاربا‌بهسپس‌‌.نویسنده‌ایجاد‌شود

 .ه‌شودمشخص‌پرداختنا

 ساشی‌شبانی‌مدلمحاس ه‌‌‌

کلموه‌‌‌‌n-1مدل‌ساشی‌شبانی‌هدف‌پیدا‌کردن‌احتمال‌ی ‌کلمه‌بور‌اسواس‌‌که‌گفته‌شد‌در‌طورهمان

اگور‌‌به‌این‌صورت‌است‌کوه‌‌‌احتمال‌ارت اط‌این‌دو‌.ی ‌جمله‌است‌و‌یا‌احتمال‌پیدا‌کردنآن‌‌ق ل‌اش

 :ای‌داریم‌نگاه‌ط ق‌قانون‌شنجیرهآ‌است‌تشکیل‌شده‌u1...unاش‌کلمات‌‌Uفرض‌شود‌جمله‌

3-1‌)u,..,u| )..P(u,u|u)P(u u|P(u )P(u=) u,…,u=P(U 1-n1n213121n1
‌

 

به‌احتمال‌کلمه‌‌محاس هاش‌‌دهد.ارت اط‌بین‌احتمال‌جملات‌با‌احتمال‌کلمات‌را‌نشان‌می‌1-3رابطه‌

‌در‌برای‌محاس ه‌هر‌ی ‌اش‌احتموالات‌شورطی‌‌‌.ه‌استبه‌احتمال‌جمله‌رسیدشرط‌وقوع‌کلمات‌ق لی‌

‌داریم‌:‌1-3رابطه‌

3-2‌
 
 1-n1

n1-n1
1-nn

u,...,u

uu,...,uCount 
)u| P(u

Count
‌

 

و‌مخرج‌‌unتا‌‌u1کلمات‌ کنار‌هم‌قرار‌دادن حاصل‌اشت‌اع ار‌تعداد‌صورت‌اش‌شمارش‌2-3رابطه‌‌در

-محاس ه‌موی‌ مدل،در‌متن‌ ‌un-1تا‌‌u1کلمات‌‌کنار‌هم‌قرار‌دادن شمارش‌تعداد‌ع ارات‌حاصل‌اش‌اش

ای‌وجود‌دارد‌این‌است‌کوه‌اگور‌تموامی‌‌‌‌و‌قانون‌شنجیره‌1-3مشکلی‌که‌در‌استفاده‌اش‌رابطه‌گردد.‌

‌احتیاج‌2-3رابطه‌‌در‌در‌محاس ه‌هر‌ی ‌اش‌احتمالات‌شرطی‌شودگرفته‌بین‌کلمات‌در‌نظر‌ارت اط‌

یشتر‌احتمالات‌صوفر‌خواهود‌شود‌و‌در‌‌‌‌صورت‌ب‌در‌غیر‌این‌استبه‌ی ‌مجموعه‌متن‌بسیار‌بزرب‌

ر‌خواهد‌شد.‌اش‌این‌رو‌در‌مدل‌ساشی‌شبانی‌با‌اسوتفاده‌اش‌قوانون‌‌‌فنیز‌ص‌‌Uاحتمال‌جملهآن‌‌نتیجه

در‌نظور‌‌‌اشود‌و‌این‌محدودیت‌در‌مدل‌ساشی‌شبانی‌سواده‌بو‌‌می‌اط‌بین‌کلمات‌محدود مارکوف‌ارت

آن‌‌شوود.‌در‌نتیجوه‌‌منتهی‌مینگرفتن‌ارت اط‌بین‌کلمات‌یا‌مستقل‌فرض‌کردن‌کلمات‌اش‌یکدیگر‌

‌.(Jurafsky & Martin, 2006) (Manning & Schiitze, 2000)آید‌به‌صورت‌شیر‌در‌می‌1-3رابطه‌



38 

 

3-3‌)P(u ... )P(u ) P(u=) u,…,u=P(U n21n1‌
 

 شناسایی‌نویسنده‌با‌مدل‌ساشی‌شبانی‌ساده 

هسوتند‌هودف‌پیودا‌کوردن‌‌‌‌‌‌کاندیود‌،‌مجموعه‌نویسندگان‌A={a1,a2,…am}مجموعه‌شود‌اگر‌فرض‌

بوا‌توضویحاتی‌داده‌‌‌‌با‌نویسنده‌نامشخص(‌است.)‌متن‌‌Uدیده‌نشده‌ترین‌نویسنده‌برای‌متن‌مناسب

‌داردقرار‌های‌بر‌م نای‌پروفایل‌مدل‌ساشی‌شبانی‌در‌گروه‌روشتوان‌متوجه‌شد‌که‌به‌راحتی‌میشده‌

بنوابراین‌بوه‌منظوور‌تشوکیل‌‌‌‌‌‌.(آورده‌شده‌است‌1-2-3بخش‌‌های‌بر‌م نای‌پروفایل‌در)تعریف‌روش

‌،Aدر‌مجموعوه‌‌‌‌aiهای‌آموششی‌مربوط‌به‌نویسندهاول‌تمامی‌متندر‌مرحله‌‌،aiپروفایل‌هر‌نویسنده‌

 نامیم.‌حاصول‌مرحلوه‌اول‌تشوکیل‌مجموعوه‌آموششوی‌‌‌‌‌می‌diالحاق‌شده‌و‌متن‌حاصل‌را‌‌در‌ی ‌متن

}d…,  d,{d=D m21هر‌آن‌‌خواهد‌بود.‌که‌در‌diنویسنده‌یا‌داده‌مدل‌پروفایل‌یا‌داده‌آموششی‌ ai را‌

‌:که‌طوریه‌است‌ب‌iاندیس‌نویسنده‌‌هدف‌پیدا‌کردن‌دهد.تشکیل‌می

3-4‌Ddi U}| iargmax{P(d=di ‌
 

اسوت.‌‌‌متن‌مورد‌سوال‌)متن‌با‌نویسنده‌نامشوخص(‌‌Uو‌  aiآموششی‌مربوط‌به‌نویسنده‌ متن diآن‌‌در

‌:تواند‌به‌صورت‌شیر‌نوشته‌شودمی‌4-‌3ط ق‌قانون‌بیز‌رابطه

3-5‌Ddi  di)/P(U)}|i)P(Uargmax{P(d=di ‌
‌

هوای‌‌برای‌تمامی‌دادهاست‌و‌‌ iمستقل‌اش‌اندیس‌evidenceیا‌احتمال‌‌‌P(U)اش‌آنجاکه‌5-3در‌رابطه‌

-یا‌احتمال‌پیشین‌برای‌تمامی‌داده‌‌P(di)و‌شودآموششی‌مقدار‌یکسانی‌دارد‌می‌تواند‌اش‌رابطه‌حذف‌

‌‌:آیدمیبه‌صورت‌رابطه‌شیر‌در‌‌5-3رابطه‌‌یکسان‌در‌نظر‌گرفته‌شده‌در‌نتیجههای‌آموششی‌

3-6‌D∈di  )}|dargmax{P(U=di i‌
 

است‌که‌توسط‌‌ Uمتن‌مورد‌سوال‌تولید‌احتمال‌،بیشترین‌ش اهت‌احتمال‌یاP(U|di) ‌،6-3در‌رابطه‌

‌ط وق‌‌‌P(U|di)احتموال‌.‌برای‌محاسو ه‌‌تولید‌شده‌است‌diروی‌داده‌آموششی‌شده‌ تشکیل مدل‌شبانی
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-حاصلاش‌ U احتمال‌هر‌جمله‌در‌متن ،2-3و‌قانون‌مارکوف‌در‌رابطه‌‌1-3در‌رابطه‌قانون‌شنجیره‌ای‌

هوای‌‌در‌موتن‌.‌یدآمی‌به‌دست‌diدر‌مدل‌شبانی‌داده‌آموششی‌‌unتا‌ u1 اش‌کلمات‌ی احتمال‌هر‌‌ضرب

را‌ایجاد‌نماید.‌برای‌جلووگیری‌‌‌1بزرب‌ضرب‌احتمال‌کلمات‌در‌یکدیگر‌ممکن‌است‌خطای‌میز‌شناور

‌خواهیم‌داشت:‌در‌نهایت‌شود‌واش‌این‌خطا‌اش‌لگاریتم‌استفاده‌می

3-7‌}  
Ld

t
log=)LM|P(u log {argmax=i

Uuj i

uj,d

djDd
i

ii 




‌
  

‌.اسوت‌‌ Uکلمات‌در‌متن‌مورد‌سوال‌ uiهکه‌در‌این‌رابط
diLMمودل‌شبوانی‌سواخته‌شوده‌روی‌داده‌‌‌‌‌‌

و‌‌.است‌diآموششی‌
i

uj,di

Ld

t

‌اسوت‌‌diداده‌آموششی‌‌در‌روی‌مدل‌شبانی‌ساخته‌شده‌‌ujاحتمال‌هر‌کلمه‌

-می‌به‌دست‌diتقسیم‌بر‌کل‌کلمات‌متن‌آموششی‌‌diدر‌متن‌آموششی‌‌ujاش‌تقسیم‌تعداد‌کلمات‌‌که

 آید.

 روش پیشنهادی 3-4 

با‌نام‌‌اش‌آن‌ایجاد‌شده‌است‌و‌اش‌این‌پست ییر‌در‌مدل‌ساشی‌شبانی‌ساده‌دو‌روش‌پیشنهادی‌با‌ایجاد‌

‌پرداشیم..‌در‌ادامه‌به‌توضیح‌ت ییرات‌داده‌شده‌مییاد‌شده‌استساشی‌شبانی‌ت ییر‌یافته‌مدل

1-4-3 به جای حذف کلمات پرتکرار  IDFضریب استفاده از  

است‌که‌به‌طور‌عام‌و‌مشترک‌ ی،‌رخداد‌کلماتیژگی‌یکی‌اش‌مشکلاتدر‌استفاده‌اش‌کلمات‌به‌عنوان‌و

این‌کلمات‌بوه‌خواطر‌مشوترک‌بوودن‌و‌بوا‌‌‌‌‌‌اند.‌شناخته‌شده‌2پرتکرارشوند‌و‌با‌نام‌کلمات‌استفاده‌می

ها‌ارشش‌جداکنندگی‌شیادی‌به‌عنوان‌ی ‌ویژگی‌ندارنود‌و‌در‌در‌اکثور‌‌‌تکرار‌بالا‌در‌بین‌بیشتر‌نوشته

روش‌حوذف‌آنهوا‌اسوتفاده‌اش‌‌‌‌‌شووند.‌حوذف‌موی‌‌‌تخصیص،ها‌به‌علت‌نداشتن‌اثر‌منفی‌در‌روش‌روش

                                                 
1
 Floating Point Under Low 

2‌Stop Words 
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ترین‌کلمات‌درمیان‌متون‌پیکره‌و‌انتخاب‌و‌حذف‌ایون‌کلموات‌بوه‌عنووان‌کلموات‌‌‌‌‌‌لیستی‌اش‌پرتکرار

‌:این‌است‌کهوجود‌دارد‌‌کلمات‌پرتکرارلیست‌برای‌حذف‌‌مشکلاتی‌که‌در‌استفاده‌اش‌.است‌پرتکرار

 کلموات‌بوا‌قودرت‌‌‌‌‌در‌دسوته‌کلمات‌قرار‌گرفتوه‌در‌لیسوت‌‌‌یا‌هیچ‌ی ‌اش‌آ‌تضمینی‌بر‌اینکه

 ‌،‌وجود‌ندارد.نیستندنندگی‌کجدا

 ؟دنوجود‌داردر‌ی ‌لیست‌ایستا‌‌پرتکرار‌یا‌تمام‌کلماتآ 

 کنداستفاده‌اش‌لیست‌ایستا‌روش‌را‌به‌شبان‌وابسته‌می‌.‌

تا‌حدودی‌مشکلات‌مطرح‌شده‌را‌حول‌نمایود‌اسوتفاده‌اش‌‌‌‌‌درسد‌بتوانکه‌به‌نظر‌می‌،هایکی‌اش‌راهکار

وشن‌‌کلمات‌بوا‌قودرت‌جودا‌کننودگی‌بیشوتر‌‌‌‌‌‌،آن‌ست.‌تا‌با‌استفاده‌اشادهی‌به‌کلمات‌ی ‌روش‌وشن

‌و‌اثر‌بیشتری‌در‌تعیین‌نویسنده‌داشته‌باشند.‌یکی‌اش‌آورند‌به‌دستتکرار‌کلمات‌پر‌نس ت‌به‌بیشتری

IDFاش‌ضریب‌دهی‌استفاده‌های‌وشناین‌روش‌
‌‌است.‌1

3-8‌
uDF

N
 = IDF

‌
 

در‌آنهوا‌تکورار‌‌‌‌uهای‌آموششی‌که‌کلموه‌‌تعداد‌متن‌DFuو‌های‌آموششی‌تعداد‌متن‌‌N،8-3در‌رابطه‌

و‌حودف‌کلموات‌‌‌‌،تکرارکلمات‌پر‌لیست‌ساشی‌شبانی‌ت ییر‌یافته‌به‌جای‌استفاده‌اشدر‌مدل‌شده‌است.

مقودار‌‌شووند‌در‌‌که‌به‌عنوان‌ی ‌ویژگوی‌انتخواب‌موی‌‌‌‌یاش‌کلمات‌ی ‌هر‌،های‌آمورشیلیست‌اش‌داده

کوه‌ممکون‌اسوت‌دربرگیرنوده‌‌‌‌‌‌یو‌به‌این‌ترتیب‌به‌جوای‌حوذف‌کلموات‌‌‌‌.گرددضرب‌می‌IDFضریب‌

دو‌د‌اگور‌احتموال‌رخودا‌‌‌شود.‌به‌عنوان‌نمونوه‌‌خاصیت‌س کی‌نویسنده‌باشند‌وشن‌آنها‌ت ییر‌داده‌می

در‌دسته‌کلمات‌‌‌u1فرض‌شود‌و‌با‌یکدیگر‌برابر‌باشند‌ a1در‌مدل‌شبانی‌نویسنده‌u2و‌‌u1کلمه‌متفاوت

در‌دسوته‌کلمواتی‌قورار‌‌‌‌‌u2و‌‌گان‌کاندید‌استفاده‌شده‌استهتوسط‌اکثر‌نویسند‌که‌قرار‌دارد‌تکرارپر

بورای‌‌‌IDFصورت‌مقدار‌ضریب‌‌در‌این،‌گان‌کمتری‌شرکت‌داردههای‌نویسندداشته‌باشد‌که‌در‌متن

u2ضریب‌‌نس ت‌به‌بزرگتریمقدار‌عددی‌‌IDFبرای‌u1 مقوادیر‌ و‌نتیجوه‌ضورب‌‌خواهد‌بوود‌‌‌IDF بوه‌‌‌

                                                 
1
 Inversing Document Frequency 
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به‌ایون‌ترتیوب‌بوه‌جوای‌‌‌‌‌‌است.‌u2مقدار‌عددی‌بزرگتری‌برای‌‌ u2وu1 در‌احتمالات‌برابر‌آمده‌‌دست

‌شود.ت ییر‌داده‌میآن‌‌که‌ممکن‌است‌دربرگیرنده‌خاصیت‌س کی‌نویسنده‌باشد‌وشن‌u1حذف‌کلمه‌

2-4-3 کلماتگرام - 2گرام و -1ترکیب  

توایی‌‌دو‌به‌دن وال‌ارت اطوات‌‌مدل‌ساشی‌در‌سطح‌دو‌کلمه‌در‌قسمت‌ق ل‌شرح‌داده‌شد‌‌ههمانطور‌ک

نجوا‌کوه‌‌‌آاش‌‌.تایی‌بین‌کلمات‌استساشی‌در‌سطح‌سه‌کلمه‌به‌دن ال‌ارت اطات‌سهکلمات‌است‌و‌مدل

‌در‌مدل‌سواشی‌در‌شود‌ر‌ی ‌متن‌کمتر‌میدآن‌‌وقوع‌کلمات‌احتمال‌گرام-nدر‌‌nبا‌بالا‌رفتن‌مقدار‌

بوه‌‌تا‌بتوان‌برای‌متن‌دیده‌نشده‌نیاش‌به‌داده‌آموششی‌با‌تعداد‌کلمه‌شیاد‌است‌‌و‌بالاتر‌سطح‌سه‌کلمه

مقودار‌‌‌در‌متن‌دیده‌نشده‌،هاتایی‌nبرای‌اکثر‌‌صورتمقدار‌احتمال‌معنا‌داری‌دست‌یافت‌در‌غیر‌این

کلمات‌بوه‌تنهوایی‌و‌بودون‌در‌نظور‌‌‌‌‌،‌ساشی‌در‌سطح‌ت ‌کلمهدر‌مدل‌.‌یدآمی‌به‌دستاحتمال‌صفر‌

ه‌به‌عنوان‌ویژگی‌استفاده‌شود‌‌،1ای‌اش‌کلماتکیسهدر‌اصطلاح‌به‌صورت‌‌و گرفتن‌ارت اط‌بین‌کلمات

تواند‌کافی‌باشد.‌به‌عنوان‌مثال‌فورض‌کنویم‌‌‌این‌ویژگی‌همیشه‌نمی‌استفاده‌اش‌رسدمی‌به‌نظر‌.است

هوای‌‌ساشی‌شبوانی‌روی‌هور‌یو ‌اش‌ایون‌داده‌‌‌‌موعه‌آموششی‌داریم‌و‌مدلبا‌دو‌مج‌کاندید‌دو‌نویسنده

دیوده‌‌‌ساشی‌شده‌است.‌هدف‌تخصیص‌نویسنده‌درست‌به‌متنپیاده‌LM2و‌‌LM1های‌آموششی‌با‌نام

اگر‌تعداد‌تکرار‌کلمات‌‌است.‌،"در‌فلق‌بود‌که‌پرسید‌سوار‌خانه‌دوست‌کجاست؟"محتوای‌‌با‌‌Uنشده

دو‌مدل‌شبانی‌‌با‌‌Uیکسان‌فرض‌شود‌در‌این‌صورت‌در‌تخصیص‌متن‌LM2و‌‌LM1در‌دو‌‌Uدر‌متن‌

LM1و‌‌LM2که‌در‌اینکه‌فرض‌با‌امتیاش‌یکسانی‌را‌دریافت‌خواهند‌کرد.‌اما،‌هر‌دو‌LM1 ت ‌علاوه‌بر‌‌

نیوز‌وجوود‌دارد‌و‌ایون‌ترکی وات‌در‌‌‌‌‌‌"خانه‌دوست"‌مانندتایی‌ترکی ات‌دو‌،‌Uکلمات‌موجود‌در‌متن

LM2در‌ایون‌صوورت‌در‌رقابوت‌بوین‌دو‌‌‌‌‌با‌گسترش‌نگاه‌اش‌سطح‌ت ‌کلمه‌به‌دو‌کلمه‌و‌‌وجود‌ندارد‌

‌Uبین‌متن‌تایی‌مشترک‌کلمات‌دو‌شیرا‌با‌وجودد.‌یرسخواهد‌‌به‌نظرتری‌مدل‌مناسب‌LM1بانی‌مدل

 تر‌است.نزدی ‌ LM1به‌مدل‌شبانی‌LM1‌،Uو

                                                 
1‌Bag Of Words 
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و‌‌،کلموه‌‌گورام‌-2و‌‌گرام‌کلمه-1ویژگی‌‌رسد‌که‌تلفیق‌دوداده‌شده‌به‌نظر‌می‌با‌توجه‌به‌توضیحات

‌هوای‌سو کی‌‌ویژگوی‌تواند‌منجر‌به‌آشکار‌شدن‌به‌عنوان‌ویژگی‌در‌مدل‌ساشی‌شبانی‌می‌هااستفاده‌آن

‌ابگرام‌کلمات‌-2در‌مدل‌ساشی‌شبانی‌ت ییر‌یافته‌احتمال‌‌تشخیص‌نویسنده‌گردد.‌مسللهدر‌‌بیشتری

مات‌که‌علاوه‌بر‌کل‌های‌آموششیمجموعه‌دادهبه‌شده‌است.‌با‌این‌کار‌‌تلفیق‌گرام‌کلمات‌-2احتمال‌

گرام‌اش‌متن‌دیده‌نشده‌هستند‌امتیواش‌بیشوتری‌داده‌شوده‌‌‌‌-2سطح‌‌متن‌دیده‌نشده‌دارای‌کلمات‌در

‌به‌جوای‌حوذف‌کلموات‌پرتکورار‌‌‌‌‌IDFاستفاده‌اش‌‌در‌1-4-‌3که‌در‌قسمتچنان.‌علاوه‌براین‌آناست

-ها‌دیوده‌موی‌‌که‌در‌اکثر‌متن‌"من‌و"دو‌تایی‌مانندهای‌پر‌تکرار‌توضیح‌داده‌شد‌برای‌حدف‌دوتایی

سواشی‌‌در‌نهایت‌فرموول‌مودل‌‌‌.در‌سطح‌دو‌گرام‌کلمه‌استفاده‌شده‌است‌ IDFشود‌اش‌لگاریتم‌ضریب

به‌شکل‌شیر‌ت ییر‌پیدا‌‌7-‌3در‌رابطهساشی‌شبانی‌ساده‌در‌سطح‌کلمه‌شبانی‌ت ییر‌یافته‌اش‌فرمول‌مدل

‌:خواهد‌کرد

3-9‌})LM,u|(u IDF )LM|P(u IDF {=di di1-jjdij
Ddi

argmax P
Uuj


‌

‌

LM|P(u(که‌در‌این‌رابطه‌
idjروی‌داده‌آموششوی‌مدل‌شبانی‌ساخته‌شده‌‌دراحتمال‌ت ‌کلمات‌‌di ‌

اش‌‌7-3و‌برای‌محاس ه‌مانند‌رابطه‌‌استai ‌کاندید مربوط‌به‌نویسنده
Ldi

t diuj,

‌ujاحتمال‌هور‌کلموه‌‌‌‌که‌

‌diدر‌متن‌آموششی‌‌ujاش‌تقسیم‌تعداد‌کلمات‌‌واست‌‌diروی‌مدل‌شبانی‌ساخته‌شده‌در‌داده‌آموششی‌

همچنووین‌،‌اسووتفاده‌شووده‌اسووت.آیوودمووی‌بووه‌دسووت‌diتقسوویم‌بوور‌کوول‌کلمووات‌مووتن‌آموششووی‌‌

)LM, u|P(u
id1-jjمدل‌شبانی‌ساخته‌شده‌روی‌داده‌آموششی‌درگرام‌کلمات‌-2احتمال‌‌di مربووط‌‌‌

در‌متن‌‌uj-1 ujهای‌دوتاییاش‌تقسیم‌تعداد‌‌2-‌3طهمطابق‌با‌رابآن‌‌و‌برای‌محاس ه‌است‌ aiبه‌نویسنده

در‌نهایوت‌بورای‌ت ودیل‌‌‌‌‌آیود.‌موی‌‌به‌دست‌diمتن‌آموششی‌در‌uj  ‌کلمات‌تعدادتقسیم‌بر‌‌diآموششی‌

‌‌ضرب‌به‌جمع‌اش‌لگاریتم‌استفاده‌شده‌است.
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 پایگاه داده خصوصیات3-5 

‌مسولله‌هوای‌حول‌‌‌اش‌پایگاه‌داده‌را‌که‌در‌میوزان‌کوارایی‌روش‌‌خصوصیاتی‌‌(Stamatatos, 2009)در‌‌

‌نویسنده‌موثر‌هستند‌به‌صورت‌شیر‌معرفی‌کرده‌است:

 موششیآمقدار‌داده‌ 

نویسونده‌در‌نظور‌‌‌‌مسولله‌بورای‌حول‌‌‌‌آموششی‌چه‌مقدار‌داده‌این‌موضوع‌که‌بهمقدار‌داده‌آموششی‌‌

اسوت‌و‌‌‌آموششوی‌‌وابسته‌به‌چه‌مقودار‌داده‌‌آمده‌به‌دستکارایی‌اینکه‌و‌‌اشاره‌دارد‌گرفته‌شده‌است

جا‌اهمیت‌بیشتری‌آن‌‌اش‌مسللهاین‌‌چه‌تاثیری‌در‌نتایج‌دارد.آن‌‌و‌کاهش‌ت ییر‌مقدار‌داده‌آموششی

هوای‌‌وابسته‌به‌تشخیص‌نویسنده‌مانند‌تشخیص‌نویسنده‌در‌متنکند‌که‌در‌بعضی‌اش‌مسائل‌پیدا‌می

‌در‌نظور‌گرفتوه‌شوده‌‌‌‌داده‌آموششی‌ال ته‌مقدار‌.دست‌نیستشیادی‌در‌ آموششی‌دادهمعمولا‌مجرمانه‌

اه‌دارای‌متن‌کوت‌آشمایشیکه‌داده‌‌شمانی‌شیرا‌؛داشته‌باشد‌بستگی‌نیز‌ده‌آشمایشیبه‌طول‌دا‌تواندمی

 & Luyckx) های‌جداکننده‌احتیاج‌به‌داده‌آموششی‌بیشتری‌خواهود‌بوود‌‌ویژگی‌است‌برای‌استخراج

Daelemans, 2011).‌

 گان‌کاندیدهدر‌مجموعه‌نویسند‌هتعداد‌نویسند 

گان‌کاندیود‌‌هگان‌در‌مجموعه‌نویسندهتخصیص‌نویسنده‌تعداد‌نویسند‌مسللهدر‌حل‌‌هایکی‌اش‌چالش

‌به‌ع ارت‌دیگور‌‌یا‌گان‌کمتر‌باشدهنویسند‌دهر‌چه‌میزان‌ت ییرات‌دقت‌در‌مدل‌با‌افزایش‌تعدااست.‌

‌بیشوتر‌‌پایوداری‌‌دهندهنشان‌،اش‌دست‌ندهددر‌تعداد‌نویسنده‌شیاد‌کارایی‌خود‌را‌‌،روش‌استفاده‌شده

‌.(Luyckx & Daelemans, 2011) ‌روش‌مورد‌استفاده‌است

‌(Argamon, et al., 2003)‌اند‌می‌تووان‌بوه‌کوار‌‌‌هایی‌که‌در‌این‌شمینه‌بررسی‌انجام‌دادهاش‌جمله‌کار

میزان‌نویسنده‌‌20به‌‌2با‌افزایش‌تعداد‌نویسنده‌گان‌اش‌‌است‌گزارش‌شده‌آن‌در‌نتایج‌اشاره‌کرد‌که

رش‌های‌متفواوت‌و‌گوزا‌‌با‌اعمال‌ویژگی‌(Grieve, 2007)‌در‌کار‌%‌کاهش‌پیدا‌کرده‌است.40دقت‌تا‌

تا‌‌96باشه‌‌تقری ا‌نویسنده‌کمترین‌میزان‌ت ییرات‌در‌40تا‌‌2نتایج‌برای‌تعداد‌نویسنده‌کاندید‌در‌باشه‌

میانگین‌انداشه‌جمولات‌در‌بواشه‌‌‌‌مانند‌هاییرات‌با‌به‌کارگیری‌ویژگییو‌بیشترین‌میزان‌ت ی‌درصد‌65
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که‌بور‌‌‌Writeprintsبا‌استفاده‌اش‌تکنی ‌ (Abbasi & Chen, 2008)در‌کار‌‌قرار‌دارد.درصد‌‌6تا‌‌70

توا‌‌‌20نویسونده‌‌د‌را‌برای‌تعودا‌‌91تا‌‌96و‌‌‌83تا‌‌92دقت‌‌باشدمی‌ karhunen-koeveت دیل‌م نای

‌نمایش‌داده‌است.‌100

 متعادل‌بودن‌داده‌آموششی‌ 

‌آموششوی‌اندید‌با‌نوام‌داده‌‌کگان‌هدر‌بین‌نویسند‌به‌صورت‌یکسان‌یا‌متفاوت‌موششیآهای‌توشیع‌داده

 ‌نامیده‌شده‌است.نامتعادل‌‌آموششیو‌داده‌‌لمتعاد

یکسوان‌فورض‌شوده‌اسوت‌اموا‌در‌‌‌‌‌‌گان‌کاندید‌هها‌احتمال‌پ شین‌در‌بین‌تمام‌نویسنددر‌بیشتر‌روش

،‌باعوث‌اش‌بوین‌‌‌یکسوان‌ن اشود‌‌‌گان‌کاندیود‌هنویسند‌های‌آموششیها‌در‌بین‌دادهحالتی‌که‌توشیع‌داده

راه‌حل‌ارائه‌شوده‌‌‌.(Alexander Yun-chung Liu, 2004) ‌.شودمی‌برابری‌احتمال‌پیشینرفتن‌این‌

راه‌‌و‌اسوت‌‌2و‌یا‌کم‌کردن‌داده‌آموششوی‌‌1اضافه‌کردن‌داده‌آموششیاده‌اش‌فاست‌مسللهبرای‌حل‌این‌

‌،آموششیترین‌حالت‌برای‌اضافه‌کردن‌داده‌در‌ساده‌.های‌متفاوتی‌برای‌این‌منظور‌ارائه‌شده‌استحل

‌به‌صورتهای‌آموششی‌داده‌،‌اشآموششی‌شوند‌و‌برای‌کم‌کردن‌دادههای‌آموششی‌موجود‌تکرار‌میداده

 .)(Alexander Yun-chung Liu, 2004) , (Stamatatos, 2008)‌)‌کم‌می‌شود‌تصادفی

چهار‌پایگواه‌داده‌اسوتفاده‌شوده‌در‌ایون‌‌‌‌‌های‌آموششی‌در‌بین‌نویسندگان‌کاندید‌در‌ادامه‌توشیع‌داده

و‌‌WMPR-AA2016-A ‌در‌بوین‌ایون‌پایگواه‌داده‌هوا،‌پایگواه‌داده‌‌‌‌‌‌نامه‌نمایش‌داده‌شده‌است.پایان

WMPR-AA2016-Bدو‌پایگاه‌داده‌نامتعادل‌و‌پایگاه‌داده‌‌RCVپایگواه‌داده‌‌نس تا‌متعوادل‌و‌‌‌R40‌

‌‌توسط‌رمضانی‌و‌همکارانشان‌متعادل‌معرفی‌شده‌است.

‌

                                                 
1‌Up Sampling 
2‌Down Sampling 
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‌‌
‌:‌توشیع‌نامتعادل‌درالف‌3-2

 WMPR-AA2016-B  دادهپایگاه‌‌

‌:‌توشیع‌نامتعادلب‌3-2

 ‌‌‌ WMPR-AA2016-Aدر‌پایگاه‌داده‌

 
 RCVداده‌‌در‌پایگاه‌نس تا‌متعادلتوشیع‌‌:ج‌3-2
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 R40در‌پایگاه‌داده‌متعادلنس تا‌:‌توشیع‌د‌3-2

‌.دگان‌کاندیدبین‌نویسنهای‌آموششی‌در‌:‌توشیع‌داده3-3شکل‌

‌‌R40و‌ ‌WMPR-AA2016-A،WMPR-AA2016-B ،RCVدر‌چهار‌پایگاه‌داده‌

 جمع بندی3-6 

در‌این‌فصل‌به‌معرفی‌چهار‌پایگاه‌داده‌استفاده‌شده‌در‌این‌پایان‌نامه‌پرداخته‌شد.‌سوه‌پایگواه‌داده‌‌‌

و‌انداشه‌داده‌‌نگارشس  ‌‌در‌هاو‌پایگاه‌داده‌چهارم‌در‌شبان‌انگلیسی‌است.‌پایگاه‌داده‌فارسیدر‌شبان‌

مراحل‌موورد‌‌‌3-3در‌بخش‌آن‌‌اش‌پس.‌است‌تعداد‌نویسنده‌کاندید‌متفاوتشمایشی‌و‌آداده‌آموششی،‌

نووان‌‌عتخصص‌‌روششناسایی‌نویسنده‌اعم‌اش‌پیش‌پرداشش‌و‌انتخاب‌ویژگی‌و‌‌مسللهنیاش‌برای‌حل‌

ی‌تخصیص‌انتخاب‌روشها‌و‌کلمات‌و‌مدل‌ساشی‌شبانی‌به‌عنوان‌ویژگی‌و‌کاراکتر‌گرام-nاست‌و‌‌شده

و‌‌اتکلم‌گرام-2با‌‌اتکلم‌گرام-1ترکیب‌‌با‌پیشنهادی‌ی ‌روش‌4-3در‌بخش‌‌.شرح‌داده‌شده‌است

هوای‌‌دادههوا‌بور‌اسواس‌میوزان‌تکورار‌در‌‌‌‌‌‌گورام‌-nبه‌عنوان‌وشن‌دهی‌احتموال‌‌‌IDFاستفاده‌اش‌مقدار‌

‌‌.معرفی‌شده‌است‌،آموششی‌هر‌نویسنده

‌مسولله‌به‌معرفی‌خصوصیاتی‌اش‌پایگاه‌داده‌که‌در‌نتوایج‌ارشیوابی‌در‌حول‌‌‌‌‌5-3و‌در‌نهایت‌در‌بخش‌

،‌تعوداد‌‌آموششوی‌عنووان‌مقودار‌داده‌‌‌‌انهوا‌بو‌‌آ.‌و‌اش‌تخصیص‌نویسنده‌موثر‌هستند‌پرداخته‌شده‌است

‌ی‌بین‌نویسندگان‌کاندید‌نام‌برده‌شده‌است.‌نویسندگان‌کاندید‌و‌توشیع‌داده‌های‌آموشش
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 مقدمه4-1 

هوا‌‌کواراکتر‌‌گورام‌-nکلموات‌و‌‌‌گورام‌-nدر‌فصل‌ق ل‌به‌معرفی‌روش‌مدل‌ساشی‌شبانی‌بوا‌اسوتفاده‌اش‌‌‌

به‌عنووان‌‌‌IDFو‌استفاده‌اش‌مقدار‌کلمات‌‌گرام-2با‌ات‌ت ‌کلم‌گرام-‌1ترکیبپرداخته‌شد.‌همچنین‌

مدل‌ساشی‌‌ر(‌دهای‌آموششی‌هر‌نویسنده‌بر‌اساس‌میزان‌تکرار‌در‌داده)‌هاگرام-nاحتمال‌وشن‌دهی‌

روش‌نویسنده‌بوا‌‌‌مسللهحل‌‌در‌این‌فصل‌به‌ارشیابیپیشنهاد‌شد.‌با‌نام‌مدل‌ساشی‌ت ییر‌یافته،‌شبانی‌

بوا‌ت ییور‌‌‌‌کاراکترهوا‌‌گورام‌-nو‌‌3وn=1،2با‌مقودار‌‌‌کلمات‌گرام-‌nاده‌اشفساشی‌شبانی‌ساده‌با‌استمدل

داده‌معرفوی‌شوده‌در‌‌‌‌چهار‌پایگواه‌‌همچنین‌مدل‌ساشی‌شبانی‌ت ییر‌یافته‌در‌n=6تا‌‌n=2اش‌‌ nمقدار

توضویح‌‌‌5-3که‌در‌بخوش‌‌داده‌پایگاه‌خصوصیات‌.‌سپس‌به‌بررسی‌اثرپرداخته‌شده‌است‌2-3بخش‌

‌‌پرداخته‌خواهد‌شد.‌،داده‌شد

 ‌WMPR-AA2016-Aده پایگاه داآزمایشات در  4-1 

نویسنده‌در‌رقابت‌تعیین‌نویسنده‌ناشوناس‌بورای‌‌‌‌شش‌ات‌صورت‌گرفته‌در‌این‌پایگاه‌دادهشمایشآدر‌

هوای‌تسوت‌اش‌مجموعوه‌کول‌‌‌‌‌های‌آشمایشوی‌و‌داده‌شرکت‌دارند.‌برای‌تشکیل‌داده‌آشمایشیهای‌داده

هوا‌بورای‌داده‌‌‌درصود‌داده‌%‌80%‌داده‌هوا‌بورای‌داده‌آشمایشوی‌و‌‌‌‌20متون‌موجود‌برای‌هر‌نویسنده‌

بوه‌‌گیوری‌در‌دو‌مجموعوه‌آشمایشوی‌و‌آموششوی‌‌‌‌‌قرار‌یبراها‌انتخاب‌داده‌آموششی‌انتخاب‌شده‌است.

‌دهد.این‌تقسیم‌بندی‌را‌نمایش‌می‌اش‌کلی‌یینما‌1-4شکل‌‌.ی‌انجام‌شده‌استفصورت‌تصاد
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‌
 ‌WMPR-AA2016-Aدر‌پایگاه‌داده‌‌آشمایشی:‌تشکیل‌داده‌آموششی‌و‌مجموعه‌داده‌1-4شکل‌

 گرام کلمات-nو مدل سازی زبانی  باآزمایش 4-1-1 

‌1-4در‌جودول‌‌‌=‌2،1nو‌3مقودار‌‌ بوا‌‌nباساشی‌شبانی‌ساده‌نتایج‌حاصل‌اش‌اجرای‌مدل‌ گرام‌کلمات‌-

نتایج‌ارشیابی‌بوه‌تفکیو ‌‌‌‌،علاوه‌بر‌میانگین‌دقت‌،تر‌شدن‌ارشیابیروشنبرای‌‌داده‌شده‌است.نمایش‌

‌.شده‌است‌محاس ههر‌نویسنده‌نیز‌

‌‌WMPR-AA2016-Aپایگاه‌داده‌‌درکلمات‌‌گرام-‌nباساشی‌شبانی‌نتایج‌ارشیابی‌روش‌مدل:‌1-4جدول‌

هندنویس   Precision Recall F-measure 

بامدل‌ساشی‌شبانی‌  

اتکلم‌گرام-1  

A0 44.0 38.73 41.19 

A1 37.19 51.72 43.26 

A2 74.69 79.78 77.15 

A3 33.68 47.05 39.26 

A4 74.91 53.26 62.26 

A5 28.92 43.20 34.65 

 60.27 میانگین‌دقت

بامدل‌ساشی‌شبانی‌  

کلمات‌گرام-2  

A0 31.34 29.57 30.43 

A1 25.0 27.58 26.22 

A2 68.97 81.09 74.54 

A3 30.66 33.82 32.16 

A4 70.88 56.28 62.74 

A5 16.0 14.81 15.38 

 .56 میانگین‌دقت

%(‌20)آشمایشیداده‌

%(20آزمایشی)  

 

%(80داده‌آموششی)  

 

 

... 

                  

..... 

 %(80داده‌آموششی)

6داده‌نویسنده‌  

... 

         

... 

%(‌20)آشمایشیداده‌

%(20آزمایشی)  

1داده‌نویسنده‌  
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بامدل‌ساشی‌شبانی‌  

کلمات‌گرام-3  

A0 15.68 39.71 22.48 

A1 20.0 14.94 17.10 

A2 64.74 64.17 64.45 

A3 24.39 14.70 18.34 

A4 56.62 35.42 43.58 

A5 16.41 13.58 14.86 

 42.52 میانگین‌دقت

 

مدل سازی زبانی تغییر یافته باآزمایش  4-1-2 

روی‌این‌پایگاه‌.‌نتایج‌نمایش‌داده‌شده‌است‌2-3در‌جدول‌ساشی‌شبانی‌ت ییر‌یافته‌ارشیابی‌مدل‌جنتای

‌،گرام‌کلموات‌-nبا‌درصدی‌را‌نس ت‌به‌بهترین‌نتیجه‌در‌روش‌مدل‌ساشی‌شبانی‌‌‌5.44داده‌ی ‌دقت

هوای‌‌کوافی‌بوودن‌داده‌‌نوا‌بوه‌علوت‌‌‌که‌د‌این‌جوو‌که‌بادهد.‌نکته‌قابل‌توجه‌در‌این‌است‌نشان‌میرا‌

بوا‌‌‌کلموات‌‌گرام-1کلمه‌موفق‌ن وده‌است‌اما‌تلفیق‌‌گرام-2موششی‌مدل‌ساشی‌شبانی‌ساده‌در‌سطح‌آ

‌.شده‌استباعث‌به ود‌نتایج‌‌گرام-2

 ‌WMPR-AA2016-Aپایگاه‌داده‌‌درته‌ف:‌نتایج‌ارشیابی‌روش‌مدل‌ساشی‌شبانی‌ت ییر‌یا2-4جدول‌

ت ییر‌یافته‌مدل‌ساشی‌شبانی نویسنده  

Precision Recall F-measure 

A0 46.49 38.73 41.40 

A1 41.57 42.52 42.04 

A2 73.71 88.13 80.27 

A3 47.61 44.11 45.80 

A4 74.57 66.33 70.21 

A5 35.82 29.62 32.43 

 %65.71 میانگین‌دقت

3-1-4 هاکاراکتر گرام-nو  زمایش با مدل سازیآ 

‌آشموایش‌بوا‌افوزایش‌‌‌-‌nومدل‌ساشی‌شبانی‌‌استفاده‌اش‌با‌این‌آشمایش و‌شده‌است‌ها‌انجامکاراکتر‌گرام

هوا‌‌به‌بالاترین‌دقوت‌در‌ایون‌سوری‌اش‌آشموایش‌‌‌‌‌n=3میزان‌دقت‌در‌.‌تکرار‌شده‌است‌6تا‌‌‌1اشn مقدار
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 3-4نتایج‌در‌جودول‌‌ .،‌میزان‌دقت‌کاهش‌پیدا‌کرده‌استnبا‌افزایش‌مقدار‌آن‌‌رسیده‌است‌و‌بعد‌اش

 .نمایش‌داده‌شده‌است

 ‌WMPR-AA2016-Aپایگاه‌داده‌‌درها‌کاراکتر‌گرام-‌nبانتایج‌ارشیابی‌روش‌مدل‌ساشی‌شبانی‌:‌3-4جدول‌

n 
گرام‌-nو‌مدل‌ساشی‌شبانی‌ساده‌میانگین‌دقت‌در‌

‌هاکاراکتر

2 50.69 

3 62.95 

4 60.27 

5 60.27 

6 59.13 

4-1-4  بررسی نتایج 

مدل‌سواشی‌‌بهترین‌نتیجه‌در‌‌،WMPR-AA2016-Aدر‌پایگاه‌داده‌های‌انجام‌شده‌در‌میان‌آشمایش

‌نتوایج‌‌اسوت.‌حاصول‌شوده‌‌‌‌اتکلم‌گرام-3در‌مدل‌ساشی‌شبانی‌‌باجه‌یو‌کمترین‌نت‌یافتهشبانی‌ت ییر‌

-1مدل‌ساشی‌شبوانی‌سواده‌در‌‌‌است‌که‌دقت‌آن‌‌نشان‌دهنده‌در‌این‌پایگاه‌داده‌هاحاصل‌اش‌آشمایش

ایون‌‌‌.است‌گرام‌کلمات-3 حتی‌وگرام‌کلمات‌-2بهتر‌اش‌مدل‌ساشی‌شبانی‌ساده‌در‌سطح‌‌گرام‌کلمات

هوای‌‌دادههای‌آشمایشی‌در‌ایون‌پایگواه‌داده‌‌‌با‌توجه‌به‌طول‌کوتاه‌داده‌می‌تواند‌به‌این‌علت‌باشد‌که

فوراهم‌ن ووده‌‌‌به‌انوداشه‌کوافی‌‌‌‌گرام‌-3و‌‌گرام-2برای‌فراهم‌کردن‌اطلاعات‌شبانی‌در‌سطح‌‌،آموششی

به ود‌می‌‌این‌.‌علته‌استگرام‌کلمات‌نیز‌بهتر‌شد-1اش‌‌جنتای‌در‌مدل‌ساشی‌شبانی‌ت ییر‌یافته‌است.

باشود‌کوه‌بوه‌‌‌‌‌IDFات‌همراه‌با‌ضریب‌کلم‌گرام-‌2گرام‌کلمات-1تواند‌استفاده‌همزمان‌اش‌دو‌ویژگی‌

بوه‌‌‌هوا‌ویژگوی‌های‌مربوط‌به‌کم ود‌اطلاعات‌شبانی‌را‌در‌هری ‌اش‌ایون‌‌نوعی‌توانسته‌است‌که‌کاستی

-ت ییور‌موی‌‌‌nدست‌آمده‌با‌ت ییر‌مقدار‌ه‌نتایج‌بدر‌مدل‌ساشی‌در‌سطح‌کاراکتر‌‌تنهایی‌ج ران‌کند.

گرام‌-1با‌ساشی‌مدلنتایج‌‌نتیجه‌اشاین‌‌واست‌‌مدهآ‌به‌دست‌بهترین‌نتیجه‌n=3 درکند‌به‌طوری‌که‌

ها‌در‌این‌پایگاه‌داده‌در‌رت ه‌در‌رت ه‌بندی‌آشمایش‌و‌بهتر‌بوده‌است‌تاکلم‌گرام-‌3و‌گرام-‌2کلمات،

ث ت‌اختلافات‌‌درها‌گرام-nتواند‌تایید‌کننده‌قدرت‌بالای‌کاراکتر‌دوم‌قرار‌گرفته‌است.‌این‌نتیجه‌می
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بوه‌‌‌WMPR-AA2016-Aدر‌پایگاه‌داده‌اش‌آشمایشات‌حاصل‌نتایج‌‌4-4جدول‌‌در‌باشد.‌س کی‌جزئی

‌‌ترتیب‌میانگین‌دقت،‌رت ه‌بندی‌شده‌است.

 

 ‌‌WMPR-AA2016-Aدر‌پایگاه‌داده‌مدل‌ساشی‌شبانی‌با‌بندی‌نتایج‌اشمایشات‌رت ه:‌4-4جدول‌

‌دقت‌روش‌رت ه

‌‌65.71ت ییر‌یافته‌مدل‌ساشی‌شبانی 1

‌62.95 هاکاراکتر‌گرام‌-‌3با‌مدل‌ساشی‌شبانی 2

 %‌60.27گرام‌کلمات‌-1مدل‌ساشی‌شبانی‌با‌ 3

 ‌60.27هاگرام‌کاراکتر‌-5و4مدل‌ساشی‌شبانی‌ 4

 59.13  هاگرام‌کاراکتر‌-6مدل‌ساشی‌شبانی‌با‌ 5

 ‌56کلمات‌گرام-‌2با‌شبانیمدل‌ساشی‌ 6

 ‌50.69هاگرام‌کاراکتر‌-‌2بامدل‌ساشی‌شبانی‌ 7

 ‌42.52اتکلم‌گرام-3با‌مدل‌ساشی‌شبانی‌ساده‌ 8

  WMPR-AA2016-Bپایگاه داده آزمایشات در : 4-2 

نویسنده‌در‌رقابت‌تعیین‌نویسنده‌ناشوناس‌بورای‌‌‌هفت‌شمایشات‌صورت‌گرفته‌در‌این‌پایگاه‌داده‌آدر‌

اش‌مجموعوه‌کول‌‌‌‌آشمایشیهای‌شی‌و‌دادهوشهای‌آمبرای‌تشکیل‌داده‌شرکت‌دارند.‌آشمایشیهای‌داده

هوا‌بورای‌داده‌آموششوی‌‌‌‌%‌داده‌80ها‌بورای‌داده‌آشمایشوی‌و‌‌%‌داده20متون‌موجود‌برای‌هر‌نویسنده‌

قرار‌گیوری‌در‌دو‌مجموعوه‌آشمایشوی‌و‌آموششوی‌بوه‌صوورت‌‌‌‌‌‌‌‌یها‌براانتخاب‌شده‌است.‌انتخاب‌داده

‌دهد.نمایی‌اش‌این‌تقسیم‌بندی‌را‌نمایش‌می‌1-4شکل‌‌ی‌انجام‌شده‌است.تصادف
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 گرام کلمات-nو آزمایش با مدل سازی زبانی 4-2-1 

‌5-4در‌جودول‌‌‌=2،1nو‌‌3مقودار‌‌ بوا‌nبا‌ساشی‌شبانی‌ساده‌نتایج‌حاصل‌اش‌اجرای‌مدل گرام‌کلموات‌‌-

نتایج‌ارشیابی‌بوه‌تفکیو ‌‌‌‌،علاوه‌بر‌میانگین‌دقت‌،تر‌شدن‌ارشیابیبرای‌روشننمایش‌داده‌شده‌است.‌

‌.شده‌است‌محاس ههر‌نویسنده‌نیز‌

 ‌WMPR-AA2016-Bپایگاه‌داده‌‌درکلمات‌‌گرام-‌nبانتایج‌ارشیابی‌روش‌مدل‌ساشی‌شبانی‌ :5-4جدول‌

مدل‌ساشی‌شبانی‌

‌با

 گرام‌کلمات-1

 Precision Recall F-measure نویسنده

B0 90.08 86.50 88.25 

B1 78.57 84.61 81.48 

B2 94.01 87.30 90.53 

B3 84.88 84.39 84.63 

B4 64.58 82.66 72.51 

B5 93.22 88.70 90.90 

B6 97.55 91.93 94.65 

 87.95 میانگین‌دقت

مدل‌ساشی‌شبانی‌

‌با

‌گرام‌کلمات-2

‌

B0 79.56 86.50 82.88 

B1 86.20 54.94 67.11 

B2 79.56 90.24 84.57 

B3 82.5 76.30 79.27 

B4 85.45 62.66 72.30 

B5 84.13 94.08 88.83 

B6 91.62 94.52 93.04 

 85.11 میانگین‌دقت

مدل‌ساشی‌شبانی‌

‌با

 گرام‌کلمات-3

B0 65.65‌79.26 71.48 

B1 70.73 31.86 43.93 

B2 65.65 79.26 71.82 

B3 65.85 62.42 64.09 

B4 64.86 32.0 42.85 

B5 78.21 84.94 81.44 

B6 80.67 89.04 84.65 

73.32  میانگین‌دقت

‌
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2-2-4 مدل سازی زبانی تغییر یافته بازمایش آ  

‌,نیوز‌‌‌WMPR-AA2016-Bپایگواه‌داده‌در‌‌تدر‌آشمایشوا‌‌WMPR-AA2016-Aپایگواه‌داده‌‌‌مشابه‌

نشوان‌‌ات‌کلم‌گرام-nدرصدی‌را‌نس ت‌به‌استفاده‌‌3.7روش‌مدل‌ساشی‌شبانی‌ت ییر‌یافته‌ی ‌به ود‌

 نمایش‌داده‌شده‌است.‌6-4در‌جدول‌‌نتایج‌ارشیابی‌دهد.می

 

 ‌WMPR-AA2016-Bپایگاه‌داده‌‌درته‌فنتایج‌ارشیابی‌روش‌مدل‌ساشی‌شبانی‌ت ییر‌یا‌:6-4جدول‌

ت ییر‌یافته‌مدل‌ساشی‌شبانی نویسنده  

 Precision Recall F-measure 

B0 92.05 88.05 90.24 

B1 90.90 76.92 83.33 

B2 83.97 92.68 88.11 

B3 85.86 91.32 88.51 

B4 86.56 77.33 81.69 

B5 93.75 96.77 95.23 

B6 96.48 94.81 95.63 

 91.56 میانگین‌دقت

 

1-2-4 هاکاراکترگرام -nو  زبانی زمایش با مدل سازیآ 

آشمایش‌بوا‌‌-nها‌با‌استفاده‌اش‌مدل‌ساشی‌شبانی‌و‌این‌سری‌اش‌آشمایش انجام‌شده‌است‌و‌هاکاراکتر‌گرام

بوه‌بوالاترین‌دقوت‌در‌ایون‌سوری‌اش‌‌‌‌‌‌‌n=3تکرار‌شده‌اسوت.‌میوزان‌دقوت‌در‌‌‌‌‌6تا‌1اش‌n افزایش‌مقدار

نتوایج‌در‌‌ .،‌میزان‌دقت‌کاهش‌پیدا‌کورده‌اسوت‌‌nها‌رسیده‌است‌و‌بعد‌اش‌آن‌با‌افزایش‌مقدار‌آشمایش

 .نمایش‌داده‌شده‌است 7-4جدول‌

 

 

 

 

‌
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 ‌WMPR-AA2016-Bدر‌پایگاه‌داده‌ها‌گرام‌کاراکتر-‌nبابی‌روش‌مدل‌ساشی‌شبانی‌نتایج‌ارشیا‌:7-4جدول‌

n و‌مدل‌ساشی‌شبانی‌ساده‌میانگین‌دقت‌در‌n-هاگرام‌کاراکتر 

2 71.25 

3 85.88 

4 76.16 

5 65.54 

6 63.33 

2-2-4 بررسی نتایج 

بهترین‌نتیجه‌در‌مدل‌سواشی‌‌‌-B ‌WMPR-AA2016های‌انجام‌شده‌در‌پایگاه‌دادهدر‌میان‌آشمایش‌

نتایج‌حاصل‌‌مده‌است.آ‌به‌دست‌هاگرام‌کاراکتر-6با‌‌یشبان‌یمدل‌ساش‌درشبانی‌ت ییر‌یافته‌و‌کمترین‌

نگر‌انمایو‌‌‌WMPR-AA2016-Aپایگواه‌داده‌‌مشوابه‌گرام‌کلمات‌-nبا‌ساشی‌شبانی‌ساده‌اش‌اجرای‌مدل

‌گرام-3و‌‌گرام-‌2بانس ت‌به‌مدل‌ساشی‌شبانی‌گرام‌کلمات‌-1با‌بهتر‌بودن‌نتایج‌در‌مدل‌ساشی‌شبانی‌

کند‌به‌ت ییر‌می‌nآمده‌با‌ت ییر‌مقدار‌‌به‌دستنتایج‌ها‌گرام‌کاراکتر-nدر‌مدل‌ساشی‌با‌‌است.‌اتکلم

نکته‌قابول‌توجوه‌‌‌‌.استمده‌آ‌به‌دستبهترین‌نتیجه‌‌n=3کمترین‌میزان‌دقت‌و‌در‌‌n=6درکه‌طوری

بوا‌‌WMPR-AA2016-B ‌و‌WMPR-AA2016-Aدر‌هور‌دو‌پایگواه‌داده‌‌‌‌نتیجه‌ینحاصل‌شدن‌بهتر

n=3با‌آشمایشات‌در‌گروه‌‌n-تواند‌تا‌حدودی‌نشان‌دهنده‌وابستگی‌مقدار‌ا‌است.‌این‌میهگرام‌کاراکتر

nشبان‌و‌س  ‌نوشتاری‌باشد.به‌‌‌‌

‌WMPR-AA2016-Aنس ت‌بوه‌پایگواه‌داده‌‌‌‌جینتا‌ها‌در‌این‌پایگاه‌دادهتمام‌آشمایشبه‌طور‌کلی‌در‌

های‌آموششی‌این‌می‌تواند‌به‌علت‌دو‌عامل‌بیشتر‌شدن‌داده‌.داشته‌استرا‌درصد‌‌20بالاتر‌اش‌‌یرشد

‌های‌آشمایشی‌به‌معنای‌تعداد‌کلمات‌در‌هر‌متن‌داده‌آشمایشی‌باشد.و‌همچنین‌بزرگتر‌شدن‌داده

به‌ترتیوب‌‌‌WMPR-AA2016-Bدر‌پایگاه‌داده‌‌اش‌آشمایشات‌انجام‌شده‌حاصلنتایج‌‌8-4در‌جدول‌‌

‌‌میانگین‌دقت،‌رت ه‌بندی‌شده‌است.

‌
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 ‌WMPR-AA2016-Bدر‌پایگاه‌داده‌مدل‌ساشی‌شبانی‌بندی‌نتایج‌آشمایشات‌با‌‌رت ه:‌8-4جدول‌

‌دقت‌روش‌رت ه

 ‌91.56ت ییر‌یافته‌مدل‌ساشی‌شبانی 1

 ‌87.11گرام‌کلمات-1با‌مدل‌ساشی‌شبانی‌ 2

 85.88 هاکاراکترگرام‌-3مدل‌ساشی‌شبانی‌با‌ 3

 ‌85.11گرام‌کلمات-2مدل‌ساشی‌شبانی‌با‌ 4

 ‌76.16هاگرام‌کاراکتر-4مدل‌ساشی‌شبانی‌با‌ 5

 ‌73.32گرام‌کلمات-3مدل‌ساشی‌شبانی‌با‌ 6

 ‌71.25هاگرام‌کاراکتر-2مدل‌ساشی‌شبانی‌با‌ 7

 ‌65.54هاگرام‌کاراکتر-5مدل‌ساشی‌شبانی‌با‌‌8

 63.33 هاگرام‌کاراکتر-6مدل‌ساشی‌شبانی‌با‌ 9

‌

 R40پایگاه داده آزمایشات در 4-3 

نویسنده‌است‌و‌برای‌هور‌نویسونده‌‌‌‌40داده‌شد‌دارای‌3-2-3در‌بخش‌آن‌‌این‌پایگاه‌داده‌که‌توضیح

در‌بین‌سوه‌پایگواه‌داده‌در‌‌‌‌و‌.کلمه‌موجود‌است‌900تا‌‌800ای‌بین‌تا‌پنج‌متن‌با‌طول‌کلمه‌4بین‌

هوای‌‌‌به‌علت‌کوم‌بوودن‌موتن‌‌‌‌.گیردقرار‌می‌شیاد‌کاندید‌نویسنده‌تعداد پایگاه‌داده‌با‌ءزشبان‌فارسی‌ج

استفاده‌شوده‌اسوت‌‌‌‌1ی ‌متن‌کنار‌گذاشتنموجود‌برای‌هر‌نویسنده‌اش‌روش‌اعت ار‌سنجی‌متقابل‌با‌

‌شدههای‌موجود‌به‌عنوان‌داده‌آشمایشی‌در‌نظر‌گرفته‌‌نویسنده‌یکی‌اش‌متن‌به‌این‌صورت‌که‌برای‌هر

.‌به‌این‌ترتیب‌گرددبرای‌تشکیل‌داده‌آمورشی‌برای‌هر‌نویسنده‌الحاق‌می‌ی‌باقی‌ماندهها‌و‌متن‌است

شود‌گان‌تکرار‌میهبرای‌هر‌نویسنده‌بین‌چهار‌تا‌پنج‌مرحله‌وجود‌دارد‌و‌این‌مرحله‌به‌تعداد‌نویسند

میانگین‌میزان‌دقوت‌در‌‌‌مرحله‌تشکیل‌شده‌است.195،‌نویسنده‌‌40با‌‌در‌مجموع‌در‌این‌پایگاه‌داده‌

تشوکیل‌داده‌آموششوی‌و‌مجموعوه‌داده‌‌‌‌‌2-4شوکل‌‌‌هر‌مرحله‌به‌عنوان‌دقت‌روش‌عنوان‌شده‌است.

‌.دهدرا‌نمایش‌می‌R40در‌پایگاه‌داده‌‌آشمایشی

‌

                                                 
1‌Leave-one-out Cross Validation  
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‌
‌R40در‌پایگاه‌داده‌‌آشمایشیتشکیل‌داده‌آموششی‌و‌مجموعه‌داده‌:‌2-4شکل‌

 گرام کلمات-nو آزمایش با مدل سازی زبانی 4-3-1 

‌9-4در‌جودول‌‌‌=2،1nو‌‌3مقودار‌‌ گرام‌کلموات‌بوا‌‌-nساشی‌شبانی‌ساده‌با‌نتایج‌حاصل‌اش‌اجرای‌مدل

‌.استه‌نمایش‌داده‌شد

‌‌R40پایگاه‌داده‌‌درکلمات‌‌گرام-‌nبانتایج‌ارشیابی‌روش‌مدل‌ساشی‌شبانی‌‌:9-4جدول‌

‌بامدل‌ساشی‌شبانی‌

‌گرام‌کلمات-1

 میانگین‌دقت نویسنده

R0-R38 100 

R39 80 

 99.4 میانگین‌دقت

‌بامدل‌ساشی‌شبانی‌

‌گرام‌کلمات-2

R0-R8 100 

R9 60 

R10 100 

R11 80 

R12 50 

R13-R39 100 

 97.43 میانگین‌دقت

‌بادل‌ساشی‌شبانی‌م

‌گرام‌کلمات-3

R0-R1 100 

R2 80 

R3-R4 100 

R5 80 

R6 100 

R7 80 

1مرحله  2مرحله   195مرحله    

. . . 
. . . 

   

      1نویسنده‌ 
 داده‌
 آشمایشی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

 2نویسنده‌ 

 40نویسنده‌ 

     
 داده‌
 آموششی

 داده‌
 آشمایشی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

     
 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

     
 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آشمایشی

     
 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

     
 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
      آموششی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

     
 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

     
 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی

 داده‌
 آموششی
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B6-R10 100 

R11 80 

R12 50 

R13 80 

R14-R15 100 

R16 80 

R17-R26 100 

R27 80 

R28-R29 100 

R30 75 

R31 100 

R32 80 

R33-R37 100 

R38 40 

R39 100 

92.82  میانگین‌دقت

2-3-4 تغییر یافتهمدل سازی زبانی  آزمایش با 

 نمایش‌داده‌شده‌است.‌10-4نتایج‌حاصل‌اش‌مدل‌ساشی‌شبانی‌ت ییر‌یافته‌در‌جدول‌

 ‌R40پایگاه‌داده‌‌درنتایج‌ارشیابی‌روش‌مدل‌ساشی‌شبانی‌ت ییر‌یاقته‌:‌10-4جدول‌

ت ییر‌یافته‌مدل‌ساشی‌شبانی نویسنده  

R0-R39 100%  

%100 میانگین‌دقت  

3-3-4 گرام کاراکترها-nو  سازی زمایش با مدلآ 

اش‌‌nآشمایش‌با‌افزایش‌مقودار‌‌‌گرام‌کاراکترها‌انجام‌شده‌است‌و-nبا‌در‌این‌آشمایش‌مدل‌ساشی‌شبانی‌

رسیده‌اسوت‌و‌‌‌هاآشمایش‌سری‌اشبه‌بالاترین‌دقت‌در‌این‌‌n=2میزان‌دقت‌در‌تکرار‌شده‌است.‌7تا‌1

نموایش‌داده‌‌4-11 نتایج‌در‌جدول‌ .،‌میزان‌دقت‌کاهش‌پیدا‌کرده‌است‌ nافزایش‌مقدار‌‌باآن‌‌بعد‌اش

 .شده‌است
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 R40پایگاه‌داده‌‌درها‌کاراکتر‌گرام-nو‌نتایج‌ارشیابی‌روش‌مدل‌ساشی‌شبانی‌‌:11-4جدول‌

n میانگین‌دقت 
2 97.43 

3 93.33 

4 93.84 

5 95.38 

6 97.30 

7 96.41 
 

4-3-4 بررسی نتایج 

بهترین‌نتیجه‌در‌مدل‌ساشی‌شبوانی‌ت ییور‌یافتوه‌و‌‌‌‌دو‌پایگاه‌داده‌ق ل،‌در‌این‌پایگاه‌داده‌نیز‌ همانند

‌مده‌است.آ‌به‌دست‌n=3 ‌در‌سطح‌کاراکتر‌با‌یشبان‌یمدل‌ساش‌کمترین‌در

هوای‌‌پایگواه‌داده‌‌در‌تموام‌‌آموده‌‌دسوت‌‌بوه‌تمام‌نتایج‌نتایج‌در‌این‌پایگاه‌داده‌بهترین‌نتیجه‌در‌بین‌

و‌توشیوع‌نسو تا‌‌‌‌که‌می‌تواند‌بوه‌علوت‌طوول‌داده‌آشمایشوی‌مناسوب‌‌‌‌‌‌دهد.نمایش‌میرا‌استفاده‌شده‌

 همچنوین‌نسو ت‌بوه‌پوژوهش‌پیشوین‌‌‌‌‌‌گان‌کاندید‌باشود.‌ههای‌آموششی‌در‌بین‌نویسندمتعادل‌داده

(Ramezani, et al., 2013)ساشی‌شبانی‌ت ییر‌یافته‌نتیجه‌را‌به ود‌داده‌در‌این‌پایگاه‌داده‌روش‌مدل‌‌

نشان‌‌(Ramezani, et al., 2013)کار‌یافته‌و‌‌رساشی‌شبانی‌ت ییمقایسه‌بین‌مدل‌2-‌5در‌جدول‌است.

 داده‌شده‌است.

‌nاست.‌مقودار‌‌‌n=2در‌‌بهتربن‌نتیجه‌حاصل‌شدن،‌هاگرام‌کاراکتر-nهای‌قابل‌توجه‌در‌آشمایشنکته‌

با‌وجود‌ثابت‌بودن‌شبان‌اما‌تفاوت‌در‌س  ‌نوشتاری‌و‌همچنین‌تعداد‌نویسنده‌کاندیود‌ت ییور‌کورده‌‌‌‌

‌نمایش‌داده‌شده‌است.‌12-4میانگین‌دقت‌در‌جدول‌به‌ترتیب‌ بندی‌نتایج‌آشمایشات‌رت ه‌است.

‌

‌

‌

‌

‌



60 

 

 R40.‌در‌پایگاه‌دادهمدل‌ساشی‌شبانی‌شمایشات‌با‌آبندی‌نتایج‌‌رت ه:‌12-4جدول‌

‌بهترین‌دقت‌نام‌روش‌رت ه

 100 تغییر یافته مدل سازی زبانی‌1

 ‌99.4گرام‌کلمات-1با‌مدل‌ساشی‌شبانی‌‌2

 97.43 گرام‌کلمات-2با‌مدل‌ساشی‌شبانی‌‌3

92.82 ‌گرام‌کلمات-3با‌مدل‌ساشی‌شبانی‌‌4

 ‌97.43هاکاراکترگرام‌-2با‌مدل‌ساشی‌شبانی‌ 5

 ‌97.30هاگرام‌کاراکتر-6با‌مدل‌ساشی‌شبانی‌‌6

 ‌96.41هاگرام‌کاراکتر-7با‌مدل‌ساشی‌شبانی‌‌7

 ‌95.38هاگرام‌کاراکتر-‌5با‌مدل‌ساشی‌شبانی‌‌8

 ‌93.84هاگرام‌کاراکتر-4با‌مدل‌ساشی‌شبانی‌‌9

 93.33 هاگرام‌کاراکتر-3با‌مدل‌ساشی‌شبانی‌ 9

 RCVداده با شش نویسنده از پایگاهزیر مجموعه 4-4 

تعداد‌نویسنده‌یکی‌خصوصیات‌پایگاه‌داده‌توضیح‌داده‌شد‌در‌رابطه‌با‌‌5-‌3که‌در‌بخشطورهمان‌

برای‌مقایسه‌بهتر‌نتایج‌حاصول‌اش‌ایون‌‌‌‌.‌اش‌این‌جهتتخصیص‌نویسنده‌است‌مسللهاش‌عوامل‌موثر‌در‌

‌WMPR-AA2016-Bو‌‌WMPR-AA2016-Aپایگاه‌داده‌در‌شبان‌انگلیسی‌با‌نتوایج‌دو‌پایگواه‌داده‌‌‌

داده‌‌گان‌پایگواه‌هروی‌ی ‌مجموعه‌با‌شش‌نویسنده‌اش‌شیر‌مجموعه‌نویسند‌آشمایشی‌،در‌شبان‌فارسی

RCVتکورار‌‌30ر‌نتایج‌ایون‌ارشیوابی،‌ارشیوابی‌بوا‌‌‌‌‌گان‌دانجام‌شده‌است.‌برای‌شرکت‌تمامی‌نویسنده‌‌

انجام‌‌RCVیگاه‌داده‌عضوی‌پا‌50گان‌هاش‌مجموعه‌نویسند‌عضوی‌های‌شششیر‌مجموعه‌در‌شمایشآ

گوان‌در‌ارشیوابی‌شورکت‌‌‌‌هتمام‌نویسندای‌انجام‌شود‌که‌ها‌به‌گونهسعی‌شده‌است‌انتخاب‌.شده‌است

‌شده‌است.در‌نظر‌گرفته‌عنوان‌دقت‌روش‌‌به‌سی‌تاییمیانگین‌این‌مجموعه‌داشته‌باشند.‌
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مدل سازی زبانی تغییر یافته4-4-1  گرام -n بامدل سازی زبانی و   با آزمایش

 کلمات 

و‌همچنوین‌مودل‌‌‌‌=2،1nو‌‌3مقودار‌‌ گرام‌کلمات‌با-nساشی‌شبانی‌ساده‌با‌نتایج‌حاصل‌اش‌اجرای‌مدل

‌ه‌است.نمایش‌داده‌شد‌13-4در‌جدول‌ساشی‌شبانی‌ت ییر‌یافته‌

‌‌6شیر‌مجموعه در‌ساشی‌شبانی‌ت ییر‌یافتهو‌مدلکلمات‌‌گرام-‌nبانتایج‌ارشیابی‌روش‌مدل‌ساشی‌شبانی‌ :13-‌4جدول

‌‌RCVپایگاه‌داده‌‌اش‌عضوی

 نویسنده
‌بامدل‌ساشی‌شبانی‌

 گرام‌کلمات-1

‌بامدل‌ساشی‌شبانی‌

‌گرام‌کلمات-2

‌بامدل‌ساشی‌شبانی‌

‌گرام‌کلمات-3
‌ت ییر‌یافتهمدل‌ساشی‌شبانی‌

دقتمیانگین‌   

1گروه‌  96 96.66 96 97 

2گروه‌  95 96.33 95 96 

3گروه‌  88.66 87.33 88 88.33 

4گروه  98.66 99 97.33 99 

5گروه  96 97.33 96.33 98 

6گروه  96.33 95.33 96 96.33 

7گروه  83 85.33 88.33 86.33 

8گروه  90.66 90.33 92.66 91.66 

9گروه  96 99.33 97.66 98.66 

10گروه  94 94 95.66 95.33 

11گروه  90.66 91.66 91 91.66 

12گروه  94.33 93.66 94 95.33 

13گروه  90.33 93 94 93.33 

14گروه  91 89 89.66 90 

15گروه  95.33 96 94.33 96 

16گرو  97.33 97.66 97 98.66 

17گروه  93.33 94.33 94.66 94.33 

18گروه  92.66 94 91 94.66 

19گرو  81.33 85.66 86.66 85.33 

هگرو  20 97 94.66 96 96 

 91 91.66 90.66 91.33 21گرو

 92.66 92 92.33 92 22گروه

23گروه  90 89.66 86.33 91 

24گروه  77.66 82.33 84 81.33 

25گروه  92.66 94.66 95.66 94.33 
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26گروه  95 94 96.33 95.33 

27گروه  88 89.66 91 89 

28گروه  90.66 90 90.33 90 

29گروه  88.33 92.66 92.33 92 

30گروه  97.66 97.33 97.33 98 

میانگین‌

 دقت

92.03 92.8 92.94 93.22 

2-4-4 بررسی نتایج 

مودل‌‌نتیجوه‌‌‌شودن‌بهتور‌‌‌با‌وجوود‌‌کهدر‌این‌است‌‌هاسری‌اش‌آشمایشدر‌نتایج‌این‌قابل‌توجه‌‌نکته‌

مدل‌ساشی‌شبانی‌،‌بهترین‌نتیجه‌اتکلم‌گرام-1و‌‌گرام-2نس ت‌به‌‌کلمات‌گرام-‌3درساشی‌شبانی‌ ‌در

دو‌پایگاه‌‌درشده‌‌دکمتر‌اش‌به ود‌ایجابه ود‌ایجاد‌شده‌‌ال ته‌اختلاف‌آمده‌است.‌به‌دست‌ت ییر‌یافته

نتایج‌در‌این‌پایگاه‌داده‌اش‌دو‌پایگواه‌داده‌‌‌است.‌WMPR-AA2016-Bو‌‌ WMPR-AA2016-Aداده

WMPR-AA2016-Aو‌WMPR-AA2016-B طوول‌داده‌آشمایشوی‌‌‌اما‌باید‌توجه‌داشت‌.بهتر‌است‌‌

بور‌‌ بندی‌نتایج‌آشمایشاترت ه‌تری‌است.این‌پایگاه‌داده‌بزرگتر‌است‌و‌همچنین‌پایگاه‌داده‌متعادلدر‌

‌نمایش‌داده‌شده‌است.‌14-4آمده‌در‌جدول‌‌به‌دستاساس‌میانگین‌دقت‌

 RCVپایگاه‌داده‌‌درمدل‌ساشی‌شبانی‌شمایشات‌با‌آبندی‌نتایج‌‌رت ه:‌14-4جدول‌

‌بهترین‌دقت‌نام‌روش‌رت ه

‌‌93.34ت ییر‌یافته‌مدل‌ساشی‌شبانی 1

 ‌92.94گرام‌کلمات-3با‌‌مدل‌ساشی‌شبانی 2

 92.80 گرام‌کلمات-2با‌‌مدل‌ساشی‌شبانی 4

 ‌92.03گرام‌کلمات-31با‌‌مدل‌ساشی‌شبانی 5

 RCVداده پایگاهآزمایشات در 4-5 

پایگاه‌داده‌با‌نویسنده‌شیاد‌محسووب‌‌‌در‌دستهنویسنده‌‌50این‌پایگاه‌داده‌در‌شبان‌انگلیسی‌بوده‌و‌با‌

روش‌مودل‌سواشی‌‌‌‌متن‌وجوود‌دارد.‌در‌‌50برای‌هر‌نویسنده‌‌یو‌آموشش‌آشمایشیگردد.‌برای‌داده‌می

نجا‌که‌ی ‌روش‌بر‌پایه‌پروفایل‌اسوت،‌بورای‌تشوکیل‌داده‌آمووشش‌‌‌‌‌آکه‌عنوان‌شد‌اش‌طورشبانی‌همان
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ی‌بورای‌هور‌‌‌گردد‌و‌ی ‌متن‌آموششهای‌آموششی‌هر‌نویسنده‌الحاق‌میبرای‌هر‌نویسنده‌تمامی‌متن

 .شودمینویسنده‌تشکیل‌

مدل سازی زبانی تغییر یافته4-5-1  گرام -nبا مدل سازی زبانی و  ا ب آزمایش

کلمات  

سواشی‌شبوانی‌‌‌وهمچنین‌مدل‌اتکلمگرام‌‌-3و‌گرام‌‌-‌2،گرام‌‌-‌1بانتایج‌حاصل‌اش‌مدل‌ساشی‌شبانی‌

 نمایش‌داده‌شده‌است.‌15-4در‌جدول‌‌ت ییر‌یافته

 RCVپایگاه‌داده‌‌در‌ساشی‌شبانی‌ت ییر‌یافتهکلمات‌و‌مدل‌گرام-‌nبانتایج‌ارشیابی‌روش‌مدل‌ساشی‌شبانی‌ :15-4جدول‌

 نویسنده
‌بامدل‌ساشی‌شبانی‌

 گرام‌کلمات-1

‌بامدل‌ساشی‌شبانی‌

‌گرام‌کلمات-2

‌بامدل‌ساشی‌شبانی‌

‌گرام‌کلمات-3

ت ییر‌مدل‌ساشی‌شبانی‌

‌یافته

 میانگین‌دقت 
C0-c49 67.48 70. 69.92 70.48 

2-5-4 هاکاراکترگرام -nو زبانی  زمایش با مدل سازیآ 

توا‌‌ اش‌n ست.‌آشمایش‌با‌افزایش‌مقودار‌‌در‌این‌آشمایش‌مدل‌ساشی‌شبانی‌در‌سطح‌کاراکتر‌انجام‌شده‌ا

n=6 ‌.میزان‌دقت‌در‌‌ تکرار‌شده‌استn=3بوا‌آن‌‌به‌بالاترین‌دقت‌در‌این‌روش‌رسیده‌است‌و‌بعد‌اش‌‌

 .نمایش‌داده‌شده‌است‌16-4 ولنتایج‌در‌جد .،‌میزان‌دقت‌کاهش‌پیدا‌کرده‌است‌ nافزایش‌مقدار‌

 RCVپایگاه‌داده‌‌درها‌گرام‌کاراکتر-nبا‌نتایج‌ارشیابی‌روش‌مدل‌ساشی‌شبانی‌‌:16-4جدول‌

n اشمایش‌با‌مدل‌ساشی‌و‌n-گرام‌کاراکترها‌

2 61.40 

3 63.96 

4 63 

5 63.24 



64 

 

3-5-4 بررسی نتایج 

مده‌است.‌اگرچه‌این‌نتیجه‌با‌آ‌به‌دستبرای‌مدل‌ساشی‌ت ییر‌یافته‌اه‌داده‌بهترین‌نتیجه‌گدر‌این‌پای

مده‌آ‌به‌دستنتایج‌به‌طور‌کلی‌ .48.)%کلمه‌اختلاف‌شیادی‌ندارد‌)‌گرام-2ساشی‌در‌سطح‌نتیجه‌مدل

 و‌پایگواه‌داده‌‌R40 .در‌مقایسه‌دو‌پایگاه‌دادهها‌استم‌کاراکترگرا-nحاصل‌‌اش‌بهترکلمات‌‌گرام-nدر‌

RCV پایگاه‌داده‌دو‌شبان‌متفاوت‌و‌دربه‌عنوان‌دو‌پایگاه‌داده‌با‌تعداد‌نویسنده‌شیاد‌‌،R40با‌بهترین‌‌

ال توه‌‌دهود.‌‌نمایش‌می،‌RCVدر‌‌‌70.48نتیجه‌بسیار‌بهتری‌را‌نس ت‌به‌بهترین‌نتیجه‌،100%‌نتیجه

توانود‌در‌‌موی‌‌،‌R40نس ت‌به‌پایگواه‌داده‌‌RCVدر‌پایگاه‌داده‌‌بیشترگان‌هتعداد‌نویسند عواملی‌مانند

نموایش‌‌‌17-4بر‌اساس‌میانگین‌دقوت‌در‌جودول‌‌‌ بندی‌نتایج‌آشمایشاترت ه‌.اختلاف‌نتایج‌موثر‌باشد

‌3-5در‌جدول‌اش‌این‌پایگاه‌داده‌استفاده‌شده‌است‌‌(Stamatatos, 2006)در‌پژوهش‌‌داده‌شده‌است.

در‌ایون‌مقایسوه‌‌‌نمایش‌داده‌شده‌است.‌‌پژوهشاین‌ساشی‌شبانی‌ت ییر‌یافته‌با‌نتایج‌مدلمقایسه‌بین‌

در‌رت ه‌ششم‌قرار‌گرفته‌است‌که‌با‌دقت‌در‌رت ه‌اول،‌به‌‌70.48ساشی‌شبانی‌ت ییر‌یافته‌با‌دقت‌مدل

‌اختلاف‌دارد.‌3.56انداشه‌

 RCVدر‌پایگاه‌داده‌شمایشات‌آبندی‌نتایج‌‌رت ه:‌17-4جدول‌

‌بهترین‌دقت‌روش‌رت ه

 ‌70.48ت ییر‌یافته‌مدل‌ساشی‌شبانی 1

 70 گرام‌کلمات-2با‌مدل‌ساشی‌شبانی‌ساده‌ 2

 ‌69.92گرام‌کلمات-3دل‌ساشی‌شبانی‌ساده‌با‌م 3

 ‌67.48گرام‌کلمات-1مدل‌ساشی‌شبانی‌ساده‌با‌ 4

 ‌63.96هاگرام‌کاراکتر-3مدل‌ساشی‌شبانی‌ساده‌با‌ 5

 ‌61.40هاگرام‌کاراکتر-2مدل‌ساشی‌شبانی‌ساده‌با‌ 6

 ‌63.24هاگرام‌کاراکتر-5مدل‌ساشی‌شبانی‌ساده‌با‌ 7

 ‌63هاگرام‌کاراکتر-4مدل‌ساشی‌شبانی‌ساده‌با‌ 8
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 پایگاه داده  خصوصیاتبررسی 4-6 

و‌توضویح‌داده‌شود‌‌‌‌5-3کوه‌در‌بخوش‌‌‌‌مختلف‌ی ‌پایگواه‌داده‌‌خصوصیاتبه‌بررسی‌در‌این‌قسمت‌

‌،گوان‌ههای‌موورد‌بحوث‌تعوداد‌نویسوند‌‌‌‌پرداشیم.‌ویژگیتواند‌داشته‌باشد‌میتاثیری‌که‌روی‌نتایج‌می

‌های‌آموششی‌در‌پایگاه‌داده‌است.دادهنامتعادل‌بودن‌‌انداشه‌داده‌آموششی‌و‌متعادل‌بودن‌یا

1-6-4 گان کاندیدهدر مجموعه نویسند هتعداد نویسند 

گیورد‌بوه‌هموین‌‌‌‌د‌نویسنده‌شیاد‌قرار‌مینویسنده‌در‌دسته‌پایگاه‌داده‌با‌تعدا‌50با‌‌RCVپایگاه‌داده‌

‌و‌بررسوی‌شناسایی‌نویسونده‌‌‌مسللهدر‌حل‌در‌میزان‌دقت‌‌علت‌برای‌روشن‌شدن‌اثر‌تعداد‌نویسنده

های‌آشمایش‌شده‌چقدر‌در‌برابر‌افزایش‌تعداد‌نویسنده‌مقاومت‌دارنود‌و‌نتوایج‌چگونوه‌‌‌‌این‌که‌ویژگی

‌ده‌خواهد‌شد‌ترتیب‌داده‌شده‌است.شمایشی‌به‌صورتی‌که‌شرح‌داآ‌؛کندت ییر‌پیدا‌می

 ها آماده سازی زیر مجموعه 4-6-1-1

شوش،‌‌گوان‌‌هنویسوند‌‌هایی‌با‌تعوداد‌‌به‌ترتیب‌شیر‌مجموعه‌RCVگان‌پایگاه‌داده‌هاش‌مجموعه‌نویسند

بوه‌‌انتخاب‌شده‌است.‌برای‌‌عضوی‌دو‌و‌پنجاه‌و‌سی‌وشش،‌چهلدواشده،‌هجده،‌بیست‌و‌چهار،‌سی،‌

‌بوه‌صوورت‌تصوادفی‌سوی‌شیور‌مجموعوه‌‌‌‌‌‌هوا‌‌مدل‌در‌هر‌ی ‌اش‌شیر‌مجموعهوردن‌میزان‌دقت‌آ‌دست

گان‌یکسان‌انتخاب‌شده‌است‌و‌میانگین‌دقت‌در‌سی‌شیر‌مجموعه‌به‌عنوان‌همتفاوت‌با‌تعداد‌نویسند

برای‌محاس ه‌میزان‌دقت‌شیر‌مجموعه‌شش‌تایی،‌‌نمونهعنوان‌دقت‌شیر‌مجموعه‌عنوان‌شده‌است.‌به‌

میانگین‌دقوت‌سوی‌شیور‌‌‌‌‌گان‌انتخاب‌شده‌است‌وهتایی‌نویسند50اش‌مجموعهتایی‌6سی‌شیر‌مجموعه‌

‌‌مجموعه‌به‌عنوان‌دقت‌در‌مجموعه‌شش‌تایی‌در‌نظر‌گرفته‌شده‌است.
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 :بررسی نتایج 4-6-1-2

گان.‌هافزایش‌تعداد‌نویسند‌نمایش‌داده‌شده‌است.‌با‌4-3گان‌در‌شکل‌ه‌نتیجه‌افرایش‌تعداد‌نویسند

ها‌میانگین‌دقت‌در‌روش‌مودل‌سواشی‌‌‌در‌تمامی‌گروه‌کند.مدل‌کاهش‌پیدا‌می‌هریانگین‌دقت‌در‌م

‌شبانی‌ت ییر‌یافته‌بالاتر‌اش‌دو‌مدل‌دیگر‌است.

‌
‌گان‌در‌میزان‌دقت‌هاثر‌افزایش‌تعداد‌نویسند:‌3-4شکل‌

2-6-4 داده آموزشی  کاهش 

ناسوایی‌نویسونده‌‌‌ش‌مسللهدر‌حل‌ساشی‌با‌افزایش‌داده‌آموششی‌‌مدلاین‌آشمایش‌برای‌بررسی‌دقت‌

داده‌به‌خاطر‌‌‌WMPR-AA2016-Bو‌WMPR-AA2016-Aدو‌پایگاه‌داده‌نظر‌گرفته‌شده‌است.‌در‌

انتخواب‌‌‌WMPR-AA2016-Aویژگی‌موتن‌کوتواه‌در‌پایگواه‌داده‌‌‌‌‌،‌فارسی‌بودن‌شبان‌وآموششی‌شیاد

‌اند.شده

6 12 18 24 30 36 42 50

91/84 مدل سازی در سطح تک کلمه 84/63 80/83 77/13 75/26 72/23 70/4 67/48

92/93 مدل سازی در سطح دو انگرام کلمه 85/8 82/56 79/16 77/46 74/93 72/86 70

93/34 مدل سازی زبانی تغییر یافته 86/4 83/03 79/53 77/83 75 72/93 70/48
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 مدل سازی زبانی تغییر یافته
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 آماده سازی داده 4-6-2-1

‌پایگوواه‌داده‌دو‌داده‌آموششووی‌در‌اش‌درصوود‌100،‌و20‌،40‌،60‌،80آموششووی‌در‌انووداشه‌‌هووای‌داده

WMPR-AA2016-Aو‌‌WMPR-AA2016-Bتوضویح‌داده‌شوده‌اسوت‌‌‌‌2-4و‌1-4که‌در‌قسومت‌‌‌‌،

اسوت‌و‌در‌تموامی‌‌‌‌2-4و‌‌1-4های‌معرفوی‌شوده‌در‌قسومت‌‌‌‌داده‌آشمایشیهای‌داده‌اند.انتخاب‌شده

‌.موششی‌یکسان‌استآ‌دادهایش‌زشمایش‌با‌افآتکرار‌

 بررسی نتایج 4-6-2-2

و‌‌WMPR-AA2016-Bدر‌دو‌پایگواه‌داده‌‌‌هوا‌مودل‌سواشی‌‌‌بوا‌آموششوی‌‌‌داده‌کاهشنتایج‌حاصل‌اش‌‌

WMPR-AA2016-Aدر‌هور‌دو‌پایگواه‌داده‌‌‌‌نمایش‌داده‌شده‌است.‌،5-4و‌‌4-4به‌ترتیب‌در‌شکل‌‌

و‌‌نمایدمیها‌عمل‌ساشی‌ت ییر‌یافته‌بهتر‌اش‌سایر‌مدل‌ساشی‌موششی،‌مدلآهای‌داده‌در‌تمامی‌انداشه

که‌مقدار‌دقت‌در‌شمانی‌.همراه‌استمیزان‌دقت‌‌کاهش‌با‌ها،موششی‌در‌تمام‌مدل‌ساشیآداده‌‌کاهش

بوه‌‌‌65.71اش‌‌WMPR-AA2016-Aشوود‌در‌پایگواه‌داده‌‌‌های‌آموششی‌اسوتفاده‌موی‌‌داده‌%2فقط‌اش‌

کواهش‌پیودا‌‌‌‌83به‌‌91.56اش‌‌WMPR-AA2016-Bو‌در‌پایگاه‌داده‌‌کاهش‌پیدا‌کرده‌است‌53.37

‌‌.کرده‌است
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‌
‌WMPR-AA2016-Bدر‌پایگاه‌داده‌در‌میزان‌دقت‌موششی‌آداده‌‌کاهشاثر‌‌:4-4شکل‌

 

 WMPR-AA2016-Bدر‌پایگاه‌داده‌‌داده‌آموششی‌کاهشبا‌‌مدل‌ساشی‌شبانینتایج‌ارشیابی‌روش‌دقت‌در‌:‌18-4جدول
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‌ساشیمدل
 شبانی
ت ییر‌‌

 یافته

مدل‌ساشی‌

‌باشبانی‌

گرام-2  

هاکاراکتر  

مدل‌ساشی‌

‌باشبانی‌

گرام-3  

هاکاراکتر  

مدل‌ساشی‌

‌باشبانی‌

گرام-4  

 کاراکترها

مدل‌ساشی‌

‌باشبانی‌

گرام-5  

 کاراکترها

مدل‌ساشی‌

‌باشبانی‌

گرام-6  

 کاراکترها

20%  79.86 68.07 58.17 83 68 70.74 56.79 48.79 51.72 

40%  80 71.94 62.82 83.9 68.33 78.31 65.57 56.79 56.88 

60%  81.92 72.71 66.52 85.11 70.13 80.03 71.08 60.06 59.63 

80%  82.78 74.69 70.65 85.55 69.01 81.49 72.22 62.3 61.7 

100%  87.95 85.11 73.32 91.56 71.25 85.88 76.16 65.54 63.33 
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 ‌WMPR-AA2016-Aدر‌میزان‌دقت‌‌آموششیداده‌‌کاهش:‌اثر‌5-4شکل‌

 

 ‌WMPR-AA2016-Aداده‌آموششی‌در‌پایگاه‌داده‌‌کاهشبا‌مدل‌ساشی‌نتایج‌ارشیابی‌روش‌:‌دقت‌در‌19-4جدول‌

نس ت‌

داده‌

 آموششی

ساشی‌مدل

‌باشبانی‌

گرام‌-1

 کلمات

ساشی‌مدل

‌باشبانی‌

گرام‌-2

 کلمات

ساشی‌مدل

‌باشبانی‌

گرام‌-3

 کلمات

ساشی‌مدل
 شبانی

 ت ییر‌یافته

ساشی‌مدل

‌باشبانی‌

گرام-2  

هاکاراکتر  

مدل‌ساشی‌

‌باشبانی‌

گرام-3  

 کاراکترها

مدل‌ساشی‌

‌باشبانی‌

گرام-4  

 کاراکترها

ساشی‌مدل

‌باشبانی‌

گرام-5  

 کاراکترها

ساشی‌مدل

‌باشبانی‌

گرام-6  

 کاراکترها

20%  50.85 49.3 40.37 53.37 46.87 53.53 53.45 52.64 51.74 

40%  57.18 53.61 46.14 59.46 49.71 57.92 53.32 56.21 55.64 

60%  57.83 55.72 47.19 61.73 50.44 60.43 58 58.24 57.83 

80%  58.48 54.91 47.03 62.63 50.6 61 59.13 59.05 58.16 

100%  60.27 56 42.52 65.71 50.69 62.95 60.27 60.27 59.13 

Unigram 
Bigram 

trigram 

Unibi 
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3-6-4 متعادل کردن داده آموزشی   

.‌و‌بورای‌ایون‌‌‌انجوام‌شوده‌اسوت‌‌‌‌آشمایشوی‌‌آموششی‌در‌این‌بخش‌برای‌بررسی‌اثر‌متعادل‌شدن‌داده‌

در‌نظور‌گرفتوه‌‌‌‌WMPR-AA2016-Bو‌‌WMPR-AA2016-Aمنظور‌دو‌پایگاه‌داده‌کاملا‌نامتعادل‌

‌.‌شده‌است

 سازی داده آموزشی مادهآ 4-6-3-1

ظور‌ها‌به‌صورت‌تصادفی‌استفاده‌شده‌است.‌و‌به‌این‌مناش‌روش‌کم‌کردن‌نمونهبرای‌متعادل‌کردن‌

هوای‌آموششوی‌بوه‌صوورت‌‌‌‌‌اش‌داده‌گان‌کاندیود‌ههای‌آموششی‌در‌نویسندتا‌یکنواخت‌شدن‌توشیع‌داده

‌‌.تصادفی‌داده‌کم‌شده‌است

 بررسی نتایج 4-6-3-2

‌WMPR-AA2016-Bو‌WMPR-AA2016-Aبوورای‌دو‌پایگوواه‌داده‌‌‌7-4و‌‌6-‌4جوودولنتووایج‌در‌

در‌هیچکودام‌اش‌‌متعوادل‌سواشی‌‌‌ پس‌اش‌ WMPR-AA2016-Aپایگاه‌دادهدر‌‌.ایش‌داده‌شده‌استمن

ن وودن‌روش‌‌‌اتواند‌اش‌چندین‌دلیول‌ماننود‌کوار‌‌‌این‌می‌به ودی‌ایجاد‌نشده‌است.ها‌مدل‌ساشی‌روش

ناشی‌شوده‌‌های‌آموششی‌کم‌شدن‌داده‌در‌اثر‌آموششیهای‌کافی‌ن ودن‌داده‌متعادل‌ساشی‌انتخابی‌یا

بعود‌اش‌متعوادل‌سواشی‌نتوایج‌در‌مودل‌سواشی‌در‌سوطح‌‌‌‌‌‌‌‌‌WMPR-AA2016-B.‌در‌پایگاه‌داده‌باشد

-بهتر‌اش‌مدل‌ت ییر‌یافته‌عمل‌موی‌‌،با‌اختلاف‌کمی‌n=3به‌طوری‌که‌در‌‌به ود‌داشته‌است.کاراکتر‌

-رد‌دادهکو‌طور‌کلی‌عمل‌به‌.کنندهای‌غیر‌متعادل‌بهتر‌عمل‌میدادههمچنان‌‌کلمه.‌اما‌در‌سطح‌کند

‌WMPR-AA2016-Aپایگواه‌داده‌‌ بهتور‌اش‌‌WMPR-AA2016-Bهای‌متعادل‌شوده‌در‌پایگواه‌داده‌‌‌

‌آشمایشی‌بیشتر‌باشد.‌طول‌داده‌آموششی‌بالاتر‌و‌تواند‌به‌علت‌دادهعمل‌کرده‌است‌که‌می
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‌
‌.WMPR-AA2016-Aدر‌پایگاه‌داده‌در‌دو‌حالت‌متعادل‌و‌غیر‌متعادل‌ساشی‌در‌مدل‌‌ت ییرات‌دقت:‌6-4شکل‌

 
‌

‌ ‌
‌‌WMPR-AA2016-B.در‌پایگاه‌داده‌ دو‌حالت‌متعادل‌و‌غیر‌متعادلدر‌ساشی‌ت ییرات‌دقت‌در‌مدل‌‌:7-4شکل‌

‌  

60/27 

52/31 
56 

39/56 
42/52 

34/68 

65/71 

52/55 50/69 
46/5 

62/95 

48/78 

60/27 

46/91 

60/27 

50/24 

 متعادل غیر متعادل

uni bi tri uni bi n=2 n=3 n=4 n=5

87/95 
81/92 

85/11 

75/9 73/32 

58/43 

91/56 
85/45 

71/25 68/33 

85/88 
85/88 

76/16 
85/45 

65/54 

84/85 

 متعادل غیر متعادل

uni bi tri uni bi n=2 n=3 n=4 n=5
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 جمع بندی5-1 

دیده‌نشده‌به‌عنوان‌تخصیص‌نویسنده‌برای‌ی ‌متن‌‌،تشخیص‌نویسنده‌مسللهبیان‌در‌در‌فصل‌اول‌

تجوارت‌‌های‌مختلوف‌اش‌جملوه‌‌‌در‌حوشهآن‌‌کاربردهای‌مختلف‌توجه‌بهبا‌‌آن‌‌بیان‌شد‌و‌ضرورت‌حل

تشوخیص‌‌ ،هوا‌پیوام‌‌اششناسایی‌تروریسم‌با‌اسوتفاده‌‌‌های‌ادبی،متن‌در‌شناسایی‌نویسنده‌،الکترونیکی

اسوتفاده‌و‌‌‌و‌همچنوین‌گسوترش‌‌‌و‌..تشخیص‌سرقت‌ادبی‌‌یکی،های‌الکترونایمیل‌و‌متن‌در‌نویسنده

‌بیان‌شد.‌،با‌گسترش‌استفاده‌اش‌اینترنت‌و‌صفحات‌وبانتشار‌متن‌

های‌ل ووی،‌کواراکتری،‌نحووی،‌معنوایی‌و‌وابسوته‌بوه‌‌‌‌‌‌‌ها‌در‌دستهبه‌دسته‌بندی‌ویژگی‌در‌فصل‌دوم

ل ووی‌‌ها‌در‌دسوته‌‌مزیت‌ویژگیه‌شد.‌های‌انجام‌شده‌اشارکاربرد‌پرداخته‌شد.‌و‌به‌چند‌نمونه‌اش‌کار

نهوا‌را‌ت ودیل‌بوه‌‌‌‌آمزیت‌که‌این‌این‌عنوان‌شد‌و‌به‌ابزارهای‌پرداشش‌شبان‌ط یعی‌‌ینیاشو‌بیسادگی‌

-nکارهای‌شیادی‌که‌با‌استفاده‌اش‌کاراکتر‌‌وجودبیان‌شد‌که‌‌.‌همچنینکندمستقل‌اش‌شبان‌می‌ویژگی

‌آن‌در‌مزیوت‌‌و‌.نهوا‌دارد‌‌آمفیود‌بوودن‌‌‌نشوان‌اش‌‌‌شوده‌‌گزارشها‌انجام‌شده‌است‌و‌نتایج‌خوبی‌گرام

‌ختلافات‌جزئی‌در‌س  ‌و‌تحمل‌پوذیری‌خووب‌در‌برابور‌نوویز‌‌‌‌مشخص‌کردن‌ا‌مستقل‌اش‌شبان‌بودن،

ایوده‌‌‌در‌رابطه‌با‌مطرح‌شد.‌آنهادر‌استفاده‌اش‌‌به‌صورت‌کارا‌nتعین‌مقدار‌.‌اش‌طرفی‌مشکل‌بیان‌شد

گان‌الگوهوای‌نحووی‌را‌بوه‌صوورت‌ناخودآگواه‌‌‌‌‌‌هکه‌نویسندشد‌‌گفتههای‌ساختاری‌ویژگی‌استفاده‌اش

‌توجوه‌‌.ای‌را‌دن ال‌خواهند‌کورد‌های‌خود‌الگوهای‌مشابهکنند‌و‌بنابراین‌در‌تمامی‌نوشتهاستفاده‌می

‌بسته‌به‌کواربرد‌‌ویژگیو‌در‌نهایت‌‌عنوان‌شدیی‌کلمات‌روی‌معنا‌و‌نقش‌معنامعنایی‌‌یهادر‌ویژگی

هوای‌‌هوا‌و‌یوا‌پیوام‌‌‌فوروم‌‌در‌سایز‌و‌رنگ‌فونتمانند‌‌،های‌مختلفهای‌مختص‌حوشهویژگیاستفاده‌اش‌

در‌‌آموششیهای‌تشکیل‌داده‌ابتدا‌به‌معرفی‌انواع‌روشها،‌بعد‌اش‌معرفی‌ویژگی‌.تعریف‌شد‌الکترونیکی

-های‌تخصیص‌درپژوهشو‌دسته‌بندی‌متد‌ه‌شددو‌دسته‌م تنی‌بر‌نمونه‌و‌م تنی‌بر‌پروفایل‌پرداخت

های‌یادگیری‌ماشین‌های‌فشرده‌ساشی‌و‌روشروش‌،متدها‌بر‌اساس‌فاصله‌هایدسته‌درپیشین‌‌های

هوای‌احتموالاتی‌ماننود‌بیوز‌و‌‌‌‌‌و‌درخت‌تصمیم‌و‌همچنین‌روش‌بردار‌ماشینهای‌عص ی،‌ش که مانند
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صوورت‌‌های‌پیشین‌در‌پایگاه‌داده‌با‌شبوان‌فارسوی‌‌‌و‌در‌انتها‌مروری‌بر‌کارانجام‌شد‌ساشی‌شبانی‌مدل

‌ .گرفت

به‌معرفی‌چهار‌پایگاه‌داده‌استفاده‌شده‌در‌این‌پایان‌نامه‌پرداخته‌شد.‌سوه‌پایگواه‌داده‌‌‌‌درفصل‌سوم

س  ‌متفاوت‌نظم‌و‌‌و‌تفاوت‌آنها‌دردر‌شبان‌انگلیسی‌معرفی‌شد.‌و‌پایگاه‌داده‌چهارم‌‌در‌شبان‌فارسی

مراحل‌مورد‌نیاش‌برای‌آن‌‌.‌پس‌اشان‌شدبی‌مایشی‌و‌تعداد‌نویسنده‌کاندیدوآش‌انداشه‌داده‌آموششی‌،نثر

‌گورام‌-nو‌‌ذکور‌شود‌‌شناسایی‌نویسنده‌پیش‌پرداشش‌و‌انتخواب‌ویژگوی‌و‌متود‌تخصوص‌‌‌‌‌‌مسللهحل‌

‌پوس‌اش‌‌.نداهشرح‌داده‌شدمتد‌تخصیص‌برای‌و‌مدل‌ساشی‌شبانی‌‌به‌عنوان‌ویژگی‌ها‌و‌کلماتکاراکتر

بوه‌عنووان‌وشن‌دهوی‌‌‌‌‌IDFو‌اسوتفاده‌اش‌مقودار‌‌‌کلمات‌‌گرام-2با‌ات‌کلم‌گرام-1ترکیب‌‌با‌یروشآن‌

(‌در‌مدل‌ساشی‌شبانی‌با‌نام‌های‌آموششی‌هر‌نویسندهر‌در‌دادهها‌)بر‌اساس‌میزان‌تکراگرام-nاحتمال‌

به‌معرفی‌خصوصیاتی‌اش‌پایگاه‌داده‌کوه‌‌آخر‌‌در‌نهایت‌در‌بخش‌مدل‌ساشی‌ت ییر‌یافته،‌پیشنهاد‌شد.

به‌عنووان‌مقودار‌‌‌‌آنهایص‌نویسنده‌موثر‌هستند‌پرداخته‌شد.‌و‌اش‌تخص‌مسللهدر‌نتایج‌ارشیابی‌در‌حل‌

گان‌کاندید‌نوام‌بورده‌‌‌هبین‌نویسند‌آموششی،‌تعداد‌نویسندگان‌کاندید‌و‌توشیع‌داده‌های‌آموششیداده‌

‌‌شد.

‌،‌گورام‌-1نویسنده‌با‌روش‌مدل‌ساشی‌شبانی‌ساده‌با‌استفاده‌اش‌‌مسللهحل‌در‌فصل‌چهارم‌به‌ارشیابی‌

و‌مدل‌ساشی‌شبانی‌ت ییر‌یافته‌در‌چهار‌‌ nبا‌ت ییر‌مقدار‌هاکاراکترها‌گرام-‌nگرام‌کلمات،-‌3گرام‌و-2

ها‌کسب‌بهترین‌نتیجه‌در‌دو‌پایگاه‌داده‌با‌گرام‌کاراکتر-nنکته‌قابل‌توجه‌در‌داده‌پرداخته‌شد.‌‌پایگاه

اش‌نتایج‌در‌مدل‌سواشی‌‌.‌جدا‌است‌n=3در‌مقدار‌‌شبان‌و‌س  ‌نگارشی‌و‌تعداد‌نویسنده‌کاندید‌مشابه

گرام‌کلمات‌و‌در‌دو‌پایگواه‌داده‌دیگور‌‌‌-nتوان‌گفت‌در‌دو‌پایگاه‌داده‌با‌نویسنده‌شیاد‌ت ییر‌یافته‌می

n-نتایج‌بهتر‌‌.گرام‌کاراکترها‌نتایج‌بهتری‌داشته‌استn-دو‌پایگاه‌داده‌با‌طول‌داده‌ها‌در‌گرام‌کاراکتر

اختلافات‌جزئی‌در‌سو  ‌‌‌تشخیص‌ها‌درگرام‌کاراکتر-nتواند‌تاییدکننده‌قدرت‌می‌،ترآشمایشی‌کوتاه

‌ه‌اسوت،‌روش‌مدل‌ساشی‌ترکی ی‌در‌تمام‌آشمایشات‌انجام‌شده‌در‌رت ه‌اول‌قرار‌گرفت.‌باشد‌نوشتاری

نویسونده‌‌بوا‌تعوداد‌‌‌‌RCVکلمه‌در‌پایگاه‌‌گرام-nهای‌مدل‌ساشی‌بر‌اساس‌با‌روشآن‌‌اگرچه‌اختلاف
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های‌موتن‌کوتواه‌نیوز‌‌‌‌ست‌اما‌در‌دو‌پایگاه‌داده‌با‌تعداد‌نویسنده‌کم،‌که‌یکی‌در‌دسته‌دادهشیاد،‌کم‌ا

در‌پوژوهش‌‌‌‌هوا‌در‌رت وه‌اول‌قورار‌گرفتوه‌اسوت.‌‌‌‌‌گیرد،‌با‌به ود‌خوبی‌نس ت‌بوه‌سوایر‌روش‌‌قرار‌می

(Stamatatos, 2006)مقایسه‌بین‌نتوایج‌مودل‌‌‌3-5اش‌این‌پایگاه‌داده‌استفاده‌شده‌است‌در‌جدول‌‌‌-

ساشی‌شبانی‌ت ییر‌یافته‌با‌این‌پژوهش‌نمایش‌داده‌شده‌است.‌در‌این‌مقایسه‌مدل‌ساشی‌شبانی‌ت ییر‌

اخوتلاف‌‌‌3.56،‌به‌انوداشه‌‌که‌با‌دقت‌در‌رت ه‌اولششم‌قرار‌گرفته‌است‌‌در‌رت ه‌‌70.48با‌دقتیافته‌

نتیجه‌با‌مدل‌سواشی‌ت ییور‌یافتوه‌نسو ت‌بوه‌بهتورین‌نتیجوه‌در‌‌‌‌‌‌‌‌R40 ‌همچنین‌در‌پایگاه‌داده‌.دارد

نتوایج‌در‌ایون‌‌‌‌دهود.‌انجام‌شده‌به ود‌خوبی‌را‌نشان‌موی‌‌(Ramezani, et al., 2013) پیشین‌پژوهش

در‌این‌مقایسه‌در‌رت ه‌‌شده‌است.‌نمایش‌داده‌2-5جدول‌‌ساشی‌شبانی‌ت ییر‌یافته‌درپژوهش‌با‌مدل

‌اول‌قرار‌گرفته‌است.

هوا‌‌در‌تمامی‌پایگواه‌داده‌‌آموششیدر‌بررسی‌کاهش‌مقدار‌داده‌آموششی‌مشخص‌شد‌که‌کاهش‌داده‌‌

های‌آموششی‌استفاده‌داده‌%20که‌فقط‌اش‌مقدار‌دقت‌در‌شمانی‌در‌نتایج‌شده‌است.‌کاهش‌دقتباعث‌

کاهش‌پیدا‌کرده‌است‌و‌در‌پایگاه‌‌53.37به‌‌65.71اش‌‌WMPR-AA2016-Aشود‌در‌پایگاه‌داده‌می

درصودی‌در‌پایگواه‌‌‌‌8کاهش‌پیدا‌کرده‌است.‌اش‌کواهش‌‌‌83به‌‌91.56اش‌‌WMPR-AA2016-Bداده‌

ها‌شاید‌بتوان‌این‌نتیجه‌را‌ثابت‌ماندن‌نس ی‌رت ه‌بندی‌روش‌و‌همچنین‌ WMPR-AA2016-Bداده

نس ت‌به‌کاهش‌داده‌آموششی‌‌گرام‌کلمات– nها‌وگرام‌کاراکتر -‌nابگرفت‌که‌روش‌مدل‌ساشی‌شبانی‌

پوس‌اش‌متعوادل‌سواشی‌در‌‌‌‌ WMPR-AA2016-A در‌پایگواه‌داده‌‌پایداری‌را‌داشته‌است.‌رفتار‌نس تا

ماننود‌کوارا‌ن وودن‌‌‌‌‌ییلو‌تواند‌اش‌دلابه ودی‌ایجاد‌نشده‌است.‌این‌می‌ها‌مدل‌ساشیهیچکدام‌اش‌روش

های‌آموششی‌ناشی‌در‌اثر‌کم‌شدن‌داده‌آموششیهای‌بی‌یا‌کافی‌ن ودن‌دادهروش‌متعادل‌ساشی‌انتخا

گرام‌-nبا‌نتایج‌در‌مدل‌ساشی‌‌،بعد‌اش‌متعادل‌ساشی‌WMPR-AA2016-Bشده‌باشد.‌در‌پایگاه‌داده‌

بهتر‌اش‌مودل‌ت ییور‌یافتوه‌عمول‌‌‌‌‌‌با‌اختلاف‌کم،‌ n=3در‌حتی‌به‌طوری‌که‌،است‌شدهبهتر‌‌هاکاراکتر

اموا‌در‌‌‌(داشوته‌اسوت‌‌‌بهترین‌نتیجوه‌را‌در‌رت ه‌‌اش‌متعادل‌ساشی‌روش‌مدل‌ت ییر‌یافته)‌ق ل‌کندمی

های‌متعوادل‌‌کنند.‌به‌طور‌کلی‌عملکرد‌دادههای‌غیر‌متعادل‌بهتر‌عمل‌میسطح‌کلمه‌همچنان‌داده
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عمل‌کرده‌است‌‌WMPR-AA2016-Aپایگاه‌داده‌ بهتر‌اش‌WMPR-AA2016-Bشده‌در‌پایگاه‌داده‌

‌آشمایشی‌بیشتر‌باشد.‌طول‌داده‌آموششی‌بالاتر‌و‌به‌علت‌داده‌تواندکه‌می

‌میانگین‌دقت‌در‌تمامی‌آشمایشات‌انجام‌شده‌در‌چهار‌پایگاه‌داده‌:1-5جدول‌ 

‌

 WMPR-AA2016-Bپایگاه‌داده‌ WMPR-AA2016-Aپایگاه‌داده‌

 دقت روش رتبه دقت روش رتبه

 91.56 تغییر یافته زبانی مدل سازی 65.71‌1 تغییر یافته مدل سازی زبانی 1

 ‌87.11گرام‌کلمات-1مدل‌ساشی‌شبانی‌با‌ 62.95‌2 هاگرام‌کاراکتر‌-3مدل‌ساشی‌شبانی‌با‌ 2

 85.88 هاگرام‌کاراکتر-3مدل‌ساشی‌شبانی‌با‌ 3 ‌60.27گرام‌کلمات‌-1مدل‌ساشی‌شبانی‌با‌ 3

 ‌85.11گرام‌کلمات-2با‌‌مدل‌ساشی‌شبانی 4 ‌60.27هاگرام‌کاراکتر‌-5و4مدل‌ساشی‌شبانی‌ 4

 ‌76.16هاگرام‌کاراکتر-4مدل‌ساشی‌شبانی‌با‌ 5 59.13  هاگرام‌کاراکتر‌-6مدل‌ساشی‌شبانی‌با‌ 5

 ‌73.32گرام‌کلمات-3مدل‌ساشی‌شبانی‌با‌ 6 ‌56گرام‌کلمات-2با‌‌مدل‌ساشی‌شبانی 6

 ‌71.25هاگرام‌کاراکتر-2مدل‌ساشی‌شبانی‌با‌ 7 ‌50.69هاگرام‌کاراکتر‌-‌2مدل‌ساشی‌شبانی‌با 7

 ‌65.54هاگرام‌کاراکتر-5مدل‌ساشی‌شبانی‌با‌ 8 ‌42.52گرام‌کلمات-3مدل‌ساشی‌شبانی‌ساده‌با‌ 8

 n=6 63.33 در‌سطح‌کاراکتر‌با‌یشبان‌یمدل‌ساش 9 ‌ 

 RCVپایگاه‌داده‌ R40پایگاه‌داده‌

‌70.48 تغییر یافته مدل سازی زبانی 1 100 تغییر یافته مدل سازی زبانی 1

 70 گرام‌کلمات-2مدل‌ساشی‌شبانی‌ساده‌با‌ 2 ‌99.4گرام‌کلمات-1با‌مدل‌ساشی‌شبانی‌ 2

 ‌69.92گرام‌کلمات-3مدل‌ساشی‌شبانی‌ساده‌با‌ 3 97.43 گرام‌کلمات-2با‌مدل‌ساشی‌شبانی‌ 3

 ‌67.48کلماتگرام‌-1مدل‌ساشی‌شبانی‌ساده‌با‌ 92.824 ‌گرام‌کلمات-3با‌مدل‌ساشی‌شبانی‌ 4

 ‌63.96هاگرام‌کاراکتر-3مدل‌ساشی‌شبانی‌ساده‌با‌ 5 ‌97.43هاگرام‌کاراکتر-2با‌مدل‌ساشی‌شبانی‌ 5

 ‌61.40هاگرام‌کاراکتر-2مدل‌ساشی‌شبانی‌ساده‌با‌ 6 ‌97.30هاگرام‌کاراکتر-6با‌مدل‌ساشی‌شبانی‌ 6

 ‌63.24هاگرام‌کاراکتر-5مدل‌ساشی‌شبانی‌ساده‌با‌ 7 ‌96.41هاگرام‌کاراکتر-7با‌مدل‌ساشی‌شبانی‌ 7

 ‌63هاگرام‌کاراکتر-4مدل‌ساشی‌شبانی‌ساده‌با‌ 8 ‌95.38هاگرام‌کاراکتر-‌5با‌مدل‌ساشی‌شبانی‌ 8

 ‌  ‌93.84هاگرام‌کاراکتر-4با‌مدل‌ساشی‌شبانی‌ 9

 RCVتایی‌‌6پایگاه‌داده‌شیر‌مجموعه‌

‌93.34 تغییر یافته مدل سازی زبانی 1

 92.94 مدل سازی زبانی در سطح سه کلمه 2

 92.94 مدل‌ساشی‌شبانی‌در‌سطح‌دو‌کلمه 4

 92.03 مدل‌ساشی‌شبانی‌ساده‌در‌سطح‌ت ‌کلمه 5
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 (Ramezani, et al., 2013)‌با‌نتایج‌در‌ت ییر‌یافته‌مدل‌ساشی‌شبانی:‌مقایسه‌نتایج‌2-5جدول‌

‌روش‌ویژگی‌دقت

‌تغییر یافته مدل سازی زبانی 100

 بردار‌ماشین‌گرم‌کاراکتر‌-84.‌2

 بردار‌ماشین‌هاتکرار‌فعل‌.76

‌

‌(Stamatatos, 2006)در‌‌.(Stamatatos, 2006)‌با‌نتایج‌د‌ت ییر‌یافته‌مدل‌ساشی‌شبانی:‌مقایسه‌نتایج‌3-5جدول‌

.‌آشمایش‌سه‌بار‌تکرار‌عنوان‌ویژگی،‌استفاده‌شده‌است‌=‌4‌,3nو‌ 5ها‌با‌مقدارگرام-nکنار‌هم‌قرار‌دادن‌کارکتر‌‌با

‌PMروش‌پیشنهاد‌شده‌در‌این‌کار‌با‌نام‌.های‌استخراج‌شده‌افزایش‌پیدا‌کرده‌استشده‌است‌و‌در‌هر‌بار‌تعدا‌ویژگی

  در‌جدول‌مشخص‌شده‌‌است.

‌روش‌ویژگی‌دقت

74.04 
‌5گرام+‌‌4گرام+-3

 ویژگی‌8178گرام=
PM 

72.56 
‌5گرام+‌‌4گرام+-3

 ویژگی‌8178گرام=
IG
1

 

72.48 
‌5گرام+‌‌4گرام+-3

 ویژگی‌8178گرام=
PM 

72.16 
‌5گرام+‌‌4گرام+-3

 ویژگی4691گرام=
IG 

72‌
‌5گرام+‌‌4گرام+-

‌ویژگی2314گرام=
PM 

‌تغییر یافته مدل سازی زبانی 70.48

69.4‌
‌5گرام+‌‌4گرام+-3

‌ویژگی2314گرام=
IG 

‌

‌

‌

                                                 
1‌Informaion Gain 
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 هافعالیت5-2 

 با‌شش‌و‌هفت‌شاعر‌اش‌شاعران‌نامدار‌به‌شبان‌فارسی‌با‌نام‌پایگاه‌‌وری‌دو‌مجموعه‌متنآگرد‌

 (4)فصل‌‌ WMPR-AA2016-Bو‌پایگاه‌داده‌‌WMPR-AA2016-Aداده‌

 (2تخصیص‌نویسنده‌)فصل‌‌مسللههای‌انجام‌شده‌در‌حل‌و‌بررسی‌در‌روش‌دسته‌بندی‌

 (3تخصیص‌نویسنده‌)فصل‌‌مسللهپیشنهاد‌ی ‌روش‌برای‌حل‌‌

 ‌،گرام‌کلمه‌و‌در‌سطح‌کاراکتر‌-3گرام‌کلمه،‌-2اعمال‌روش‌مدل‌ساشی‌شبانی‌در‌سطح‌کلمه

شبوان‌و‌تعوداد‌نویسونده‌‌‌‌‌،پایگاه‌داده‌بوا‌سو  ‌نوشوتاری‌‌‌‌چهارروی‌‌بر‌،nبا‌ت ییر‌باشه‌مت یر‌

‌(6متفاوت.‌)فصل‌

 بررسی‌تاثیر‌خصوصیات‌پایگاه‌داده‌مانند،‌مقودار‌داده‌آموششوی‌و‌تعوداد‌نویسونده‌کاندیود‌و‌‌‌‌‌‌

 گان‌کاندید.هتوشیع‌داده‌آموششی‌در‌بین‌نویسند

 پیشنهادات5-3 

‌گردد.ارائه‌میهای‌آینده‌به‌صورت‌شیر‌کاردر‌این‌قسمت‌پیشنهادات‌برای‌

 های‌استاندارد‌فارسیایجاد‌پایگاه‌داده‌

و‌‌سو  ‌نوشوتاری‌‌،‌های‌استاندارد‌در‌شبان‌فارسی‌با‌تنوع‌در‌تعداد‌نویسونده‌کاندیود‌‌ایجاد‌پایگاه‌داده

خواهد‌‌تر‌به‌مسائل‌واقعیارشیابی‌دقیق‌تر‌و‌نزدی ‌باعث‌های‌آموششی‌و‌آشمایشی‌با‌طول‌متفاوتداده

‌شد.

 های‌فردیمساله‌نویسنده‌در‌حالت‌مجموعه‌باش‌و‌شناسایی‌ویژگیتمرکز‌در‌حل‌‌

‌دو‌در‌علاوه‌بور‌حالوت‌مجموعوه‌بسوته‌‌‌‌‌که‌در‌فصل‌اول‌توضیح‌داده‌شد،‌شناسایی‌نویسندهطورهمان

گسوترش‌حول‌‌‌شود.‌اش‌ایون‌رو‌‌نویسنده‌نیز‌انجام‌می‌های‌فردیمجموعه‌باش‌و‌شناسایی‌ویژگی‌دسته

-رهیافت‌توسعه‌اعثتواند‌بداده‌با‌شبان‌فارسی‌می‌در‌پایگاه‌دستهین‌دو‌اشناسایی‌نویسنده‌در‌‌مسلله

ه‌هوای‌شناسوایی‌نویسونده‌بوا‌بو‌‌‌‌‌توسوعه‌روش‌همچنوین‌‌‌.تشخیص‌نویسنده‌در‌شبان‌فارسی‌شود‌یها
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رسد‌موی‌‌به‌نظر‌می‌و‌به ود‌نتایچ‌در‌این‌شمینه‌با‌بسط‌احتمال‌پیشین‌های‌احتمالاتیکارگیری‌روش

‌تایج‌گردد.تواند‌باعث‌به ود‌ن

 تولید‌نرم‌افزار‌

در‌ ها‌در‌این‌شمینهم‌افزارتولید‌نرتوسعه‌های‌متفاوت‌شناسایی‌نویسنده‌ذکر‌شد.‌در‌فصل‌اول‌کاربرد

‌‌ها‌در‌شبان‌فارسی‌کم ‌نماید.تواند‌به‌کاربردی‌کردن‌رهیافتهای‌فارسی‌میپایگاه‌داده

‌

‌

‌

‌

‌

‌

‌

‌

‌

‌

‌

‌

‌  
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Abstract 

Authorship attribution (AA) or author identification refers to the problem of 

determining who has written a disputed text or unseen text. In the close class authorship 

attribution problem, the unseen text is assigned to any one of candidate authors set, that 

text sample as training data are available for them. Two main requirements of 

authorship attribution system are features and attribute method. Features are usually 

selected with training data.‌ 

With increasing text in different languages, seems to be an essential need for developing 

authorship attribution system which is language independent. Since the procedure of 

extracting character n-grams and word n-grams are language-independent and require 

no special tools, in this thesis them have been used as features. Also language modeling 

has been chosen as a statistical and probabilistic attribute method. We present an 

approach based on language modeling called modified language modeling. It aims to 

offer a solution for AA problem by combinations of both bigram words weighting and 

unigram words weighting. Moreover, the IDF value multiplied by related word 

probability has been used, instead of removing stop words and balancing word 

probability as weights, as well.  

In order to evaluate the results, four corpora have been used. Two datasets of Persian 

poetry, one Persian prose dataset and the fourth is English prose dataset. The accuracy 

of AA is calculated by language modeling with character n-grams, language modeling 

with word n-grams and modified language modeling on the four datasets. In all 

databases, modified language modeling shows improvement. The best performance is 

obtained for modified language by Persian prose dataset, which is 100 percent. 

Keywords: Authorship Attribution, Authorship Identification, Language Modeling, 

WMPR-AA2016-A corpora, WMPR-AA2016-B corpora 
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