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 چکیده
-گیرد. در عملیات خوشهمتن مورد استفاده قرار مي تحلیلهاي متنوعي از بندي متن، در كاربردخوشه

-شود، تاثیر بسزايي در نتايج خواهد داشت. برخي روشمتن استفاده مي بازنماييبندي، روشي كه براي 

ردارهاي باشند و بلغات وابسته مي تكرار ي كلمات، به تعداداسناد مبتني بر كیسه نماييبازهاي متداول 

ي كهو شب كلماتهاي مبتني بر تعبیهروشبر اين، علاوه كنند. تولید مي تُنکُسندي با طول زياد و 

بتني بر هاي مكه با روي كار آمدن روش برنداز تفسیرپذيري پايین رنج مي Doc2Vec، مانند عصبي

 نظارتيبندي نیمههاي موجود خوشهروش با اين وجود .ه استمفهوم، اين نواقص تا حد زيادي برطرف شد

تي نظاربندي نیمه. در اين تحقیق، يک روش خوشهكنندنمياسناد، از نمايش مفهومي اسناد استفاده 

چسب به منظور ايجاد دون برو ب داري برچسبگردد كه از هر دو نوع دادهمبتني بر مفهوم ارائه مي

-تعبیه كلماتشده از مجموعه  كند. اسناد بر اساس مفاهیمِ استخراجتر استفاده ميبندي با كیفیتخوشه

بر حفظ اطلاعات مجاورتي اسناد، از تفسیرپذيري  ، علاوهبازنماييي شوند. اين نحوهنمايش داده مي شده

 تفاده ازاسبا ها را خوشه ، ساختار كلينظارتيبندي نیمهشهبالايي نیز برخوردار است. سپس فرآيند خو

 .ندكتعیین مي هاي برچسبدارداده گیري ازبهرهبا  جايگاه دقیق مراكز خوشه را  و هاي بدون برچسبداده

بندي اسناد را بر اساس وزن چنین و روش جديد خوشه ينظارتي مفاهیم نیمهمچنین نظريهما ه

نظارتي اسناد مورد ارزيابي قرار بندي نیمهدهیم. نتايج اين روش از طريق خوشهمفاهیمي پیشنهاد مي

دهد كه نشان مي NewsGroup-20گرفته است. آزمايشات بر روي دو مجموعه دادگان متني رويترز و 

، حداقل بندي متنطبقهدقت در و درصد  10حداقل بندي خوشه كیفیت يروش پیشنهادي در جنبه

 .كندبهتر عمل ميموجود  هايروش سايرمقايسه با در پنج درصد 
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 مقدمه:  
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اي ههاي اجتماعي،  وبسايتشبكه ،ي ارتباطات و اينترنت در دنیاكهامروزه با گسترش روزافزون شب

بزرگي از اصلي و هاي الكترونیكي به منبع كتابهاي كتابخانهو  1هاي يادگیري برخط، انجمنخبري

هاي متني امري انكار اين حجم عظیم از داده تحلیل. مديريت و [1] اندهاي متني تبديل شدهداده

هاي متني، خراج اطلاعات با معني از اين دادهبه منظور است رود.ناشدني در دنیاي امروز به شمار مي

شود كه در آن گفته مي فرآينديكاوي متني به شود. دادهبر روي آنها اعمال مي 2كاويعملیات داده

هاي آماري توسط مدل يادگیرنده انجام با استفاده از يادگیري الگو از متون استخراج اطلاعات با اهمیت

 پذيرد.مي

هاي بندي است كه براي استفاده از آن به طور كلي از روشكاوي متني خوشهدهمهمترين گام در دا

ه همچنین ب شود.هاي يادگیري ماشین استفاده مياستخراج اطلاعات، پردازش زبان طبیعي و تكنیک

شود. بندي استفاده ميهاي متني، از عملیات خوشهمنظور سازماندهي و مديريت حجم زيادي از داده

هاي مجزايي ي اسناد به گروهشود كه در آن مجموعهمتن يا سند، به تكنیكي گفته مي بنديخوشه

 ،هاي كوچک يا بزرگ، شباهت بین محتواي اسناد استبندي اين گروهشوند. اساس تقسیمتقسیم مي

بر خلاف بندي خوشه. [2]كند بندي ميهايي يكسان تقسیماسناد مشابه را در گروه بدين صورت كه

يک روش دادگان نیاز دارد، گذاري مجموعهكه به عوامل بیروني براي برچسب 3بنديبندي يا طبقهدسته

اين  .[3] رودشمار ميبه ي بدون برچسبهادادهذاتي مهم براي يادگیري بدون نظارت و كشف ساختار 

-هزمیندر  وسیعيكاربردهاي گردد، داراي هاي متني ميداده تجزيه و تحلیل جامعكه منجر به  تكنیک

و  كه اخیرا مورد توجه بسیاري از كسب [4]گر هاي توصیهاز جمله سیستم .باشدميگوناگون  هاي

هايي هستند كه توسط مدل يادگیرنده الگوريتم هااست. اين نوع سیستمقرار گرفته هاي برخط كار

                                                      
1 Online Learning Froum 
2 Data Mining 

3 Classification 
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لايق براساس رفتار كاربر و يا س كاربر را  نیاز هاي مشابه بهويسترين محصولات و سرترين و مناسبدقیق

بندي خوشه دفرآين كنندهتوصیه هايالگورريتمنیاز اين . پیشكنندمي پیشنهادمشترک با ساير كاربران 

 پزشكي، به منظور تشخیصزمینه در  نمونهدر كاربردي ديگر، براي  باشد.و سلايق كاربران مي 4هاآيتم

-در ابتدايي از اين تكنیک [6] هابیني دارو براي بیماريو يا پیش [5]هاي مختلف بندي بیماريو دسته

-از جمله موارد ديگر براي كاربرد خوشه شود.به وفور استفاده مي ترين مراحل تحلیل و يادگیري ماشین

ي هاي كوتاه الكترونیكها در پست الكترونیک و پیامزنامهتوان به تشخیص هرمي متون و اسناد يبند

هاي زماني و پردازش سیگنال ، تجزيه و تحلیل سري[9]  5، مدلسازي عناوين[8]، بازيابي اطلاعات [7]

 ياسازي متون ، خلاصه[11]هاي اجتماعي بندي احساسات و نظرات كاربران در شبكه، طبقه[10]

  و غیره اشاره كرد. [12]اسناد

 بندی اسنادهای خوشهمولفه 1-1

 ، نمايش6پردازش متني اصلي از قبیل پیشبندي اسناد، سه مرحلههاي خوشهدر اكثر الگوريتم

بندي وجود دارد. هر يک از اين سه مورد نقش بسزايي در عملكرد و كیفیت و خوشه 7متن )بازنمايي(

بررسي هر يک از به اختصار به رند. به همین منظور در ادامه شده توسط مدل داهاي نهايي ايجادخوشه

 پردازيم.ها ميهاي مختلف آناين موارد و روش

                                                      
4 Items 

5 Topic Modeling 
6 Text Pre-processing 

7 Text-representation  | Document-representation 
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 پردازش متن پیش 

 پاكسازيدهنده و به واحدهاي تشكیلها اين دادهجداسازي آوري اطلاعات متني، نیاز به پس از جمع

است كه به مفاهیم و محتواي اسناد مرتبط جاز غیرمها از هرگونه علائم نگارشي، اعداد و نشان هاآن

ردازش پي خام به فرمتي قابل فهم و خوانا براي ماشین است، پیش. به اين فرآيند كه تبديل دادهنیستند

 نديرآفدر به دلیل فقدان اطلاعات با معني،  برخي از كلمات و اجزاي تشكیل دهنده متن .شودگفته مي

، از اين رو براي حذف اين كلمات، با ندارندموثري  ينقشها از يكديگر ادهماشین و تمیز دادن د يریادگي

پردازشي بر روي متن صورت هاي مختلف كه در فصل آينده تشريح خواهند شد، پیشاستفاده از روش

 خواهد گرفت.

 متن )بازنمایی( نمایش 

هايي را شامل وشر بندي حاصله به آن بستگي دارد، مجموعهنمايش متن كه عموما كیفیت خوشه

-خوشههاي شوند تا براي الگوريتمتبديل مي 8هاي ويژگي عدديشود كه در آنها اسناد متني به بردارمي

كیفیت نمايش متن از دو جنبه مورد ارزيابي قرار   ماشین قابل درک و استفاده باشند.يادگیريبندي و 

 .  [13] 10و كیفیت آماري 9گیرد: كیفیت معناييمي

بردار متن تولید شده به چه اندازه تفسیرپذير بوده و به چه كیفیت معنايي به اين موضوع اشاره دارد كه 

هاي نمايش متن كه به شهودي بودن ترين روشكند. يكي از معروفمیزان محتواي متن را توصیف مي

را بر اساس تكرار  اسنادباشد كه بردار مي [14] 11كلماترپذيري بالا مشهور است، روش كیسهو تفسی

                                                      
8 Numerical Feature Vectors 

9 Semantic Quality 
10 Statistical Quality 

11 Bag-of-Words 
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اگرچه اين روش نمايش متن قابلیت تفسیرپذيري زيادي دهد. دهنده آن متن نمايش ميكلمات تشكیل

هاي بردار سند درنظر موجود در متن را به عنوان ويژگي 12يكتادارد، اما به دلیل آنكه تمام كلمات 

همچنین زماني كه حجم مجموعه اسناد  برد.مي بردار سند رنج گیرد، از بزرگي ابعاد و طولاني بودنمي

شود در نتیجه اين روش قادر نخواهد بود تا اطلاعات مجاورتي بین زياد باشد، تعداد لغات يكتا زياد مي

  اسناد را به خوبي حفظ كند.

اي هدر دستهكند كه چه مقدار بردار سند تولید شده قادر است تا اسناد را كیفیت آماري بررسي مي

شبكه ، [15] 13از جمله شبكه عصبي كانوولوشن هابرخي روش گوناگون به خوبي از يكديگر تمیز دهد.

توانند دهند و ميبردار كم نمايش مي اسناد را با طول Doc2Vec [17]و  [16] 14عصبي بازگشتي

مده بدست آ متن يهاشينما ری، تفسوجود نيبا ااطلاعات مجاورتي بین اسناد را به خوبي حفظ كنند. 

د. شويمحاسبه م يوزن شبكه عصب دهیچیپ يساختارها قياز طر يژگيمقدار هر و رايز، است دهیچیپ

 15میارائه شده است كه از مفاه يگريد كرديرو راًی، اخاسناد ييبازنما يقبل يهاغلبه بر ضعف روش يبرا

 ،دهنده متون به فضاي برداريتشكیل كلمات هی. پس از تعب[18] كندياستفاده م براي نمايش اسناد

ا مفهوم رها يک شوند و هر يک از اين خوشهبندي ميتولید شده توسط فرآيندي خوشه كلمه يبردارها

ند س يبردارها نيبنابرا ،شونديداده م شينمااين مفاهیم استخراج شده اسناد بر اساس  دهند.شكل مي

  د داشت.نهاي نمايش متن قابلیت تفسیر بالاتري خواهو همچنین نسبت به ساير روش دارند يابعاد معقول

                                                      
12 Unique 

13 Convolutional Neural Networks (CNN) 
14 Recurrent Neural Networks (RNN) 

15 Concepts 
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 خوشه بندی 

د در مجموعه دادگان امري پرهزينه بوده و هاي موجوگذاري تمامي دادهاز آنجايي كه فرآيند برچسب

ز استفاده اباشند، بندي بدون نظارت از دقت مناسبي برخوردار نميهاي خوشههمچنین استفاده از روش

ايده  .[19] استگرفتهمورد توجه قرار  يبندخوشه تیفیبهبود ك يبرچسب برا يدارا دادهتعداد كمي 

مشخص ها را خوشه يكل يشاكلهبدون برچسب  يهادادهها بدين صورت است كه اصلي در اين روش

مورد استفاده قرار ها مركز خوشهبه منظور تنظیم برچسب  يدارا يهااز داده يو تعداد كم كنندمي

 بنديبرد، با نام خوشهدار و بدون برچسب بهره ميي برچسباين روش كه از هر دو نوع داده .دنگیرمي

شده به دو دسته  نظارت مهین يبندهخوش يهاالگوريتم، يبه طور كل  .[20] شودنظارتي شناخته مينیمه

ي مبتني هادر الگوريتم بر جستجو. يمبتن يكردهايبر شباهت و رو يمبتن يكردهايشوند: رويم میتقس

شده سازگار  هاي نظارتهاي دادهها مطابق با محدوديت ها و برچسببر شباهت، ملاک تشابه اساسي داده

بر اين فرض  [22] و دارا و همكاران  [21]ژانگ و همكاران  يشنهادیپ يهاروش شود.يو تنظیم م

بدون  يهاها ، دادهروش نيكند. در ايم دیداده را تول تی، جمع16مخلوطمدلِ  کيكه  استوار هستند

ه بكه  ستی، مشخص نحال نيشوند. با ايآموزش مدل استفاده م يشده و برا يگذاربرچسب ،برچسب

 ر قابل اعتماد است.مجدد چقد يِگذاربرچسب نياست و ا ازینها دادهمجدد  يگذاربرچسب چه میزان

ي جستجوي خوشه با هدفشده  نظارت مهین يبندخوشه تمي، الگوربر جستجو يمبتن يهادر روش

 يبندخوشه شود.اصلاح مي ارائه شده توسط كاربر يهاتيمحدود ايها استفاده از برچسب، با مناسب

 يطبقه بند كاربرد يبر جستجو برا يمبتن يبندروش خوشه کياز  TESC [23]شده  نظارت مهین

                                                      
16 Mixture Model 
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-وشهخ با استفاده از روش مناسب يبندطبقه تیفیروش بهبود ك نيا يكند. هدف اصليمتون استفاده م

دهنده تشكیل 17ياجزا ييشناسا يبرا ي سلسله مراتبينظارت مهین يبنداز خوشهاين روش . است يبند

  كند.يبدون برچسب استفاده م يداده ها يبرا چسببر ينیبشیپ ياجزا برا نيو استفاده از ا متن

 بندی اسنادهای خوشهچالش 1-2

 های متنیمقدار زیاد داده 

منابع مختلف  قيداده از طر ياديكه مقدار ز يي، جاكنیمزندگي مي و حجیم بزرگ يهادوره داده درما 

روزه شده ام دیتول ينشان داده است كه اكثر داده هاانجام شده توسط محققان  قاتیشود. تحقيم دیتول

 يها، در مورد انواع مختلف داده DataStax [24]در قالب متن است. گزارش منتشر شده توسط شركت 

به  شده مربوط دیاز نوع داده تول عظیمي بخشنشان داد كه  مختلف صنايعشده در  رهیشده و ذخ دیتول

 نيا يبندرو، خوشهنيدهد. از ايگزارش را ارائه م اين از ياخلاصه (1-1)جدول است.  يمتن هايقالب

 نياست. ا رممكنیغ و عملاطلبد ميرا  ييطاقت فرسا ياهتلاش داربرچسبداده به صورت  اديمقدار ز

 ست.ا نظارتي متوننیمه يبندخوشه يموثر برا يها ينوآورانه و استراتژ يها کیتكن امر مستلزم توسعه

 [24] مختلف عصنای در هاتنوع نوع داده. 1-1جدول 

 متن صدا عکس فیلم 

 زياد كم متوسط متوسط بانک

 زياد كم متوسط متوسط ساخت و تولید

 زياد كم كم متوسط خرده فروشی

                                                      
17 Components 
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 زياد كم زياد كم سلامت

 زياد زياد متوسط زياد ارتباطات

 متوسط كم متوسط كم ساخت و ساز

 زياد زياد متوسط زياد دولت

 متوسط زياد متوسط زياد موزشآ

 و اسناد بازنمایی عددی کلمات 

، لازم است اسناد ياسناد متن يبنددر خوشه يبه طور كلهاي گذشته اشاره شد، همانطور كه در بخش

عداد تبر اساس  و كلمات اصطلاحات انیب يبرا يطرح وزن کي. از میكن ليتبد يعدد شيرا به نما يمتن

تعداد وقوع  مبتني بر كه است 18رخداد كلماتروش  نيترييابتدا. شوديفاده مها در سند استآنوقوع 

از  گريد يكي 19«سند رخدادمعكوس  – رخداد كلمات»، ني. علاوه بر اباشدميسند  کياصطلاح در  کي

هر كلمه  تیروش نشان دادن اهم ني. هدف اردیگياست كه عمدتا مورد استفاده قرار م يوزن يهاطرح

 گريد در و از اسناد وجود دارند يدر تعداد كم كه غالبا يلماتاست كه ك تیواقع نيبر اساس ادر اسناد 

 .هستند نزديک مربوطه سند برچسببا  شترینادر هستند، ب اسناد

 بردار اسناد 20تنُُکی 

ه طور بزرگ ب اسیسند در مق برداراسناد است.  يبنددر خوشه حائز اهمیتمسئله  کي بردار سند تنكي

 آن ،ازش داشته باشد. در مجموعه اسنادبر زمان پرد يمنف ریتواند تأث ي، كه ماست تُنکُ يتوجه قابل

                                                      
18 Term Frequency 
19 Term Frequency and Inverse Document Frequency (TF-IDF) 
20 Sparsity 
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واهند تري ختنُُکبردار سند  ،مجموعه اسناد دارند رنسبت به كل كلمات مجزا د يكه كلمات كمتر سندي

ن و پرداخت نيرابناب. صفر داشته باشدسلول  ياديسند تعداد زبردار شود كه يباعث مامر  نيا داشت.

 است. زیكار چالش برانگ کي تنكي بردار نیچن لیو تحل هيتجز

 هیانتخاب مراکز اول 

 جينتا يریگدر شكل ينقش مهم هی، انتخاب مراكز اولK-Means مانند يبندخوشه يهااز روش يدر برخ

در دفعات  تميالگور يهنگام اجرا هیبه عنوان مراكز اول يتصادف ري. انتخاب مقاد[25] دارد يبندخوشه

 هیاولانتخاب مراكز  يبرا ديجد يهاروش نیی. تع[26] شوديمنجر م يمتفاوت يبندخوشه جيبه نتا يبعد

تلاش  نيكند. اگرچه چنديم نیمنحصر به فرد را تضم و با كیفیت يخوشه بند جهینت کي، يبندخوشه

 يروش استاندارد وجود دارد كه برا کي افتنيبه  ازیانجام شده است اما هنوز هم ن اين مشكلحل  يبرا

 شد.مختلف قابل استفاده با يكاربردها

 )فاصله( عدم تشابه ایشباهت  معیار 

 کیتفك اي يكينزد زانیم يابيارز يشباهت و عدم تشابه )فاصله( برا يریگ، از اندازه يبندخوشه نديدر فرآ

 شوديدو سند استفاده م شباهت زانیم يابيارز يبرا هااين معیار، از شود. اصولاًياسناد استفاده م نیب

 يارهایعاز م ياست. برخ يكياز نزد ييفاصله نشانگر درجه بالا شدهيریگبودن مقدار اندازه نيی. پا[27]

، 23كسینوسي، 22يسودی، اقل21شوند عبارتند از: منهتنياستفاده م شتریاسناد ب يبندكه در خوشه فاصله

                                                      
21 Manhattan 
22 Euclidean 

23 Cosine 
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, 1−] نی، مقدار بشباهت يارهای. در معرهیو غ 24ينكوفسكیم , 0] اي  [1  شينما 1− ايصفر  است. [1

 شباهت مطلق است. انگرينما يک عدد عدم شباهت و

 روش های ارزیابی خوشه 

 يبندوشهخ جينتا نكهيا سنجشدر و  شوديخوشه استفاده م کي تیفیك يریگاندازه يخوشه برا يابيارز

ها وشهخ متراك میزان و کیتفك يدرک چگونگ ي، برانيابر. علاوهباشدمفید مي ،است قیچقدر خوب و دق

میانگین خطاي ، 25ياطلاعات متقابل عادمانند  هاگیرياندازه يشود. برخياستفاده مهاي ارزيابي از معیار

استفاده بندي از فرآيند خوشههاي حاصله و غیره براي ارزيابي خوشه 28دقت، 27يآنتروپ ، 26مربعات

  شود.مي

 نامهتعریف مسئله و اهداف پایان 1-3

بازنمایی ، های متنیمقدار زیاد دادهقبیل بندي اسناد از ي موجودِ خوشههااين پژوهش به چالش

و براي حل اين  پردازدمي انتخاب مراکز اولیه ینحوهو  تنکی بردار سند، عددی کلمات و اسناد

 مبتني جديد ينظارتمهین يبندروش خوشه کي، ما نامهپايان نيدر ادهد. هايي را ارئه ميها روشچالش

 جيرا ينظارتمهین بنديخوشه يهاتمياز الگور يكه برخلاف برخ میدهيارائه م را هیمبر مفا

به طور همزمان  داربرچسب يهامجموعه محدود از داده کيبرچسب و بدون يها، از داده[22][21][20]

                                                      
24 Minkowski 
25 Normal Mutual Information (NMI) 

26 Mean squared error 
27 Entropy 

28 Accuracy 
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 يظارتنمهین يبندخوشه يهااز روش کي چی، هدانش ماوجه به با ت كند.ياستفاده م يبندخوشه نديدر فرآ

كه  را دارد تيمز نيا )نمايش مفهومي( ييبازنما نيد. انكنياسناد استفاده نم يمفهوم شياز نما يفعل

ها آن يهاواژهتكرار وقوع براساس  ماًیسند را مستق يكه بردارها اسناد شينما يهاروش ريبرخلاف سا

هاي اساسي تواند ويژگياين روش مي. دهديخوشه قرار م کيمشترک را در  مید با مفاهاسنا، سازنديم

وان به تاز ديگر مزاياي آن ميثبت كند.  بردار سند يريرپذیبا حفظ تفسهاي متمايز اسناد را و ويژگي

طور همان و اشاره نمودو اطلاعات معنايي غیرخطي بین كلمات هر سند اسناد  ي بیناطلاعات مجاورت حفظ

-با استخراج نیمه نظارتي مفاهیم موجود در متن و خوشه ،نشان داده شده است شاتيآزما بخش كه در

هبود ب يرا به طور قابل توجه يبندخوشه تیفیك هاي مفهوم ساخته شده،مراتبي برداربندي سلسله

 بخشد.يم

-مجموعه از می، با استخراج مفاهبه فضاي برداري دادگانمجموعه متون  موجود دركلمات  يهیپس از تعب

بر  شده و اسناد ييشناسا اسناددهنده تشكیل ياجزا اين مفاهیم به عنوان تولید شده، كلمات بردارِ ي

در  )بردارهاي مفهومي اسناد( اسناد شينما نيشوند. ايداده م شينما ها )مفاهیم مستخرج(آناساس 

 ياهتواند به صورت دلخواه از دادهيم يشنهادید. روش پنشوياستفاده م ينظارتمهین يبندخوشه نديفرآ

 ييكند. اگرچه بازنما استفادهاسناد  يبندمرحله خوشه ايم اهیدر مرحله استخراج مف رچسبب يدارا

 شده مانجا ينظارتمهین يبندخوشه نهیاز مطالعات خارج از زم يتوسط برخ اًسابق میاسناد بر اساس مفاه

. میدهياسناد ارائه م نمايش و بازنمايي يرا برا ينظارت مهین میمفاه ديجد دهي، ما اامهنپايان ني، در ااست

ا هكلاس داده يآنها با برچسب ها يو همخوان متون مجموعه ييمعنا يهالفهونظارت شده، م مهین میمفاه

 اتیعه عملاز مجمو تريو شفاف تر قیو درک عم است تفسیرقابل  يشنهادیمدل پآورند. يرا به دست م

از  يمجموعه اعنوان  هباز آنجايي كه اسناد ، نيعلاوه بر ا كند. ياستدلال را فراهم م يبراصورت گرفته 
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-چسببر و تناظر با اسناد دهندهتشكیل ييمعنا ياز اجزا ي، درک شهودشوندبیان مي داربرچسب میمفاه

 يبدون برچسب برا شده ، اسنادِ رتنظا مهین يبندشود. در مرحله خوشهيها حاصل مآن هاي متناظر

 شهمراكز خوتر قیدق نییتع يبرا ببرچس ياز اسناد دارا يها و تعداد كمخوشه يساختار كل ييشناسا

 د.نشوياستفاده م

 متني گانرا با استفاده از دو مجموعه داد يشنهادیجامع از روش پ يابيارز کي هاي پايانيدر بخش ما

 يندبطبقهدقت و  يبندخوشهكیفیت هر دو جنبه  دررا  يشنهادیو روش پ میدهيشناخته شده انجام م

 يشنهادیدهد كه روش پينشان م هايابيارز جي. نتامیكنيم سهيمقا جديدو  كلاسیک تميالگور نيچند اب

 است.ي اسناد نظارتمهین يخوشه بند گذشته يهانسبت به روش يتوجه ابلق يبرتر يدارا

 است: ريبه شرح ز نامهنپايا نيا ياصل مشاركت

 اسناد. يمفهوم شيبر اساس نما اسنادي نظارتمهین يبندخوشه ديجدروش  کي شنهادیپ •

 اياستخراج مفهوم  فرآيند در داراز اسناد برچسب يمجموعه محدوداستفاده كه شامل  ييهاروش ارائه •

 اسناد است. يبندخوشه حلهدر مر

 اسناد. نمايش يبرا ينظارتمهین میمفاه رويكرد جديدارائه  •

و  يبندخوشه هايكاربردبر اساس  يشنهادیپ يهاروش لیو تحل هيتجز يجامع برا يابيانجام ارز •

 .اسناد يبندطبقه
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 نامهساختار پایان 1-4

 پردازش متن وپیشمربوط به  گذشته، مطالعات فصل دومدر  :باشدمي مقابلبه شرح  نامهادامه پايان

ي نظارتمهین يخوشه بند جديد . روششوديمرور م اسناد ينظارتمهین يبندسند و خوشه نمايش

 زمايشاتآ قیدق لیو تحل هيتجز ،يتجرب جينتافصل چهارم به . گرددميارائه  فصل سومما در  يشنهادیپ

 دهپیشنهادي آين ها و كارهايگیرينتیجه، تي. در نهاپردازدمي هابا ساير روش روش پیشنهادي و مقايسه

 .دنشوبیان مي پنجمدر بخش 
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 های گذشتهمروری بر کار:  
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 مقدمه 2-1

بندي اسناد، مطالعاتي را انجام دادند. هاي متفاوت خوشههاي اخیر پژوهشگران بسیاري در زمینهدر سال

یفیت ي نمايش متن نیز بر كبندي، نحوههمانطور كه در فصل گذشته گفته شد، علاوه بر الگورريتم خوشه

هاي مهم ي حاصله نقش بسزايي خواهد داشت. از اين رو در اين فصل، در ابتدا مروري بر روشهاخوشه

 اسناد نظارتيبندي نیمههاي خوشهخواهیم داشت و سپس به الگوريتم اسنادنمايش پردازش متن و پیش

 خواهیم پرداخت. 

 پیش پردازش متن 2-2

لیات مختلفي براي پاكسازي متون و تبديل عمبندي يا يادگیري ماشین، قبل از هرگونه فرآيند خوشه

پردازش متون براي پیش هاي گوناگوني كه. روشگرددانجام ميها به فرمت قابل درک براي ماشین آن

 :باشندبه شرح ذيل ميد، نشواستفاده مي

 30موجود در متن به حروف كوچک 29تبديل كردن تمامي حروف بزرگ .1

 حذف كامل اعداد از متونتبديل كردن اعداد به حروف متني و يا  .2

 33و علائم تشخیص 32، علائم لهجه 31حذف كردن علائم نگارشي .3

 هابسط يا گسترش اختصار .4

                                                      
29 Uppercase Letters 
30 Lowercase Letters 

31 Punctuations 
32 Accent Marks 

33 Diacritics 
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 34تصحیح كردن خطاهاي املايي موجود در متن .5

 و يكپارچه كردن متون 35حذف فضاهاي خالي .6

 36اثرحذف كلمات بي .7

 37هاي متنيسازي دادهكانوني .8

 38لماتبندي متون به كلمه يا كجداسازي و قطعه .9

 39يابي كلمات موجود در متنريشه .10

  40گذاري نقش دستوري كلمات موجود در متونبرچسب .11

 موجود در متون 42يا تجزيه سطحي جملات 41روش تقطیع .12

 هاي متنيدر داده 43دارهاي اسمبازشناسي موجوديت .13

 در متون 44اتفاقاستخراج عبارات هم .14

ه ب« جداسازي كلمات»متني خواهیم پرداخت. هاي پردازشدر اينجا به توضیح برخي از مهمترين پیش

شود. كلمات، تجزيه مي 45شود كه در آن يک متن به واحدهاي كوچكتري به نام توكنروشي اطلاق مي

شوند. نیاز هاي متن هستند كه با نام توكن شناخته ميي واحدعلائم نگارشي، اعداد و غیره از مجموعه

                                                      
34 Spell Correction 

35 Whitespaces 
36 Stopwords Elimination 

37 Text Canonicalization 
38 Tokenization 

39 Stemming 
40 Part Of Speech tagging | POS Tagging 

41 Chunking 
42 Shallow Parsing 

43 Named Entity Recognition 
44 Callocation 

45 Token 
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دهنده آن شناسايي و جداسازي داري، واحدهاي تشكیلاست براي نمايش متن به صورت عددي و بر

 شوند.

وند. شكلماتي در متن را گويند كه به كراّت در تمام متون ديده مي« كلمات توقف»يا « اثربيكلمات »

ند. گیربراي مثال حروف اضافه در زبان انگلیسي و كلمات ربط در زبان فارسي در اين مجموعه قرار مي

ندي بلمات بار معنايي و محتوايي خاصي ندارند و متمايز كننده خوبي براي خوشهاز آنجايي كه اين ك

 د. باشبندي و يادگیري توسط ماشین امري ضروري ميروند، حذف آنها قبل از خوشهشمار نمياسناد به

خود  ايشود كه در آن كلمات موجود در متن به شكل ريشهبه فرآيندي گفته مي« يابي كلماتريشه»

است.  ”Process“ي در زبان انگلیسي از ريشه ”Processing“ي گردند. به عنوان مثال كلمهميباز

كنند. را اجرا مي Lemmatizationو يا  46ابيواژهبنُيكي از دو عملیات  يابي معمولاهاي ريشهگوريتمال

شوند اما در مي از انتهاي كلمات حذف "48مورفولوژيک"و  "47عطفي"هاي بخش ابيواژهبنُدر عملیات 

مجموعه "شوند بلكه از بخش هاي موفولوژيک و عطفي كلمات حذف نمي Lemmatizationعملیات 

 .شودبه منظور يافتن ريشه كلمات استفاده مي "49دادگان دانش لغوي

در متن، الگوريتم ديگري است كه در آن بر اساس محتواي متن « گذاري نقش دستوري كلماتبرچسب»

دستوري )صفت، قید، فعل، فاعل، مفعول و غیره( هر كلمه تشكیل دهنده متن تعیین و جمله، نقش 

هاي زبان طبیعي است كه در آن كلماتي كه نقش پردازشروش ديگري از پیش« تقطیع»شود. مي

هاي زباني مشخص شده است را به واحد« گذاري نقش دستوريبرچسب»دستوري آنها در متون توسط 

                                                      
46 Stemming 

47 Inflectional 
48 Morphological 

49 Lexical Knowledge Base 
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توان كند. در اين صورت است كه ميهاي فعلي و غیره( وصل ميهاي اسمي، گروههمرتبه بالاتر )گرو

 ساختار درختي جملات متون را رسم كرد و نمايش داد.

هاي موجود در متن را به هايي هستند كه موجوديتالگوريتم« دارهاي اسمبازشناسي موجوديت»روش 

ا هدهند. مزيت اين الگوريتم، نام اشیا( نسبت مياشخاص ها، ناماي )نام مكانشدهتعیینهاي از پیشدسته

توان در آينده از اين باشند و ميدر اين است كه مفاهیم موجود در متن به راحتي قابل دريافت مي

 مفاهیم براي نمايش اسناد استفاده كرد. 

ب با كاربرد و نوع شده استفاده نشود و متناسهاي ذكر ممكن است در يک مجموعه دادگان از تمام روش

پردازش متن به منظور ايجاد ساختاري مناسب اطلاعات مستخرج مورد نیاز، از يک يا چند روش پیش

اي ههاي مورد نیاز، توكنپردازشهاي عددي بهره برده شود. پس از اعمال پیشبراي تبديل متن به بردار

 گیرند. قرار مي متن مورد استفاده بازنماييهاي بدست آمده براي ايجاد بردار

 نمایش اسناد 2-3

 One-hotکدگذاری  

-Oneها كدگذاري به صورت بردار ترين روشيكي از سادهراي نمايش اسناد و متون به صورت عددي، ب

hot [28] باشد. در اين روش، بردار كلمه به صورت برداري از اوزان )مقادير عددي( نمايش داده مي

براي  نامه خواهد بود.كلمه در مجموعه تمام كلمات لغتشود كه هر درايه از اين بردار نمايانگر يک مي

مونه براي ن شوند.ميهاي بردار صفر يک خواهد بود و مابقي درايه در بردار هر كلمه نیز تنها درايه مربوطه

شود، بردار كلمه ديده مي (1-2) شكلكلمه است. همانطور كه در  5نامه تنها شامل فرض كنید لغت

 گیرد.در جايگاه كلمه مورد نظر عدد يک و مابقي عدد صفر قرار ميداراي پنج درايه و 
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 کلمه شینما یبرا one-hot یکدگذار. 1-2شکل 

دهنده متون به بردار كلي هاي تشكیلتوان با جمع كردن بردارهر كلمه، مي One-hotپس از ايجاد بردار 

اين روش نمايش  .شودتشريح مي 2-2-2بخش كه تحت عنوان روشي ديگر در  متن دست پیدا كرد

یچیدگي محاسباتي زيادي خواهد طول و پ، ه استنامه وابستمتن به دلیل آنكه به تعداد كلمات لغت

 رسد.روش مناسبي به نظر نمي و داشت

 (Bag-of-Wordsروش کیسه کلمات ) 

 [30] [29] اندكرده هیتك بر كلمات يمبتن يهااسناد اغلب به روش ييبازنما يهاروش نيترمتداول

ها دهه يشود. برايسند نشان داده م کيكلمات در  عيبا تعداد وقا سند اساساً کيها ، كه در آن[31]

 يكي. [34] [33] [32] ثر استوم يمختلف متن كاو يهابردروش در حل كار نيثابت شده است كه ا

 بردار سند نشان يژگيهر و رايز ،است يبصر ریقابل تفس يسند يبردارها دیآن تول ياصل يايمزااز 

 يقابل فهم، بردارها يهايژگيو اينبا توجه به د است. اسنمجموعه اكلمه خاص در  کيدهنده وقوع 

-2) كلش. اگر دو سند از باشندمي ریقابل تفس يراحتاند بهشده دیكلمات تولكیسه كرديكه از رو يسند

 سهيقاو م میها را با مشاهده مستقتشابه آن لیتوان دلي، مدنوان اسناد مشابه محاسبه شده باشبه عن (2

عداد كه ت نيا لیتوان به دليدو بردار سند را م ني، اداد. به عنوان مثال حیبردار سند توض ره يهايژگيو

 تواني، مجهیمشابه دانست. در نت نزديک هستند، Piresو  Arsenal  ،Legend  ،Robertتكرار كلمات 
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ث فوتبال خاص بح میاز ت كنيباز کيهر دو در مورد  راي، زتندمشابه هسدو بردار سند  نيكه اپذيرفت 

 كنند.يم

 

 [18] کلمات سهیک کردیشده توسط رو دیبردار اسناد تول.2-2شکل 

اشد. با ساز بتواند مشكلي، مباشد اديز اریكه تعداد اسناد ارائه شده بس ي، هنگامكلمات سهیك كرديرو

 شيافزا يعیبه طور طب زیمنحصر به فرد در كل مجموعه اسناد ن مات، تعداد كلاسناد تعداد شيافزا

واهد بود. بزرگ خ زیها ن، بلكه ابعاد آندشونيم تنکشده نه تنها  دیسند تول ي، بردارهاجهی. در نتابدييم

مجاورت  شيدر نما فاصله و شباهت رايج يارهای، معابدي شيد افزاسن يبردارها تنكيهرچه ابعاد و 

كند كه تمام كلمات موجود در يفرض م كلمات كیسه ، روشبعلاوه شوند.ياثر م ياسناد ب نیبمناسب 

اطلاعات  معمولاها 50زيرنامها و انواع مختلف كلمات مانند مترادف ،حال نياسناد مستقل هستند. با ا

 حاسبهمدر  ينامطلوب ریثات ،كلمات استقلالفرض  ني، انيكنند. بنابرايم فیتوص مشابه را در سند

ر توانند ديكلمات مكیسه  كرديرو باساخته شده  متنِ پردازش ي، مدل هاجهیدارد. در نت اسنادمجاورت 

                                                      
50 Hypernym 
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-کیه تكنچناموفق باشند. اگرو  تُنُک ،ابعاد بالا با سند يبردارها نیمناسب ب گیري فاصله و شباهتاندازه

 ازكلمات را  سهیك كرديرو يذات يريپذریها تفسروش نيا اما ،وجود دارد [35] مختلف كاهش ابعاد يها

و  [36] (LSA) 51نهفته ييمعنا لیو تحل هي، مانند تجزمتن بازنمايي يهااز روش يبرخ دهند.يدست م

مقدار  هيدهند. بر اساس تجزيرا كاهش مبردار سند ، ابعاد [37] (LDA) 52لهكيريپنهان د صیتخص

با  و متراكمبردار  کيرا به  كلمات سيها ماترروش ني، اكلمات سيماتر يآمار لیو تحل هيمنفرد و تجز

 سيكنند، اما ماتريعمل م كلماتكیسهها به مراتب بهتر از روش روش نيد. اگرچه اندهيم لیكم تقلبعد 

  ناكام هستند. كلمات انیم يخطریغ ييدهند و در كشف روابط معنايكاهش م يخط يرا در فضا

  53روش تعبیه کلمات 

است كه در آن  يعیزبان در پردازش زبان طب يسازمدل يهاکیاز تكن يامجموعه [38]كلمه  يهیتعب

، هاکینتك نياز ا يكيكم حجم و متراكم ثبت كرد.  يبردار يفضا کيكلمات را در  ييتوان روابط معنايم

مشابه  موضوعاتكه در  يفرض استوار است كه كلمات و اصطلاحات نيبر ا Word2Vec [39]روش 

 هيلادو يعصب يشبكه کيشامل  Skip-Gram [40]شده  هیدارند. مدل تعب يمشابه ي، معانوجود دارند

د. شوياستفاده م يچند بعد يبردار يفضا کيمجموعه متن بزرگ خام به  کي ليتبد ياست كه برا

استخراج شده از  ،بردار منحصر به فرد کيهر كلمه را با  Word2Vec، داستیهمانطور كه از نام آن پ

ز برنامه ا ياریكند. بسيم حفظلمات را كبین  ييشباهت معنا میزاندهد كه ي، نشان ميوزن شبكه عصب

وش آنها ر نياز مشهورتر يكيكنند. ياستفاده م دهيكلمه از قبل آموزش د يهیاز تعب يواقع يایدن يها

 راتیی، اما بدون تغكلمه است شيروش نما کي Word2Vecاگرچه  .[41]است  Word2Vec نیانگیم

                                                      
51 Latent Semantic Analysis 
52 Latent Dirichlet Allocation 

53 Word Embedding 
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را قبل  Word2Vec، ما ابتدا ني. بنابراابدياسناد گسترش  ييبازنما روشي براي تواند بهيم يقابل توجه

 كرد. میخواه تشريح ،Doc2Vec بر يسند مبتن بازنماييبحث در مورد  از

Word2Vec رخ مشابه  متون كه در يكند كلماتيم انی، كه باست [36] 54شده عيتوز هیبر فرض يمبتن

 کياز  Word2Vec، فرض ني. بر اساس ا[42] باشندداشته مشابه  يمعنادارند كه  ليتما دهند،مي

 قيطر كند. ازياستفاده م پیوسته يبردار يكلمات در فضا تعبیه و جاسازي يساده برا يعصب يشبكه

-شیاز پبا اندازه  لغزان پنجرهبا استفاده از يک  Word2Vec (Skip-Gram) مدل شبكه وزنآموزش 

  كند.يم ينیبشیزه خاص پرا در اندا يكلمه ورود يهيكلمات همسا ،شدهفيتعر

 معادلاين مقدار است،  𝑉برابر  𝑥 يورود هي، اندازه لانشان داده شده است  (3-2) شكلهمانطور كه در 

منحصر كلمه  کي يورود هياز لا 55. هر گرهباشداسناد ميمجموعه  کيكل كلمات منحصر به فرد در  با

وزن هر گره  ماتريس، كه اساساً 𝐸 سيماتر قيردهد. از طينشان م One-hot يبا رمزگذاررا  به فرد

داده  نمايش ℎ يمخف هيشده و توسط لاهیتعب ي، متن كلمه وروداست 56يخفملايه به هر گره  يورود

شده است. بردار هیتعب يو فضا بردارهاي كلمهابعاد  انگریب 𝑑 مخفي ي، تعداد گره هاجهینتشود. دريم

وزن هر  ماتريس  𝑃، كه شوديضرب م 𝑃 سير كلمه متناظر از ماترپس از آن در بردا ℎشده  هیتعبمتن 

 با تابع ياطراف كلمات ورود متن، كلمات  𝑃 قياست. از طر يخروج هيپنهان به هر گره در لا هگر

 يبردارها نیب ضرب خارجيكه هدف آن به حداكثر رساندن  ،شونديم ينیبشیپ Soft-Max سازفعال

ده ش ينیبشیاحتمال پ مقادير ،است. سپس هكلمه حاصل يو بردارها يودشده كلمات ور هیمتن تعب

، اندازه يورود هيشود. همانند لاينشان داده م 𝑦 يخروج هيمقدار هر گره در لا يوسیلهبه كلمههر  يبرا

 يشده واقعاً در اطراف كلمات ورود ينیبشیكلمات پ ايآ نكهيا ياست. با بررس 𝑉 مجددا 𝑦 يخروج هيلا

                                                      
54 Distributed Hypothesis 
55 Node 

56 Hidden Layer 
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)وزن(  ري، مقادBack-Propagationرويكرد  قيشود. از طريم يابيارز ينیبشیپ دقت، خ داده اندر

 شوند.يكلمه به روز م يشده و بردارهاهیتعب يبردارها

 

 Word2Vec (Skip-Gram) [18] یعصب یمدل شبکه یمعمار. 3-2شکل 

 

همانطور كه  شود.ديده مي (4-2)شكل در  Skip-Gramي عصبي توضیحات در مورد آموزش شبكه

تداول م يهاکیتكنفضا  نيدر اتوان ي، مشوندمينشان داده  وستهیشده پهیتعب يفضا کيكلمات در 

 .[45] [44] [43] برد به كار يمختلف متن كاو يحل كارها يرا برا يو داده كاو نیماش يریادگي

 



25 

 

 

 Skip-Gram [18] یعصب یآموزش شبکه. 4-2شکل 

 

 t-sne [18]شده با استفاده از  هیتعب یفضا. 5-2شکل 

 شده مصور t-sne [46]دهد كه توسط يرا نشان م ياشدهتعبیه يافض نیاز چن ينمونه ا (5-2) شكل

فوتبال  نانكي، نام بازبال سیب كنانيدهنده نام بازشده است كه نشان هیتعب ي، كلماتشكل نياست. در ا
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 يا معان، كلمات بارندقرار د گريكدي يكيمشابه در نزد يكه كلمات با معان ي. در حالباشدميو نام كشورها 

 نُكيتُ، كه در آن بعد و كلماتكیسه با روش  سهي. در مقااندگرفتهقرار  رگيكديمختلف در فاصله دور از 

 يساخت بردارها يبرا Word2Vecتوان از مدل  ي، مابدي شيافزا يتواند به طور قابل توجه يبردار سند م

 سند متراكم با ابعاد مناسب استفاده كرد. 

 Doc2Vecروش  

است كه  نياست. تنها تفاوت در ا كساني Word2Vecبا  Doc2Vecدر  يو آموزش شبكه عصب يمعمار

 کي، اسناد با  Word2Vecاند. مشابه كلمات در مدل در شبكه گنجانده شدهبه عنوان ورودي  زیاسناد ن

 پیوسته يفضا کيشده در  هیتعب سيماتر کي قيشوند و از طرينشان داده م One-hot يكدگذار

 يشده برا هیتعب سيماتر کي 𝐸1، نشان داده شده است (6-2) شكلشوند. همانطور كه در يم يزجاسا

 .استكلمات  يرا برا هیتعب سيماتر کي 𝐸2كه  ي، در حالدهدياسناد را نشان م

 

 Doc2Vec [18]مدل  یمعمار. 6-2شکل 
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، و از روش اسناد موثر است يبندو طبقه يبندخوشهاي هكاربرددر  Doc2Vec بازنماييقدرت 

Word2Vec كلمات  سهید كوچكتر از روش كسن يابعاد بردارها يوقت ي. حت[47] كنديبهتر عمل م

، استداده يرا در خود جا دكلمات و اسنا ياطلاعات متن يبه اندازه كاف Doc2Vec، انتخاب شده باشند

 ييبا وجود قدرت بازنما Doc2Vecكند. مدل يكلمات بهتر عمل مكیسه بر  يمبتن يهااز مدل جهیدر نت

. از آنجا كه هر بردار سند از ستیشده خود ن دیتول سند يدر بردارها يبصر ری، قادر به ارائه تفسموثر

 يرودو يهاگره نیفقط قدرت اتصال ب سند ردارب درايه، هر است دهيآموزش د يعصب يشبكه کي قيطر

 يمحتوا چهاز بردار سند  يژگي، درک آنچه كه هر وجهیدهد. در نتيرا نشان م ي مخفيلايه يهاو گره

ند از س يبندمتن مانند طبقه كاربردمدل  کي، اگر نيدشوار است. بنابرا ،دهد ينشان مرا سند  از يواقع

 يشهود حاتی، در ارائه توضباشد دهيآموزش د Doc2Vec در بازنماييشده  دیسند تول يبردارها نيا

ن مت يي، هدف نهاسند کيخوب از  بازنمايي. داشتن ستیموجود در مدل موفق ن ياتیمنطق عمل يبرا

ب و كس يواقع طیدر مح يمعنادار يامدهایو پ راتیتأث ييبازنما يهاروش نيا نكهيا ي. براستین يكاو

 از متن را ارائه دهد. ياسناد بتواند درک روشن بازنمايياست كه  ي، ضروركار داشته باشند

 های مبتنی بر مفهومروش 

 نهیزم نيدر ا شرفتهیپ از مطالعات ي، برخ. در ادامهشونديارائه م میبر اساس مفاه ، اسنادپژوهش نيدر ا

 Bag-of-Concepts (BoC)ارائه اسناد به نام  يبرا يگريروش د [18]و همكاران  می. كخواهند شدمرور 

را  اسناد میمفاه Word2Vec مدل شده توسط دیكلمات بردار تول يبندبا خوشه BoC. ندكرد شنهادیپ

وش كند. ريم جاديموجود در اسناد ا میا استفاده از فركانس مفاهكند. سپس بردار سند را بيم ستخراجا

BoC يراه حل خاص برا کيروش  نياسناد متمركز است. ا بازنماييروش بدون نظارت است كه بر  کي 

 دهد.ياسناد ارائه نم يبندو طبقه يبندمانند خوشه ييهاكاربرد

، كه بطور ندكرد يبر مفهوم معرف ياسناد مبتن ييبازنما يرا برا يديطرح جد [48] همكارانو  يل

آورد و سپس كلمات و عبارات يبدست م يدانش خارج گاهيپا کيرا از  يمناسب يخودكار دانش مفهوم

و  ، درکدانش گاهيپا کيها با استفاده از . آنكندتبديل ميم اهیمف تي بهاحتمالا كردياسناد را با رو

 نیمچنها ه. آنتا براي انسان قابل فهم باشد كننديفراهم مهاي سند یرپذيري بهتري را براي بردارتفس

م را اهیابهام مفتا بتوانند  بندي كردندرا خوشه مشابه يبا معان میمفاه، BoCهدف بهبود الگوريتم  با

 شود.يم يابياسناد ارز يبندطبقه نهیها در زمدهند. روش آن كاهش
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 ياسناد پزشك مصورسازيو  يبندخوشه يرا برا يديبر مفهوم جد يطرح مبتن [49]كاران لو و هم

 نیبه دست آوردن ارتباط ب يبرا يعصب يهاشبكه قياز طر 57مفهوم هیتعبدر اين پژوهش . نددادائهار

 يبندهخوش يتوانند براي، ماندتولید شده میاساس مفاهكه بر سند يشود. بردارهايفرا گرفته م میمفاه

كوتاه استفاده  يهامتن يبندخوشه يمفهوم برا هي، تجز[50] استفاده شوند. در ي اسنادهاعهمجمو

در شبكه  58ييجوامع كلمات معنا ييدهد كه با شناسايرا ارائه م هيروش تجز کيمطالعه  نيشود. ايم

اين  كند.يم دیتول يمفهوم ي، بردارهااستخراج شده از مجموعه متن كوتاه 59يكلمات وزن يهمزمان

  گیرند.بندي متون كوتاه مورد استفاده قرار ميخوشه بردارهاي تولید شده در فرآيند

اده نظارتي استفهاي نمايش متن از رويكرد نیمهلازم به ذكر است كه مطابق با دانش ما، هیچ يک از روش

 ينظارتي مفاهیم با استفاده از تعداد محدودي دادهكنند. از اين رو ايجاد مدلي جهت استخراج نیمهنمي

 واند مفید واقع شود. تدار ميبرچسب

 نظارتیبندی نیمهخوشه 2-4

كه دانش  ييمتداول بدون نظارت در جا يهاروش يبرا ينيگزيبه عنوان جاي نظارتمهین يبندخوشه

. ا كندد پیدبهبو يبندخوشه نديعملكرد فرآتا شود  يبه كار گرفته مها وجود دارد، داده از برچسب يجزئ

 يدر پژوهش ارانو همك باسوشده توسط نظارتمهین يبندخوشه يهامتيالگور يجامع از برخ يبررس کي

 . [51] ارائه شده است

. كنندمياستفاده ي نظارت مهین يبندخوشه ي( برا60)نقشه خودسازمانده SOMاز  [22]دارا و همكاران 

دار اصلي هاي برچسب)دادهها شوند و سپس از همه دادهيم دهيبرچسب ،بدون برچسب يهاابتدا داده

ها آن يشنهادیپروش شود. در ياستفاده م كنندهيبندطبقه مدلآموزش  يبراشده( دهيو برچسب

                                                      
57 Concept Embedding 

58 Semantic Word Communities 
59 Weighted Word Co-occurrence Network 

60 Self-Organizing Map 
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 روش است. باسو و همكاران ازیبرچسب ن دونب يهاداده دهيبه برچسب چه میزانكه  ستیمشخص ن

MCP KMEANS [52] جو و بر جست يمبتن يبندخوشه تمياز دو الگور يبیترككه ، ندداد شنهادیرا پ

دف ه اما تابع، ها را بهبود بخشدن است عملكرد آنممك كرديدو رو نياز ا يبی. اگرچه تركاست شباهت

 EM (NBEM)و  Naive Bayes ياه تمياز الگور يبیبرسد. ترك يمحل مینیمومممكن است به  هانآ

 يهاداده روندي تكراري درمدل  ني. ا[21]است  شده استفاده ي اسنادنظارت مهین يبندشهخو يبرا زین

آموزش مجدد مدل  يخورده براتازه برچسب يهاداده نيكند و از ايم گذاريبدون برچسب را برچسب

مدل ادامه دارد. ژانگ  ييمجدد و آموزش مجدد تا زمان همگرا يگذاربرچسبحلقه  نيكند. اياستفاده م

مراتبي سلسه يبندمتن با استفاده از خوشه يبندطبقه يبرا TESCرا با نام  يروش [23]و همكاران 

خورده و بدون برچسب يهاروش از داده ني، در امرسوم يها. برخلاف روشندتوسعه داد ينظارت مهین

 يمختلف يها از اجزاداده هكند كه مجموعيفرض م TESC روش شود.يبرچسب همزمان استفاده م

ر ابتدا د كند.ياستفاده م متن هامولفه بدست آوردن يبرا يبندخوشه نديفرآ کيه است و از شد لیتشك

بندي سلسه مراتبي شوند، سپس الگوريتم خوشهها به عنوان يک خوشه در نظر گرفته ميتمام داده

بد ياميمه كند. حلقه تا زماني اداها ادغام ميها را طي يک حلقه بر اساس برچسب آنترين خوشهنزديک

دهنده متن با اين روش استخراج ي بدون پیمايشي باقي نمانده باشد. اجزاي تشكیلكه ديگر خوشه

بیني برچسب براي داده هاي بدون برچسب مورد استفاده بندي متن و پیششوند و در فرآيند طبقهمي

ي بدون تعداد كمي داده باشند وهاي آموزش داراي برچسب ميهدر اين روش اكثر دادرند. یگقرار مي

  شود.ها استفاده ميبرچسب براي تنظیم خوشه

 61یريگفاكتور ينظارت شده برا مهیروش ن کي، ينظارت هايدادهاسناد با  يبندبهبود عملكرد خوشه يبرا

 تيورت دو مجموعه محدودبه ص ياطلاعات نظارت. [53] توسط لو و همكاران ارائه شده است میمفاه

                                                      
61 Factorization 
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مفهوم لحاظ گیري مجازات و پاداش را در فاكتور 62يهاتيمحدودجفت ها آن. شود يارائه م يجفت

ز در هنو ياصل يخوشه در فضا کيبه  ربوطحاصل كند كه نقاط داده م نانیتواند اطم ي، كه مكننديم

دهد كه يرا ارائه م ايات پومجاز زمیمكان کياين پژوهش  شده هستند. ليتبد يهمان خوشه در فضا

ه مشابریدهد تا نقاط داده غي، اجازه م، به عنوان مثالكندمي به خوبي عمل يادرون خوشه انسيوار يبرا

 يندبخوشه يساختارهاتوان يم بیترت نيشود. به ا میدورتر از نقاط مشابه ترس ،با همان برچسب خوشه

 دیلمتن با استفاده از تو يبندخوشهاز ، يگريدر مطالعه د .بگیرد ادي متن شينما يرا در فضا يترمعقول

ها با استفاده از داده ي. ساختار ذات[54]اسناد استفاده شده است  يبندطبقه يها براتيخودكار محدود

دهد يمرا امكان  اين يبندخوشه تمي. الگورردیگيقرار م طالعهمورد م يجزئ يبندخوشه تميالگور کي

-تواند در مرحله خوشهيكه مايجاد شود،  link -link/cannot-must يهاتياز محدود يامجموعهكه 

 تميدر الگور ينظارت مهینعامل ها به عنوان تيمحدود ني، ا. سپسنظارت شده استفاده شود مهین يبند

 .دنشوياستفاده م يمراتبلسلهس يبندخوشه

-شهخو الگوريتم. ندكرد نهادشیشده را پ عيتوز ينظارتمهین يبندروش خوشه کي [55]و همكاران  يل

ها خوشه ريزاز  جينتا يآورشده و جمع عيتوز يبندتفاوت كه خوشه ني، با ااست TESC روش همان يبند

از  هاتيمحدود جفت انتخاب يبرا يديروش جد [56] مسعود و همكاراندر پژوهش شود. يم انجام

اسناد ارائه شده است. مجموعه داده توسط  ينظارت مهین يبندخوشه يبرابدون برچسب  يهاداده

شود. از هر خوشه يم میتقس هابه خوشه يگذارگونه اطلاعات برچسب چیو بدون ه I-nice تميالگور

ا ب رهاي با اطلاعات بیشتداده، متراكم يهاگروه نيدر ا شود ويگروه داده متراكم انتخاب م کي، هیاول

-جموعهم لیتشك يشده برا ييشناسا يهاشوند. دادهيم ييشناسا يمحل يچگال نیخماستفاده از روش ت

 د.نشوياستفاده م ينظارت مهین يبنددر خوشهتحت عنوان ناظر  تيمحدود يهااز جفت يا

                                                      
62 Pairwise Constraints 
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تواند عملكرد  ينادرست م يآوردر صورت جمع يد كه دانش قبلنكنيم انیب [57]گان و همكاران 

نمونه  کيبرچسب  ياست كه وقت نيها اروش آن ياصل دهيرا كاهش دهد. ا ينظارت مهین يبندخوشه

دون ب يهانمونه نيكتريو نزد دارنمونه برچسب يهاينیبشی، پاست )نامطمئن( ريسكي داربرچسب

 يلنمودار مح کي جاديبدون نظارت و سپس ا يبندكار با خوشه نيمشابه باشند. ا ديبرچسب همگن با

بدون برچسب انجام  يهانمونه نيكتريشده و نزدزدهبرچسب يهانمونه نیروابط ب يدل سازم يبرا

-هاي خوشههاي ذكر شده، برخي از روشبه منظور مقايسه و رسیدن به درک جامعي از روش شود.يم

 اند.( درج شده1-2ارتي متون به اختصار در جدول )ظنبندي نیمه

 در خوشه بندی اسناد موجود . خلاصه ای از برخی روش های نیمه نظارتی1-2جدول 

 هاچالش مختصر شرح سال نویسندگان

 2002 [22] دارا و همكاران

 ينقشه خودسازمانده برااستفاده از  

-برچسب – ينظارت مهین يبندخوشه

هاي بدون برچسب و گذاري داده

 .هاآموزش مدل با تمامي داده

به  چه میزانكه  ستیمشخص ن

 دونب يهاداده دهيبرچسب

 نیاز است. برچسب

 2003 [52]باسو و همكاران 

 يبندخوشه تمياز دو الگور يبیترك

بتني مبر جستجو و  يمبتن نظارتينیمه

 .شباهتبر 

 مینیمومهدف به  رسیدن تابع

عدم استفاده همزمان از   - يمحل

دار و ي برچسبهر دو نوع داده

 بدون برچسب

 2015 [21]ژانگ و همكاران 

 يهاداده روندي تكراري درمدل  نيا

د كنيم گذاريبدون برچسب را برچسب

خورده تازه برچسب يهاداده نيو از ا

-يآموزش مجدد مدل استفاده م يبرا

 .كند

نیاز به ادامه زمان اجراي بالا و 

 آموزش تا همگرايي مدل.

 2015 [23]ژانگ و همكاران 

بندي سلسله مراتبي نیمه خوشه

استفاده همزمان از هر دو   –  نظارتي

 .دار و بدون برچسبي برچسبنوع داده

هاي آموزش داراي اكثر داده

برچسب هستند و فقط از تعداد 

ي بدون برچسب محدودي داده

 كند.استفاده مي

 2016 [53]لو و همكاران 

به صورت دو مجموعه  يت نظارتاطلاعا

ارائه  ي مجازات و پاداشجفت تيمحدود

 .شود يم

دقت پايین و نامشخص بودن 

 .ايعملكرد در واريانس بین خوشه
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 2019 [55]لي و همكاران 
 - شده عيتوز ينظارتمهین يبندخوشه

 .هاخوشه ريزاز  جينتا يآورجمع

 -پیچیدگي محاسباتي و زماني بالا

ه تر نسبت بپايین و كیفیت دقت

 .هاي مشابهروشبندي خوشه

 2019 [56]مسعود و همكاران 

 يهااز داده هاتيمحدود جفت انتخاب

 مهین يبندخوشه يبرابدون برچسب 

 اسناد ينظارت

هاي بدون ايجاد ناظر با اتكا بر داده

عدم قطعیت جفت  - برچسب

 .هاي انتخابيمحدوديت

 

نظارتي بندي نیمههاي خوشهها و معايب اكثر روش( به محدوديت1-2هاي جدول )در ستون چالش

 موجودهاي است، اما با توجه به دانش ما ذكر اين نكته ضروري است كه هیچ يک از روشپرداخته شده 

رند ببهره نمي براي نمايش اسناد از بازنمايي مفهومي و مدلسازي مفهوم ،نظارتي اسنادبندي نیمهخوشه

 ن كرد.هاي ذكر شده بیاعنوان يک چالش اساسي براي تمامي روشتوان بها ميراين امر در نتیجه و 

 بندیجمع 2-5

ه اسناد بنیمه نظارتي بندي هاي بازنمايي اسناد و همینطور رويكردهاي سابق خوشهدر اين فصل روش

ها و تحقیقات مرور شده در اين فصل، نیاز به روشي همراه مزايا و معیاب ذكر شدند. با مطالعه روش

 هاديشود. روش پیشنناد احساس مينظارتي مبتني بر بازنمايي مفهومي اسبندي نیمهجديد براي خوشه

بندي هخوش هاي پیشینروش معايببه منظور غلبه بر  شود،اين تحقیق كه در فصل بعدي بسط داده مي

به برچسب و بدون برچسب  يدارا ياز داده ها نیهمچن روش پیشنهادي مااگرچه . شودمتون ارائه مي

، TESCمتفاوت است. در روش  TESCمانند  يقبل يكردهاي، اما با رودكنيهمزمان استفاده مصورت 

 يشنهادپی روش در. باشنددار ميها برچسبو اكثر داده هستند برچسب بدون هاداده درصددو  كمتر از

از داده  ياست از تعداد محدود ممكنبرچسب هستند و ها بدوناز داده ي، بخش بزرگما يهايابيو ارز

ها را در داده يگذاربرچسب نهيهز ياوت به طور قابل توجهتف نيبرچسب استفاده شود. ا يدارا يها
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ذكر شده از  ينظارت مهین يبندخوشه يهااز روش ياری، بسدهد. بعلاوهيكاهش م يواقع يهاكاربرد

گذارد. در ب ریتأث يخوشه بند جهیبر نت ياديتا حد ز اندتوي، كه مشونديغافل م اسناد ييمسئله بازنما

 میفاهم رويكرد، ما ينظارتمهین يبنددر خوشهاسناد  مفهومي بازنماييز استفاده از ا ری، به غتحقیق نيا

 .میدهيم شنهادیرا پ ينظارت مهین مفاهیم به صورتاستخراج  قيدار از طربرچسب
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 روش پیشنهادی:  
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 مقدمه 3-1

ا ارائه همفهومي آن نظارتي براي اسناد مبتني بر نمايشبندي نیمهخوشهنوآورانه اين پژوهش يک روش 

ها بقهطشوند، به راحتي مي و استخراج شناساييمتن  مفاهیمبه دلیل آنكه در روش پیشنهادي  د.دهمي

ند باين روش از يک خوشه گیرند.هاي جزئي متن قابل شناسايي و مورد دسترسي قرار ميطبقهو زير

اي هها را با كمک دادهه كلیات خوشهكند كهاي سند استفاده ميمراتبي به منظور يافتن گروهسلسه

ن همچنین يكي از بزرگتري كند.هاي برچسب دار تنظیم ميها را با دادهبدون برچسب و مراكز دقیق خوشه

هاي بدون برچسب دار در مقايسه با تعداد دادهي برچسبگیري از تعداد اندكي دادهمزاياي اين روش بهره

براي درک بهتر و شهودي  آورد.هاي دنیاي واقعي فراهم ميكار با داده باشد كه كاربرد فراواني را درمي

 گردد.روش پیشنهادي، مسئله به صورت مدل رياضي فرموله شده و توضیحات مبسوط ارائه مي

 مدل ریاضی مسئله 

𝐷مجموعه اسناد ورودي كه شود فرض مي = {𝐷𝑙 , 𝐷𝑢} ي اسناد برچسببه مجموعه( دار𝐷𝑙)  بدونو-

ها برچسبتمام يک برچسب متناظر در مجموعه  𝑑دار يک سند برچسب شود.تقسیم مي ( 𝐷𝑢برچسب )

(𝐿 )دارد (𝑙𝑎𝑏𝑒𝑙(𝑑) ∈ 𝐿). تمام كلمات از  اجتماع شده است. لیاز كلمات تشك يهر سند از مجموعه ا

𝐶بندي از اسناد وشهمدل خ کيبه  دنیهدف ما رس شود. ينشان داده م 𝑊 نماد باتمام اسناد  =

 {𝐶1, … , 𝐶𝑚} شرايط زير حاكم باشد: است، كه در آن 

⋃ 𝐶𝑖 = 𝐷1≤𝑖≤𝑚  و  𝐶𝑖 ∩ 𝐶𝑗 = ∅ (1 ≤ 𝑖 ≠ 𝑗 ≤ 𝑚) 
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 کلیات روش پیشنهادی 3-2

فاده از با استبتوان  اي كهنظارتي است، بگونهبندي نیمهي يک الگوريتم خوشههدف از اين پژوهش ارائه

كل شهاي با كیفیتي براي كاربردهاي تحلیل متن دست يافت. دار به خوشهي برچسبي دادهتعداد كم

-شیشده است: پ فیتوص فاز اصليدهد كه در سه يرا نشان م يشنهادیروش پ قیدق نديفرآ (3-1)

هاي متداول براي تبديل پردازش متن از روشي پیشدر مرحله .ياسناد و خوشه بند شي، نماپردازش

راج استخ میاسناد بر اساس مفاه نمايششود. ه بردارهاي عددي حامل اطلاعات با معني استفاده ميمتن ب

شده است و از اسناد نظارتمهین يشنهادیپ يبندخوشه رويكرد .باشدميي اسناد مجموعه متنِشده از 

ا در هاز برچسب میخواهيم ايآ نكهياساس ابر .بردميبهره  بنديخوشه تیفیدار جهت بهبود كبرچسب

 يشنهادیدو روش پ شود.يم شنهادی، دو روش پمیاستفاده كن اسناد يبندخوشه فازدر  اي اسناد شينما فاز

 SSClusEبا رنگ قرمز و  SSConE 63: است ارائه شده( 1-3)شكل  در پژوهش در دو رنگ مختلف نيدر ا

اسناد ، (SSConE) اول روشدر  .استمشخص شده  اهیدو با رنگ س ني. مراحل مشترک ايبا رنگ آب 64

 نظارت مهیاستخراج ن كردي، كه منجر به رواستفاده كرد 65مفهوم يسازتوان در مدليرا م داربرچسب

اسناد استفاده  يبندخوشهفاز در  داراسناد برچسب، (SSClusE) دوم روشدر  شود.يم مفهومشده 

، هر دو روش وجود نيبا ا شوند.يم ي اسنادهاهخوشنظارتي هنیماستخراج  كرديشوند و منجر به رويم

 فیرا كه در توص ييمجموعه نمادها (1-3) جدول دهند.ياز اسناد را ارائه م يبندمدل خوشه کي

 از روش فاز اصلي، سه ادامه اين فصلدهد. در يارائه م، است دهاستفاده ش و روش پیشنهادي تميالگور

  .شودمي تشريحبه طور مفصل  بندي اسنادو خوشهپردازش، نمايش يعني پیش يشنهادیپ

                                                      
63 Semi-Supervised Concept Extraction 
64 Semi-Supervised Cluster Extraction 
65 Concept Modeling 
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 یشنهادیپ های مورد استفاده در روش های نماد حاتیتوض. 1-3جدول 

 توضیحات نماد ها

𝑑 , 𝐷 ي اسناد، يک سندمجموعه 

 𝐷𝑢 , 𝐷𝑙 برچسبدار، بدوني اسناد برچسبمجموعه 

𝑑𝑖
⃗⃗  ⃗

𝑗
, 𝑑𝑖
⃗⃗  از بردار سند ءامین جز𝑑𝑖 ، 𝑗بردار مفهوم سند  ⃗ 

𝑙 , 𝐿 ها، يک برچسبي برچسبمجموعه 

𝑤 ,𝑊 ي لغات متون، يک لغتمجموعه 

𝑊𝑙 دارلغات برچسب يک مجموعه 

𝑇𝑖 , 𝑇 ي مفاهیم، يک مفهوممجموعه 

𝐶𝑖 , 𝐶 ک خوشهها، يي خوشهمجموعه 

𝑛, 𝑚, 𝑧 اسنادتعداد  ها،خوشهتعداد  م،یمفاه تعداد 

𝑖, 𝑗 , 𝑘 هاي الگوريتماستفاده شده در شمارش حلقه 
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 اسناد.  نظارتیمهین بندیخوشه یشنهادیروش پ یکل ندیفرا. 1-3شکل 
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 دیهای اصلی روش پیشنهاجزئیات فاز 3-3

 پردازشفاز پیش 

هاي متداولي از جمله تبديل حروف بزرگ به حروف كوچک، حذف كامل اعداد و پردازشدر ابتدا، پیش

اثر بر روي هاي غیرمجاز، حذف علائم نگارشي و لهجه، حذف فضاهاي خالي و حذف كلمات بينشانه

 ها(توكنكلمات )ات جداسازي پس از اين مراحل، عملیشود. ي اسناد انجام ميمتون موجود در مجموعه

نیاز است اين كلمات به بردارهاي عددي قابل فهم براي ماشین تبديل شوند. به   گیرد.متن انجام مي

 Word2Vec [58]از يک مدل تعبیه كلمات  ،با توجه به مزاياي ذكر شده در فصل دومهمین منظور 

 ياين مدل تعبیه كلمات با توجه به جايگاه كلمات در متون، يک شبكه كنیم.براي اين امر استفاده مي

كلمات باشند. كلمات مورد نظر مي هايبردار ي عصبياين شبكههاي كه وزن ،دهدآموزش ميعصبي را 

 در نتیجه هر شوند.ي عصبي وارد ميبه عنوان ورودي به اين مدل شبكه ها()توكن بدست آمده از اسناد

همچنین  شود.شده نمايش داده مي (، با يک بردار در فضاي تعبیه𝑊ي لغات متون )لغت در مجموعه

 كند.ارتباط معنايي بین كلمات را به خوبي حفظ مي ،تعبیه كلماتي مهم اين است كه نكته

به صورت دار، در فاز نمايش اسناد براي مدلسازي مفهومي اگر اسناد برچسب (1-3)شكل با توجه به 

( مورد نیاز 𝑊𝑙دار )ي لغات برچسبمورد استفاده قرار بگیرند، يک مجموعه( SSConE)نظارتي نیمه

ي محدودي از كلماتي كه قدرت متمايزكنندگي بیشتري نسبت به ساير به همین منظور، مجموعه است.

شود، و به صورتي كه در ادامه تشريح مي (𝑊𝑙) شونداستخراج مي (𝐷𝑙دار )اسناد برچسبكلمات دارند، از 

يک مدل كه  (1-3) رابطه TF-IDF لت، از مدگذاري اين كلمابراي برچسب گذاري خواهند شد.برچسب

 ،داربرچسب ي اسنادِبه هر كلمه در مجموعهاين مدل  شود.استفاده مي ،دهي به كلمات متن استوزن



41 

 

را  𝑑در سند  𝑤تعداد رخداد كلمه  𝑡𝑓𝑤,𝑑رابطه  در اين دهد.نسبت مي (1-3)مطابق با رابطه يک وزن 

  باشند.مي 𝑤 يكلمهداري است كه شامل انگر تعداد اسناد برچسببی 𝑑𝑓𝑤دهد و نشان مي

𝑇𝐹 − 𝐼𝐷𝐹(𝑤, 𝑑)  =  𝑡𝑓𝑤,𝑑 × log(
|𝐷𝑙|

𝑑𝑓𝑤
) (3-1)  

 

ند و گرددار انتخاب ميكلمات با بیشترين وزن از بین تمام كلمات اسناد برچسب محدود ييک مجموعه

ح براي سادگي توضی شوند.دهي ميبرچسببا برچسب آن سند اند، دهرخ دامطابق با آنكه در كدام سند 

𝑊𝑙شوند كه در اين صورت نمايش داده مي 𝑊𝑢با  برچسب ي لغات بدونالگوريتم، مجموعه ∪ 𝑊𝑢 =

𝑊 .  فاده شده است نظارت مهین به صورت ماهیاستخراج مف يبرا شينما فازكلمات برچسب خورده بعداً در

 وند.ش يم

 اسناد فاز نمایش 

نمايش، ما در ابتدا يک ي اسناد است. در فاز نمايش اسناد بر اساس مفاهیم استخراج شده از مجموعه

𝑇ي مفاهیم مجموعه =  {𝑇1, … , 𝑇𝑧} كلماتي را از مجموعه 𝑊 بدين ترتیب كه هر  كنیم.استخراج مي

𝑇𝑖ده است، يعني فردي از كلمات تشكیل شصربهي منحمفهوم از مجموعه ∩ 𝑇𝑗 = ∅ (1 ≤ 𝑖 ≠ 𝑗 ≤

𝑧)  و⋃ 𝑇𝑖 = 𝑊1≤𝑖≤𝑧  .در مجموعه  يبندخوشه تميالگور کي ياستخراج مفهوم شامل اجرا يروش كل

ه همانطور ك مفهوم هستند. کي انگريخوشه است كه هركدام نما نيآن به چند میتقس يبرا 𝑊كلمات 

 .بدون نظارت استخراج شوند ايي نظارتمهین رويكرد کين است در ممك میمفاه، داده شد حیدر ادامه توض

با  𝑑نیاز است. پس از ايجاد مفاهیم، هر سند  𝑊𝑙خورده ي كلمات برچسبدر رويكرد اول، به مجموعه

 شود.نمايش داده مي  𝑑يک بردار مفاهیم 
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 نظارتی مفاهیماستخراج نیمه 3-3-2-1

𝑊𝑙شده را در مجموعه كلمات  نظارت مهین يخوشه بند تميالگور کيي مفهوم نظارتمهیاستخراج ن ∪

𝑊𝑢 برچسب بر  يدارا، شوديمفهوم در نظر گرفته م کيبه عنوان كه  ههر خوشه حاصل كند. ياجرا م

از  (1)الگوريتم شماره  ينظارتمهین يبندخوشه تميالگور باشد.ميخوشه آن  ياساس كلمات اساس

اسناد ي نظارتمهین يدر خوشه بند در ادامهروش  نی، و هم[23] شده است گرفته الهام TESC تميالگور

 يافتن يبدون برچسب برا يها، دادهيبندخوشه اين رويكرددر  شود.ياستفاده م 2-3-3-3بخش در 

  .گیرنديمقرار استفاده  مورد هاخوشه مراكز میتنظ يبرچسب برا يدارا يهادادهو  يساختار كل

با هدف رسیدن  𝑋ي داده دهد كه بر روي مجموعهنظارتي را نشان ميبندي نیمهروال خوشه (1)الگوريتم 

را  𝑈براي استفاده از يک علامت ثابت، ما يک برچسب ساختگي  است. اجرا شده 𝑃 ي نهاييهابه خوشه

در ابتدا، هر يک از  برچسب باشند.ي داراها دهیم تا تمامي دادههاي بدون برچسب اختصاص ميبه داده

نظر گفته  در 𝑥𝑖برچسب يكسان با مقدار با  𝑆𝑖 كانديد يبه عنوان يک خوشه،  𝑥𝑖نقاط داده ورودي 

ي شود تا در مجموعهمرتبه اجرا مي |𝑋|ي ي اصلي الگوريتم حداقل به اندازهحلقه .(7تا  2)خط شود مي

تر ، دو كانديد نزديکي كانديداز بین تمام جفت خوشه داكثر يک عضو باقي بماند.ح 𝑆هاي كانديد خوشه

𝑆𝑖  و𝑆𝑗 سپس  (.11خط شوند )ي كسینوسي بین مراكزشان( انتخاب مي)دو خوشه با كمترين فاصله

 ندشوها حفظ مي( يا خوشه20تا 16خط شود )اساس برچسب كانديدها، يا يک خوشه جديد ايجاد ميبر

𝑙𝑎𝑏𝑒𝑙(𝑆𝑖)نداشته باشند و  𝑈هاي كانديد برچسب كدام از خوشهاگر هیچ .(15تا  12خط ) ≠

𝑙𝑎𝑏𝑒𝑙(𝑆𝑗) بندي نهاييو به خوشه )عدم ادغام( شونددو خوشه حفظ مي 𝑃 در حالت  گردند.منتقل مي

هاي انتخاب شده خوشه جايگزينكه ، 𝑆𝑘شوند ي كانديد به يک خوشه جديد ادغام ميديگر، دو خوشه

 ،برچسب يكساني داشته باشند ي كانديد انتخاب شدهدو خوشهاگر  د.شوي كانديد ميدر مجموعه

 𝑈هاي كانديد برچسب اگر يكي از خوشهيا  ها يكسان است،( با برچسب آن𝑆𝑘برچسب خوشه جديد )
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 نباشد. 𝑈برچسبش خواهد بود كه  ي كانديديخوشهبرابر با برچسب داشته باشد، برچسب خوشه جديد 

هاي نهايي با كمتر از سه خوشه شود.يتكرار م كانديد يهابا انتخاب جفت خوشه در هر مرحله تميالگور

و مفاهیم  گیرندميهاي نهايي برچسب خود را خوشه .(24)خط  گردندعضو، به عنوان نويز حذف مي

شود و به شكل يم نییتع يبندخوشه تمي( توسط الگور𝑚شه ها )تعداد خو دهند.دار را نشان ميبرچسب

 يطول بردارها جهی( و در نت𝑧) میتعداد مفاهدر اين رويكرد رو نياز ا دارد. يبستگ يورود يهاو تعداد داده

بندي خوشهي كار الگوريتم براي روشن شدن نحوه .است رینشده و متغ نییتع شی( از پ| 𝑑|سند )

هاي آبي از داده دهد.نشان مينقطه داده  12را بر روي الگوريتم اجرا  مراحل (2-3)شكل  ينظارتنیمه

 باشند.هاي سبز بدون برچسب ميهاي قرمز از كلاس دوم و دادهكلاس اول، داده

 

 هاداده یو مراحل خوشه بندشماره یک  تمیمثال از الگور. 2-3شکل 
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. در مرحله الف( 2-3) شكلشوند در مرحله اول دو نزديكترين داده شناسايي و در يک خوشه ادغام مي

ي ايجاد شده كمترين فاصله را با يک داده بدون برچسب ديگر دارد، پس اين سه داده بعد همان خوشه

ها، يک فواصل بین خوشه در مرحله سوم با توجه به .(ب 2-3شكل )گیرند در يک خوشه جديد قرار مي

هاي زياد همانطور ي پاياني، بعد از تكرار. در مرحله(ج 2-3شكل )شود ي جديد ديگر ايجاد ميخوشه

 گیرند.جاي مي (د 2-3شكل )خوشه مطابق با  3نقطه داده در  12كه در اشكال الف تا ج نشان داده شد، 

، ستا  𝑂(|𝑊|3)ي نظارتمهین يخوشه بند متيالگور يدگیچیبزرگ است و پ 𝑊از آنجا كه مجموعه 

 شوند. خلاصه میقبل از استخراج مفاه ياریبه صورت اختتوانند ميكلمات  ،زماني يدگیچیكاهش پ يبرا

-بخش خلاصهشود )ياستفاده م 𝑊 يبندخوشه يبرا [59] 66كامینز كروي ي، خوشه بندمنظور نيا يبرا

 شونديم يبررس شتریحاصل ب يهاخوشه ،بندياز خوشه پس .((1-3) در شكل كلماتاختیاري سازي 

 شكستههاي خالص كوچكتر تک برچسبي چندين برچسب باشد، به خوشهاي كه شامل تا هر خوشه

ها به عنوان شوند و اين خوشهدهي ميمراكز خوشه مطابق با اعضاي آن خوشه محاسبه و برچسب شود.

 .(3-3شكل ) دنشونظارتي بكار گرفته ميبندي نیمهجديد براي ورودي خوشه 67خوردهشبه كلمه لیبل

 

 

 

 

 

                                                      
66 Spherical K-means 

67 Pseudo Labeled Words 

 𝑊ي تمام كلمات مجموعه

كامینز 

 كروي

ي مجموعه

شبه كلمات 

شدهخلاصه  

هاي ناخالصخوشه  

هاي ناخالص شكستن خوشه

هاي كوچكتر خالص به خوشه

لحاظ برچسب از  

 نظارتیمهنی بندورود به خوشه یکلمات برا سازیبخش خلاصه یروال کل. 3-3شکل 
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 آیند خوشه بندی نیمه نظارتیفر. 1الگوریتم 

Input:  

      𝑋 : a set of labeled and unlabeled data 

Output: 

      𝑃 : a set of labeled data clusters 

SSC_Procedure: 

1: // Initialization 

2: Construct a cluster candidate set 𝑆 = {} 

3: For each 𝑥𝑖  ∈  𝑋 

4:  Establish a cluster candidate 𝑆𝑖 using each 𝑥𝑖 and label 𝑆𝑖 with 𝑙𝑥𝑖
 ; 

5:  Set centroid of 𝑆𝑖 as 𝑥𝑖 ; 

6:  𝑆 ←  𝑆𝑖 ; 

7: End for 

8: // Clustering 

9: 𝑛 ← the number of cluster in 𝑆 ; 

10: While 𝑛 > 1  

11:  Find a cluster candidate pair (𝑆𝑖, 𝑆𝑗) in 𝑆, which has the smallest 

distance between centroids among all the possible  cluster candidate 

pairs in 𝑆 ; 

12:  If 𝑆𝑖 and 𝑆𝑗 are all labeled cluster candidates and have different 

cluster labels 

13:   𝑃 ←  𝑆𝑖 and 𝑆𝑗 ; 

14:   Remove 𝑆𝑖 and 𝑆𝑗 from 𝑆 ; 

15:   𝑛 ← 𝑛 − 2 ; 

16:  Else 

17:   Merge 𝑆𝑖 and 𝑆𝑗 into a new cluster candidate 𝑆𝑘 ; 

18:   Remove 𝑆𝑖 and 𝑆𝑗 from 𝑆 ;  

19:   Add 𝑆𝑘 to 𝑆 ; 

20:   𝑛 ← 𝑛 − 1 ; 

21:  End if 

22: End while 

23: // Output 

24: Remove the clusters whose size is smaller than 3 from 𝑃 ;  

25: Output 𝑃 ; 
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 مفاهیم بدون نظارتاستخراج  3-3-2-2

نز بدون نظارت كامی يخوشه بند تمياستفاده نشود، الگور مفاهیمدر استخراج  داربرچسب يهااگر از داده

 يهاشود. خوشهياستفاده م 𝑊 مجموعه كلمات يخوشه بند يبرا ينوسیا استفاده از فاصله كسب كروي

 ويكامینز كرشوند. ياستخراج شده از كلمات در نظر گرفته م بدون برچسبِ  يمیحاصل به عنوان مفاه

 شیپ به مقدار از يبندخوشه فرآيند درتعداد خوشه ها  يبدون نظارت است و برا يبندروش خوشه کي

ابت و ث ي، شماررويكرد نياستخراج شده توسط ا می، تعداد مفاهلیدل نیدارد. به هم ازین ياشده نییتع

 شده دارد.نییتعشیاز پ

 ساخت بردار اسناد 3-3-2-3

سناد ا میبدون نظارت به عنوان مفاه يبندخوشه اي ينظارتمهین يبندشده توسط خوشه جاديا يهاخوشه

 يضاو ف يبندخوشه ييشوند. با توجه به كارايساخته م میمفاه نيسند از ا يشوند و بردارهايمحاسبه م

شوند. در يم يبندخوشه گروه کيمشابه در  ي، كلمات با معناWord2Vecتوسط  دهيآموزش د ييمعنا

 ته خواهد شد. از آنجا كه هر كلمهمفهوم در نظر گرف کياز  ين به عنوان عضوو، هر كلمه در متجهینت

شمار هب نیماش يریادگي يبرنامه ها يمناسب برا تمیزدهنده کيدر متون زيادي تكرار شود،  ممكن است

 بر روي (2-3)رابطه ( CF-IDFمفهوم ) نسمعكوس فركا-فركانس سندرابطه  ني، بنابرا[60] رودنمي

 را از بین ببرد. میمفاه نیكلمات مشترک بسو شود تا اثرات يشده اعمال م دیتول كلمهِ  يبردارها

𝐶𝐹 − 𝐼𝐷𝐹(𝑐𝑖 , 𝑑𝑗 , 𝐷) =  𝐶𝐹(𝑐𝑖 , 𝑑𝑗) × log 
|𝐷|

|𝑑 ∈ 𝐷 ; 𝑐𝑖  ∈  𝐷|
 

𝑤ℎ𝑒𝑟𝑒 (𝑐𝑖 , 𝑑𝑗 , 𝐷) =  (𝐶𝑜𝑛𝑐𝑒𝑝𝑡𝑖 , 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑗 , 𝐶𝑜𝑟𝑝𝑢𝑠) 

(3-2)  

 



47 

 

 ينظارتنیمه متفاوت باشد. در استخراج میمفاه رويكرد استخراج طول بردار سند ممكن است براساس

داده و  يهايژگيود و به وشيم نییتع يبندخوشه تميبه طور خودكار توسط الگور می، تعداد مفاهمفهوم

 دلخواه می، تعداد مفاهمفهوم رتدارد. در استخراج بدون نظا يبرچسب بستگ يدارا يهاساختار داده

در  میمفاه تعداد ریی. اثر تغقابل تعريف است توسط كاربر، با تنظیم تعداد خوشه در كامینز كروياست و 

دهد. يم رییسند را تغ ي، طول بردارهادوم كرديرودر  میتعداد مفاه رییشده است. تغ بررسي نتايج فصل

 .باشدميتحت كنترل كاربر  يمرحله خوشه بند يمحاسبات يها يدگیچیو پ فضا، نيبنابرا

 بندیفاز خوشه 

ند كه دو س رودانتظار ميسند انجام شود.  يخوشه بند بايد و اندسند استخراج شده يبردارهاتا اين فاز 

 ينظارتمهیبه صورت ن میمفاه ايآ نكهيسند مشابه باشند. با توجه به ا يبردارها يمشابه دارا میمفاه يحاو

 يد، خوشه بنشود. در حالت اوليم پیگیري ناداس ي، روند خوشه بندشوند يبدون نظارت استخراج م اي

اد اسن يبند، خوشهكه در مورد دوم ي، در حالشوديبرچسب خورده انجام م میبا استفاده از مفاهاسناد 

 .اندشدهتشريح  به نوبتدو روش  رياست. در ز ازیمورد ن شده نظارت مهینبه صورت 

 دارمبتنی بر مفاهیم برچسباسناد خوشه بندی  3-3-3-1

 متيتوسط الگور میاگر مفاه مفهوم استخراج شده مرتبط است. کيبا   𝑑 در بردار سند يا خانه يهر ورود

با اين وجود  برچسب مربوطه است. يدارا 𝑇𝑗 ، هر مفهومداز مجموعه كلمات استخراج شون ينظارتمهین

هوم برچسب اين مف بندي اسناد را انجام داد.توان فرآيند خوشهبا شناسايي موثرترين مفهوم هر سند مي

براي تعیین موثرترين مفهوم در بردار  شود.درنظر گرفته مي 𝑙𝑎𝑏𝑒𝑙(𝑑) ي سندبه عنوان برچسب خوشه

در اين پژوهش ما سه روش مختلف را ارائه و ارزيابي  .باشدميهاي متفاوتي قابل استفاده رسند، راهكا
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بین سه روش ارائه شده، ترين روش از دقیق قابل درسترسي است. 3-4بخش كنیم كه در ادامه و در مي

 از CF-IDFوزن كل را در بردار  نيشتریكه ب يروش برچسب نيدر ا فرموله شده است. (3-3در رابطه )

  سند اختصاص داده شده است.عنوان برچسب داشته باشد به  𝑑 سند

𝑙𝑎𝑏𝑒𝑙(𝑑)  =  argmax
𝑙

∑ 𝑑𝑗⃗⃗⃗⃗ 

𝑙𝑎𝑏𝑒𝑙(𝑇𝑗)=𝑙

 
(3-3)  

 مفاهیم بدون برچسببندی مبتنی بر خوشه 3-3-3-2

با  ييهاسببرچ می، مجموعه مفاهموعه كلمات بدون نظارت انجام شوداز مج میاگر روند استخراج مفاه

 1 تميوردر الگ بالاتركه  ينظارتمهین يبندخوشه تميالگور قيسند از طر ي، بردارهانيخود ندارند. بنابرا

بردارهاي  با( 𝑋) تميگورال يشوند. وروديم يبندبرچسب خوشه ي، با كمک اسناد داراشده بود يمعرف

⋃ اسناد 𝑑 𝑑∈𝐷 خروجي  و  شوديم مقداردهي (𝑃)همانند قبلخواهد بود اسناد يهاخوشه يمجموعه . ،

از  يهايخوشه تميالگور نياست. ا شدهاختصاص داده 𝑈 يبرچسب ساختگ کيبه اسناد بدون برچسب 

 .باشندمي يبرچسب مناسب يدارا کيكند كه هر يم دیاسناد را تول

 های آزمایشبندی دادهخوشه 

 يترين خوشههاي آزمايش به نزديکدادهصورت گرفت،  هاي آموزشبندي بر روي دادهپس از آنكه خوشه

اكز با تمامي مر ونآزم داده ي كسینوسي بردار سندشوند. به آن صورت كه فاصلهداده مي انتسابممكن 

 سپس شود وشود. ماتريس به صورت صعودي مرتب ميها محاسبه شده و در ماتريسي ذخیره ميخوشه

ي آن داده عنوان خوشهاي با كمترين فاصله به داده آزمايش است، بهخانه اول آن كه نشان دهنده خوشه

 شود. انتخاب مي
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 بندیجمع 3-4

را شامل  يمتعدد ياي، مزااندشده يمعرف پژوهش نيكه در ااسناد  ينظارتمهین يبندهر دو روش خوشه

. ستندیات نكلم نیب يخطریغ ييمتن قادر به حفظ روابط معنا ييبازنما کیكلاس يشوند. روش هايم

و  و قابل درک يبصر Doc2Vecمانند  ریاخ يشنهادهایاز پ يشده توسط برخ دیسند تول يبردارها

ات را حفظ كلم نیب يخطریغ يينه تنها روابط معنا نامهپايان نياتخاذ شده در ا كردي. روستندین تفسیر

دار است. برخور زین ييبالا يتو شهود ری، از تفساسناد در مجموعه میاستخراج مفاه لیكند بلكه به دليم

 هاهشاخ ريتواند ز يم میتعداد مفاه شي، افزاكننديمتن را جدا مدهنده تشكیل ياجزا میاز آنجا كه مفاه

دار ببرچس دادهتعداد كمي به  تمي. از آنجا كه الگوركشف كند اسنادبراي  را هاي بیشتريو زيركلاس

ند مان ييهاكاربرد، در اساس نيا . برخواهد بود نيیاسناد پا يگذاربرچسب نهي، سربار و هزدارد اجیاحت

 يروش م نيا، هستند برچسبها بدون از داده ياديز ريكه مقاد ياجتماع يهاشبكه لیو تحل هيتجز

 ياهروشن است و خوشه يبندخوشه ندي، منطق فرآدرپايان. خوبي بجاي بگذارد يو نتیجه كاراييتواند 

 هستند. سیر و توضیحتفحاصل از آن قابل 
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 : نتایج و ارزیابی 
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 مقدمه 4-1

همانطور كه در فصل گذشته ذكر  .شوديم انیب يشنهادیپ روش يبرا يسازادهیپ اتیجزئ فصل نيا در

رد هر عملك باشد.بندي اسناد ميپردازش، نمايش و خوشهشد، روش پیشنهادي شامل سه فاز اصلي پیش

شده موثر است. از اين رو بايد آزمايشاتي جامع و كامل براي بررسي نجامبندي افاز در خروجي خوشه

پرداخته  در اين پژوهش ي استفاده شدههاي دادهابتدا به پايگاه صورت پذيرد.عوامل موثر در خروجي 

ها توضیحات كاملي ارائه معیارهاي ارزيابي، آزمايشات و نتايج آنمدل ارزيابي، سپس براي  ،شودمي

 شد.خواهد 

 يندبو دقت طبقه يبندخوشه تیفیدر هر دو جنبه ك يشنهادیعملكرد روش پ نییتع يبرا يشاتيآزما

و  SSConE عناوين اختصاريبه  يشنهادیپي نظارت مهین يبندخوشه يكردهايشود. رويانجام م

SSClusE اند.شده يگذاربرچسب هاو نمودار شاتيدر آزما SSConE ورت صروشي است كه مفاهیم به

ي استخراج مفاهیم استفاده شده دار در مرحلههاي برچسباز داده شوند ونظارتي استخراج مي نیمه

در بندي سند به مدل وارد شده و اسناد دار در مرحله خوشهبرچسب اسناد SSClusEروش  است. اما در

بندي خوشه با يشنهادیپ هايروشكنند. هاي مناسب خود را پیدا ميفرآيندي نیمه نظارتي خوشه

 Naïve Bayesو  [18] (BoC) میمفاه سهی، ك TESC (BoW) [23] ،Doc2Vec [17] كامینز،

Expectation-Maximization (NBEM)  [21] دنشويم سهيمقا. 

 كلیات الگوريتم پیشنهادي اين پژوهش به صورت زير است:

 ي اسنادهاي مورد نیاز بر روي مجموعهپردازشپیش .1

 جداكردن كلمات اسناد يا به عبارت ديگر توكنايز كردن كلمات .2

 )نیمه نظارتي يا بدون ناظر( و ساخت مفاهیم هاي ايجاد شدهبندي توكنخوشه .3
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 تولید بردار اسناد با استفاده از مفاهیم استخراج شده .4

 وزش و آزمايشبراي اسناد آم 4تا  1اجراي مراحل  .5

 )نیمه نظارتي يا بدون ناظر( هاي اسنادبندي اسناد آموزش و ايجاد خوشهخوشه .6

ي اي كه بیشترين شباهت را با دادهي آزمايش با پیدا كردن خوشهي دادهشناسايي خوشه .7

 .آزمايش دارد

 پایگاه داده 4-2

متدوال پردازش متن  يادهپايگاه د، از دو و كاربرد آن يشنهادیپ روشبه منظور نشان دادن عملكرد 

در ادامه در مورد هر يک از  شود.ياستفاده م شاتيدر آزما 20NewsGroupو  Reuters-21578 يعني

 شود.هاي داده توضیحات بیشتري ارائه مياين پايگاه

 Reuters-21578 یپایگاه داده 

. ه استمنتشر شد ترزيرو يدر شبكه خبر 1987در سال  Reuters-21578اسناد موجود در مجموعه 

، اسناد 1990در سال  اند.گذاري شدهآوري و برچسبجمع، Carnegieو گروه  ترزياسناد توسط پرسنل رو

و اطلاعات  وتریگروه علوم كامپ اطلاعات يابيباز شگاهيآزما اریدر اخت يقاتیاهداف تحق يبرا ترزيتوسط رو

 1990مرتبط در سال  ياطلاعات يپرونده ها دیاسناد و تول يدر دانشگاه ماساچوست قرار گرفت. قالب بند

 اه دادهدر اين پايگ اطلاعات انجام شد. يابيباز شگاهيدر آزما نگيو استفان هارد سیلوئ يد ديويتوسط د

كلاس  135در و  قرار داردخبر از وبسايت رويترز  21578 قابل دسترسي است، 68كه به صورت برخط

                                                      
68 https://archive.ics.uci.edu/ml/datasets/reuters-21578+text+categorization+collection 
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اي از پايگاه داده را مورد ما زيرمجموعه [23]ر، مشابه تحقیق براي مقايسه بهت شوند.بندي ميتقسیم

 "agriculture "ي چهار دستهدر  Reuters-21578سند از  2123، قیتحق نيدر ا دهیم.استفاده قرار مي

 يدفسند( به طور تصا 478) "interest "سند( و  485) "trade "سندcrude" (578  ، ) "سند( ،  582)

هر سند موجود در اين پايگاه داده شامل چندين مورد از جمله تاريخ، موضوع، نويسنده،  شوند.يانتخاب م

اند. براي استخراج هر كدام از هايي قبل از متن اصلي مشخص شدهمكان، متن و غیره است كه با تگ

تصويري از يک سند  (1-4) شكل .باشدهايي براي تمیز كردن متون ميپردازشاين اطلاعات نیاز به پیش

 دهد.موجود در اين پايگاه داده را نشان مي

 

 Reuters-21578داده  گاهیاز نمونه سند موجود در پا یریتصو. 1-4شکل 

 20NewsGroupپایگاه داده  

است كه به  يخبر يهاگروه سند از رهزا 18 باًياز تقر يامجموعه 20NewsGroup يهامجموعه داده

 فبا هد كنِ لنگدر ابتدا توسط  اين مجموعهشده است.  میتقس يگروه مختلف خبر 20در  يطور مساو



55 

 

 يهادهبه مجموعه دا 20NewsGroupمجموعه  .مقالات گردآوري شده استكردن لتریف يریادگي

ن و مت يبند، مانند طبقهنیماش يریادگي يهاکیتكن يمتن يدر كاربردها شيآزما يبرا يپرطرفدار

مربوط  کياند كه هر افتهيمختلف سازمان  يخبر دسته 20ها در داده شده است. ليمتن تبد يبندخوشه

نوان دارند )به ع گريكديبا  کينزد اریارتباط بس يخبر يهااز گروه يموضوع متفاوت است. برخ کيبه 

ارتباط  گريد يكه برخ ي، در حال(comp.sys.ibm.pc.hardware / comp.sys.mac.hardware نمونه

اين مجموعه داده به دو (. misc.forsale / soc.religion.christianمثال  نوان)به ع ندارند ياديز

 میعملكرد(. تقس يابيارز يبرا اي) شيآزما يبرا يگريآموزش و د يبرا يكيشود: زيرمجموعه تقسیم مي

در اين  خاص است. خيتار کيشده قبل و بعد از  منتشر اسنادبراساس  شيو آزمامجموعه آموزش  نیب

 comp" (584 "سندrec" (597 ، )"سندsci" (594  ، )" يعني، از چهار دستهسند  2339پژوهش 

هر سند داراي مشخصاتي از قبیل موضوع،  .شونديانتخاب م يسند( به طور تصادف 564)" talk"سند( و 

ط، شناسه، لغات اصلي و غیره است كه در ابتداي هر سند قرار داده دسته، تاريخ، سازمان، تعداد خطو

 باشد.مي پردازششده است. به همین دلیل براي جدا كردن اين اطلاعات از متن نیاز به پیش

 مدل ارزیابی 4-3

حذف ، علائم غیرمجازحذف تبديل حروف بزرگ به كوچک، معمول مانند هاي روش، پردازششیپ فازدر 

 ي، كلماتWord2Vec ي عصبيشبكه آموزش يدگیچیكاهش پ ي. براشوديانجام م رهیغ و ات توقفكلم

و  11251به ترتیب شوند و  يحذف م اندشدهديده كمتر از پنج بار ، مجموعه داده متونِكه در كل 

. ماندباقي مي 20NewsGroupو  Reuters-21578 ي، در مجموعه داده هاه منحصر به فردكلم 26342

 كلمه شبه 2000كلمات به بردار ، مفهومنظارتي نیمه استخراج  ات در فازكلم يساز لاصهخبخش در 

 شوند.يخلاصه م داربرچسب
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، دكنيم نییسند را تع يطول بردارها میتعداد مفاهكه از آنجا ، اهیمبدون نظارت مفاستخراج  بخش در

، يبند، از نظر دقت طبقهSSClusE يشنهادیگذارد. عملكرد مدل پيم ریتأث ستمیس يبر عملكرد خروج

اين  جينشان داده شده است. با توجه به نتا (1-4)جدول ، در كندتغییر مي میكه تعداد مفاه يهنگام

دقت  پس از آنو باشد  500تا  400 نیب میشود كه تعداد مفاهيحاصل م يزمان ،دقت نيبهتر ،جدول

تعداد مفاهیم  SSClusEروش  ر تمام آزمايشاتِبه همین دلیل د. كندبه طور قابل توجهي تغییر نمي

 انتخاب شده است. 400

 (𝒁) میتعداد مفاه ریمتغ ریمقاد یبرا Reuters-21578داده  گاهیپا یاسناد بر رو بندی دقت طبقه. 1-4جدول 

 
 تعداد مفاهیم

100 200 300 400 500 600 

 SSClusE 57.02 64.9 76.8 78.82 79.47 79.37روش 

 BoW 62.16روش 

 

 برچسب هستند يدارا میكه مفاه ي، هنگامداده شده است حیتوض 1-3-3-3بخش همانطور كه در 

برچسب در بردار  نيموثرتر افتنينیازمند ، خوشه کيبه  𝑑سند  کياختصاص  فهی، وظ(SSConE)روش 

 دربرچسب را  نيشود كه موثرتريم يابيو ارز شنهادیپ نهیزم نياست. سه روش مختلف در ا  𝑑سند 

 اين سه روش عبارتند از: .كنديانتخاب مبردار سند 

  :  𝒅⃗⃗ بردار سند وزن در نیشتریب برچسب با( 1) 

)هر درايه در بردار  را پیدا كرده و برچسب اين درايه  𝑑اين روش در واقع بزرگترين درايه در بردار سند 

 دهد.را به عنوان برچسب سند مورد نظر انتساب مي باشد(عرف يه مفهوم ميسند م

 :  𝒅⃗⃗ بردار سند دهندهتشکیل میمفاه بین در فراوانی نبا بیشتری برچسب (2)
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از آنجايي كه هر درايه در بردار سند معرف يک مفهوم است و هر مفهوم برچسب مخصوص به خود را 

تواند معیاري براي تشخیص برچسب سند مورد نظر باشد. به همین علت ها ميدارد، فراواني اين برچسب

براي  .گردددر اين روش برچسب با بیشترين فراواني در بردار سند به عنوان برچسب سند منتسب مي

 دهد.ي انتساب برچسب را براي بردار سندي فرضي نشان مينحوه (2-4) شكلدرک بهتر، 

 

داده  گاهیپا یبر رو فرضی مثال – SSConEبرچسب به سند در  صیتخص یروش دوم نحوه. 2-4شکل 
Reuters-21578 

 

  :  𝒅⃗⃗ بردار سند در تجمیعیوزن  نیبزرگتر برچسب با( 3)

به عبارت ديگر اين روش بیان شرح داده شده است.  (3-3) رابطه 1-3-3-3بخش همانطور كه در 

برچسب در  براي هر هامجموع مقادير درايهكند كه كدام مفهوم وزن بالاتري در سند مورد نظر دارد. مي
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به شده و برچسبي كه بیشترين وزن را داشته باشد، به عنوان برچسب سند انتخاب بردار سند محاس

 باشد.ين موضوع ميابیانگر ( 3-4)شكل  شود.مي

 

داده  گاهیپا یبر رو فرضی مثال – SSConEبرچسب به سند در  صیتخص یروش سوم نحوه .3-4شکل 
Reuters-21578 

 

ثبت  يبندطبقه دقت جي، نتادارتعداد اسناد برچسب رییتغ باو  اندقرار گرفته شيهر سه روش مورد آزما

 يبنددقت را در طبقه ني، روش سوم بالاترشدشود. همانطور كه مشاهده يمشاهده م (4-4)شكل در و 

 شود.ياستفاده م SSConEانتساب خوشه در  يروش برا ني، اشاتيآزما هیدهد. در بقياسناد نشان م
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 یبرا برچسب صیمختلف تخص های( با روشSSConE) یشنهادیاسناد روش پ بندیدقت طبقه. 4-4شکل 

Reuters-21578. 

 

رار ق ریرا تحت تأث يبنداست و عملكرد خوشه يضرور يكروكامینز  تميدر الگور هیانتخاب نقاط اول

 )به عنوان گیردمورد استفاده قرار مي تميدر الگور يكروكامینز  ي، وقتمسئله نيحل ا يدهد. برايم

-شهخوشود و ياجرا م يتصادف هینقاط اولبار با  نيچند تمي، الگور(كلماتشبه مثال هنگام استخراج 

 شود.يبا حداقل فاصله درون خوشه انتخاب م اييبند

با  شخصي ستمیسيک  يروبر  ،صورت گرفته شاتيآزما يتمام در پايان ذكر اين نكته مهم است كه

 .شده استانجام  حافظه تیگابایگ 6و  Intel Core i5پردازنده 
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 معیارهای ارزیابی 4-4

 (𝑵𝑴𝑺𝑬) 69شدهانگین مربعات نرمالمیخطای معیار  

-لمیانگین مربعات نرما اریمع خطاي ها،روش ريبا سا يشنهادیروش پ يبندخوشه تیفیك سهيمقا يبرا

 𝜇 ،اين روابطدر  .شودياستفاده م تعريف شده، (2-4( و )1-4)در روابط كه  𝑁𝑀𝑆𝐸 شده به اختصار

𝜇𝑐𝑖ز نقاط داده و ا يامجموعه 𝑋، كز خوشهااز مر يامجموعه
 𝑁𝑀𝑆𝐸 معیار است. 𝑥𝑖 داده يمركز خوشه 

ه كوچكتر نشان دهند ريكند و مقادينقاط درون خوشه و مركز خوشه را محاسبه م نیفاصله ب نیانگیم

 است. تريبندي با كیفیتو به دنبال آن خوشه كمتر در خوشه انسيوار

𝑀𝑆𝐸 (𝑋, 𝜇) =  
1

𝑁
∑(𝑥𝑖 − 𝜇𝑐𝑖

)2

𝑖

 ( 4-1 ) 

𝑁𝑀𝑆𝐸(𝑋, 𝜇) = 𝑀𝑆𝐸(𝑥, 𝜇)/𝑀𝑆𝐸(𝑥, 0) ( 4-2 ) 

 

 (𝑵𝑴𝑰) 70اطلاعات متقابل عادیمعیار  

 يبندخوشه تیفیاست كه ك ياخوشه يسنجاعتبار اریمع کي( 𝑁𝑀𝐼) ياطلاعات متقابل عاد اریمع

كند كه ارزيابي مي 𝑁𝑀𝐼 كند. يم يابيارزها هاي از قبل داده شده آنبا توجه به برچسب را  هاداده

. از اين معیار [61]هاي اصلي داده را بازسازي كند تواند برچسببندي به چه صورت ميالگوريتم خوشه

 [0,1]ي بازه ها موجود باشد. خروجي اين معیار عددي درتوان استفاده كرد كه برچسب دادهزماني مي

 ند.كها را نمايان ميهاي اصلي دادههاي تولید شده و برچسباست كه مشابهت آماري بین برچسب خوشه

                                                      
69 Normalized Mean Squared Error (NMSE) 
70 Normal Mutual Information 
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د دهينشان م کيبه  کينزد ريمقاد كهدرحاليدهد يرا نشان م ناموفقانتساب خوشه  کي صفرمقدار 

نسبت به معیار آنتروپي  𝑁𝑀𝐼معیار  كند. جاديرا دوباره اداده  يواقع هايتواند كلاس يم يبندكه خوشه

دهد. علت اين امر اين است كه معیار ها از خود نشان ميعملكرد بهتري را در نمايش كیفیت خوشه

ابد. اما يها وابسته است و هرچه اين تعداد بیشتر باشد، معیار آنتروپي افزايش ميآنتروپي به تعداد خوشه

تعريف رياضي  (3-4) رابطه ها الزاما افزايش ندارد.فزايش تعداد خوشهگونه نیست و با ااين 𝑁𝑀𝐼معیار 

 دهد.اين معیار را نشان مي

𝑁𝑀𝐼 =  
𝐼(𝐶;𝐾)

(𝐻(𝐶) + 𝐻(𝐾))/2
 (3-4) 

 

;𝐼(𝑋در اين رابطه  𝑌)  =  𝐻(𝑋)  −  𝐻(𝑋|𝑌) هاي تصادفي اطلاعات متقابل بین متغیر𝑋  و𝑌  ،𝐻(𝑋) 

 است. 𝑌با توجه به  𝑋مشروط  يآنتروپ 𝐻(𝑋|𝑌)و  𝑋آنتروپي شانون 

 بندیطبقه 71دقت  

ند. كيم يریگاندازه يمقدار عدد کي بارا  يبندطبقه کياست كه عملكرد  ياریمع يدقت طبقه بند

-بقهط يهاتعداد نمونه میاند. با تقسشده يبندطبقه يدهد كه چند نمونه به درستيمقدار نشان م نيا

شده بدست  دهنشان دا (4-4) معادله، مقدار دقت همانطور كه در هاتعداد كل نمونه بر حیشده صح يبند

 است. 𝑙نمونه  يكلاس برا ينیب شیپ 𝑦𝑖̂در اين رابطه  .ديآيم

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
∑ 1(𝑦𝑖̂ = 𝑦𝑖)𝑖

|𝑋|
 ( 4-4 ) 

                                                      
71 Accuracy 
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 نتایج 4-5

اي هپردازد. با توجه به صحبتم شده مياين بخش به گزارش، بررسي و تحلیل نتايج آزمايشات انجا

-وشهخكیفیت ي جنبه .دشوميگذشته، عملكرد روش پیشنهادي از دو جنبه مورد ارزيابي قرار گرفته 

-خوشه يابي كیفیترزشامل ا ،بندي اسنادخوشهكیفیت ي جنبه بندي.طبقه دقت يبندي اسناد و جنبه

 ،براي مشاهده برتري روش پیشنهادياست كه  𝑁𝑀𝐼و  𝑁𝑀𝑆𝐸روش پیشنهادي با دو معیار  بنديِ

 بندي اسناد، باطبقه دقت يهمچنین در جنبه .گیردانجام ميها با ساير روشآزمايشاتي جهت مقايسه 

 بندي متن مقايسههاي طبقهشود و با ساير روشگیري ميدقت اندازهمیعار هاي مختلف، تغییر پارامتر

  پذيرد.صورت مي

 بندییفیت خوشهکارزیابی  

 72اثر نسبت نگهداری 4-5-1-1

 ي. نسبت نگهدارمیكنيم يابيرا ارز يآموزش يهااندازه مجموعه داده رییتغ ری، ما تأثاول شيدر آزما

 براي هاداده از درصد 80، در ابتدادهد. يآموزش مدل را نشان م يمورد استفاده برا يهادرصد داده

. ابديمي كاهش درصد 20به در يک روند نزولي  (5-4) لشكدر  تي، و در نهاشوديآموزش استفاده م

به عبارت  دشويها حفظ مدر همه نسبت در مجموعه آموزش داربرچسب تايي از اسناد200مجموعه  کي

تعداد  ، درصدي، با كاهش نسبت نگهدار ني. بنابراباشندهاي آموزشي بدون برچسب ميديگر مابقي داده

 يهادر مجموعه داده ریی. تغابدييم شيبرچسب در مجموعه آموزش افزا ریبرچسب به غ يدارا يهاداده

                                                      
72 Effect of Retaining Ratio 
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تواند يم يكربندیپ ني، انيشود. بنابرايهنگام ساخت مدل م يبندمختلف خوشه جيمنجر به نتا يآموزش

 يمجموعه يبر رو 𝑁𝑀𝑆𝐸 اریو بدون برچسب را نشان دهد. معدار تعداد اسناد برچسب نینسبت ب ریتأث

شود. يم سهيمقا K-Meansبا  يشنهادیپ يهاتميو عملكرد الگور يریگاندازه (5-4) شكل ن درآزمو

مختلف  نگهداري يهانسبت يبرا SSClusE يشنهادیپ روش توسطشده  دیسند تول يهاتعداد خوشه

برابر با  SSConEشده با روش  دیتولنهايي  ينشان داده شده است. تعداد خوشه ها (1-4) جدولدر 

 داده است.  هايدستهداد تع

 شیآزما ینگهدار های متناظر با نسبت SSClusEشده توسط روش  دیتول های تعداد خوشه.  2-4جدول 

 (7-4شکل )

 
 نسبت نگهداری

0.2 0.3 0.4 0.5 0.6 0.7 0.8 

Reuters-21578 49 63 82 89 91 108 110 

20NewsGroup 52 61 86 100 116 121 127 

 

 ،بزرگتر يآموزش يهامجموعه جهیبزرگتر و در نت ينگهدار يهارفت، با نسبتيهمانطور كه انتظار م

. كاهش نديآيبدست م يكمتر 𝑁𝑀𝑆𝐸 ريشوند و مقاديم دیتول تميتوسط الگور يشتریب يهاخوشه

بزرگتر  ريو مقاد يكمتر يهاوزش است، خوشهكردن مجموعه آمكوچک ي، كه به معناينسبت نگهدار

𝑁𝑀𝑆𝐸 كند. يم دیتول 
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و  یشنهادیپ هایروش یبرا  Reuters-21578داده  گاهیاسناد پا بندیاز خوشه NMSE ریمقاد.  5-4شکل 

 ریغمت ینسبت نگهداربا  K-Means بندیخوشه

 

 هاينسبتتمام  در يشنهادیپ روشكه  دهدنشان مي (6-4)شكل هاي شده در نمودار نتايج گزارش

 يبنداز خوشه 20NewsGroupو  Reuters-21578 ي اسناددر هر دو مجموعه 0.7كمتر از  ينگهدار

K-Means مقدار ، (0.7) ينسبت نگهدار نيكند. در ايبهتر عمل م𝑁𝑀𝑆𝐸   روشK-Means گروه  يبرا

Reuters-21578  20وNewsGroup كه  ي، در حالاست 0.094و  0.056 بیبه ترتSSClusE يدارا 

در  تمي، الگوريآموزش ياست. با كاهش اندازه مجموعه  𝑁𝑀𝑆𝐸براي معیار 0.085و  0.050 ريمقاد

زيرا همانطور كه در ، كنديم دیتول يبالاتر تیفیبا ك ييهاخوشه ،ظارتبدون ن K-Meansبا  سهيمقا

با  K-Meansيابد شیب نمودار براي روش شود، هرچه نسبت نگهداري كاهش ميديده مي (6-4ل )شك
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تجربه  𝑁𝑀𝑆𝐸را براي  ياديز شيكه افزا كند و اين بدين معني استسرعت بیشتري افزايش پیدا مي

ون بد يبندخوشه تيهدا يبرچسب برايدارا يهاكند كه استفاده از دادهيم هیتوج شيآزما نيكند. ايم

 يكه حت ددهينشان م ني، ا. بعلاوهدهدشكل مي يكمتر ايخوشهبا فاصله درون  ييهانظارت، خوشه

قادر به  يشنهادیپ تمي، الگورشوديبرچسب استفاده م يدارا يهااز داده يكه از مجموعه كوچك يزمان

 𝑁𝑀𝑆𝐸مقدار  يبرا يكمتر بی، شK-Meansبا روش  سهياست. در مقا يبهتر يبندمدل خوشه دیتول

ار داسناد برچسب مبا تعداد ك يبنددر خوشه يشنهادیپ يهاروش يمشاهده شده است كه نشانگر برتر

 SSConEنسبت به  يعملكرد بهتر شيآزما نيدر ا SSClusEاست كه  نيمشاهده جالب ا کياست. 

 دارد.
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و  یشنهادیپ یاهروش یبرا 20NewsGroupداده  گاهیاسناد پا بندیاز خوشه NMSE ریادمق.  6-4شکل 

 ریغمت یبا نسبت نگهدار K-Means بندیخوشه

 داراثر تعداد اسناد برچسب 4-5-1-2

، اثر نيمشاهده ا يانجام شده دارد. برا يبندخوشه تیفیبر ك محسوسي ریبرچسب تأث يتعداد اسناد دارا

مجموعه  ريزاندازه ، اما ماندميكه در آن اندازه مجموعه آموزش ثابت  ميم دادرا انجا يگريد شيآزما

 يهابرچسب، مدل يدارا يهااست. با تعداد متفاوت داده متغیرمجموعه  نيبرچسب در ا يدارا يهاداده

نگام را ه پیشنهادي هايروشتواند عملكرد يم يكربندیپ نيشوند. ايساخته م گوناگوني يبندخوشه

تواند به طور خاص نشان يمآزمايش  نيكند. ا يابيارزدار برچسب يهامختلف داده يهااجهه با نسبتمو

 يهاكوچک از داده رمجموعهيز کيهنگام داشتن فقط اين پژوهش،  پیشنهادي هايروش ايدهد كه آ
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 يبرچسب برا ياداده دار ياديد از تعداد زنتوانيم ايو آ هستندمقاوم از لحاظ عملكردي  برچسب يدارا

 د.نمند شوبهبود عملكرد خود بهره

 

در  یشنهادیپ یروش ها یبرا Reuters-21578داده  گاهیاسناد پا یخوشه بند NMI ریمقاد. 7-4شکل 

 برچسب یدر تعداد مختلف اسناد دارا Doc2Vecو  K-Means  ،TESC (BoW)با  سهیمقا

 

 نداشتنگه دار هنگام ثابتتعداد اسناد برچسب رییدهد كه با تغيرا نشان م 𝑁𝑀𝐼 اديرمق  (7-4) شكل

روش  شده ازحاصل يبندخوشه ،(7-4) شكلبرچسب بدست آمده است. مطابق  تعداد اسناد بدون

وردار است. ها برخروش رينسبت به سا يبهتر تیفیاز ك Reuters-21578 پايگاه داده يروبر  يشنهادیپ

-خوشه تیفیك جهیو در نت 𝑁𝑀𝐼 مقدار، دارتعداد اسناد برچسب شيقابل توجه است كه با افزا نیهمچن

 5 هاتن كه ي، هنگامحالت ني، در بدتر. به عنوان مثالابدييم شيافزا محسوسيقابل  شكلبه  يبند

، 0.271 عدد SSConEراي روش ب 𝑁𝑀𝐼، مقدار سند( 100) باشند برچسب داراي اسناد درصد
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SSClusE   روش ،0.169عدد TESC (BoW) روش ،0.130 عدد Doc2Vec روش و 0.245 عدد K-

Means   سند( 400)برچسب هستند  داراي اسناد ازدرصد  23 ي، وقتگريدر مورد د است. 0.198عدد ،

اسناد  داده يمجموعه يرسد. برايم 0.465قابل توجه  عددبه  SSConEبراي روش  𝑁𝑀𝐼مقدار 

20NewsGroup  مقداربرچسبداراي سند  700تعداد  با ،(8-4)شكل در ،𝑁𝑀𝐼   است و در  0.54عدد

، داده گاهيپا نياست. در ا 0.311عدد   𝑁𝑀𝐼مقدار ،وجود دارد داربرچسب داده 100 ي، وقتحالت نيبدتر

-از خود بجاي ميها روش ريبرتر از سا يعملكرد يشنهادیروش پ Reuters-21578داده  گاهيمشابه پا

 .گذارد

 

در  یشنهادیپ یروش ها یبرا 20NewsGroupداده  گاهیاسناد پا یخوشه بند NMI ریمقاد. 8-4شکل 

 برچسب. یدر تعداد مختلف اسناد دارا Doc2Vecو  K-Means  ،TESC (BoW)با  سهیمقا
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ها از داده يكوچك يمجموعهتنها  كهحالتيدر  افتيتوان دريم ،(8-4( و )7-4) اشكال ينمودارهااز 

تعداد اسناد  شيهستند. با افزا گريد يهابرتر از همه روش يشنهادیپ يهاروشهستند،  برچسب يدارا

دهد ينشان م ني. اابدييم شيروش ها افزا ريو سا يشنهادیپ هايروش 𝑁𝑀𝐼 نی، اختلاف بداربرچسب

انجام شده نسبت به  يبندخوشه تیفی، كوجود داشته باشد يشتریبرچسب ب يدارا يهاكه هرچه داده

دار هاي برچسباز مزيت داده تميالگور يكند كه طراحيم ديی، تأنیروش ها بهتر است. همچن ريسا

-سببرچ يهاداده ياست كه وقت نيا گريبرد. مشاهده جالب د يداده بهره م يهاكشف خوشه بیشتر براي

 ي داده اسنادمجموعه( در هر دو SSConE) ينظارتمهی، استخراج مفهوم نكمتر در دسترس است دار

تعداد  شيبا افزا جي( دارد. به تدرSSClusEنسبت به استخراج مفهوم بدون نظارت ) يعملكرد بهتر

و  اجبا استخر يادشنهیپ يها. روشگیرددر اين ارزيابي پیشي مي SSClusE، برچسب يدارا يهاداده

ا دارند. بيبهتر اسناد برم يبنددر جهت خوشه ي، گام مهمهاروش ريبا سا سهيمتن در مقا ياجزا هيتجز

قابل  يبندتوان خوشهيشوند و ميم می، مراكز خوشه بهتر تنظبرچسب يدارا يهااستفاده از داده

 را انتظار داشت. يترنانیاطم

 بندیدقت طبقه ارزیابی 

 داراد اسناد برچسباثر تعد 4-5-2-1

 يدارا يهاو تعداد داده يكه نسبت نگهدار زمانيرا  يشنهادیدقت روش پ (10-4( و )9-4) لاشكا

اسناد آزمون  يبندرا در طبقه هادقتمیانگین  يد. محور عمودندهي، نشان مكنديم رییبرچسب تغ

 جي. نتادشويمدل استفاده م آموزش يرا كه برا داريبرچسب اسناد تعداد يدهد و محور افقينشان م

ود بهب يبرچسب برا ياسناد دارا يشتریتوانند از تعداد بيم يشنهادیپ يهاد كه روشكنيم مشخص
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ر طبقه كا دقت، تعداد اسناد بدون برچسب بر نيمتن بهره مند شوند. علاوه بر ا يبندطبقه كارعملكرد 

 ني. اابدييم شيهر خوشه افزا 73باياس، باشد اديبدون برچسب ز يگذارد. اگر داده هايم ریثات يبند

. اما اگر تعداد آمدوجود خواهد باختلاف  هاداده يتیجمع تراكمها و مركز خوشه نیبدان معناست كه ب

 .ابدييهر خوشه كاهش م انسي، واربدون برچسب كم باشد يهاداده

 

مختلف  های( در نسبتSSConE) یشنهادیبا روش پ Reuters-21578اسناد  یبقه بنددقت ط. 9-4شکل 

 .داربرچسب یهاداده ریو تعداد متغ ینگهدار

 

 يها، خوشهباشد ادياستفاده شده در مرحله آموزش ز يها، اگر تعداد دادهاسناد يبندطبقه كاربرددر 

 يبند، عملكرد طبقهكم باشد يلیخ اي اديز يلیخها اگر تعداد خوشه با اين حال شود.يكشف م يشتریب

 ادندسته اس کياز  شی، هر خوشه شامل بكم باشد اریها بساگر تعداد خوشه راي. زستیكننده نيراض

                                                      
73 Bias 
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پیدا و  ابديي، تعداد اسناد در هر خوشه كاهش مباشد اديز يلیها خ، اگر تعداد خوشهنیاست. همچن

 است. زیچالش برانگ هاوشهكلي خي و محدودهساختار  قیدق كردن

 

 

مختلف  ی( در نسبت هاSSConE) یشنهادیبا روش پ 20NewsGroupاسناد  یدقت طبقه بند. 10-4شکل 

 برچسب دار. یهاداده ریو تعداد متغ ینگهدار

 های دیگرمقایسه با روش 4-5-2-2

بندي طبقهكاربرد آزمايشي براي  ،هاهادي نسبت به ساير روشهاي پیشنبراي مشخص شدن برتري روش

را با  يشنهادیروش پ يبنددقت طبقه (11-4) شكل دهیم.انجام ميبر روي دو پايگاه داده مذكور اسناد 

NBEM  ،TESC (BoW)  ،Doc2Vec  وBoC را نشان  يبنددقت طبقه يكند. محور عموديم سهيمقا

ي آموزش براي مجموعه 0.8 يدار است كه با نسبت نگهداراسناد برچسبتعداد  يمحور افق و دهديم

 داده يمجموعه دو، در هر شوديم برداشت (12-4( و )11-4)شكل شوند. همانطور كه از ياستفاده م

دقت ، داربرچسب يهاتعداد داده افزايشرا به همراه دارد، كه با  يدقت بالاتر يشنهادی، روش پاسناد

كند كه يم ديیسازگار است و تأ يقبل يهايابيدقت با ارز شيافزا ني. اابدييم شيافزایز بندي نطبقه
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كه  يبرتر است، در حالها نسبت به مابقي روش، مدل باشد برچسب كم يدارا يهاتعداد داده يوقت

داشتن با  زیها نروش ريبهره مند شود. سانیز دار بزرگتر برچسب ي دادهمجموعهمزيت تواند از يم

 كنند. يدقت را تجربه م شي، افزاشتریب داربرچسب يهاداده

 

،  NBEM  ،BOWبا  سهیدر مقا یشنهادیبا روش پ Reuters-21578اسناد  یدقت طبقه بند. 11-4شکل 

Doc2Vec  وBoC 0.8 یبا نسبت نگهدار. 

 

 رقابت گريكديبا  Doc2Vecو  NBEM، يشنهادی، پس از روش پ Reuters-21578 ي مجموعه داده يبرا

 TESCمربوط به  Reuters-21578 يهامجموعه داده يبنددر طبقه كردعمل نيدارند. بدتر نزديكي

(BoW)  وBoC كه عملكرد  البته بايد به اين نكته توجه شود. استBoC  بدون  كرديرو کيبه عنوان

 يهامجموعه داده يبرا (12-4شكل )مطابق با . ستین دار وابستهبرچسب يها، به تعداد دادهنظارت

 درصد 5اقل حد شرايطدهد كه در تمام يرا ارائه م يدقت يشنهادی، روش پ20NewsGroup يهاگروه

نسبت  رقابت نیها در عروش ريصاحب مقام دوم است و سا Doc2Vecاست.  گريد يهاروش تماماز  بهتر

 يبرا يممفهو يسازدهد كه استفاده از مدلينشان م نيكنند. ايم دیتول يدقت كمتر رياد، مقگريكديبه 

ي حائز اهمیت اين است كه روش در پايان نكتهموثر است. نیز اسناد  يبندطبقه ياسناد برا شينما
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واند تي، مداربرچسبداده  يبا مقدار كم يحت ،نظارت شدهمهین كرديروبه دلیل استفاده از ، پیشنهادي

 شيافزا، كندياستفاده م زیم نیكه از مفاه BoCبا  سهيدر مقارا  يبنددقت طبقه يبه طور قابل توجه

 دهد.

 

،  NBEM  ،BOWبا  سهیدر مقا یشنهادیبا روش پ 20NewsGroupاسناد  یدقت طبقه بند. 12-4شکل 

Doc2Vec  وBoC 0.8 یبت نگهداربا نس. 

 بندیجمع 4-6

ي ارزيابي و آزمايشات و نتايج مدل ارزيابي به عنوان پیش نیازات مسئله و هاي دادهدر اين فصل پايگاه

 SSConEعملكرد دقیق هر دو روش پیشنهادي ها به طور مفصل مورد بررسي قرار گرفت. مربوط به آن

ها مقايسه و گزارش شد. همچنین د با ساير روشبندي اسنابندي و طبقهدر كاربرهاي خوشه SSClusEو 

هاي پیشنهادي ارائه شد. با مشاهده نمودارهاي هاي روشتحلیل جامعي به منظور برجسته كردن برتري

از رويكرد  توام هاي پیشنهادي، استفادهيل برتري روشدلامهمترين استخراج شده مشخص شد كه 
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 .ستاشده  تريهاي با كیفیتبنديمنجر به ايجاد خوشه نظارتي و نمايش مفهومي اسناد است كهنیمه

 هايي براي كارهاي آينده مورد بحث قرار خواهند گرفت.گیري از نتايج و پیشنهاددر فصل بعد نتیجه
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 گیری: نتیجه 
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 نامهبندی پایانجمع 5-1

اسناد ارائه شده است. فرض  يدبنخوشه يبر مفهوم برا يمبتننظارتي نیمهروش  کي، پژوهش نيدر ا

به گذارد. يم ریاسناد تأث يبندطبقهكاربرد و  يبندخوشه تیفیاسناد بر ك شيبود كه نوع نما نيا ياصل

 .مياتخاذ كرد بر مفهوم را يمبتن يشينما هاي سابق نمايش متن، براي اسنادمنظور پوشش ضعف روش

تخراج اس هابندي آنمتني و با كمک خوشه كرهیت پكلما نیب ييمعنا يهاشباهت اساس اين مفاهیم بر

كلمات، كیسه از قبیلمتن  شينما يهاروش ريسا يهاها و ضعفتيروش بر محدود ني. اشوندمي

 نيا يهادشنیپ هاي، روشنيكند. علاوه بر اياسناد غلبه م هیو تعب معكوس فركانس سند-كلمه فركانس

در  ، ايندنكن فیتوص برداري با طول منطقي يفضا کيدر  میمفاه مبتني برد كه اسناد را نرا دار تيمز

هاي عصبي كه تفسیرپذيري كمي داشتند، هايي مانند تعبیه اسناد و شبكهبرخلاف روش كهاست  يحال

ند را نشان دهنده سپذيري زيادي دارند و به راحتي اجزاي تشكیلریتفس تیقابل نمايش مبتني بر مفاهیم

 .دهندمي

اد بندي اسننظارتي براي خوشهر ادامه پس از نمايش اسناد به صورت مفهومي، از رويكرد نیمههمچنین د

 میتنظ يبدون برچسب برا يهادر كنار دادهبرچسب  يدارا يهادادهاستفاده شده است. تعداد محدودي 

 نديچسب در فرآبر يدارا يهاداده استفاده از ي، دو روش براتحقیق نيشود. در ايمراكز خوشه استفاده م

استخراج مفهوم نمايش اسناد و  زماندار در شده است. در روش اول، اسناد برچسب يمعرف يبندخوشه

 يواقع يبندبرچسب در مرحله خوشه يدارا يهاكه در روش دوم، داده يند، در حالاهبه كار گرفته شد

 هايدادهشده كلمات از  هیعبت يكشف ساختار پنهان در فضا براي اول. روش شوندمياسناد استفاده 

دار هاي برچسبدادهكند. يم ايجادبرچسب خورده را  میو مفاه بردبهره مي دار به عنوان ناظربرچسب

در روش دوم، مفاهیم موجود در  د.نكنيفراهم م را موجود در متن ياجزا نیامكان كشف بهتر رابطه ب

. به همین علت مفاهیم كشف شده برچسب ندارند شونداسناد از طريق يک فرآيند بدون نظارت كشف مي
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ندي بنظارتي مشابه با روش اول، در خوشهي بهتر، از الگوريتمي نیمهبندي به نتیجهو براي هدايت خوشه

اي هنظارتي است كه در روش اول بردارتفاوت در ورودي الگوريتم نیمهبردارهاي اسناد استفاده شده است. 

مفاهیم را بسازند، اما در روش دوم بردارهاي سند به الگوريتم وارد شده تا شوند تا كلمات وارد مي

 هاي سند را ايجاد كنند.خوشه

براي بررسي عملكرد سیستم، آزمايشاتي بر روي دو پايگاه داده رايج در زمینه آنالیز متن انجام گرفته 

ي مختلف و از پايگاه دادهسند از چهار كلاس  2123تعداد  Reuters-21578ي از پايگاه دادهاست. 

20Newsgroup  همینطور از سه سند در چهار كلاس متفاوت مورد آزمايش قرار گرفتند.  2339تعداد

ا هو دقت براي ارزيابي روش پیشنهادي بهره برده شده است. تنها به ارزيابي روش 𝑁𝑀𝑆𝐸 ،𝑁𝑀𝐼معیار 

 بنديهاي پیشنهادي در كاربرد طبقهروش بندي بسنده نشده و براي نمايش قدرتدر كاربرد خوشه

 يادشنهیپ يهاعملكرد روش يابيارز يبرا شاتياز آزما يگروه اسناد نیز آزمايشات صورت گرفته است.

 ،داربرچسبي داده يتعداد كم حتي با، است نشان داده شده شاتيهمانطور كه در آزما. شده استانجام 

نشان داد كه روش  يتجرب جينتا دهد.ي خود را نشان ميرترب هانسبت به ساير روش ارائه شده روش

در آزمايشات مربوط به كیفیت  است. ينظارتمهیبدون نظارت و ن يهاروش ريبهتر از سا يشنهادیپ

ها از خود بیشتري نسبت به ساير روش 𝑁𝑀𝐼كمتر و  𝑁𝑀𝑆𝐸ارائه شده مقدار  هايبندي، روشخوشه

ور اي كمتر. همینطي درون خوشههاي حاصله و فاصلهيعني كیفیت بالاتر خوشه دادند، كه اين امر نشان

 5هاي پیشنهادي بندي مشاهده شد كه در اكثر شرايط روشهاي بخش دقت طبقهبا توجه به نمودار

دار در با افزايش تعداد اسناد برچسب دهند.بندي اسناد را انجام ميها دستهدرصد بهتر از ديگر مدل

  مدل، دقت و كیفیت بهتري در عملكرد مدل پیشنهادي در شرايط آزمون مشاهده شده است. آموزش
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وان تياما م ،كننده استدواریبخش و امتيرضا هاي پیشینات در مقايسه با روششيآزما جياگرچه نتا 

ژوهش در كارهاي آينده به شرح ذيل ي پهايریگجهتداد. انجام  اين تحقیق يرا برا يشتریمطالعات ب

 :باشدمي

o بهره  متن ارائه دهد. يهاولفهاز م يتريشده ممكن است مدل واقع دیتول میدر مفاهسازي فازي

تري را براي نمايش اسناد استخراج كنندهتر و متمايزتواند مفاهیمي خالصبردن از مدل فازي مي

 كند.

o ز تفاده ااسهاي بیشتر مانند پردازشاعمال پیشN-Grams  ِبجاي توكن در استخراج كلمات 

 ممكن است نتايج بهتري را ايجاد كند. ،اسناد

o  بررسي پارامتريک مدلWord2Vec سازي مقادير سايز پنجره، تعداد تكرارها، طول و بهینه

اي كلمات و غیره باعث بهبود موثري در بردار كلمات سازي كلمات، ورود دستهها، مرتببردار

 شده خواهد داشت.دتولی

o سازي كلمات، مقدار ثابتي براي تعداد كلمه خروجي در نظر گرفته شده است، در بخش خلاصه

 يافتن مقدار بهینه براي هر كاربرد و پايگاه داده مخصوص به خود دارد.كه نیاز به 

o  ه ها ديددر آن تنكيبا اينكه بردارهاي سند طول منطقي دارند اما باز هم در برخي شرايط

شود كه نیاز به بررسي بیشتر براي حذف مفاهیم غیرضروري و حذف صفرهاي بردار سند مي

 شود.ديده مي

o ايجاد ساختار درختي براي مفاهیم و انتخاب مهمترين مفاهیم كه بتوان بهترين و متمايزكننده-

 كرد. ايجادترين بردار سند را براي متون موجود در پايگاه داده 
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o هاي هاي شبكههاي متون كوتاه و جريان دادههادي بر روي پايگاه دادههاي پیشناعمال روش

دار كه نیاز ي برچسبها با حجم كمي دادهبندي آنبندي و طبقهاجتماعي به منظور خوشه

 باشد.ها مياساسي اين حوزه

o ن رو يكاوي و يادگیري ماشین است، از اهاي دادهنیاز اكثر كاربردبندي پیشبه دلیل آنكه خوشه

كن گر ممتوصیه يهاتمسیسهاي ديگر از جمله هاي پیشنهادي در تمامي كاربرداستفاده از روش

 است سودمند واقع شود.
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Abstract: Text clustering is used in various applications of text analysis. 

In the clustering process, the method of document representation has a 

significant impact on the results. Some popular document representation 

methods based on the Bag-of-Words (BoW), depend on the word frequencies 

and can produce large and sparse document vectors. In addition, embedding-

based methods such as Doc2Vec, which preserve the proximity information, 

suffer from low interpretability. These challenges have been largely 

addressed by the introduction of concept-based methods. The existing semi-

supervised document clustering methods do not use the more recent concept-

based representation of documents. Therefore, this paper proposes a concept-

based semi-supervised document clustering approach that uses both labeled 

and unlabeled data to yield a higher clustering quality. The documents are 

represented based on the concepts extracted from the set of embedded words 

in the corpus. This representation preserves the proximity information of 

documents and improves interpretability. The semi-supervised clustering 

process uses unlabeled data to capture the overall structure of the clusters and 

a small number of labeled data to adjust the centroid of clusters.  We also 

propose the notion of semi-supervised concepts and a new method of 

clustering documents based on the weights of the concepts. The clustering 

results of this method are compared with the actual semi-supervised 

clustering of documents. Experiments on two sets of text data, Reuters-21578 

and 20-NewsGroup, demonstrate that the proposed method performs at least 

10% better in terms of clustering quality and at least 5% in text classification 

accuracy than several existing semi-supervised and unsupervised 

approaches. 

keywords:  Machine learning, Semi-supervised, Concept extraction, Word 

embedding, Document clustering, Concept-based representation 
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