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 تعهد نامه
دانشکده کامپیوتر  صنوعیدانشجوی دوره کارشناسی ارشد رشته کامپیوتر گرایش هوش مزهره هراتی اینجانب 

یم به سهای روی تراشه بیهای مسیریابی درشبکهبهبود الگوریتم "دانشگاه صنعتی شاهرود نویسنده پایان نامه 

 متعهد می شوم. دکترتجری و دکتر فاتحتحت راهنمائی دکتر اسماعیل طحانیان،  " کمک یادگیری تقویتی

 ن تحقیقات در این پایان ر است. جام شدهنامه توسط اینجانب ا  و از صحت و اصالت برخوردا

 .تایج پژوهشهای محققان دیگر به مرجع مورد استفاده استناد شده است ز ن  در استفاده ا

  مطالب مندرج در پایان نامه تاکنون توسط خود یا فرد دیگری برای دریافت هیچ نوع مدرک

رائه نشده است.  یا امتیازی در هیچ جا ا

  ثر متعلق به دانشگاه صنعتي شاهرود مي باشد و مقالات مستخرج با کلیه حقوق معنوی این ا

به  «Shahrood University of Technology» و یا « دانشگاه صنعتي شاهرود » نام 

 چاپ خواهد رسید.

  ند در افرادی که در به دست آمدن نتایح اصلي پایان نامه تأثیرگذار بوده ا حقوق معنوی تمام 

ز   رعایت مي گردد. ن نامهپایامقالات مستخرج ا

  ز موجود زنده استفاده  (بافتهای آنها)در کلیه مراحل انجام این پایان نامه، در مواردی که ا

 شده است ضوابط و اصول اخلاقي رعایت شده است.

  در کلیه مراحل انجام این پایان نامه، در مواردی که به حوزه اطلاعات شخصي افراد دسترسي

انساني رعایت شده یافته یا استفاده شده ا ست اصل رازداری، ضوابط و اصول اخلاق 

 تاریخ                                                                       .است

 مضای دانشجوا                                                                            

 

 
 مالکیت نتایج و حق نشر

  ،یانه ای ا امه های ر اثر و محصولات آن )مقالات مستخرج، کتاب، برن این  کلیه حقوق معنوی 

افزار ها و تجهیزات ساخته شده است متعلق به دانشگاه شاهرود مي باشد. این مطلب  (نرم 

اید به نحو مقتضي در تولیدات علمي مربوطه ذکر شود.  ب

 .امه بدون ذکر مرجع مجاز نمي باشد ایان ن و نتایج موجود در پ  استفاده از اطلاعات 
 



 خ
 

 چکیده

دانست. در این  ی زیادهای با تعداد هستهدر تراشه گذرگاه یفناورتوان جایگزین های روی تراشه را ميشبكه

 ارتباط شوند. علت اصلي استفاده ازمي وصلسیم به هم ها به کمک سیم و یا از طریق بيها، هستهتراشه

های ههای روی تراشه، مانند دیگر شبكباشد. در شبكهتوان مصرفي در شبكه مي و تأخیرسیم، کاهش بي

است که  ها، الگوریتميمسیریابي حائز اهمیت است. الگوریتم مسیریابي مناسب در این شبكه یمرسوم، مسئله

ای هکند. واضح است که وقتي لینک جلوگیریبست نیز بن یو افزایش کارایي، از پدیده تأخیرضمن کاهش 

ان ذکر شای کرد.خواهد پیدا م افزایش های الگوریتم مسیریابي هد، پیچیدگيشوسیم به شبكه اضافه ميبي

هتر و توان مسیریابي را بیادگیری ماشیني، مي یهاروشمبتني بر  های مسیریابي  است با استفاده از الگوریتم

ارائه  سیمي ی، الگوریتم یادگیری برای یک شبكه بر روی تراشهکارهای گذشتهدر  با ازدحام کمتر انجام داد.

وریتم سیم زیاد است، الگهای بيسیم، تقاضا برای استفاده از لینکبي یي که در شبكهجایگردیده است. از آن

 یهای بر روی تراشهرا کاهش دهد. از طرفي، اساس شبكهتواند ازدحام در شبكه یادگیری تا حد زیادی مي

تقویتي  تم یادگیریسازی الگوریباشد که خود منجر به تفاوت در پیادههای سیمي ميمتفاوت از شبكه ،سیمبي

شود تا به کمک یادگیری تقویتي یک الگوریتم مسیریابي برای ، تلاش مينامهپایانخواهد شد. لذا در این 

شخیص قابلیت تشده  ارائه جا که الگوریتم یادگیری تقویتياز آن سیم ارائه گردد.بي یروی تراشه یهاشبكه

بهتری  تصمیمبه گره مقصد،  مبدأدر هنگام ارسال بسته از گره اند تومي ،ازدحام و تغییر مسیر را دارد مسیر پر

پیشنهادی م و در الگوریتمقایسه شده گذشته  های مسیریابيالگوریتمنتایج روش پیشنهادی با  همچنین بگیرد.

 .بهبودی ایجاد شده است درصد 1حداقل 

 ،(RLتقویتي ) یادگیری ،Q (Q-Learning) یریادگیالگوریتم ، (NOC) ی روی تراشهشبكهکلمات کلیدی: 

 .Noximسیم، ی بيی روی تراشهبست، شبكه، بنالگوریتم مسیریابي
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 مقدمه 1-1
 درزی سایكپارچه نانو، مقیاس در مدارات طراحيدر  توانایي افزایش و ترونیکالك دنیای پیشرفت با

 ساخت و طراحي برای هاتلاش و است شده تبدیل روز بحث به الكترونیكي یهادستگاه طراحي

 1تراشه سیستم روی عنوان با جدیدی زمینه باعث ایجاد هاتلاش این. دارد ادامه یكپارچه یهادستگاه

 یک روی بر واسط ارتباطي و و پردازشي هایهسته تا گرددمي سعي روی تراشه سیستم درت. اس شده

 ارتباطات و اتصال نحوه دارد، قرار سازییكپارچه این راه سر بر که معضلاتي از یكي. دنشو مجتمع تراشه

 .باشدمي هاهسته بین این

 تراشه روی سیستم وندر میاني اتصالات ایجاد برای جدید حلراه یک 0تراشه رویی هشبك

 3گذرگاه ساختار از استفاده با میاني اتصالات سنتي، یهاحلراه شد. در مطرح 1999در سال که  باشدمي

 نیاز مقابل در را خود کارایي ،گذرگاه بر مبتني یهاحلراه مدارها، شدن ترهفشرد با. شدندمي ایجاد

 کردن مسدود حالت بدترین در و کردن محدود به شروع هاگذرگاه. دادند دست از جدید یهایفناور

 به شبیه هایشبكه به را خود جای گذرگاه بر مبتني ساختارهای تراشه رویی شبكه در .کردند ترافیک

 این طریق از ،شده یبندبسته هایداده ارسال با مختلف یهاقسمت که دادند کامپیوتری یهاشبكه

 .کنندمي برقرار ارتباط یكدیگر با شبكه

 که 4یيهاابیریمس ،هاهسته شامل نیز روی تراشه یشبكه یک کامپیوتری، یشبكه یک همانند

 را هاابیریمس و هاابیریمس به را هادستگاه که هایيسیم و کنندمي مسیریابي هاهسته بین را ترافیک

 .باشدمي ،کنندمي وصل یكدیگر به

 

                                                           
1 System On Chip (SOC) 

2 Network On Chip (NOC) 

3 Bus 

4 Router 
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 روی تراشه یشبکه 1-2

و  1روش اتصالات نقطه به نقطه ازعبارت است که  وجود داردارتباطي  مكانیزمنوع های سنتي دو تراشه در

شود که دارای تعداد کمي عنصر پردازشي و هایي استفاده ميها برای تراشهگذرگاه. این مكانیزمروش اتصالات 

د به نیازمن هک) ی پردازشيدر اتصالات نقطه به نقطه یک اتصال اختصاصي بین دو هسته. باشندای حافظه

بهترین کارایي و توان مصرفي ها، این روش در زمان کم بودن تعداد هسته شود.ایجاد مي (با هم هستندارتباط 

ه افزار اضافها و بدون استفاده از سختاین روش تنها از سیم به این دلیل که در ؛داردارتباط  را برای برقراری

 پیچیدگي زیاد طراحي که عبارت است از دارد این روش مشكلات زیادی اما؛ شودها استفاده ميبرای انتقال داده

ی هاهسته ها،اتصالات گذرگاهروش  در سازی بالا.ی پیادهو هزینه پذیریعدم مقیاس ،و مسیریابي اتصالات

ه قطه بندر مقایسه با روش  روش گذرگاه .شوندپردازشي با استفاده از یک کانال مشترک به یكدیگر متصل مي

یز سازی آن نی پیادهکند، هزینهکمتری استفاده مي یهاکانال پیچیدگي طراحي کمتری دارد و چون از نقطه،

 دبا زیا .پایین پذیری توان و دیگری کارایيسیكي عدم مقیا :اما این روش دو مشكل اساسي دارد؛ تر استپایین

ی متصل به آن افزایش ارسال و دریافت داده متصل به گذرگاه، طول و نیز مدارات یهادستگاهتعداد  شدن

توان مصرفي را افزایش  همچنین و تأخیرگردد. این بار خازني مي یایجاد بار خازني زیاد یابد که منجر بهمي

 دهد.مي

نمایند و لذا در هر لحظه فقط دو بر این، تمام عناصر متصل به گذرگاه از یک مسیر واحد استفاده مي علاوه

ها باید منتظر آزاد شدن کانال بمانند. این امر موجب کاهش شدید کارآیي دارند و سایر گرهارتباط  گره با هم

یاز به نمشكلات با این  برای مقابله. شودمي (که عناصر متقاضي ارتباط زیاد باشدبه ویژه هنگامي)سیستم 

تراشه به عنوان یک طرح ارتباطي روی  یو شبكه ایجاد شدهای سنتي ارتباطي درون تراشه روش در بازنگری

های توان گفت شبكهپس در واقع مي .نوین برای رفع و کاهش این مشكل مورد توجه قرار گرفت ای تراشه درون

  .[02-11]باشد های زیاد ميهای با هستهگذرگاه در تراشه یفناورروی تراشه جایگزین 

                                                           
1 Point To Point 
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توان ترین ساختاری که مي. ساده[42، 39] ابع استو من هاابیریمساز  n×m ایشبكه تراشهی روی شبكه

یک شبكه دوبعدی است و اکثر تحقیقاتي که انجام شده است بر  ،روی تراشه در نظر گرفت یبرای یک شبكه

 است آنکردن با کار سازی و سادگي پیاده استفاده از ساختار دوبعدی،دلیل  .ساختار بوده است همینروی 

. اشدبسفارشي یا هر بلاک با ویژگي خاصي  یافزارسخت، بلاک ی پردازنده، حافظههسته تواندبع ميامن .[41]

ر فاده از کانال به یكدیگبا است هاابیریمس. منابع و هستند یسازرهیذخواحدهای محاسباتي یا  در واقع منابع

 .ارتباط دارند

ین اتصالات ب ،بط شبكهمسیریاب، را اند:یافتههای روی تراشه از سه قسمت اصلي تشكیل شبكه

 .هاابیریمس

 

ی روی تراشهساختار کلی شبکه( 1-1شکل   

 

و این  استشود، در هر گره از شبكه، هسته به یک مسیریاب متصل دیده مي 1-1شكل طور که در همان

ها ارتباط بین گره .شده استوصل  هاابیریمسمسیریاب از طریق اتصالات نقطه به نقطه در یک شبكه به سایر 

باط رتشود. رابط شبكه، اها بر روی این زیرساخت ارتباطي انجام ميهای داده و ارسال آناز طریق تولید بسته

ها و سپس ها در سمت فرستنده و باز کردن بستهداده یبندبستهاز طریق را  هاابیریمسها و بین هسته

م به تبدیل یک پیا یاین رابط وظیفه تر،دقیقکند. به بیان های آن در سمت گیرنده برقرار مياستخراج داده

 بكهرابط ش عهده دارد. بهها و بازسازی پیام در سمت مقابل را چندین بسته در طرف فرستنده و ترکیب بسته

های ر شبكهتقال دهای قابل انشده در واسط هسته به بسته یسازادهیپوظیفه تبدیل پروتكل  برای انجام این کار



 

1 
 

های قابل فهم برای های رسیده را به دادهرابط شبكه بسته ،انتقال در طرف دیگر  عهده دارد. هروی تراشه را ب

 .کندتبدیل مي (طبق پروتكل واسط آن هسته)هسته 

 

 فلیت 1-3
طراحي ي واند باعث سادگتمي هایي با ابعاد کوچکانتخاب فلیتکه است هر بسته از تعدادی فلیت تشكیل شده 

 3انتهای بستهو  0بدنه، 1سرآیندطور کلي بسته از حداقل سه بخش تشكیل شده که شامل . به شودمسیریاب 

رآیند س، ابتدا دادهدارد. در هنگام ارسال  انتهای بستهو یک  بدنه، یک یا چند سرآینداست. هر بسته فقط یک 

دنه ارسال شد، در بشود. وقتي یک یا چند شود و مسیر توسط آن برای انتقال داده رزرو ميارسال مي بسته

های دیگر وجود داشته شود تا امكان رزرو آن توسط گرهشده آزاد ميمسیر رزرو  ،انتها با ارسال انتهای بسته

 باشد. 

 هاگنالیعبور س یبرا ياختصاص یهامیس یمشترک به جا یهامیتراشه از س یرو یهاشبكه در جا که از آن

جا هابجتراشه  یرو یشبكه . مقدار دیتایي که در هر کلاک درباشد يآن منطق ینهیهز دیبا ،دشو ياستفاده م

بین  سیم 30در واقع  ،شودجا ميهبیت جاب 30مثلا وقتي در هر کلاک  ؛ها استی تعداد سیمشود به اندازهمي

ارت عبآید که مشكلاتي به وجود مي ،وجود دارد. اگر بخواهیم برای ارسال داده از بسته استفاده کنیم گرهدو 

 است از:

 ین دو زیادی سیم ب بسیارها زیاد است باید مقدار ها به نسبت فلیتبسته یکه اندازه با توجه به این

ها محدود است و در صورت محدود نبودن، ایجاد گرههای بین از طرفي تعداد سیم ایجاد شود. گره

 .بردهای زیاد بین دو گره توان مصرفي را به شدت بالا ميسیم

  و گره ن بسته سیم بین دتریی بزرگباید همیشه به اندازه ،ها یكسان نیستی بستهاندازه جا که آن از

 ها استفاده شود.کمي از این سیم تعدادکه ممكن است در اکثر موارد  ایجاد شود

                                                           
1 Head 

2 Body 
3 Tail 
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   شود. ميا هی بافر زیادی نیاز است که این خود باعث افزایش تأخیر بستهها به حافظهبرای انتقال بسته 

 ی روی تراشه است.حلي برای انتقال داده در شبكهتوان گفت که فلیت، راهپس در واقع مي

 

 نامههدف پایان 1-4
ی سیمي ارائه گردیده ی روی تراشهالگوریتم یادگیری برای یک شبكه، [12-1]هاي موجود در گذشته در روش

های تقاضا برای استفاده از لینک 1سیمی بيجا که در شبكهآناستفاده نشده است. از  سیمبياست و از اتصالات 

تواند ازدحام در شبكه را آن به دلیل سهولت در ارسال بسته زیاد است، الگوریتم یادگیری تا حد زیادی مي

ي سیم به کمک یادگیری تقویتی بيهای روی تراشهبهبود مسیریابي درشبكهنامه هدف این پایانکاهش دهد. 

 است.

 

 هاهای آنحلها و راهچالش 1-5
ت؛ سیم اسهای بيسیم، کنترل تقاضاها برای استفاده از لینکهای بيی مهم در طراحي محیطهایكي از چالش

 ؛ها به گره مقصد دارنداز طریق این لینک دادهها تمایل به ارسال سیم، گرههای بيچون در صورت وجود لینک

سیم بعد از مدتي ازدحام پیش بیاید و وجود ازدحام در شبكه های بيلینکاین  در شود کهاین باعث مي و

سیم روشي ایجاد گردد که های بيشود. پس باید در صورت استفاده از محیطباعث کاهش کارایي شبكه مي

بر  يری تقویتنامه برای رفع این چالش از الگوریتم یادگیبتواند ازدحام مذکور را مدیریت کند. در این پایان

اساس سازوکار پاداش و مجازات استفاده شده است. سازوکار پاداش و مجازات در این الگوریتم به این صورت 

گیرد و در صورت انتخاب مسیر پاداش تعلق ميعمل به ازدحام در شبكه  است که در صورت انتخاب مسیر کم

 شود.ميازدحام نیز مجازات شامل حال عمل  پر

                                                           
1 Wireless 
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سیم بي یی روی تراشهدر شبكهبا استفاده از یادگیری تقویتي این چالش  تاکنون تحقیقاتي برای

های ی روی تراشه انجام شده، همه در شبكهی یادگیری تقویتي در شبكهانجام نشده است. کارهایي که در زمینه

 سیمي بوده است که در فصل دوم به بررسي آن پرداخته شده است.

در شبكه است که در صورت استفاده از یادگیری تقویتي برای بست چالش دیگر، به وجود آمدن بن

ی بست در شبكه به این صورت است که بعد از گذشت زماني، بستهشود. بنی روی تراشه ایجاد ميشبكه

روی  یبست در شبكهنامه با بررسي علل به وجود آمدن بنشود. در این پایانجدیدی به شبكه تزریق نمي

 بست استفاده شده است.های مجازی برای رفع بنتعداد کانالتراشه، از افزایش 

 

 نوآوری 1-6
قابلیت دارای  ست کهنامه یک الگوریتم مسیریابي مبتني بر یادگیری تقویتي ارائه شده ادر این پایان

فاده از فلیت استی روی تراشه در شبكهجایي داده هسیم است و برای جابی بيی روی تراشهاجرا در شبكه

این الگوریتم مسیریابي قابلیت  .شوداز بسته استفاده مي ،های قبليروشدر که در حالي  ؛کندمي

سازگاری با شبكه دارد. به این صورت که اگر در مسیر حرکت بسته از گره مبدأ به گره مقصد، مسیر پر 

ر سیر توسط الگوریتم، بکند. تغییر متر را انتخاب ميازدحامازدحام باشد، تغییر مسیر داده و مسیر کم 

گیرد که اطلاعات این جداول، بر اساس اطلاعاتي های آن صورت مياساس اطلاعات موجود در جداول گره

شوند. در واقع یادگیری در این الگوریتم  روزرساني ميآیند، بهدست مي ها بهکه در هر جابجایي گره

 مسیریابي، ماحصل تغییر مقادیر جداول است.

 

 نامهتار پایانساخ 1-7
سوم، روش پیشنهادی   فصلهای پیشین انجام شده است. در دوم، مروری بر روش فصلدر ادامه این تحقیق، در 

دی بنپایاني، جمع فصلها مورد بررسي قرار گرفته است و در آزمایشو چهارم، نتایج  فصلارائه شده است. در 

 گیری ارائه شده است.و نتیجه
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 مقدمه 2-1
و  [1]مطرح شده است  0212سیم اولین بار در سال های بيروی تراشه با استفاده از لینک یشبكه یایده

 هایروش نیترمهمهای مسیریابي به آن پرداخته شده است. های مختلف از جمله الگوریتمتاکنون از جنبه

، [31، 31، 03، 0] 1متمرکز از: مسیریابي توزیع شده وعبارت است کنون ارائه شده است مسیریابي که تا

، مسیریابي [32، 09، 01، 4] 3حداقلي، مسیریابي حداقلي و غیر[01، 04، 11، 3] 0مسیریابي قطعي و انطباقي

 .[33، 30، 31، 1] 1نیز مسیریابي خطاپذیر و [31، 34، 00، 1] 4با توجه به دمای شبكه

 آن راوان تالگوریتم مبتني بر یادگیری است که مي ها،ترین آنیكي از مهم ،ی مسیریابيهااز این الگوریتم

 انطباقي قرار داد. یجزء دسته

 0-0ی روی تراشه در بخش بندی در شبكهی همدر مورد نحوه 1-0در بخش  ،در این فصل به طور کلي

هایي که هر الگوریتم مسیریابي باید ویژگي 3-0شه، در بخش ی روی تراهای مسیریابي در شبكهالگوریتم

گیرند ی قطعي و تطبیقي قرار ميهای مسیریابي که در دو دستهتعدادی از الگوریتم 4-0داشته باشد، در بخش 

روی  یبه بحث و بررسي مقالاتي پرداخته خواهد شد که قبلاً از الگوریتم تقویتي در شبكه 1-0و در بخش 

 شود.گیری کلي ارائه مينتیجه 1-0اند و در بخش ستفاده کردهتراشه ا

 

 ی روی تراشهبندی در شبکههم 2-2

ند. کبندی آن سیستم را مشخص ميها به یكدیگر در یک سیستم چند کامپیوتری، هماتصال گره ینحوه

 ره  مشخص کرد که هر گ یک گراف لهیوسبهتوان را مي چند کامپیوتری های هر سیستم بین پردازنده یشبكه

 باشد.این گراف نمایانگر یک عنصر پردازشي و هر یال آن نمایانگر کانال فیزیكي بین دو گره مي

                                                           
1 Source And Distributed Routing 
2 Deterministic And Adaptive Routing 
3 Minimal And non-minimal Routing 
4 Thermal-aware Routing 
5 Fault-Tolerant Routing 
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بین هر دو گره،  یهاگامگویند و حداقل تعداد پیمایش از یک گره به گره همسایه را یک گام مي

های بین هر دو گام(، از حداقل فاصله کند. حداکثر مقدار )در مقیاسبین آن دو گره را مشخص مي یفاصله

ر بی روی تراشه های مورد استفاده در شبكهکند. شبكهگره موجود در شبكه، قطر آن شبكه را مشخص مي

ساختار پیشنهاد شده  1-0باشند. شكل بندهای مختلفي مينوع کاربرد و معماری سیستم دارای هم اساس

بندی هم نیز 0-0شكل دهد. باشد را نشان ميدوبعدی مي یهی روی تراشه که مبتني بر شبكبرای شبكه

Torus  ب با برچس یهاگره که دهديمرا نشانS برچسب با  یهاگرهو  هاابیریمس یمشخص کنندهT ،

 باشند.مي هاگره مشـخص کننـده ترمینـال

 

 بندی شبکههم (1-2شکل 

 

 Torusبندی هم (2-2شکل 

 ی روی تراشههای مسیریابی در شبکهالگوریتم 2-3
های توزیع شده در مقیاس بزرگ گرفته های کامپیوتری و سیستماز شبكه تراشه یرو یشبكه یدر واقع ایده

 هب باید طراحي منحصر تراشه یرو یشبكهکار رفته برای ه ب های مسیریابي است. با این حال تكنیکشده 
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ظه و هایي که در حافداشته باشند و توان عملیاتي شبكه را تضمین کنند. با توجه به موانع و محدودیت فردی

نطقي باید م تراشه یرو یشبكهی کار رفته براه منابع موجود بر روی تراشه وجود دارد، تكنیک مسیریابي ب

ای دهطور گستره دیگر، ب یی روی تراشه نیز همانند هر شبكهطور کلي کارایي شبكهه ساده داشته باشد. ب

 باشد.کار رفته در آن ميه مسیریابي ب وابسته به تكنیک

اید خوب ب ي ریابکند. الگوریتم مسیو مقصد را تعیین مي مبدأمسیر بین مسیریاب  ،1الگوریتم مسیریابي

 باشد. 4و گرسنگي 3، سرگرداني0بستبنعاری از 

های بندی کرد. در الگوریتمتقسیم 1انطباقيو  1قطعي یتوان به دو دستهمي های مسیریابي راالگوریتم

 ها از همـانبه گره مقصد مشخص شده و سپس بسته مبدأ تمام مسیرها در همان ابتدا از گره مسیریابي قطعي،

ا، هیچ هدر هنگام تعیین مسیر برای بسته ؛ ضمن این کهدشـونبه گره مقصد ارسال مي شدهن ییتعای مسیره

در  قرار دارند. انطباقيهای مسیریابي شود. در مقابل آن، الگوریتمتوجهي به شرایط ترافیكي شبكه نمي

در این  معمولاً شود و ذ ميبه شرایط ترافیكي شبكه اخ تصمیمات مسیریابي با توجه انطباقيهای الگوریتم

ها از مسیرهای دیگری که دارای ازدحام شود تا در صورت وجود ازدحام در شبكه، بستهها سعي ميالگوریتم

ای یک هرکدام دار انطباقيهای مسیریابي قطعي و مسیریابي شوند. الگوریتمکمتری هستند به سمت مقصد 

 لیدل بهمسیریابي قطعي این است که  هایمزایای الگوریتم نیترمهمباشند. یكي از سری مزایا و معایب مي

تر است و در زماني که شبكه دارای ازدحام آن بسیار ساده یهاابیریمسساده بودن منطق مسیریابي، طراحي 

مسیریابي کمتری هستند. ولي باید توجه داشت در زماني که ازدحام شبكه بالا  تأخیرکمي باشد، دارای 

و این امر باعث کاهش شدید توان عملیاتي  استهای قطعي بسیار زیاد مسیریابي الگوریتم رتأخیباشد، مي

ازدحام بودن  قطعي در هنگام پر هایآید که الگوریتممي به وجودشبكه خواهد شد. این مشكل بدین دلیل 

                                                           
1 Routing algorithm 
2 Dead Lock 
3 Live Lock 
4 Starvation 
5 Deterministic 
6 Adaptive 
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د. در استفاده کننشبكه قادر نیستند برای اجتناب از ازدحام، از مسیرهای دیگری جهت ارسال بسته به مقصد 

مسیرهای دیگر در هنگام برخورد با ازدحام در  یتوانایي ارائه لیبه دل انطباقيهای مسیریابي مقابل، الگوریتم

-کمتری داشته باشند و باعث افزایش توان عملیاتي شبكه شوند. ولي الگوریتم تأخیرتوانند های شبكه، ميلینک

ای هبیشتری نسبت به الگوریتم تأخیرباشد دارای ترافیک کمي ميدر هنگامي که شبكه دارای  انطباقيهای 

 دانست. انطباقيتر بودن منطق مسیریابي توان به دلیل پیچیدهاین امر را مي .قطعي خواهند بود

 

 های مسیریابیخصوصیات مهم الگوریتم 2-4
 از:رت است عبااند، مسیریابي وابسته به الگوریتم ماًیمستقبرخي از خصوصیات شبكه که 

 مقصد در شبكه. گره به هر مبدأگره ها از هر : قابلیت و توانایي مسیریابي بسته1قابلیت اتصال 

 مقصد از طریق مسیرهای متفاوت با وجود اجزا گره ها به : توانایي ارسال بسته0پذیریقابلیت تطبیق

 و خطوط مشغول، پرتراکم یا خطادار.

  ردان ها تا ابد در شبكه سرگکه بسته ها: توانایي تضمین اینتهو سرگرداني بس بستبنعاری بودن از

 ییک چرخه صورت به ممكـن اسـت بستبننیز گرفتار نخواهند شد.  بستبننخواهند بود و در 

 .منابع را دارند، صورت گیرد که درخواسـت یيهاگرهوابسته در میان 

 معیوب و خطادار. یا وجود اجزاها بتوانایي مسیریابي بسته :3پذیری خطاقابلیت تحمل 

 

 های مسیریابیالگوریتم 2-5

های ارائه شده است. همچنین الگوریتم تراشه یرو یشبكههای های متعددی برای طراحي مسیریابمعماری

زماني که یک بسته از درون یک  مطرح گردیده است. تراشه یرو یشبكهمسیریابي متعددی جهت استفاده در 

ن بنابرای؛ تواند به چهار جهت حرکت کند: شمال، جنوب، شرق و غربکند، ميبعدی عبور ميتوری دو یشبكه

                                                           
1 Connectivity 
2 Adaptivity 
3 Fault tolerant 
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هشت نوع چرخش ممكن و نیز دو دور انتزاعي وجود دارد که ممكن است توسط بسته انجام گیرد. این 

ئل نشود، قا هاچرخشاند. الگوریتمي که هیچ محدودیتي در انجام این نشان داده شده 3-0شكل ها در چرخش

محدودیتي اعمال گردد، به  هاچرخششود، ولي اگر در انجام هر یک از این نامیده مي انطباقي کاملاً الگوریتم

ستند، ولي ه بستبنمستعد بروز  ،انطباقي کاملاً هایشود. الگوریتمجزئي گفته مي انطباقي الگوریتم حاصله، 

الگوریتم حاصله عاری از امكان وجود خواهد داشت که اگر حداقل از دو چرخش ممانعت به عمل آید، این 

 باشد. بستبن

 
دوبعدی یهشت نوع چرخش ممکن در یک شبکه (3-2شکل   

 هاتمیلگورامعرفي خواهند شد. این  قطعيجزئي و یک الگوریتم  انطباقيالگوریتم مسیریابي  چند در این بخش

 .XY ،West-First ،North-Last ،Negative-First ،East-First ،South-Last ،SNWE از: ارت استعب

به  فت،به صورت مینیمال مورد بررسي قرار خواهد گر ،ذکر شده انطباقيهای لازم به ذکر است که الگوریتم

ي از هدف دور و تحت هیچ شرایط ندشوحرکت، یک قدم به هدف نزدیک مي این معني که همواره با هر

 گرسنگي و سرگرداني ،بستبنهمگي از  XY شده در بالا به غیر از برده های نام. تمام الگوریتمندشونمي

 XY ، ولي الگوریتمشوندمواجه نميکدام از موارد ذکر شده هیچ ایعني تحت هیچ شرایطي ب محفوظ هستند،

 .ه شودبست مواجا بنباشد ممكن است بکه یک الگوریتم قطعي مي

و ( S,YSX) صورته ب مبدأد شد. بدین ترتیب که گره ننمایش داده خواه X,Y و مقصد با مبدأ یهاگره

ز ا  SX جایه بد شد. لازم به ذکر است که در شبه کدها ننمایش داده خواه( T,YTX) صورته گره مقصد ب

1x ،جایه ب Ys 1 ازy ،جایه ب tX   ازtx جایه ب و tY از ty  شوداستفاده مي. 
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 XYالگوریتم مسیریابی  2-5-1

تا زماني  کنندطي مي ها راX مسیرابتدا در آن  هـافلیت کـه استاین الگوریتم یک الگوریتم مسیریابي قطعي 

د تا به مقصد نکنمي حرکـت هاY جهـتدر  هافلیت سپس .قرار گیرند X از خـط بر روی یک SY و TY که

 1-0الگوریتم  در به آن،داده شده است. شبه کد مربوط  نمایش XYي ، چهار مسـیریاب4-0شكل د. در نبرس

 آورده شده است.

 XY( الگوریتم مسیریابی 1-2الگوریتم 

 

1.      if lx = tx and ly = ty and auxfree(LOCAL)='1' then 

2.             Go Core; 

3.      elsif lx <> tx and auxfree(dirx)='1' then 

4.             Go X Dimension; 

5.      elsif lx = tx and ly <> ty and auxfree(diry)='1' then 

6.            Go Y Dimension; 

  

 

 XYمسیرهای پیموده شده توسط الگوریتم ( 4-2شکل 

 

 West-First مسیریابی الگوریتم 2-5-2

در این الگوریتم موقعي هایي است که در سمت غرب شبكه قرار دارد. دهي به گرهاولویتهدف این الگوریتم 

صورت ه ها بباشد، بسته S>X TXاگـر  .شـوندمسـیریابي مـي XY همـان روش ها به، بستهباشد S≤X TXکه 

یک بسته در الگوریتم  زمان کـل بـرای انتقـال .دنشووب هدایت ميیا شمال یا جن توافقي در جهـات شـرق

گره  سمت آن بـه تواندنميو  رسديمهنگامي که به یک حالت بلوکه  شود، چرا کـهتوافقي کاهش داده مي
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آورده  0-0 الگوریتم آن، درشبه کد مربوط به  .دکندیگری حرکت مي صورت توافقي بـه مسـیره ، بدحرکت کن

 .ستشده ا

 West-First( الگوریتم مسیریابی 2-2الگوریتم 

 

1.      if lx = tx and ly = ty and auxfree(LOCAL)='1' then 

2.              Go Core; 

3.       elsif lx > tx and auxfree(WEST)='1' then 

4.              Go WEST;  

5.      elsif lx < tx and auxfree(EAST)='1' then  

6.              Go EAST; 

7.       elsif (lx = tx or lx < tx) and ly < ty and auxfree(NORTH)='1' then  

8.              Go NORTH;  

9.      elsif (lx = tx or lx < tx) and ly > ty and auxfree(SOUTH)='1' then  

10.            Go SOUTH;  

 

 

 West-First مسیرهای پیموده شده توسط الگوریتم( 5-2شکل 

 

 North-Last مسیریابی الگوریتم 2-5-3

ي الگوریتم موقعدر این  هایي است که در سمت شمال شبكه قرار دارند.کاهش اولویت گره هدف این الگوریتم

صورت ه ها بباشد، بسته  S>Y TYو اگر د نشویابي ميمسیر  XY به همان روشها باشد بسته  S≤Y TYکه 

آورده شده  3-0الگوریتم  آن، درشبه کد مربوط به  .دنشوتوافقي در جهات غرب یا شرق یا جنوب هدایت مي

 .است
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 North-Last( الگوریتم مسیریابی 3-2الگوریتم 

 

1.      if lx = tx and ly = ty and auxfree(LOCAL)='1' then  

2.              Go Core; 

3.      elsif lx < tx and auxfree(EAST)='1' then  

4.              Go EAST; 

5.      elsif lx > tx and auxfree(WEST)='1' then               

6.      elsif ly > ty and auxfree(SOUTH)='1' then 

7.              Go SOUTH;   

8.      elsif lx = tx and ly < ty and auxfree(NORTH)='1' then  

9.              Go NORTH; 

  

 

 North-Lastمسیرهای پیموده شده توسط الگوریتم  (6-2شکل 

 

 Negative-First مسیریابی الگوریتم 2-5-4

ا هدر این الگوریتم بسته هایي است که در سمت جنوب و غرب شبكه قرار دارند.دهي به گرهاولویت هدف این الگوریتم 

باشد، ( S≤Y TYو  S≥X TX( یا )S≥Y TYو  S≤X TX ) اگر  .کنندهات منفي شمال یا غرب حرکت ميابتدا در ج

 .دهد(مي شاناین عمل را ن 1-0شكل  در 4 و 3 د )مسیرهاینشوصورت قطعي مسیریابي ميه ها ببسته صورت نیادر 

 .آورده شده است 4-0الگوریتم  آن، درشبه کد مربوط به 
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 Negative-Firstالگوریتم مسیریابی  (4-2الگوریتم 

 

1.      if lx = tx and ly = ty and auxfree(LOCAL)='1' then 

2.              Go Core;  

3.      elsif lx > tx and auxfree(WEST)='1' then  

4.              Go WEST; 

5.      elsif ly > ty and auxfree(SOUTH)='1' then  

6.              Go SOUTH; 

7.      elsif (ly = ty or ly < ty) and lx < tx and auxfree(EAST)='1' then  

8.              Go EAST; 

9.      elsif (lx = tx or lx < tx) and ly < ty and auxfree(NORTH)='1' then 

10.            Go NORTH; 

 

 

 Negative-Firstمسیرهای پیموده شده توسط الگوریتم  (7-2شکل 

 

 East-First مسیریابی الگوریتم 2-5-5

در این الگوریتم موقعي هایي است که در سمت شرق شبكه قرار دارد. دهي به گرهاولویتهدف این الگوریتم  

صورت  هها ببسته باشد، S≤X TXاگر  .شوندمسیریابي مي XYها به همان روش باشد، بسته S>X TXکه 

آورده شده  1-0الگوریتم  آن، درشبه کد مربوط به  .دنشوجنوب هدایت مي یا شمال ایتوافقي در جهات غرب 

 .است
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 East-First( الگوریتم مسیریابی 5-2الگوریتم 

 

1.      if lx = tx and ly = ty and auxfree(LOCAL)='1' then  

2.              Go Core;  

3.      elsif lx < tx and auxfree(EAST)='1' then  

4.              Go EAST;  

5.      elsif lx > tx and auxfree(WEST)='1' then  

6.              Go WEST;  

7.      elsif (lx = tx or lx > tx) and ly < ty and auxfree(NORTH)='1' then 

8.              Go NORTH;  

9.      elsif (lx = tx or lx > tx) and ly > ty and auxfree(SOUTH)='1' then  

10.            Go SOUTH; 

 

 

 East-First مسیرهای پیموده شده توسط الگوریتم (8-2شکل 

 

 South-Lastالگوریتم مسیریابی  2-5-6

 در این الگوریتم موقعيهایي است که در سمت جنوب شبكه قرار دارند. کاهش اولویت گرههدف این الگوریتم 

ها بسته صورت نیادر  باشد، S≤YTYر اگـ .دنشومسیریابي مي XY روشهمان  به هابسته باشد، S>YTY که

 الگوریتم آن، درشـبه کـد مربـوط بـه  .دنشوشمال هدایت مي یا شرق یا صورت تـوافقي در جهـات غـربه ب

 .آورده شده است 0-1
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 South-Last( الگوریتم مسیریابی 6-2الگوریتم 

 

1.      if lx = tx and ly = ty and auxfree(LOCAL)='1' then  

2.              Go Core;  

3.      elsif lx < tx and auxfree(EAST)='1' then  

4.              Go EAST;   

5.      elsif lx > tx and auxfree(WEST)='1' then  

6.              Go WEST; 

7.      elsif ly < ty and auxfree(NORTH)='1' then 

8.              Go NORTH; 

9.       elsif lx = tx and ly > ty and auxfree(SOUTH)='1' then  

10.            Go SOUTH; 

 

 

 South-Last مسیرهای پیموده شده توسط الگوریتم (9-2شکل 

 

 Wirelessالگوریتم مسیریابی  2-5-7

قصد ارسال به گره م مبدأکمتر از گره  تأخیرو با  ترعیسر را بستهسیم، با استفاده از اتصالات بي این الگوریتم

 :شودبررسي ميرسد دو حالت ای ميگره ای بهوریتم موقعي که بستهدر این الگ .کندمي

  به همان روشبه گره مقصد  مبدأارسال بسته از گره XY. 

  مبدأ مسیبيترین مسیریاب به گره مقصد از طریق ارسال بسته به نزدیک مبدأارسال بسته از گره ،

 .ل بسته به گره مقصدمقصد و سپس ارسا سیمبيترین مسیریاب دریافت آن در نزدیک



 

01 

 

 بدون در ، یک بارو مقصد مبدأی دکارتي بین اصلهف یاز طریق محاسبه انتخاب هر یک از حالات فوق،

ی دوم لهی اول از فاصاگر فاصله .شودانجام مي سیمبيبا در نظر گرفتن گره  یک بار و سیمبينظر گرفتن گره 

 این صورت، از الگوریتم مسیریابي ده خواهد شد؛ در غیرااستف XYکمتر باشد، از روش الگوریتم مسیریابي 

WirelessXY استفاده خواهد شد. 

 برابر است با: ی دکارتيفاصله ،سیمبي در صورت عدم گره  

 |و سطر مقصد مبدأفاصله سطر | + |و ستون مقصد مبدأفاصله ستون |

 برابر است با: ی دکارتيفاصله ،سیمبي و در صورت وجود گره  

گره  نیترکینزدو  مبدأفاصله دکارتي بین | + |به مقصد سیمبيگره  نیترکینزدله دکارتي بین مقصد و فاص|

 .[11] سیمبيهزینه استفاده از  + |مبدأبه  سیمبي

 

 Wireless توسط الگوریتمیابی مسیر( 11-2شکل 

 

 کارهای مرتبط 2-6
برای  مخصوصاًکنند که یک الگوریتم مشخص عمل مي بر اساس ،های مسیریابي ذکر شده در بالاروش

بنابراین لازم است از یادگیری تقویتي استفاده  .شونددچار ازدحام مي Transposeو  Hotspotهای ترافیک

اجع مر .انطباقي قرار داد یجزء دسته آن راتوان مي است و ی مسیریابيهاالگوریتم نیترمهمیكي از شود که 

 :انداستفاده کردهي تتقویهای مبتني بر یادگیری الگوریتم اززیر 
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 .ستا شدهی سیمي از روش یادگیری تقویتي استفاده برای مسیریابي در یک شبكه [10]ر مرجع د

 .است يخروجانتخاب پورت  3و عمل همان بسته 0همان گره، عامل 1در مدل یادگیری تقویتي شبكه، وضعیت

 دهدا قراربرای هر گره یک جدول  صورت کهاین  به ؛استفاده شده است Q4 یریگادی در این مقاله از تكنیک

شود که صرف مي است یتأخیرعمل و سطرهایش وضعیت است و مقادیر این جدول معادل  شیهاستونکه 

با توجه به اینكه مقدار  ،شوددر نتیجه در هر حالت کمترین مقدار انتخاب مي ؛به مقصد برسد مبدأتا گره از 

وجه شود و با ترسد، این جدول بررسي ميای ميای به گرهقتي بستهو .مثبت در نظر گرفته شده است تأخیر

ن پورت وضعیت بعدی هم مشخص آبا توجه به  ،شود، پورت خروجي انتخاب ميشده مشخصبه نوع عمل که 

یید قرار گیرد؛ و د تا مورد تأشوداده مي 1باشد، پاداش تأخیردر جهت کاهش شده  اگر پورت  انتخاب .شودمي

ای به وقتي بسته .شوددر نظر گرفته مي 1باشد، برایش تنبیه تأخیردر جهت افرایش  شده انتخاب اگر پورت  

ها یا جدولش را به گره گیرنده ارسال شود، گره  فرستنده اطلاعاتي در مورد وضعیت گرهیک گره ارسال مي

گره گیرنده هم پس از دریافت  بسته، اطلاعاتي  .روزرساني کندخودش را به کند تا گره گیرنده بتواند جدولمي

تا گره فرستنده هم از این اطلاعات  کندی یادگیری به گره فرستنده ارسال ميدر مورد وضعیت خود، با بسته

نده رستتوان گفت یک ارتباط دوطرفه ایجاد شده است و هر دو گره گیرنده و فپس در واقع مي .استفاده کند

ارتباطات در  طرفه اولین باردو ي  یادگیری تقویتاز مدل  .کنندروز ميجداول خود را با اطلاعات ارسالي به

 یبرا دهکنن تیتقو گنالیبا استفاده از س يارتباط ستمیس یدو انتها ،که در آن ه استشداستفاده  ایماهواره

 .کننديمخود را سازگار  ،گرید یانتها

 ليهای روی تراشه پرداخته شده است که این مشكل اصحل مشكل اساسي شبكهبه  [9]در مرجع 

 ازدحام شود اگر در این مسیرهای پروقتي یک بسته ارسال مي که یطوربه عبارت است از ازدحام در شبكه، 

                                                           
1 State 
2 Agent 
3 Action 
4 Q-Learning 
5 Reward 
6 Punishment 
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تر زدحاما کماین خیلي مهم است که بتوانیم مسیرهای  .قرار بگیرد ممكن است به مقصد نرسد و یا دیر برسد

 .مقصد انتخاب کنیم گره را برای ارسال بسته به

زء که ج ها استفاده از یادگیری تقویتي استیكي از این راه .های مختلفي وجود داردبرای این کار راه

گفته شد،  [10]طور که در مرجع در روش ارائه شده در این مقاله، همان .های مسیریابي انطباقي استالگوریتم

و  دهددر شبكه نشان ميمختلف حرکت بسته را از آن گره  یهاحالت جدول وجود دارد کهبرای هر گره یک 

 .به مقصد برسد مبدأشود تا گره از که صرف مي است یتأخیرمقادیر این جدول معادل 

 ترین مسیرازدحام کند، چون هدف انتخاب کمرسد جدول را بررسي ميمي به یک گره یابستهوقتي 

کند و بسته را در آن مسیر مقدار را انتخاب مي ترینمثبت فرض شود، پایین تأخیرکه مقدار  در صورتي .است

وقتي بسته از طریق این گره ارسال شد و گره گیرنده آن را دریافت کرد، گره گیرنده اطلاعات  .کندارسال مي

ده فرستد و گره فرستني، از طریق بسته یادگیری برای گره فرستنده مشیهاپورتخودش را در مورد وضعیت 

 ،رفه استطاین مسیریابي یک مسیریابي یک .کندروزرساني مياطلاعات رسیده، جدولش را به نیاز ابا استفاده 

روزرساني به x شود فقط جدول گره فرستنده یعني گرهارسال مي yبه گره  xی از گره اچرا که وقتي بسته

 .طرفه نشان داده شده استي یکای از مسیریابنمونه 11-0در شكل  .شودمي

 

 

 [9طرفه ]ای از مسیریابی یکنمونه (11-2شکل 

 

 لحی ارائه شده است که این راهرحل دیگهای روی تراشه راهبرای حل مشكل ترافیک در شبكه [12]در مرجع 

 عبارت است از استفادهفه است( طر)که مبتني بر یادگیری تقویتي به صورت یک [9]حل مرجع بر خلاف راه
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پس از انتخاب مسیر، در هنگام ارسال بسته، گره فرستنده  در این روش .ز یادگیری تقویتي به صورت دوطرفها

روزرساني جدول این اطلاعات برای به .کندخود را نیز ارسال مي یهاپورتاطلاعاتي از وضعیت ازدحام در 

نده این گره گیر ،شودارسال مي شده اضافهوقتي بسته با این اطلاعات  .شودیادگیری گره گیرنده استفاده مي

کند و اطلاعات مربوط ی رسیده شده استخراج ميکند و اطلاعات مورد نیاز را از بستهاطلاعات را دریافت مي

فرستنده  هبا این اطلاعاتي که گره گیرنده و گر .کندیادگیری به گره فرستنده ارسال مي یبا بسته به خود را

فته دوطرفه گ ،به همین دلیل به این روش .کنندروزرساني ميجداول مربوط به خودشان را به ،کننددریافت مي

ر کند و کارائي شبكه را بیشتو بهتر پیدا مي ترعیسرتر را روش ارائه شده در این مقاله مسیر بهینه .شودمي

 .طرفه نشان داده شده استبي دوای از مسیریانمونه 10-0در شكل  .بخشدبهبود مي

 

 

 [11طرفه ]ای از مسیریابی دونمونه( 12-2شکل 

 

 .روی تراشه پرداخته شده است یسازی عملكرد شبكه، با استفاده از یادگیری تقویتي به بهینه[1]در مرجع 

که با استفاده  شده ارائه Q يابیریبر مس يمبتن يقیتطب يابیریمس تمیالگور کی، [44]در مرجع 

 .کنديم عیرا توز کی، ترافدر کل شبكه یریادگیروش  کیاز 

ده، بین شذکر  یادگیری تقویتي  بر اساسهای مسیریابي ي الگوریتمتمامدر لازم به ذکر است که 

 است فلیتجابجایي و نیاز به روشي برای جابجا شده است  بسته به جای فلیت، ،و گره مقصد مبدأگره 

 .ی سیمي بوده است و همچنین انتقال داده در یک شبكه
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شده است که ارائه  Q یریادگیبر  يآگاه از ازدحام و مبتن ي ابیریمس تمیالگور کی ،[19]در مرجع   

 .ندک يرا حفظ م جدول کی خوشههر  و دکنمي میخوشه تقس نیرا به چند شبكه تمیالگور این

 یارسال بسته به خوشه یبرا نیگزیجا یرهایرا در مورد مس کليو  يحلجدول اطلاعات مربوط به ازدحام م نیا

انتخاب کند.  کم تراکم را بر اساس اطلاعات جدول يتواند کانال خروج يکند. هر خوشه م يم رهیمقصد ذخ

ها در انتشار اطلاعات ازدحام و داده یریادگی، هر دو بسته هاجدول شتریب يبه روزرسان ی، برانیعلاوه بر ا

ستفاده ا سیمبيهای ولي از لینک ،. در این مرجع برای انتقال داده از فلیت استفاده شده استکنند يشرکت م

 .نشده است

 

 گیرینتیجه 2-7
ه را بر ی روی تراشموجود و بررسي مقالاتي که مسیریابي در شبكه های مسیریابي منطق الگوریتم با بررسي 

شود که د و درک مزایا و معایب هر روش به این موضوع پي برده مياناساس یادگیری تقویتي انجام داده

تي ها هنوز مشكلامشكلات به کمک الگوریتم یادگیری تقویتي تا حدودی کاهش یافته است، اما در این روش

ها به جای فلیت، استفاده از روش سیمي به جای توان به استفاده از بستهکه از آن جمله مي خوردبه چشم مي

م نامه سعي شده تا این مشكلات در الگوریتبه همین دلیل در این پایان .بست نام بردبن آمدن وجود هو ب سیمبي

 .به این منظور در فصل بعد به بررسي الگوریتم پیشنهادی پرداخته شده است .مسیریابي برطرف شود
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 مقدمه 3-1
سپس به  .های یادگیری تقویتي پرداخته شده استاین فصل ابتدا به توضیح یادگیری تقویتي و انواع روش در

در  .است مورد بررسي قرار گرفتهسازی، این الگوریتم و کد آن در پیاده Qدلیل استفاده از الگوریتم یادگیری 

د وردی این فصل، روش پیشنهادی مدر بخش بع .انتهای این بخش، مزایا و معایب این روش بیان شده است

در آن به طور مختصر توضیح داده  استفاده موردسازی و توابع های پیادهروش بحث و بررسي قرار گرفته است و

 .سازی به صورت گام به گام بیان شودشده است و سعي شده است تا روال پیاده

 

 یادگیری تقویتی 3-2
مفهوم هوشمندی، چیزی  .هایي است که رفتار هوشمندانه دارندعلم مطالعه و بررسي ماشین ،هوش مصنوعي

 .ستاهوشمندی با توانایي یادگیری از طریق تجربه مرتبط  معمولاًاما  ،سختي قابل تعریف است است که به

های همچون برنامه عوامليای مطالعاتي در هوش مصنوعي است که به دنبال ایجاد یادگیری ماشین، زمینه

ي که رفتار هایی ایجاد ماشینایده .دنیاد بگیر ، چیزها راد با استفاده از تجربیات خودنت که بتوانکامپیوتری اس

 اییجهنتگاه کامل نخواهد بود و ، بدون الهام گرفتن از هوشمندی انسان هیچکنندی انسان را تقلید هوشمندانه

 .داشتنخواهد 

ند ستهای مهندسي هتبدیل شدن به رشته با گذشت زمان، هوش مصنوعي و یادگیری ماشین در حال

ي هایدر عصر صنعت، ما به دنبال ساخت ماشین .شودميپرداخته ها ندرت به عنوان علوم طبیعي به آنبه و 

 .هایي هستیم که فكر کننداما در عصر اطلاعات، در پي ساخت ماشین ،که کار فیزیكي انجام دهند هستیم

انسان )که مورد نیاز ساخت بع هوشمندی ازیرا اطلاع دقیقي از من ،است اردشوهایي بسیار ایجاد چنین ماشین

 .تولید کرد انسانهایي هوشمند و نظیر توان ماشینطبعا نمي هایي است( در دست نیست وچنین ماشین

دهد، یادگیری است و اگر یک سیستم هوشمند بتواند یک سیستم هوشمند انجام مي ترین کاری که غالباً مهم

ي هدف اصل .سازی هوش مصنوعي موفق خواهد بودتا حدود زیادی در پیاده ،سازی کندگیری انسان را شبیهیاد

 هایسایر روشای برای عملكرد حالات مختلف است که این شیوه در مقایسه با یافتن شیوه ،از یادگیری
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ي ز نظر ریاضي به صورت نگاشتی عملكرد ااین شیوه معمولاً  .با در نظر گرفتن معیارهایي بهتر است یادگیری

یادگیری اتفاق افتاده است که عامل بر  توان گفتهنگامي مي .بل بیان استاز فضای حالات به فضای اعمال، قا

عامل در اثر کسب  ی عملكرد نحوه بایددر این صورت  .بهتر عمل کند، دکناساس تجربیاتي که کسب مي

 .قبل از کسب این اطلاعات و تجارب باشد نآ ی عملكرداطلاعات جدید، متفاوت از نحوه

 انواع یادگیری ماشین 3-3
 :شوندهای یادگیری ماشین به سه دسته تقسیم ميها و انواع سیستمزیرمجموعه

 یادگیری با نظارت 

 یادگیری بدون نظارت 

 یادگیری تقویتي 

 
 ( انواع یادگیری ماشین1-3شکل 
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؛ تسا هاآموزشي انسان هایترین نوع یادگیری در سیستممرسوم ین نوع یادگیری،ا: [13] 1نظارتبا یادگیری 

در این نوع یادگیری، حضور یک خبره، معلم، ناظر و یا  .اما با این حال، چیزی نیست که در طبیعت رایج باشد

دهد که مقادیر ورودی این نوع یادگیری زماني رخ ميبه عبارتي  ؛هایي حاوی دانش وی، ضروری استداده

 .شده باشدها از قبل مشخص های درست متناظر با آنیعني پاسخ ؛باشد شده 0گذاریبه خوبي برچسبماشین 

 یمثلأ ریشهجواب متناظر ) یو یک مجموعه (یعيورودی عددی )مثلأ اعداد طب یعنوان مثال یک مجموعهه ب

ه هر گیرد کیاد مي اشینمسپس با آموزش،  .شودداده ميبه ماشین  (سوم متناظر با تک تک آن اعداد طبیعي

، بر اساس داده شودحال اگر یک ورودی کاملأ جدید به ماشین  .ها استسوم ورودی یها ریشهکدام از جواب

ی ارائهکه  واضح است .ص دهدیتواند جواب متناظر را تشخمي 3قبلي، او با احتمالي از صحت ییادگیر یتجربه

د جدی هایورودی جواب با احتمال صحت بیشتری ماشین شودنمي باعث به ماشین، بیشتر ي های آموزشداده

 .را مشخص کند

ها های مختلف زندگي انسانیادگیری، در بسیاری از موجودات و در برهه یشیوه این: 4نظارت بدونیادگیری 

ر، ناظیادگیری، نیازی به حضور  در این نوع .یادگیری است هایروشترین نوع شود و یكي از سختدیده مي

 های یک زبان خارجي(واژه مثل)فرض کنید که به طور مرتب در معرض اطلاعاتي  مثلاً .معلم یا خبره نیست

ها چیزی یاد نآ خصوص درهم نیست که  ایمعلم و آموزندهها ندارید و قبلي از آن که هیچ دانش  قرار دارید

ولي به مرور زمان مغز شروع به  ،داده نشودیص تشخ ها هیچ چیزاز مفاهیم و معاني واژهدر روزهای اول  .دهد

یقأ این دق .صوت متناسب با آن را حدس بزند دتوانبه طوری که اگر یک واژه را ببیند مي .کندیادگیری مي

 .افتدچیزی است که در یادگیری بدون نظارت اتفاق مي

                                                           

1 Supervised Learning 

2 Labeled 

3 Accuracy 

4 Unsupervised Learning 
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گذاری ورودی برچسب هایدهد که دادهتوان گفت که این نوع یادگیری زماني رخ ميبنابراین مي

ا هو ماشین فقط از طریق تحلیل ورودی نشده استها برای ماشین تعریف نآیعني جواب متناظر با  ؛اندنشده

 .ها را تحلیل کندتواند آنمي ،هاي در بین آنیو یافتن الگوها

ک مثلأ ی .دباشید علم بیش از هر چیزی توسط یادگیری تقویتي توسعه پیدا کرده شا: 1یادگیری تقویتی

 به مقدارموتور آن  سرعت چرخشخواهد یک موتور را طراحي کند که مهندس را در نظر بگیرید که مي

فهمد مي مروربههای مختلف مهندس با آزمودن روش .برسد( RPMدور در دقیقه ) 112تا  122مشخصي مثلا 

 هدفهایي را باید انجام دهد تا به حيهایي را نباید انجام دهد و چه اقدامات و طراکه چه اقدامات و طراحي

 در بسیاری از حیوانات، یادگیری .تقویتي نهفته است ی است که در روح یادگیری زاین چی .مورد نظرش برسد

 كیلها را تشهمچنین یادگیری تقویتي، بخش اساسي از رفتار انسان .ی یادگیری استتقویتي، تنها شیوه

چه کاری بكند و چه  یریم کهگسوزد، به سرعت یاد ميبا حرارت مي هنگامي که دست در مواجهه .دهدمي

ها هستند که الگوهای های خوبي از پاداشلذت و درد مثال .کاری نكند تا سوختن دست برایش تكرار نشود

در یادگیری تقویتي، هدف اصلي از یادگیری، انجام  .دهدو بسیاری از حیوانات را تشكیل مي انسانرفتاری 

 .دکه عامل یادگیرنده، با اطلاعات مستقیم بیروني تغذیه شوکاری و یا رسیدن به هدفي است، بدون آندادن 

رد گیسازد، پاداش ميمي ترکینزدکه او را به هدفش  دهدعامل، کاری را انجام ميوقتي  ،در یادگیری تقویتي

هم  ،اگرچه .[11، 14] دا حداکثر سازو هدف این است که اقداماتي را انجام دهد تا در دراز مدت پاداش او ر

 یریکنند، اما در یادگو هم یادگیری تقویتي از نگاشت بین ورودی و خروجي استفاده مي شده نظارتیادگیری 

ایي هایي برای بهبود عملكرد نهها به عنوان سیگنالها و تنبیهاز پاداش شده نظارتتقویتي بر خلاف یادگیری 

نظارتي  یهاروشکه تفاوت اصلي میان یادگیری تقویتي با ضمن این .[01، 01] شودسیستم استفاده مي

ر شود که عمل صحیح در هگاه به عامل گفته نمياین است که در یادگیری تقویتي، هیچیادگیری ماشین، در 

 .یک عمل چقدر خوب و چقدر بد است شود کهعامل متوجه ميمعیاری،  یو فقط به وسیله وضعیت چیست

یادگیرنده است که با در دست داشتن این اطلاعات، یاد بگیرد که بهترین عمل در هر  ی عامل وظیفه این

                                                           
1 Reinforcement Learning 
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ي، به کمک یادگیری تقویت .این موضوع، بخشي از نقاط قوت خاص یادگیری تقویتي است .وضعیت کدام است

 مورد نیاز حل شود. تواند با فراهم شدن کمترین میزان اطلاعات گیری ميهای تصمیمغالباً پیچیدگي

 

 اجزای اصلی یادگیری تقویتی 3-4

و  گذاریسیاست، تابع پاداش، تابع ارزش از است عبارتیادگیری تقویتي چهار جزء اصلي و اساسي دارد که 

 شود:محیط. این اجزا ذیلاً بررسي مي

 1سیاست 3-4-1

گاشتي بین وضعیت دریافت شده از ع سیاست، نقدر وا .کندتعریف مي سیاست رفتار کردن عامل را یشیوه

گوید که در مواجهه با حالات این نگاشت به عامل مي .ابل انجام در آن وضعیت استق هایعملمحیط و 

ای مناسب هعامل را به نتیجه قطعاً  پیروی از یک سیاست خوب، .مختلف، چه عمل یا اعمالي را انجام دهد

و با  است که احتمال انتخاب شدن هر عمل را در هر حالتي عتاب (π) خواهد رساند. به بیاني دیگر، سیاست

و در  t که اگر عامل در زمان به این معناست πt (s,a) = p طور مثال به .کندمحاسبه ميتوجه به گام زماني 

د وانتدر بعضي موارد، سیاست مي ،این کند. علاوه بررا انتخاب مي aعمل ، p رار گرفته باشد، با احتمالق sحالت 

 هی یادگیری تقویتي بوده و بسیاست، هسته .جستجو یا فرآیندهای سنگین جستجو باشد ییک جدول ساده

  .تنهایي برای تعیین رفتار عامل کافي است

 2تابع پاداش 3-4-2

به یک سیگنال عددی به نام پاداش  توسط یک نگاشت دریافت شده از محیط را عمل(-حالت) حالتاین تابع، 

ل خوب و کدام عم ،کند که کدام عمل برای عاملپاداش یا جریمه تعیین مي به کمکاین تابع  .سازدمرتبط مي

 .شودآورد، بیشینه هایي که در طولاني مدت به دست ميعامل این است که پاداش هدف اصلي   .بد است

 انتخابل اگر یک عم مثلاً؛ کندبرای تعویض سیاست استفاده  مبنایي همچنین ممكن است از این تابع به عنوان

                                                           
1 Policy 

2 Reward 
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توسط سیاستي پاداش کمي به همراه داشته باشد، این سیاست ممكن است عوض شود تا در آینده عمل  شده

 .ری در آن وضعیت انتخاب گردددیگ

 1یگذارارزشتابع  3-4-3

مفهومش این این مقدار بیشتر باشد، که هر چه  کندمي مشخص مقداری رابرای هر حالت  گذاریتابع ارزش

ریف به حکه در یک بازی مانند این؛ نگاه بلند مدت دارداین تابع  .ستتر شده ابه هدف نزدیک است که عامل

 .تروید که بهتر اسولي به حالت دیگری مي ،گیریددر این حالت پاداش نمي .شما را بزند یاجازه دهید مهره

و پیروی از سیاست  افتي با شروع از آن حالتارزش یک حالت برابر است با مجموع مقادیر پاداش دری

 .( نشان داده شده است1-3) یکه در رابطه شودميختم  (هدف)مشخصي که به یک حالت پایاني 

𝑉𝜋(s)=𝐸𝜋 {𝑅𝑡|𝑆𝑡 = 𝑠} = 𝐸𝜋{∑𝛾𝑘𝑟𝑡+𝑘+1|𝑆𝑡 = 𝑠}                              (3-1) 

تابع ارزش  .باشدمي sهای دریافتي با شروع از حالت مجموع پاداش Rtو تخفیف عامل γ ،(1-3) یرابطهدر 

ي تخمین عصب ینظیر یک شبكه ،تابعی زننده هر تقریب که توسطست از نگاشتي میان حالت و ارزش عبارت ا

باشد که مي ازگشتي( به صورت ب0-3) یرابطه آوردن دست به ،كي از خواص بنیادی توابع ارزشی .زده شود

  .شودشناخته مي بلمن معادله تحت عنوان

  

 این رابطه .باشدميعمل بعدی  at+1فعلي و  عملat ، حالت بعدی st+1 ،حالت فعليst  (،0-3) یرابطهدر 

ل های فصامترهای این تابع در انتت. پارمیان ارزش حالت فعلي و ارزش حالت بعدی اس یرابطه یدهنده نشان

   .توضیح داده شده است

                                                           
1 Value Function 

(3-0)  
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هایي است که عامل با شروع از گر مجموع پاداشکه بیان وجود دارد πQ(a ،sم )تابع دیگری به نا

برای  عمل-این تابع، تابع ارزش .آورددست مي به πو در پیش گرفتن سیاست  aو انجام عمل  sحالت 

  .نام دارد πسیاست 

 1حیطم 3-4-4

گیرد که برای هر وضعیت چه عملي پویا درگیر شده و یاد مي ا سعي و خطا با یک محیط ب ،عامل یادگیرنده

محیط  .شودع، هر چیزی که خارج از عامل است و عامل با آن تعامل دارد، محیط نامیده ميقدر وا .انجام دهد

 .اشدب ابل مشاهدهق کاملاً یا لااقل قسمتي از آن باید

در  .باشد ...گر و توضیح نمادین و ق خواندن اطلاعات یک حسمحیط ممكن است از طری یمشاهده

ض ین فرهمبر اساس نیز ها اغلب تئوری و محیط باشد یادر به مشاهدهقطور کامل  باید به عامل، آلحالت ایده

 .دهدرا نشان ميشمای کلي یادگیری تقویتي  0-3شكل  .اندبنا شده

 

 یادگیری تقویتیشمای کلی  (2-3شکل 

 

 خاصیت مارکوف 3-5
صمیم شود تحالت محیط گفته مي ،که به آن در یادگیری تقویتي، عامل بر اساس سیگنال دریافتي از محیط

 .است tحالت محیط در لحظه  یدهنده نشان tsفرض کنید سیگنال  .گیردمي

برای  .در خود خلاصه کندهای مفید مربوط به حال و گذشته را تمام داده tsمطلوب این است که 

تمام تاریخ گذشته نیز  معنای دارا بودنبه این هدف، چیزی فراتر از یک درک آني لازم است، ولي به  رسیدن

                                                           
1 Environment 
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ها روی عنوان مثال، چیدمان مهره به .شودخاصیت مارکوف گفته مي به حالتي که چنین باشد، .باشدنمي

ه شد انجامهایي که از اول بازی که تمام حرکت ا وجود اینزیرا ب؛ شطرنج دارای خاصیت مارکوف است یصفحه

 حالت بازی را در خود دارد؛ از سیگنال  یهای مفید برای ادامهولي تمام داده دهد،نشان نمياست را به بازیكن 

-برای مثال، اگر عامل به تماس .دهد شانگیری عامل نهای محیط را برای تصمیمتمام داده داشتنباید انتظار 

 .در مورد تماس گیرنده داشته باشدنباید انتظار داشت اطلاعاتي  دهد،های دریافتي پاسخ مي

 

 1گیری مارکوففرآیند تصمیم  3-6

گفته ف گیری مارکوفرآیند تصمیم رار باشد،قیادگیری تقویتي که در آن خاصیت مارکوف بر یبه مسئله

گیری، مارکوف اهي باشد، به فرآیند تصمیمهای ممكن متناگر فضای حالات و مجموعه عمل .شودمي

 .شودمتناهي گفته مي

و زماني  باشدهای ترتیبي ميگیریگیری مارکوف، مدلي برای تصمیمبه عبارت دیگر، فرآیند تصمیم

های ترتیبي این است که گیریمنظور از تصمیم .طعي باشدقها غیرکه خروجي گیردقرار ميمورد استفاده 

م ، بستگي دارد و تنها وابسته به تصمیگرفته شدهصورت متوالي  ای از تصمیمات که بهمجموعه امل بهعکارایي 

 .فعلي او نخواهد بود

 ,S, A, T, Next) یيتاشش یگیری مارکوف، در حالت کلي به صورت یک مجموعهفرآیند تصمیم

R, α) شود کهنشان داده مي S های ممكن در محیطوضعیت یمجموعه ،A های ممكن برای عمل یمجموعه

 a به شرط انتخاب عمل s΄ به s عامل از وضعیت عبورگر احتمال نمایان T ،گیریعامل در هر مرحله از تصمیم

دم با احتمال ق توان در یککه مي هایيوضعیت یمجموعه یهدهند نشان Next ،از مجموعه اعمال ممكن

در وضعیت  a مقدار پاداشي که عامل به ازای انجام عمل گربیان R(s,a) به آن رسید، aصفر و انتخاب عمل غیر

s کند و از محیط دریافت ميα باشدمي فاکتور کاهنده. 

 

                                                           

1 Markov Decision Processes 
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 کاربردهای یادگیری تقویتی 3-7

ارائه  آن از هایينمونه که است شده استفاده مختلفي هایزمینه در تقویتي یادگیری از حال به تا گذشته از

 شود:مي

 ساختاری هستند که با شده توزیع مصنوعي هوش از يهاینمونه ها: این سامانهاملهچندع هایسامانه 

 با هم هماهنگ جامع هدف یک سمت به محیط یک در باید هاعامل رفتارهای که عامل چند از متشكل

 فرآیند .است شدهتوزیع و متمرکز به صورت چندعامله هایسامانه کنترل همچنین .شوندمي بیان شود،

و  مشاهدات روی گیریتصمیم این البته که شود انجام خودش دست به باید عامل هر گیرییمتصم

 .گیردمي است، انجام شده بنا دیگر هایعامل و محیط یدرباره که هایيدانش

 مطرح جهان در که نرد تخته و مثل شطرنج اصلي بازی چندین برای تقویتي یادگیری از: هابازی 

 از که شودمي داده یاد به چكرزها که شد ارائه سامانه یک 1919 سال در .است استفاده شده هستند

 ترکیب TD یادگیری نام به یادگیری یایده با بعدها روش این .کنند خودشان بازی با کردن بازی راه

 .دهد را افزایش چكرزها بازی قدرت توانست و شد

 تحقیقات برای آزمایش بستر یک ناشناختههای محیط در هاربات خودکار هدایت :ربات کردن هدایت 

 اهداف به یادگیری این به کمک شد قادر ربات یک 1913 سال در .است یادگیری یزمینه در زیاد

 .برسد از موانع فاصله گرفتن با شده تعیین

 سال در نخست که ستا کارها در بندیتقویتي، زمان یادگیری از دیگر یاستفاده یکبندی: زمان 

 روش این بندی،زمان مسائل در TD یادگیری دیدگاه موفقیت با .د بررسي قرار گرفتمور 1991

 .شد مطرح هم زمینه این در یادگیری

 :مسیریابي تواند بامي پویا شرایط با هایيشبكه در مسیریابي مسیریابی Q1یک که گیرد انجام خوبيبه 

 است. شده توزیع یادگیری تقویتي روش

                                                           
1 Q-Routing 
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 تقویتی های یادگیریروش 3-8

 محیط از کاملي مدل داشتن دست در با شود کهمي گفته هایيالگوریتم یمجموعه بهپویا:  ریزیبرنامه 

 .کنند را محاسبه بهینه سیاست توانندمي مارکوف، گیریتصمیم به عنوان فرآیند

 اساس بر را تقویتي یادگیری یمسئله و محیط ندارد کامل شناخت به نیازی روش این: مونت کارلو 

 کارلو مونت ،(درست مناسب و بازده آوردن دست به) منظور این برای .کندمي ها حلبازده میانگین

 و شده تقسیم ی زمانيدوره چند به وظیفه یک بنابراین ؛شودتعریف مي ایدوره وظایف روی بر فقط

 و مقادیر تخمین که است ی زمانيانتهای یک دوره در فقط و رسدمي به پایان نهایت در دوره هر

 .شودمي انتخاب هاسیاست گرفته و صورت هاارزش

 پویا ریزیبرنامه از ترکیبي این روش .است تقویتي یادگیری اصلي یهستهاین روش، : زمانی تفاضل 

 محیط از به مدلي نیاز بدون کارلو، مونت روش مانند تواندمي عامل است؛ یعني کارلو مونت روش و

 دیگرش هاییادگیری بر اساس پویا ریزیبرنامه همانند بگیرد و ها یادتجربه از تقیممس به صورت پویا،

 .نماید يروزرسانبهرا  خود برآورد نهایي ینتیجه یک به رسیدن برای انتظار و بدون

 

 تقویتی یادگیری هایالگوریتم 3-9

 1لگوریتم سارساا 3-9-1

 (حالت، عمل، پاداش، حالت، عمل)ر که از نام الگوریتم طوهمان .گردید حمطر 1994این الگوریتم در سال 

 t+1s، به حالت جدید r کند و با دریافت پاداشرا انتخاب مي ta، عمل ts، عامل در حالت جاری مشخص است

 (t+1a.t+1, st+1, rt, atsکند )را انتخاب مي t+1aرود و عمل مي

 .گیردصورت مي 3-3 یطهرابرساني آن مطابق روزعمل و به-تابع ارزش یمحاسبه

)]t,atQ(s –) t+1,at+1+ γQ(s t+1) + α[rt,atQ(s ) t,atQ(s 

                                                           
1 State-Action-Reward-State-Action 

(3-3)  
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 حالت پایاني باشد، مقدار تابع t+1sاگر حالت  .گیردصورت مي tsپایاني رساني پس از هر حالت غیرروزبه

(t+1,at+1Q(s یيتاپنجهر انون برای ق این .خود را حفظ خواهد کرد یتغییری نكرده و مقدار اولیه 

(t+1, at+1, st+1, rt, ats) استفاده  گردد،عمل بعدی مي-عمل به حالت-نهایت منجر به انتقال از حالت که در

جدید  یآمده دست کند که تا چه میزان اطلاعات به، تعیین ميαمتغیر نرخ یادگیری  در این رابطه، .شودمي

 ثشود که عامل چیزی یاد نگیرد و مقدار یک باعمي ثاعمقدار صفر ب .دیمي ترجیح داده شودق بر اطلاعات

های ، اهمیت پاداشγتخفیف  عاملهمچنین متغیر  .رار دهدق شود که عامل فقط اطلاعات جدید را ملاکمي

ای فعلي هطلبانه گرفته و فقط پاداش شود که عامل ماهیت فرصتمي ثمقدار صفر باع .کندآینده را تعیین مي

زماني  ییک دوره وقتي که نرخ تخفیف معادل یک قرار گیرد، عامل ترغیب شده و در .دهد رارق نظر را مد

 .دهدنشان مي این روال را 1-3الگوریتم  .کندبرای کسب پاداش تلاش ميطولاني 

 

 ( الگوریتم سارسا1-3 تمیالگور

 

1.     Initialize Q(s,a) arbitarily 

2.     Repeat(for each episode) 

3.          Initialize s 

4.          Choose a from s using policy derived from Q(e.g, €-greedy) 

5.          Repeat (for each step of episode) 

6.                    Take a action, observe r, s’ 

7.                 Choose a’ from s’ using policy derived from Q(e.g, €-greedy) 

8.     Q(𝑠𝑡, 𝑎𝑡) ← Q(𝑠𝑡, 𝑎𝑡) + 𝑎[𝑟𝑡+1 + 𝛾Q(𝑠𝑡+1, 𝑎𝑡+1) − Q(𝑠𝑡, 𝑎𝑡)]. 

9.          s←s’; a←a’; 

10.     Until s is terminal[4]; 

 

 شرح الگوریتم:

  عمل به ازای هرa،  بهQ(s,a) .)مقدار اولیه اختصاص بده )معمولاً صفر 
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 تكرار کن زماني یبازهر هر د. 

o  حالت فعليs را مشاهده کن. 

o عمل a را از حالت فعلي s  (با سیاست جاری)انتخاب کن. 

o حالت پایاني تكرار کن یتا مشاهده. 

 عمل a را اجرا کن، پاداش r حالت جدید  و΄s را مشاهده کن. 

  یک عمل ممكن از حالت جدید΄s  (با سیاست جاری)را انتخاب کن. 

 ر مقداQ  را برایs و a روز کنبه. 

  حالت جدید΄s عنوان حالت فعلي  را بهs  و عمل جدید΄a عنوان عمل فعلي را بهa 

 .در نظر بگیر

-به سیاست بهینه همگرا خواهد شد و تابع ارزش ،باید توجه داشت که الگوریتم سارسا با احتمال یک

 .[11-13]د دست خواهد آم تناهي بهتكرار نام عمل در تعداد-برای هر جفت حالت Q(s,a) عمل

 

 Q  یریادگی تمیالگور 3-9-2

ا برای ، سیاست مشخصي رعمل-حالت یک تكنیک یادگیری تقویتي است که با یادگیری یک تابع Q یادگیری

قوت این روش، توانایي یادگیری تابع  نقاط ازیكي  .کنديمهای مختلف دنبال انجام حرکات مختلف در وضعیت

 .است طیمح ازون داشتن مدل معیني مذکور بد

این مقدار که  شودنسبت داده مي Q(s,a) عمل یک مقدار-به هر زوج حالت ،Qیادگیری در الگوریتم 

و  دهدمي انجام را a عمل کند،مي شروع sتي عامل از حالت قو .های دریافتيعبارت است از مجموع پاداش

روزرساني برای به (4-3) ی، از رابطهشودبه مقدار بهینه همگرا تا زماني که  کند،ميسیاست موجود را پیروی 

 .کنداستفاده مي
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بر اساس  مقادیر قبلي به این ترتیب که .تكراری ساده تشكیل شده است يروزرسانبهالگوریتم از یک  یهسته

 یي باشد، مقدار تابع، یک حالت نهاt+1sکه ، زمانيزماني یبازههمچنین در هر  .شوداطلاعات جدید اصلاح مي

Q  کندخود را حفظ مي یشود و مقدار اولیهميروز نگاه بهبرای آن هیچ. 

جای هب Q یادگیری درضمن این که  .شودداده استفاده مي یاز جداول برای ذخیره ،Qدر یادگیری 

نامیده « Q مقدار»که ی مقداربه  عمل-حالت ها، نگاشتي از زوجها به مقادیر حالتحالتانجام یک نگاشت از 

ریزی رنامهب ینوعي از یادگیری تقویتي بدون مدل است که بر پایه در واقع این الگوریتم .شودایجاد ميشود مي

الگوریتم  .[01] دهددست مياین روش با پیچیده شدن سیستم، به سرعت کارایي خود را از  .کندپویا عمل مي

 .دهدرا نشان مي این روال 3-0

 

 Q( الگوریتم یادگیری 2-3 تمیالگور

 

1.     Initialize Q(s,a) arbitarily 

2.     Repeat(for each episode) 

3.          Initialize s 

4.          Repeat (for each step of episode) 

5.                 Choose a from s using policy derived from Q(e.g, €-greedy) 

6.                 Take action a, observe r, s’ 

7.     Q(𝑠𝑡, 𝑎𝑡) ← Q(𝑠𝑡+1, 𝑎𝑡+1) + 𝑎[𝑟𝑡+1 + 𝛾𝑚𝑎𝑥𝑎 ∗ Q(𝑠𝑡+1, 𝑎𝑡+1) − Q(𝑠𝑡, 𝑎𝑡)] 

8.          s←s’; 

9.     Until s is terminal; 

 

 

(3-4)  
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 شرح الگوریتم:

  عمل به ازای هرa، بهQ(s,a)  یه اختصاص بده )معمولاً صفر(.مقدار اول 

 تكرار کن بازه زماني در هر. 

o  حالت فعليs را مشاهده کن. 

o حالت پایاني تكرار کن یتا مشاهده. 

  عملa  را از حالت فعليs  (با سیاست جاری)انتخاب کن. 

  عملa  را اجرا کن، پاداشr  و حالت جدیدs΄ را مشاهده کن. 

  مقدارQ  را برایs  وa روز کنبه. 

 الت جدید حs΄  را حالت فعليs در نظر بگیر. 

 

 یادگیری هایبندی الگوریتمجمع 3-11
مایز ت .دو الگوریتم محبوب و مستقل از مدل برای یادگیری تقویتي هستند سارسا و Q الگوریتم یادگیری

اج استخرهای که استراتژی در حالي است،ها جوی آنوهای جستها با یكدیگر در استراتژیاین الگوریتم

ها را ارزش ،در آن عامل یک روش مستقل از سیاست است که Q یریادگیالگوریتم  .ها مشابه استآن

یک روش مبتني بر سیاست  سارسا .آموزدمي ،که از سیاست دیگری مشتق شده *a عمل بر اساس

 ،شدهکه از سیاست کنوني آن مشتق  a عمل کنوني بر اساسها را شود که در آن ارزشمحسوب مي

زیرا دارای توانایي تخمین  ؛پذیری هستنداما فاقد تعمیم ،است سازی این دو روش آسانپیاده .آموزدمي

 د.های مشاهده نشده نیستنبرای حالتها ارزش

 

 رویکرد پیشنهادی 3-11
اب خانت ،و عمل وضعیت همان گره، عامل همان بسته شبكه، در مدل یادگیری تقویتي  ،طور که گفته شدهمان

استفاده شده است به این صورت که برای هر  Qدر این رویكرد پیشنهادی از یادگیری  .است يخروجپورت 
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 یتأخیرعمل و سطرهایش وضعیت است و مقادیر این جدول معادل  شیهاستونکه  گره یک جدول قرار داده

با ود، شمقدار انتخاب مي نکمتریجه در هر حالت به مقصد برسد، در نتی مبدأشود تا گره از که صرف مي است

 .مثبت در نظر گرفته شده است تأخیربه اینكه مقدار  توجه

است که در این صفحه جدولي  QTable.cppای به نام سازی شامل ایجاد صفحهی اول پیادهمرحله

ممكن است  m*nی لازم به ذکر است که در این شبكه .شده استایجاد  m*nبرای هر گره موجود در شبكه 

 اضافه شدن  بعد از .داشته باشد سیمبيقابلیت  هاگرهایجاد شده باشد؛ یعني بعضي  سیمبيسری اتصالات کی

این پروژه، نوشتن کار اصلي و خروجي  .از این صفحه در روال مسیریابي استفاده شده است QTableی صفحه

آن به این  ی عملكرداست و نحوه یک الگوریتم مسیریابي است که این الگوریتم مبتني بر یادگیری تقویتي

 تأخیرترین مقدار پایین ،گره جدول تأخیرسد، با بررسي مقادیر ری مياای به گرهصورت است که وقتي بسته

، 40]تر قرار گیرد ازدحام در مسیری کمتا  را انتخاب کند و جهت آن را جهت حرکت بعدی خود قرار دهد

 .برسد ترعیسرو بتواند به مقصد مورد نظر  [43

 عبارت است از: سیمبيهای با توجه به گره پر کردن جدول هر گره نحوه

 یک فیلد برای مقصد، چهار فیلد مبدأکه شامل یک فیلد برای  شودبرای هر گره یک جدول ایجاد مي ،

به سمت مقصد باید  مبدأهایي است که در حرکت از ی گرهدهندهنشان که)های همسایه برای گره

 .است تأخیرچهار فیلد برای جهت و چهار فیلد برای ( ها برویمنا به آابتد
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 6و  1 سیمبیهای با گره 3*3ی مقادیر جدول در یک شبکه( 1-3جدول 

 مقصد هاتأخیر هاجهت های همسایهگره منبع

 2گره     2    3    2 1گره 

 1گره     2    4    1 1گره 

 0گره     2    1    0 1گره 

 3گره   2 2 2  1 0 3  1 4 2 1گره 

 4گره     2    0    4 1گره 

 1گره    2 2   0 1   4 0 1گره 

 1گره   2 2 2  1 0 3  1 4 2 1گره 

 1گره   2  2  1  0  1  4 1گره 

 1گره   2 2 2  1 0 1  1 4 0 1گره 

 

 در واقع  3*3ی مثال در یک شبكه ورطبه .وجود دارد ری مقصدها یک سطدر آن جدول، به ازای همه

 .باشدمي 1تا  2داریم که از  مبدأ گره برای هر رسط 9

 به گره مقصد وجود دارد مبدأاطلاعاتي در رابطه با ارسال داده از گره  ردر هر سط. 

 :است زیر به صورتهای همسایه پر کردن چهار فیلد گره

  گره مقصد در همان سطر یا ستون گره  ورتي کهدر ص ،ه باشدوجود نداشت سیمبيگره در شبكه اگر

 ؛یک جهت دارد ،برای ارسال داده به گره مقصد مبدأباشد یک گره همسایه وجود دارد و گره  مبدأ

 .وجود دارددو جهت  ،دادهبرای ارسال  ،ستون نباشد یاو گره مقصد در یک سطر  مبدأولي اگر گره 

های همسایه گره آوردن دست هروال ب 3-3الگوریتم  .استدو گره همسایه دارای  مبدأگره در واقع  پس

 .دهدسیم را نشان ميبدون وجود گره بي
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 سیمبدون وجود گره بیها و جهتهای همسایه گره آوردندست  هب( الگوریتم 3-3 تمیالگور

 

; 1.   myR=SourceNumber/NumberOfColums 

    ; 2.   myC=SourceNumber%NumberOfColums 

    ; 3.   dR=DestinitionNumber/NumberOfColums 

    ; 4.   dC=DestinitionNumber%NumberOfColums 

     5.   if  myR=dR then 

         6.            if myC=dC then   

           7.                      Port1=local; 

            ;  8.                      NextNumber1=SourceNumber  

           9.              elseif  myC<dC then 

            10.                     Port1=east; 

          11.                     NextNumber1=SourceNumber+1; 

else   12.           

             13.                     Port1=west; 

             14.                     NextNumber1=SourceNumber-1; 

     Endif 15.            

  16.  elseif  myC=dC then 

        17.            if myR<dR then 

     18.                     Port1=south; 

          ;19.                     NextNumber1=SourceNumber+NumberOfColums 

     20.            else 

            ;21.                      Port1=north 

            ;22.                      NextNumber1=SourceNumber-NumberOfColums 

          23.            Endif 

 24.  else 

            25.            if myR>dR and  myC>dC then 

                ;26.                      Port1=north 

             27.                      NextNumber1=SourceNumber-NumberOfColums; 

                ;28.                      Port2=west 
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                ;29.                      NextNumber2=SourceNumber-1 

30.              Endif             

            31.              if myR>dR and  myC<dC then 

                ;32.                      Port1=north 

                ;33.                      NextNumber1=SourceNumber-NumberOfColums 

                ;34.                      Port2=east 

                ;35.                      NextNumber2=SourceNumber+1 

            36.              Endif 

            37.              if myR<dR and  myC>dC then 

                ;38.                     Port1=south 

             39.                     NextNumber1=SourceNumber+NumberOfColums; 

                ;40.                     Port2=west 

                ;41.                     NextNumber2=SourceNumber-1 

            42.              Endif 

            43.              if myR<dR and myC<dC then 

                ;44.                     Port1=south 

                45.                     NextNumber1=SourceNumber+NumberOfColums;  

                ;46.                     Port2=east 

                ;47.                     NextNumber2=SourceNumber+1 

            48.              Endif 

   49.  Endif 

 

  مطابق با های همسایهگره آوردن دسته وجود داشته باشد، علاوه بر ب سیمبياگر در شبكه گره 

 .شودبررسي مي سیمبيقابلیت از  استفاده، 3-3الگوریتم 

كي مقصد ی گره و مبدأگره  سیمبي ابترین مسیریآیا نزدیک بررسي لازم است مشخص شود کهبرای  

ز ، امكان استفاده او گره مقصد مبدأگره  سیم بيترین مسیریاب نزدیک در صورت یكي بودن .است یا خیر

 کهنیا اولآید: وجود داشته باشد، دو حالت پیش مي سیمبيولي اگر امكان ارسال  ؛وجود ندارد سیمبيقابلیت 

ترین نزدیک یباید شمارهباشد،  سیمبي مبدأگره اگر  .نباشد سیمبي مبدأ کهنیاباشد و دیگری  سیمبي مبدأ

که باید  است سیمبيگره  ،اضافه کرد؛ به این دلیل که گره بعدی های همسایهبه گره به مقصد را سیمبي گره
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رای اشد، باید بنب سیمبي مبدأاگر  .دشواضافه های آن نیز به جهت سیمبيو جهت  شودفیلدها برایش ارسال 

 3-3وریتم الگپس در واقع از  .ارسال شود سیمبيترین مسیریاب فیلدها به نزدیک ،سیمبي قابلیت استفاده از

و مقصد اولیه است و در بار دیگر،  مبدأو مقصد همان  مبدأ بارکیشود؛ با این توضیح که استفاده مي دو بار

 .است مبدأبه  سیميبترین گره ولي مقصد، نزدیک مبدأهمان  مبدأ

ز آن ی زماني  استفاده اباید صرفه همچنین و مقصد یكي نباشد مبدأ سیمبيترین مسیریاب اگر نزدیک

و با در  یمسبيگره و مقصد را بدون در نظر گرفتن  مبدأی دکارتي بین برای این کار، باید فاصله .بررسي شود

استفاده  یمسبيقابلیت ی دوم کمتر باشد، از ی اول از فاصلهاگر فاصله .به دست آورد سیمبيگره نظر گرفتن 

 .استفاده خواهد شد سیمبيقابلیت این صورت، از  نخواهد شد؛ در غیر

 این سیمبي وجود گرهشود که در صورت عدم ی دکارتي به این صورت عمل ميفاصله آوردن دستبرای به 

 مقدار برابر است با:

 |و سطر مقصد مبدأفاصله سطر | + |مقصدو ستون  مبدأفاصله ستون |

 این مقدار برابر است با: سیمبيگره و در صورت وجود 

 نیترکیزدنو  مبدأفاصله دکارتي بین | + |به مقصد سیمبيگره  نیترکینزدفاصله دکارتي بین مقصد و |

 .سیمبيهزینه استفاده از  + |مبدأبه  سیمبيگره 

ر پبرای  .باشدصفر مي برابرفرض پیش طوربهاد جدول برای هر گره نیز در هنگام ایج تأخیرمقادیر 

 .شوداستفاده مي 3-3الگوریتم از  هافیلد جهت کردن

شود، جداول در این ارسال ميای ی مهم این است که وقتي بستهپس از پر کردن مقادیر جداول، نكته

ی برا .گیری درستي انجام دهدمسیر، تصمیم روزرساني شود تا گره در زمان انتخابها بهجا شدن بستهجاب

 .شوداستفاده مي (1-3) رابطه، از تأخیرروزرساني مقادیر محاسبه و به

 

𝑄𝑥(𝑦, 𝑑) = 𝑄𝑥 (𝑦, 𝑑)𝑜𝑙𝑑 + 𝛼 [(𝛾 ∗ 𝑄𝑦(𝑧, 𝑑)) + 𝑞𝑦 + 𝛿 − 𝑄𝑥 (𝑦, 𝑑)𝑜𝑙𝑑]     (1-3) 
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محاسبه  yی همسایهگره ی با واسطه dبه گره  xبسته از گره جدید را در زمان ارسال  تأخیرمقدار  رابطهاین  

 .کندنرخ یادگیری است که در واقع نرخ اطلاعات جدیدتر را تعیین مي α رابطهدر این  .کندمي

 yq شده از گره زماني است که بسته ارسال مدتی هندهدنشانx  در بافر ورودی گرهy ماندمنتظر مي. 

 δ ماني است که بسته از گره زی مدتدهندهنشانx  به گرهy شودارسال مي. 

𝑄𝑦(𝑧, 𝑑) زماني است که بسته از گره ی مدتدهندهنشانy ی با کمک گره همسایهz  به مقصدd رودمي. 

𝑄𝑥 (𝑦, 𝑑)𝑜𝑙𝑑 وجود داردروزرساني قبل از بهی است که در جدول تأخیری مقدار دهندهنشان. 

𝛾  و به همین علت در مقدار  کندهای آینده را تعیین مي، اهمیت پاداش1فعامل تخفییا𝑄𝑦(𝑧, 𝑑) ریتأث  

  .گذاردمي

 ی هر کدام از مقادیر بالا به این صورت عمل شده است:برای محاسبه

,𝑄𝑥 (𝑦مقدار  𝑑)𝑜𝑙𝑑 در جدول وجود دارد. 

,𝑄𝑦(𝑧مقدار آوردن دستبرای به   𝑑) ی که باید انجام شود این است که جدول مجزایي ایجاد شود اولین کار

های موجود قرار داشته باشد و این جدول به صورت عمومي در دسترس قرار ی آن، جداول گرهکه در هر خانه

ه مقصد شود کبنابراین باید بررسي ی ممكن است؛ ، دسترسي فقط به جدول گره بعداین کارالبته با  .گیرد

ی که مقدار آن از همه تأخیروقتي سطر مورد نظر به دست آمد،  .کندقصد مورد نظر برابری ميبا مکدام سطر 

  .شودانتخاب مي dبه مقصد  yاز گره  تأخیراست به عنوان  -1کمتر و مخالف 

گیرد، با استفاده از ای روی یک جهت قرار ميبه این صورت عمل شده که وقتي بسته𝑞𝑦 و δی برای محاسبه

آید و وقتي بسته دریافت شد زمان قرارگیری بسته در جهت مورد نظر به دست مي ()sc_time_stampبع تا

 ریمقدار تأخی دهندهاختلاف این دو زمان، نشان .شودزمان آن محاسبه ميشود، و پیغام تأیید آن نیز صادر 

 .است

دید از ج ریمقدار تأخی برای محاسبه .ودشبرای مقدار نرخ یادگیری و عامل تخفیف مقادیر بهینه گذاشته مي 

 .استفاده شده است باشد،مي 4-3الگوریتم که در  calculateتابع 

                                                           
1 Discount Factor 
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 تأخیر و به روزرسانی ( محاسبه4-3الگوریتم 

 

1.   function  calculate(float myOld_value, float learning_rate,float discount_factor, float 

nextNew_value, int wait_delay, int transmission_delay) 

}2.     

  3.   sum=myOld_value+learning_rate*((discount_factor*nextNew_value)+wait_delay+ 

transmission_delay- myOld_value);  

    ;4.     return sum 

   5.}     

 

گوریتم الدر الگوریتم پیشنهادی که لكرد به بررسي عمروزرساني آن، ی بهپس از ایجاد جدول و توضیح درباره

 .شده استپرداخته  باشد،مي 3-1

 پیشنهادیمسیریابی ( الگوریتم 5-3الگوریتم 

 

1.  function routingAlgorithmRLBased(int destinationId){  

2.       vector directions; 

Latency3(),Latency4()); 3.       value=getLowestLatency(Latency1(),Latency2(), 

    if  Latency1() = value  then 4.       

 5.            directions+=Port1();    

   then   elseif  Latency2() = value 6.       

       7.            directions+=Port2();    

 then  elseif  Latency3() = value 8.       

 9.           directions+=Port3();  

    then elseif  Latency4() = value  10.     

 ; 11.            Directions+=Port4() 

12.     Endif  

;13.  return directions 

   14.    } 
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باشد،  که کمتر تأخیرمقادیر از را بررسي کرده و هر کدام  تأخیرکه مقدار  کندعمل ميالگوریتم به این صورت  

 .شودحرکت بسته در نظر گرفته مي آن به عنوان جهت بعدی جهت 

 دست آوردن کمترین تأخیر نشان داده شده است.  ی بهنحوه 1-3در الگوریتم 

 

 تأخیردست آوردن کمترین  ( تابع به6-3الگوریتم 

1.  Function getLowestLatency(float Latency1,float Latency2,float Latency3,float Latency4){ 

2.       float output1, output2, output; 

3.     if    Latency1<=Latency2   and   Latency1!=-1   then 

4.           output1=Latency1; 

5  else if    Latency2!=-1 

6.             output1=Latency2; 

7.      Endif 

8.      if    Latency3<=Latency4   and   Latency3!=-1   then 

9.            output2=Latency3; 

10.        else if    Latency4!=-1 

11.         output2=Latency4; 

12.      Endif 

13.        if    output1<=output2   and   output1!=-1    then 

14.            output=output1; 

15.        else if    output2!=-1  

16.            output=output2; 

17.      Endif 

18.    return output; 

19.} 

 

فاده است باو شده توان گفت روال برنامه به این صورت است که برای هر گره یک جدول ایجاد به طور کلي مي

فاده سپس با است .ودشداده ميو برای فیلدهای تأخیر در ابتدا مقادیر صفر قرار  شودتكمیل مي 3-3از الگوریتم 

در که  با توجه به این شود.( ، مسیر حرکت بسته انتخاب مي1-3الگوریتم )پیشنهادی از الگوریتم مسیریابي 
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،  1-3الگوریتم در  GetLowestLatencyطبق تابع  ،صفر استبرابر فرض به طور پیش هاتأخیرمقادیر ابتدا  

یر مقدار تأخ ،پس از انتخاب مسیر .شودت بسته انتخاب ميابتدا جهت اولین گره همسایه به عنوان جهت حرک

به حرکت خود ادامه شده در مسیر  انتخابشود و داده محاسبه و به روز رساني مي 4-3با استفاده از الگوریتم

 دهد.. فلوچارت زیر مراحل کار را نشان ميکندو این روال تا رسیدن به مقصد ادامه پیدا مي دهدمي

 

 

   

 

 

 

 

 

 

 

 

 

 روش پیشنهادیشمای کلی  (3-3شکل 

وند رها به این نتیجه رسیدیم که آنها و بررسي گرفتن خروجينویسي و پس از نوشتن کد برنامه

 .شودای ارسال نميشود و دادهبست مياجرای برنامه بعد از مدتي دچار بن

بست، روش پیشنهادی این است که از تعداد بین بردن بنبرای از  .دلیل حلقه به وجود آمده استبست به بن

افزایش  1به این منظور، ابتدا مقدار کانال مجازی را در فایل تنظیمات .کانال مجازی استفاده شودبیشتری 

                                                           
1 Config 

 رسیدن به مقصد

 الگوریتم مسیریابي پیشنهادي

 محاسبه و به روزرساني تأخیرها

 پایان

No 

Yes 

پر کردن اولیه جدول )الگوریتم به دست 

 ها(و جهت های همسایهآوردن گره
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ها را به عنوان جهت اولیه در نظر کند، یكي از جهتسپس زماني که یک فلیت شروع به حرکت مي .دادیم

در حرکت بعدی، اگر فلیت دچار  .دهیمکانال مجازی را معادل مقدار جهت اولیه قرار ميگیریم و مقدار مي

ا یابد تکنیم و این روال به همین ترتیب ادامه ميتغییر جهت شد، مقدار کانال مجازی را یک واحد اضافه مي

 .بست برطرف گردیدبا انجام این کار، مشكل بن .مقصد برسد گره بسته به

 1سازی شدهالگوریتم تبرید شبیه سازی مانندهای بهینهبه کمک الگوریتم یشنهادیدر این روش پ

 .[12، 49] شودسیم تعیین ميهای بيگرهموقعیت مناسب 

ل مسائ در حل ساده و اثربخش ابتكاریسازی فراسازی شده یک الگوریتم بهینهالگوریتم تبرید شبیه

و شود که فضای جستجاین الگوریتم بیشتر زماني استفاده مي .در فضاهای جستجوی بزرگ است سازیبهینه

از پیدا  ترهممکه پیدا کردن یک پاسخ تقریبي برای بهینه کلي است رای مسائلي ب کاربرد آن .گسسته باشد

 مسئلههای یک ، جوابدر این روش .کردن یک پاسخ دقیق برای بهینه محلي در زمان محدود و مشخصي است

و در شود کنند؛ سپس، به تدریج دامنه تغییرات کم ميشوند و با نوسانات زیادی تغییر ميبه خوبي گرم مي

 الگوریتم، از روش احتمالاتي برای حلاین در در واقع  .رودميبه سمت جواب بهینه  هاقسمتواقع یک سری 

 .[10، 11]د شوسازی استفاده ميبهینه مسئله

 

 بندیجمع 3-12
، ایجاد الگوریتم مسیریابي جدیدی است که در هر مرحله از مسیر، قابلیت تشخیص هدف از روش پیشنهادی 

این  .ردوجود ندا امكاناین های مسیریابي دیگر، در الگوریتمکه  ازدحام و تغییر مسیر را داشته باشد پرمسیر 

بسته کاهش  در ارسال تأخیرتر به مقصد برسند و ها سریعقابلیت الگوریتم مسیریابي جدید، باعث شد که بسته

 .یابد

 

 

                                                           
1 Simulated Annealing 

https://fa.wikipedia.org/wiki/%D8%A8%D9%87%DB%8C%D9%86%D9%87%E2%80%8C%D8%B3%D8%A7%D8%B2%DB%8C_(%D8%B1%DB%8C%D8%A7%D8%B6%DB%8C%D8%A7%D8%AA)
https://fa.wikipedia.org/wiki/%D8%A8%D9%87%DB%8C%D9%86%D9%87%E2%80%8C%D8%B3%D8%A7%D8%B2%DB%8C_(%D8%B1%DB%8C%D8%A7%D8%B6%DB%8C%D8%A7%D8%AA)
https://fa.wikipedia.org/wiki/%D8%A8%D9%87%DB%8C%D9%86%D9%87%E2%80%8C%D8%B3%D8%A7%D8%B2%DB%8C_(%D8%B1%DB%8C%D8%A7%D8%B6%DB%8C%D8%A7%D8%AA)
https://fa.wikipedia.org/wiki/%D8%A8%D9%87%DB%8C%D9%86%D9%87%E2%80%8C%D8%B3%D8%A7%D8%B2%DB%8C_(%D8%B1%DB%8C%D8%A7%D8%B6%DB%8C%D8%A7%D8%AA)
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 ها: نتایج و آزمایش4فصل 
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 مقدمه 4-1
در این فصل به بررسي عملكرد روش پیشنهادی با استفاده از نمودارها و جداول پرداخته شده است و با 

 .ترین مقادیر را شناسایي و محاسبه کنیم و از آن برای خروجي بهتر استفاده نماییمایم بهینهها توانستهآزمایش

نتایج  .های مسیریابي دیگر مقایسه کرده و نتایج را گزارش نماییممهمچنین مسیریابي پیشنهادی را با الگوریت

اعث با رویكرد یادگیری تقویتي در حالات مختلف ترافیک دهد که الگوریتم مسیریابي بسازی نشان ميشبیه

 .های مسیریابي شده استی الگوریتمنسبت به بقیه ها،در انتقال بسته بیشتری تأخیرکاهش 

 

 یشمحیط آزما 4-2
 Noxim سازسازی آن، از شبیهاجرای شبیهسازی الگوریتم مسیریابي مبتني بر یادگیری و نیز برای پیاده 

یا گروه معماری کامپیوتر دانشگاه کاتان یی روی تراشه، به وسیلهساز  شبكهاین شبیه .استفاده شده است [11]

 System که شده استفاده System C از Noxim سازدر طراحي شبیه .شده است واقع در کشور ایتالیا طراحي

C يسینونیز بر اساس زبان برنامه C++ ریزی شده استپایه. Noxim که باشدمي فرمان خط یک دارای 

 سازهشبی به ورودی عنوان به و دنک مقداردهي و تعریف را تراشه روی شبكه  به مربوط پارامتر چندین توانمي

، یمسبيهای گرهی بافر، نوع الگوریتم مسیریابي، موقعیت توان به اندازهی ميازجمله این مقادیر ورود .دهد

 هایي ازساز خروجياین شبیه .اشاره کرد ...شده، نوع ترافیک و  سازیزمان شبیههای مجازی، مدتتعداد کانال

ریافت د سیمبيطریق هایي که از شده، درصد بسته ، تعداد فیلدهای تزریقهاارسال بسته تأخیرجمله توان، 

پیكربندی  .[44-44] های مختلف بسیار سودمند هستندکه برای مقایسه طراح دهدرا به کاربر مي ...اند و شده

ي عملكرد روش ها به بررسدر این آزمایش .ی روی تراشه استفاده شده استی دوبعدی برای شبكهشبكه

و  WirelessXYدر مقایسه با الگوریتم مسیریابي  یتيبر اساس یادگیری تقو الگوریتم مسیریابي پیشنهادی

 4*4ی ی روی تراشهها در شبكهسازیالگوریتم مسیریابي شبیه .پرداخته شده است XYالگوریتم مسیریابي 

فرض  .شودارزیابي مي تأخیرهای های مسیریابي بر اساس منحنيشود و عملكرد انواع الگوریتمانجام مي 1*1و 

 1222سازی معادل زمان شبیه .باشدهای یادگیری دارای طول متفاوت ميهای داده و بستهتهشده است که بس
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همچنین از سه الگوی ترافیكي  .تنظیم شده است 4ی بافر روی مقدار نانوثانیه قرار داده شده است و اندازه

 .ایماستفاده کردهو تصادفي، برای نمایش و مقایسه نتایج  Transpose، Hotspot مختلف 

 

 های آزمایشخلاصه 4-3
تواند در الگوریتم مسیریابي پیشنهادی بر اساس یادگیری تقویتي، دو پارامتر نرخ یادگیری و عامل تخفیف مي

 .مورد بررسي قرار خواهند گرفتابتدا در ، این دو پارامتر ریتأثبه همین دلیل  دارای مقادیری متفاوتي باشد

 
 های متفاوتاستفاده از نرخ یادگیری با تأخیر نمودارهای( 1-4شکل 

 

 .باشدمي های متفاوتمسیریابي با استفاده از نرخ یادگیری الگوریتم تأخیری نمودارهای دهندهنشان 1-4شكل 

ر ه مقدار احتمال تزریق بسته به شبكه در هر کلاک است. یدهندهمحور افقي نمودار )نرخ تزریق بسته( نشان

اد ایج زمانی مدتدهندهخیر( نشانأشود. محور عمودی )تد بار شبكه هم بیشتر مينرخ بیشتر باشاین چه 

در کمتر هر چه ق تأخیراینكه مقدار  و تأخیربا فرض مثبت بودن مقادیر . استبسته تا رسیدن بسته به مقصد 

رد بهتری داشته عملك 2.1رسیم که نرخ یادگیری  برابر با بررسي نمودارها به این نتیجه مي باشد، بهتر است
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در واقع نرخ نرخ یادگیری گفته شد  قبلاًطور که همان .شوداست و از این مقدار در مراحل بعدی استفاده مي

دهد که در آن اطلاعات جدیدتر، کند یا به عبارت دیگر، نرخي را نشان مياطلاعات جدیدتر را تعیین مي

 .کندتر را بازنویسي مياطلاعات قدیمي

 

 

 

 متفاوت های تخفیفبا استفاده از عامل تأخیر( نمودارهای 2-4شکل 

 

 های تخفیفعاملو  2.1نرخ یادگیری را در الگوریتم مسیریابي با استفاده از  تأخیرنمودارهای  0-4شكل 

با بررسي این نمودارها به این نتیجه رسیدیم که عامل تخفیف وقتي برابر یک گردد،  .نشان داده است متفاوت

 .باشددارای خروجي بهتری ميتم مسیریابي الگوری

الگوریتم  با ،تصادفيو  Hotspot ،Transpose نوع ترافیکدر سه را  حال الگوریتم پیشنهادی

 .کنیممقایسه مي 1*1ی و شبكه 4*4ی در شبكه XYو الگوریتم مسیریابي  WirelessXYمسیریابي 

 .پردازیممي 4*4ی نمودارها، در انواع ترافیک در شبكهاکنون به بررسي 
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 4*4 در شبکه در ترافیک تصادفی WirelessXY و XY در الگوریتم پیشنهادی، تأخیر( نمودارهای 3-4شکل 

 

در  .دهدنشان ميدر ترافیک تصادفي را به عنوان تابعي از میانگین نرخ تزریق داده  تأخیرمیانگین  3-4شكل 

های همقصد بست .کندبه گره دیگر ارسال ميرا دفي یک بسته ، هر گره با یک احتمال تصا[41] ترافیک تصادفي

 ودشطور که از نتایج مشاهده ميهمان .شودمختلف به صورت تصادفي با استفاده از توزیع یكنواخت تعیین مي

تم و در این حالت الگوری شده است هاتمیالگوری نسبت به سایر کمتر تأخیری منجر به هادالگوریتم پیشن

 .درصد بهبود بخشیده است 19حداقل را  تأخیرپیشنهادی 
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 4*4 در شبکه Transposeر ترافیک د WirelessXY و XY در الگوریتم پیشنهادی، تأخیرودارهای ( نم4-4شکل 

 

 .دهدنشان مي Transposeرا به عنوان تابعي از میانگین نرخ تزریق داده در ترافیک  تأخیرمیانگین  4-4شكل  

طور که از نتایج همان .( بسته ارسال کندi،jتواند به یک گره )( فقط ميj،iیک گره ) Transposeدر ترافیک 

 یکمتر رتأخیمنجر به  هاتمیالگورنسبت به سایر الگوریتم پیشنهادی  همدر این نوع ترافیک شود مشاهده مي

 .است درصد بهبود بخشیده 1حداقل را  تأخیرشده است و در این حالت الگوریتم پیشنهادی 
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 4*4 در شبکه Hotspotدر ترافیک  WirelessXY و XY الگوریتم پیشنهادی، در ریتأخدارهای ( نمو5-4شکل 

 

 .هددنشان مي Hotspotرا به عنوان تابعي از میانگین نرخ تزریق داده در ترافیک  تأخیرمیانگین  1-4شكل 

که علاوه بر ترافیک یكنواخت منظم، بخش  شده یک یا چند گره به عنوان نقاط انتخاب Hotspotدر ترافیک 

طور که از همانها، مانند سایر ترافیکاین نوع ترافیک  در .کنند وجود داردبیشتری از ترافیک را دریافت مي

و در این  تشده اس هاتمیالگورکمتر نسبت به سایر  تأخیرالگوریتم پیشنهادی منجر به شود نتایج مشاهده مي

نمودارها، در انواع اکنون به بررسي  .درصد بهبود بخشیده است 10را حداقل  تأخیرهادی یشنحالت الگوریتم پ

 پردازیممي 1*1ی ترافیک در شبكه
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 5*5 در شبکه در ترافیک تصادفی WirelessXY و XY در الگوریتم پیشنهادی، تأخیرودارهای ( نم6-4شکل 

 

 

 

 5*5 در شبکه Transposeر ترافیک د WirelessXY و XY ادی،در الگوریتم پیشنه تأخیری ( نمودارها7-4شکل 
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 5*5 در شبکه Hotspotدر ترافیک  WirelessXY و XY در الگوریتم پیشنهادی، تأخیرودارهای ( نم8-4شکل 

 

 شود الگوریتم پیشنهادیمشاهده ميدر حالات مختلف ترافیک  1*1ی طور که از نتایج نمودارها در شبكههمان

را در  أخیرت الگوریتم این .شده است هاتمیالگورکمتری نسبت به سایر  تأخیرمنجر به  نوع ترافیکهر سه  در

درصد بهبود و  1حداقل  Transposeدرصد بهبود، در ترافیک  12حداقل  ترافیک تصادفيدر  1*1 یشبكه

 .بخشیده استبهبود درصد  13حداقل ، Hotspotدر ترافیک 

و الگوریتم  WirelessXYنسبت به الگوریتم در همه حالات شنهادی علت نتایج خوب الگوریتم پی

XY  سیر است؛ یعني اگر بسته در م« قابل تطبیق با شرایط ازدحام»این الگوریتم یک الگوریتم  کهاین است

اند مو منتظر آزاد شدن مسیر نمي کندازدحام برخورد کند، مسیرش را عوض مي رسیدن به مقصد به مسیر پر

ها تمکه سایر الگوری در حالي .داشته باشد هاتمیالگورکمتری نسبت به سایر  تأخیرشود که اعث ميو این ب

 .دارای این قابلیت نیستند
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نمودارهای الگوریتم پیشنهادی در ابعاد مختلف  1*1ی و شبكه 4*4ی در تمام نمودارها در شبكه

یشنهادی  ی این است که الگوریتم پدهندهاین نشان ها داشته است وشبكه تأخیر کمتری نسبت به سایر الگوریتم

 کند.به ابعاد شبكه وابسته نیست و در ابعاد مختلف درست کار مي

و الگوریتم  XYنمودارهای الگوریتم  1*1ی و شبكه 4*4ی در تمام نمودارها در شبكه

WirelessXY تم که الگوریی این است دهندهیكساني هستند و این نشان تأخیردارای  باًیتقر

WirelessXY ملكردی و ع سیم خود استفاده کندنتوانسته به خوبي از قابلیت بي ،ی نرخ تزریقدر این بازه

 .داشته است XYدر حد الگوریتم 

ش زیر نمای هایرود، نموداربرای نشان دادن این که یک بسته در مسیر حرکت خود چگونه به پیش مي

است،  1آن گره صفر و گره مقصد آن گره  مبدأکه گره  3*3ی ک شبكهاین نمودارها در ی .داده شده است

 .دهدها را نشان ميتأخیرهای وسط مقادیر برای گره

 

 
 3و  1برای گره  1.5در نرخ یادگیری  هاتأخیر بر اساسی حرکت بسته در مسیر ( نمودار نحوه9-4شکل 

 

ه در این متوجه خواهید شد ک 9-4ا بررسي شكل ب .اندهای وسط یک و سه بررسي شدهگره هادر این نمودار

دار نمودار دیگر به صورت شیب، دو نمودار در هر بازه زماني یک نمودار به صورت مستقیم و در همان بازه
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ی این است که بسته در این مسیر در حال حرکت است و نمودار دهندهدار نشانباشد که نمودار شیبمي

 .ود بسته  در حال حرکت در این مسیر استی عدم وجدهندهمستقیم نشان

ود و شانجام مي هاتأخیرر ادیالگوریتم پیشنهادی با بررسي مق بر اساسحرکت بسته در هر دو مسیر 

ت به طور پیش فرض صفر اس هاتأخیرنحوه عملكرد آن به این صورت است که در ابتدا با توجه به اینكه مقادیر 

سازی، ابتدا جهت اولین گره همسایه به عنوان جهت حرکت بسته ادهدر پی getLowestLatencyطبق تابع 

در این  .نانوثانیه 02تا زمان  کندشروع به حرکت مي 3شود به همین دلیل ابتدا بسته در مسیر گره انتخاب مي

ک در گره ی تأخیرشود که مقدار در دو گره متوجه مي هاتأخیرزمان الگوریتم پیشنهادی پس از بررسي مقدار 

 هایرتأخباره مقدار سپس دو .دهدباشد پس جهت حرکت بسته را در مسیر گره یک قرار ميکمتر از گره سه مي

دهد و این روال بسته را در مسیر گره سه قرار مي مبدأنانوثانیه بررسي شده و این دفعه گره  01در زمان 

 .ادامه داردتر ازدحام انتخاب مسیر کم

ت به سم شیب نمودار دار است گاهي این شیب به سمت بالا و گاهيودار شیبهای زماني که نمدر بازه

ه علت شیب نزولي این است ک .در حال افزایش است تأخیرشیب بالا به این معني است که مقدار  .پایین است

 و مسیرش توسط گره دیگری رزرو شده باشد قبلاًگره بعدی که قرار است بسته را دریافت کند ممكن است 

 .کمتری انجام شود تأخیرشود که حرکت بسته با و این باعث مي استلا مسیرش آزاد شده حا

 

 3و  1برای گره  1.1در نرخ یادگیری  هاتأخیر بر اساسی حرکت بسته در مسیر ( نمودار نحوه11-4شکل 
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 2.1ارای مقدار نمودار بالاست با این تفاوت که در این نمودار نرخ یادگیری دبرای همان شرایط  12-4شكل 

در هر زمان نسبت به  هاتأخیرفقط مقدار  ،در این نمودار حرکت بسته همان روال نمودار بالا را دارد .باشدمي

 .باشدتر نرخ یادگیری مينمودار بالا کمتر است که این به علت مقدار پایین

در زیر نمودار  .باشندمي 0و  4های همسایه آن، گره اگر فرض کنیم که بسته به گره یک رسیده است گره

 .نمایش داده شده استدر دو نرخ یادگیری متفاوت  ،وقتي بسته در گره یک است 0و  4های گره

 

 

 4و  2برای گره  1.5در نرخ یادگیری  هاتأخیر بر اساسی حرکت بسته در مسیر ( نمودار نحوه11-4شکل 

 

 

 4و  2برای گره  1.1در نرخ یادگیری  هاتأخیر بر اساسی حرکت بسته در مسیر ( نمودار نحوه12-4شکل 
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این دو نمودار همان روال نمودارهای قبل را دارند نشان داده شده است  10-4و  11-4طور که در شكل همان

یک و سه  هایرسند دیرتر از زماني است که بسته به گرهها ميبه این گره با این تفاوت که زماني که بسته

 .رسدمي

 

 سه با کارهای گذشتهمقای 4-4

ی ها، نشان دهندهمحور افقي در شكل. ایمپرداخته [19] در این بخش به مقایسه الگوریتم پیشنهادی با مرجع

 زمان ارسال بسته تا رسیدن بسته به مقصد است.مدت یا تأخیری دهندهنشاننرخ تزریق بسته و محور عمودی، 

 .اندمقایسه شده Hotspotو در دو شرایط ترافیكي تصادفي و  14*14و  1*1نمودارها در دو شبكه با ابعاد 

 

 

 8*8 در شبکه Randomدر ترافیک  [59]مرجع و در الگوریتم پیشنهادی تأخیر( نمودارهای 13-4شکل 
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 8*8 در شبکه Hotspotدر ترافیک  [59]مرجع و در الگوریتم پیشنهادی تأخیر( نمودارهای 14-4شکل 

 

نمودارهای  ،نشان داده شده است در هر دو ترافیک  1*1ی روی تراشه در شبكه های بالاطور که در شكلهمان

 اند.اند و تأخیرهای کمتری را نشان دادهالگوریتم پیشنهادی همواره نتایج بهتری داشته

 

 

 14*14 در شبکه Randomدر ترافیک  [59]مرجع و در الگوریتم پیشنهادی تأخیر( نمودارهای 15-4شکل 
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 14*14 در شبکه Hotspotدر ترافیک  [59]مرجع و در الگوریتم پیشنهادی تأخیر( نمودارهای 16-4شکل 

 

رای الگوریتم پیشنهادی دا ،در هر دو ترافیک 14*14ی روی تراشه در شبكه 11-4و  11-4 شكل با توجه به

 است.  نتایج بهتری داشته ،نوسان بوده و از یک نقطه به بعد

باعث  هانک. وجود این لیباشدسیم ميهای بياستفاده از لینکبه دلیل الگوریتم پیشنهادی  تر دربه علت نتایج 

ا هاز طریق این لینک (ه دلیل سهولت در ارسال دادهب)ی خود را ها تمایل داشته باشند تا دادهگرهکه شود مي

 .و داده با تأخیر کمتری به مقصد برسد ازدحام در شبكه را کاهش دهدتا حد زیادی تواند ميارسال کنند و این 

 گیرینتیجه 4-5
ب ی انتخانحوه .دست آورده شده است هبرای پارامترهای الگوریتم پیشنهادی ب مقادیر بهینهدر این فصل  

ن نتایج همچنی .مختلف بررسي شده است یهاحالتدر مسیر توسط الگوریتم پیشنهادی با یادگیری تقویتي 

های در ترافیک WirelessXYو الگوریتم مسیریابي  XYوریتم را با الگوریتم مسیریابي لگحاصل از این ا

 و در این الگوریتم کاهش یافته استی حالات در همهها تأخیردهد که نتایج نشان مي .بررسي کردیممختلف 

است؛ چون  مشخص کاملاًدلیل این امر  .بهبود بخشیده استدرصد  1را حداقل  تأخیرالگوریتم پیشنهادی 

رد مقصد، در صورت برخوگره به  مبدأ گره الگوریتم پیشنهادی این قابلیت را دارد که در حین ارسال بسته از

 .ازدحام، تغییر مسیر دهد با مسیر پر
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 بندیگیری و جمع: نتیجه5فصل 
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 مقدمه 5-1
همچنین پیشنهادی برای کارهای آینده  .شده، پرداخته شده استائه بندی الگوریتم ارفصل به جمع ندر ای

 .ایمکردهارائه 

 

 گیریبندی و نتیجهجمع 5-2
ی که اهی روی تراشدر شبكهنامه یک الگوریتم مسیریابي مبتني بر آموزش یادگیری تقویتي در این پایان 

 بدأمدر هنگام انتقال بسته از گره را دارد که  این قابلیتپیشنهاد شده است که سیم است، های بيدارای لینک

 ازدحام بودن مسیر، گیری کند و در صورت پرشبكه تصمیمموجود در بر اساس شرایط ازدحام  ،به گره مقصد

سته یابد و ببه گره مقصد کاهش مي مبدأبرای ارسال بسته از گره  تأخیربا این روش زمان  .تغییر مسیر دهد

 Q لگوریتم مسیریابي از روش یادگیریگفته شد در این ا قبلاً  طور کههمان .رسدمي به گره مقصد ترعیسر

مختلف حرکت بسته را از  یهاحالت برای هر گره یک جدول وجود دارد کهدر این روش استفاده شده است، 

 مبدأگره  بسته ازشود تا که صرف مي است یتأخیرو مقادیر این جدول معادل  دهدآن گره، در شبكه نشان مي

ه گره ای بشود و سپس با حرکت بسته از گرهجدول ابتدا با مقدار اولیه صفر پر مياین  .گره مقصد برسدبه 

 .شودروز ميدیگر این جدول به

ترین ازدحام کند، چون هدف انتخاب کمرا بررسي ميآن گره رسد جدول مي به یک گره یابستهوقتي 

کند و بسته را در آن مقدار را انتخاب مي ترینمثبت فرض شود، پایین أخیرتمسیر است در صورتي که مقدار 

ادیر روز کردن و تغییر دادن مقیادگیری در این الگوریتم، با بهتوان گفت به طور کلي مي .کندمسیر ارسال مي

این  تي سیميي بر آموزش یادگیری تقویتنمب یهاتمیالگوردر سایر  در حالي که .شودول هر گره انجام ميجد

ود کند و قابلیت تغییر مسیر وجشده ارسال ميی خود را در مسیر از پیش تعیین امكان وجود ندارد و گره بسته

در انواع مختلف  WirelessXY و الگوریتم XY د الگوریتم، این روش با الگوریتمبرای ارزیابي عملكر .ندارد

ج خوبي را همه ری تقویتي نتایتم مسیریابي مبتني بر یادگیارزیابي نشان داد که الگوری .مقایسه گردیدترافیک 

 .داشته است تأخیردرصد را در نتایج  1 و بهبودی حداقل دهدها نشان مينسبت به سایر الگوریتمحالات 
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 پیشنهاد برای کارهای آتی 5-3
هایي نیز عایب و محدودیتهای یادگیری، دارای مرغم برتری نسبت به دیگر الگوریتمالگوریتم یادگیری تقویتي علي

های بسیار زیاد است، الگوریتم های بزرگ روی تراشه که جداول هر گره حاوی دادهمانند آن که در شبكه؛ هست

 .ها را تحلیل نمایدتواند این شبكهیادگیری تقویتي نمي

میق استفاده ی تقویتي عاین، به عنوان کار آینده قصد داریم که به جای یادگیری تقویتي معمولي از یادگیربنابر

؛ چرا که یادگیری تقویتي عمیق [11، 31، 01] تر گسترش دهیمهای پیچیدهکنیم تا رویكرد خود را برای ایجاد محیط

باعث  استفاده از یادگیری تقویتي عمیق .های بزرگ و پیچیده با جداول زیاد نیز کارایي داشته باشدتواند برای شبكهمي

با  با استفاده از یادگیری عمیق وهمچنین  .[11] هر گره مرتفع گردد ی جداولبودن اندازه شود که مشكل محدودمي

رت که به این صو ی روی تراشه را تغییر دادمفهوم مسیریابي در شبكهتوان ميها در شبكه، ی چیدمان گرهتغییر نحوه

 به هایيگره یک ها درحلقه این و دارند قرار هحلق یک در کدام هر باشند داشته قرار شبكه یک در اینكه جای به هاگره

 .کندمي فرق نه یا خودش باشد حلقه در مقصد گره اینكه به بسته کنیم ارسال را بسته یک بخواهیم اگر .رسندمي هم

 رسدمي حلقه دو به گره متصل به بسته صورت نیا در غیر رسدمي مقصد به بسته راحتي به باشد خودش حلقه در اگر

 از صورت نیا غیر در شودمي مقصد داده گره تحویل بسته بود مقصد گره اگر جدید حلقه در شودمي دیگر حلقه اردو و

 این در .برسد مقصد گره به بسته تا کندپیدا مي ادامه مراحل این و شودمي دیگر حلقه وارد حلقه، دو متصل گره طریق

 ما .شودمي فرستاده ساعت هایعقربه جهت بسته در بسته، الارس هنگام در همیشه چون ندارد وجود مسیریابي روش

 چطوری کندمي بررسي رجعم این .دهند پوشش ها راگره همه که داریم هاحلقه گرفتن نظر در برای حالت تینهايب

 و است بهینه حالت حالت، کدام ها بگذرد،گره ماکد از حلقه هر بگیریم، نظر در حلقه تا چند بگیریم، نظر در را هاحلقه

 .[11]دشومي انجام  Deep Reinforcement Learningاعمال با  این و ...

 سیميبی مقصد، استفاده از مقدار هزینهگره به  مبدأگره در ارسال بسته از  تأخیری دیگر برای کاهش ایده 

بسته ا )ر سیمبيی ار هزینهاست؛ به این صورت که با استفاده از یادگیری تقویتي در هر مرحله مقد متغیربه صورت 

ها شود عملكرد شبكه بهتر، بستهمقداری که باعث مي .مقداری متغیر انتخاب نماییم( به شرایط ازدحام در شبكه

 .برسد مقصدتر به ازدحام و از مسیر کم ترعیسر
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Abstract 

Networks on chip can be considered as an alternative to bus technology in chips with a large 

number of cores. In these chips, the cores are connected by wire or wireless. The main reason 

for using wireless communication is to reduce latency and power consumption in the network. 

In networks on chip, as other conventional networks, the issue of routing is important. An 

appropriate routing algorithm in these networks is an algorithm that while avoiding latency and 

increasing efficiency, also avoids deadlock. It is clear that as wireless links are added to the 

network, the complexity of the routing algorithm will also increase. It is worth mentioning that 

by using routing algorithms based on machine learning methods, routing can be done better and 

with less congestion. 

In previous works, a learning algorithm for a on-chip wired network has been proposed. 

Because of the high demand for wireless links in a wireless network, the learning algorithm can 

greatly reduce network congestion. On the other hand, the basis of networks on a wireless chip 

is different from wired networks, which will lead to differences in the implementation of the 

reinforcement learning algorithm. Therefore, in this thesis, an attempt is made to provide a 

routing algorithm for wireless chip networks with the help of reinforcement learning. Since the 

proposed reinforcement learning algorithm has the ability to detect congestive path and change 

the path, it can make a better decision when sending the packet from the source node to the 

destination node. Also, the results of the proposed method have been compared with previous 

routing algorithms, and in the proposed algorithm, at least 8% improvement has been made. 

 

Keywords: Network On Chip (NOC), Q-Learning Algorithm, Reinforcement Learning (RL), 

Routing Algorithm, Deadlock, Wireless Network On Chip, Noxim 
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