


اطلاعات فناوری و کامپیوتر مهندسی دانشکده
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۱۴۰۰ مرداد





عزیزم مادر و پدر به تقدیم

سایه در تا ساخته نصیبم فداکار مادری و پدر کرم روی از که شاکرم بسی را خدای
وجودشان سایه از و گیرم برگ و شاخ آنها ریشه از و بیاسایم وجودشان بار پر درخت
بر است افتخاری تاج بودنشان که والدینی نمایم. تلاش ودانش علم کسب راه در
ام هستی مایه پروردگار از پس وجود دو این که چرا بودنم بر است دلیلی نامشان و سرم
آموختند. نشیب و فراز از پر زندگی وادی این در راە رفتن مرا و گرفتند را دستم بودە اند،
سبزی برگ این حال کردند. معنا را بودن انسان و بودن زندگی، برایم که آموزگارانی

آنان. تقدیم درویش تحفه است
عاطفه پاس به خودگذشتگان، از و ایثار کلمه از شان انسانی و عظیم تعبیر پاس به
پشتیبان بهترین روزگاران سردترین این در که وجودشان امیدبخش گرمای و سرشار
پناهشان در ترس و سرگردانی و است رس فریاد که بزرگشان های قلب پاس به است،
کند. نمی فروکش هرگز که دریغشان بی های محبت پاس به و گراید می شجاعت به

. کنم می تقدیم عزیزم مادر و پدر به را مجموعه این

ز



سپاس گزاری...

که رضوانی محسن دکتر آقای جناب قدر عالی استاد از را خود لسانی و قلبی تشکر
از رساله انجام مراحل تمامی در و گردیدند دار عهده را نامه پایان این راهنمایی زحمت
ایشان افزون روز توفیقات و دارم می ابراز نمودم استفاده ایشان مدبˁرانه های راهنمایی

خواستارم. سعادت و صحت با توأم را
در و نمودند مساعدت رساله این مشاوره امر در که فاتح منصور دکتر آقای جناب از
امتنان و تشکر کمال اند فرموده مبذول را خود دقت و توجه مراقبت، نهایت امر این

خواهانم. را ابدی سعادت و سلامت خداوند از ایشان برای و دارم را
کمال کردند همراهی مرا چالش پر مسیر این در همواره که عزیزم دوستان از آخر در

می کنم. سربلندی و موفقیت آرزوی برایشان منان خداوند از و دارم را قدردانی

عموئی محمدحسین
۱۴۰۰ مرداد

ح



نامه تعهد
مهندسی کامپیوتر مهندسی رشته ارشد کارشناسی دانشجوی عموئی محمدحسین اینجانب
هوشمند رهیافتی عنوان با پایان نامه نویسنده شاهرود، دانشگاه اطلاعات فناوری و کامپیوتر

می شوم: متعهد رضوانی محسن راهنمایی تحت ، SQL تزریق آسیب پذیری کشف جهت
برخوردار اصالت و صحت از و است شده انجام اینجانب توسط پایان نامه این در تحقیقات ●

است.
شده استناد استفاده مورد مرجع به پژوهش گران، دیگر پژوهش های نتایج از استفاده در ●

است.
مدرک نوع هیچ دریافت برای دیگری فرد یا خود، توسط کنون تا پایان نامه، این مطالب ●

است. نشده ارایه هیچ جا در امتیازی یا
نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتی دانشگاه به اثر، این معنوی حقوق ●
خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتی دانشگاه “

رسید.
بودە اند، تاثیرگذار پایان نامه اصلی نتایج آوردن بە دست در که افرادی تمام معنوی حقوق ●

می گردد. رعایت پایان نامه از مستخرج مقالات در
آنها) بافت های (یا زنده موجود از که مواردی در پایان نامه، این انجام مراحل تمام در ●

است. شده رعایت اخلاقی اصول و ضوابط است، شده استفاده
افراد شخصی اطلاعات حوزه به که مواردی در پایان نامه، این انجام مراحل تمام در ●
شده رعایت انسانی اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته دسترسی

است.
عموئی محمدحسین
۱۴۰۰ مرداد

نشر حق و نتایج مالکیت
برنامە های کتاب، مستخرج، ( مقالات آن محصولات و اثر این معنوی حقوق تمام ●
شاهرود صنعتی دانشگاه به متعلق شده) ساخته تجهیزات و نرم افزارها رایانە ای،

شود. ذکر مربوطه علمی تولیدات در مقتضی، نحو به باید مطلب این می باشد.
نمی باشد. مجاز منبع ذکر بدون پایان نامه این در موجود نتایج و اطلاعات از استفاده ●

ط



چکیده
گوناگون حملات برابر در وب تحت برنامە های از که هستند برنامە هایی وب فایروال های
فایروال ها می شود، افزوده حملات این پیچیدگی بر روز به روز که آنجایی از می کنند. محافظت
بروزرسانی و تست مداوم بە صورت تا است نیاز کنند، مقابله حملات این با بتوانند اینکه برای
بە دلیل فایروال آسیب پذیری های کشف برای brute-force حملات از استفاده عمل، در شوند.
پیرامون بسیاری تحقیقات بنابراین، نیست. امکان پذیر حملات الگوهای زیاد بسیار تنوع
به هنوز شده ارائه روش های اما است. شده انجام سیاه جعبه تست خودکار روش های ارائە ی
پژوهش این در بدین جهت، نیستند. برخوردار لازم کارایی از عمل در و نرسیدە اند کافی بلوغ
حملات مقابل در فایروال ها آسیب پذیری های کشف برای خودکاری سیاه جعبه تست روش ما
XSS و SQL تزریق حملە ي دو روی بر پایان نامه این در خاص، بە طور می دهیم. ارائه کد تزریق

بودە اند. برتر آسیب پذیری های ده جز گذشته دهە ی در که است شده تمرکز
مجموعە دادگان در موجود حملات رشته n-gram از استفاده با اول، فاز در ما، پیشنهادی روش در
skip- مدل از استفاده با زیررشتە ها این بعدی مرحلە ی در می شوند. تجزیه زیررشتە هایی به
خوشە بندی الگوریتم از استفاده با آن از پس و می شوند تبدیل عددی بردار های به gram

استفاده با ویژگی بردار تشکیل از پس آخر مرحله در می شوند. خوشە بندی سلسلە مراتبی
مجموعە دادگان در موجود حملات رشته خودکار، کدکنندە ی عمیق شبکە ی و خوشە ها این از
آنتروپی، محاسبە ی با اهمیت کم زیررشتە های هرخوشه، در دوم، فاز در می شوند. خوشە بندی
استفاده با بعد، مرحلە ی در می شوند. حذف خوشه آن ویژگی های مجموعە ی از و شده کشف
قراردادن هم کنار با که می شود محاسبه وزن یک زیررشته هر برای سند فراوانی معکوس از
ویژگی بردار های از استفاده با آخر، فاز در می آید. بدست حمله رشته هر ویژگی بردار وزن ها این
این در می شود. انجام آسیب پذیری ها کشف برای جستجو عملیات دوم، فاز از آمده بدست
می شود. انجام خوشە ای درون جستجوی  و خوشە ای برون جستجوی مرحله دو همزمان فاز،
رشته شامل که خوشە هایی یافتن منظور به و ϵ-greedy سیاست با خوشە ای برون جستجوی 
رشتە  کشف بە منظور اما خوشە ای درون جستجوی می شود. انجام هستند، موفق حملات

می شود. انجام خوشە ها درون موفق حملات
رشته ۲۴۱۷۷۲۰ شامل مجموعە داده دو از استفاده با پیشنهادی روش پژوهش، این در
پژوهش ها در شده ارائه جدید روش  سه با XSS حملە ی رشته ۱۷۹۸۰۶۲ و SQL تزریق حملە ی
آمده بدست نتایج است. شده مقایسه XSSART و ART4SQLi ،ML-Driven E نام های با
درصد ۳۳٫۵۳ میانگین بە طور است قادر پیشنهادی روش که می دهد نشان آزمایش ها، از
پیشنهادی روش همچنین کند. کشف ML-Driven E به نسبت بیشتری آسیب پذیری های
اولین می تواند XSSART و ART4SQLi از کمتر تلاش تعداد درصد ۶۳٫۱۶ با متوسط بە طور

کند. کشف را آسیب پذیری
ک
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مطالب فهرست
ق تصاویر فهرست

ش جداول فهرست

۱ مقدمه ۱
۱ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مسأله بیان ۱ .۱
۳ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . تحقیق هدف ۲ .۱
۳ . . . . . . . . . . . . . . . . . . . . . . . آن حل های راە  و چالش ها ۳ .۱
۴ . . . . . . . . . . . . . . . . . . . . . . . . تحقیق پیش فرض های ۴ .۱
۵ . . . . . . . . . . . . . . . . . . . . . . . . . . تحقیق نوآوری های ۵ .۱
۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . پایان نامه ساختار ۶ .۱
۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . جمع بندی ۷ .۱

۷ پیشین کارهای و موضوع ادبیات ۲
۷ . . . . . . . . . . . . . . . . . . . . . . . کد تزریق حملات معرفی ۱ .۲
۸ . . . . . . . . . . . . . . . . . . . . . . . . . . SQLi حمله ۱ .۱ .۲
۹ . . . . . . . . . . . . . . . . . . . . . . . . . . XSS حمله ۲ .۱ .۲
۱۱ . . . . . . . . . . . . . . . . . . . . کد تزریق حملات با مقابله نحوه ۲ .۲
۱۲ . . . . . . . . . . . . . . . . . . . . . . . . . . وب فایروال ۱ .۲ .۲
۱۳ . . . . . . . . . . . . . . . . . آسیب پذیری ها خودکار کشف روش های ۳ .۲
۱۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . پیشین کارهای ۴ .۲
۱۵ . . . . . . . . . . . . . . . . . . . . . . ترکیبی تست روش ۱ .۴ .۲
۱۷ . . . . . . . . . . . . . . . . . . . تطبیقی جستجو ی روش ۲ .۴ .۲
۱۸ . . . . . . . . . . . . . . مصنوعی هوش  بر مبتنی روش های ۳ .۴ .۲
۲۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . جمع بندی ۵ .۲

ف



مطالب فهرست ص
۲۱ پیش نیاز ها ۳
۲۱ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کاوی متن ۱ .۳
۲۲ . . . . . . . . . . . . . . . . . . . . . . کلمات سازی تعبیه ۱ .۱ .۳
۲۵ . . . . . . . . . . . . . . . . . . . . . . . . Word2vec مدل ۲ .۱ .۳
۲۸ . . . . . . . . . . . . . . . . . . . . . . . . . n-gram مدل ۳ .۱ .۳
۲۹ . . . . . . . . . . . . . . . . . . . . . . کلمات وزنی فراوانی ۴ .۱ .۳
۳۰ . . . . . . . . . . . . . . . . . . . . . . مصنوعی عصبی شبکە های ۲ .۳
۳۲ . . . . . . . . . . . . . . . . . . . . . . . عمیق شبکە های ۱ .۲ .۳
۳۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . خوشە بندی ۳ .۳
۳۶ . . . . . . . . . . . . . . . . . . k-means خوشە بندی روش ۱ .۳ .۳
۳۷ . . . . . . . . . . . . . . . . سلسلە مراتبی خوشە بندی روش ۲ .۳ .۳
۳۸ . . . . . . . . . . . . . . . . . . . . . . . . . . . . تقویتی یادگیری ۴ .۳
۳۹ . . . . . . . . . . . . . . . . . . . . تقویتی یادگیری اجزای ۱ .۴ .۳
۴۰ . . . . . . . . . . . . . . . . . . . . . . . ϵ-greedy سیاست ۲ .۴ .۳
۴۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . جمع بندی ۵ .۳

۴۱ پیشنهادی روش ۴
۴۱ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . کلی شمای ۱ .۴
۴۳ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . خوشە بندی ۲ .۴
۴۳ . . . . . . . . . . . . . . . . . . . n-gram با ویژگی استخراج ۱ .۲ .۴
۴۴ . . . . . . . . . . . . . . . . . . . . زیررشتە ها تعبیە سازی ۲ .۲ .۴
۴۶ . . . . . . . . . . . . . . . . . . . . زیررشتە ها خوشە بندی ۳ .۲ .۴
۴۷ . . . . . . . . . . . . . . . . . . . . . . دودویی کدکنندە ی ۴ .۲ .۴
۴۷ . . . . . . . . . . . . . . . . . . . . . . دادە ها خوشە بندی ۵ .۲ .۴
۴۹ . . . . . . . . . . . . . . . . . . . . . . . . . نهایی ویژگی استخراج ۳ .۴
۴۹ . . . . . . . . . . . . . . . . . . . . . . زیررشتە ها انتخاب ۱ .۳ .۴
۴۹ . . . . . . . . زیررشتە ها برای سند فراوانی معکوس محاسبە ی ۲ .۳ .۴
۵۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . جستجوگر ۴ .۴
۵۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . جمع بندی ۵ .۴

۵۷ نتایج و پیادە سازی ۵
۵۷ . . . . . . . . . . . . . . . . . . . . . . . . . . تحقیق پرسش های ۱ .۵
۵۸ . . . . . . . . . . . . . . . . . . . . . . . . . آزمایش ها کلی فرآیند ۲ .۵
۵۹ . . . . . . . . . . . . . . . . . . . . . . . . . . . . آزمایش محیط ۳ .۵



ق مطالب فهرست
۵۹ . . . . . . . . . . . . . . . . . . . بررسی مورد فایروال های ۱ .۳ .۵
۶۰ . . . . . . . . . . . . . . . . . . . . . . . . مجموعە دادگان ۲ .۳ .۵
۶۱ . . . . . . . . . . . . . . . . . . اثربخشی ارزیابی معیار های ۳ .۳ .۵
۶۲ . . . . . . . . . . . . . . . . . . . کارایی ارزیابی معیار های ۴ .۳ .۵
۶۲ . . . . . . . . . . . . . . . . . . . . . . . Sillhouette معیار ۵ .۳ .۵
۶۳ . . . . . . . . . . . . . . . . . . . . . . . . Wilcoxon روش ۶ .۳ .۵
۶۳ . . . . . . . . . . . . . . . . . . . . . . . . . . . پارامتر ها انتخاب ۴ .۵
۶۴ . . . . . . . . . مراتبی سلسه خوشە بندی الگوریتم پارامتر های ۱ .۴ .۵
۶۴ . . . . . . . . . . . . . . . . . . Skip-gram مدل پارامتر های ۲ .۴ .۵
۶۴ . . . . . . . . . . خودکار کنندە ی کد عمیق شبکە ی معماری ۳ .۴ .۵
۶۵ . . . . . . . . . . . . . . . . . . . . . . . . خوشە ها تعداد ۴ .۴ .۵
۶۵ . . . . . . . . . . . . . . . . . . . . . آنتروپی آستانە ی حد ۵ .۴ .۵
۶۶ . . . . . . . . . . . . . . . . . . . . . ϵ-greedy پارامتر های ۶ .۴ .۵
۶۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نتایج ۵ .۵
۶۷ . . . . . . . . . . . . . . . . . . . . . . . . n-gram بررسی ۱ .۵ .۵
۶۹ . . . . . . . . . . . . . . . . . . خوشە بندی تأثیر مطالعە ی ۲ .۵ .۵
۷۰ . . . . . . . . . . . روش ها سایر با پیشنهادی روش  مقایسە ی ۳ .۵ .۵
۷۴ . . . . . . . . . . . . عمل در روش پیشنهادی کارایی ارزیابی ۴ .۵ .۵
۷۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . جمع بندی ۶ .۵

۷۷ پیشنهاد ها و نتیجە گیری ۶
۷۷ . . . . . . . . . . . . . . . . . . . . . . . نتیجە گیری و جمع بندی ۱ .۶
۷۸ . . . . . . . . . . . . . . . . . . . . . . . آتی کار های برای پیشنهاد ۲ .۶

۷۹ مراجع



تصاویر فهرست
۲ . . . . . . . . . . . . . . . . . شبکه در وب فایروال قرارگیری نحوە ی ۱ .۱

صحت بدون ورودی ها کد قطعه این در جو. و پرس امن نا تکمیل نمونە ی ۱ .۲
۸ . . . . . . . . . . . . . . . . . . می شوند. اضافه جو و پرس به سنجی

پایگاه در را آلودە ای پست مهاجم آن در که XSS حملە ی یک فرآیند از مثالی ۲ .۲
۱۰ . . . . . . . . . . . . . . می کند. ذخیره اجتماعی شبکە ی یک دادە ی

به را کاربر کوکی های که است مخربی کد شامل که HTML کد نمونە ی ۳ .۲
۱۱ . . . . . . . . . . . . . . . . . . . . . . . . . . . . می برد. سرقت
۱۳ . . . . . . . . . . . . . وب. فایروال توسط سرور ها از محافظت نحوە ی ۴ .۲
۱۴ . . . . . . . . . . . . . وب. فایروال روی سیاه جعبه تست انجام فرآیند ۵ .۲
۲۶ . . . . . . . . . . . . . . . skip-gram و CBOW مدل دو کلی معماری ۱ .۳
۲۸ . . . . . . . . . . . . . ممکن جملات ماتریس در one-hot بردار ضرب ۲ .۳
۲۹ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . n-gram روش ۳ .۳
۳۱ . . . . . . . . . . . . . . . . سە لایه عصبی شبکه یک از ساده ساختار ۴ .۳
۳۳ . . . . . . . . . . . . . میانی لایه سه با عمیق شبکه یک کلی شماتیک ۵ .۳
۳۵ . . . . . . . . . . . . . . . . . . . . . خودکار کدکننده عصبی شبکه ۶ .۳
۳۸ . . . . . . . . . . . . مفهومی لحاظ از سلسلە مراتبی خوشە بندی کلیت ۷ .۳

دادە ها سازی آماده مراحل که پیشنهادی روش اول فاز دو از کلی شمای ۱ .۴
۴۲ . . . . . . . . . . . . . . . . . . . می دهد. نشان را جستجو فاز برای
۴۴ . . . . آن. تشکیل دهندە ی توکن های به SQLi حملە ی نمونه یک تجزیە ی ۲ .۴

نمونه یک زیررشتە های از استفاده با skip-gram آموزش نحوە ی از مثالی ۳ .۴
۴۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . .SQLi حملە ی

الگوریتم به آن انتقال و نهان ویژگی فضای به دودویی بردار نگاشت فرآیند ۴ .۴
۴۸ . . . . . . . . . . . . . . . . . . . . . . . . . .k-means خوشە بندی

ش



تصاویر فهرست ت
Silhouette روش از استفاده با که مجموعە داده هر مختلف خوشە های امتیاز ۱ .۵

۶۶ . . . . . . . . . . . . . . . . . . . . . . . . . . است. شده محاسبه
آسیب پذیری های کشف برای فایروال ها تست در درست مثبت های متوسط ۲ .۵

۶۷ . . . . . . . . . . . . . . . . . . . . . مختلف. nهای ازای به SQLi

آسیب پذیری های کشف برای فایروال ها تست در درست مثبت های متوسط ۳ .۵
۶۸ . . . . . . . . . . . . . . . . . . . . . . مختلف. nهای ازای به XSS
۷۰ . . . . . . . . . . . مجموعە دادگان. خوشە های در موفق حملات توزیع ۴ .۵

برای متن باز فایروال های تست در روش هر برای آمدە  بدست TPR متوسط ۵ .۵
۷۱ . . . . . . . . . . . . . . . . . . . . . .SQLi آسیب پذیری های کشف

فایروال های تست در روش هر برای آمدە  بدست TPR جعبە ای نمودار ۶ .۵
۷۱ . . . . . . . . . . . . . . . .SQLi آسیب پذیری های کشف برای متن باز

کشف برای متن باز فایروال های تست در روش هر برای آمدە  بدست TPR ۷ .۵
۷۳ . . . . . . . . . . . . . . . . . . . . . . . . .XSS آسیب پذیری های

فایروال های تست در روش هر برای آمدە  بدست TPR جعبە ای نمودار ۸ .۵
۷۳ . . . . . . . . . . . . . . . .XSS آسیب پذیری های کشف برای متن باز

فایروال تست در روش هر با شده کشف  SQLi آسیب پذیری های متوسط ۹ .۵
۷۴ . . . . . . . . . . . . . . . . . . . . . . . . . . شده. شخصی سازی

فایروال تست در روش هر با شده کشف  XSS آسیب پذیری های متوسط ۱۰ .۵
۷۵ . . . . . . . . . . . . . . . . . . . . . . . . . . شده. شخصی سازی



جداول فهرست
دو ترکیب های تمام که گونە ای به سیستم یک ورودی های ترکیب نمونە ی ۱ .۲

۱۶ . . . . . . . . . . . . . . . . . . . . . . . . . دهد. پوشش را تایی
۲۳ . . . . . . . . . . . . . . . . .one-hot بردار به کلمات تبدیل از مثالی ۱ .۳

n- از استفاده با 0)␣or␣not␣0>(␣!�␣0)-- حملە ی رشته تجزیە ی از مثال ۱ .۴
۴۳ . . . . . . . . . . . . . . . . . . . . . مختلف. های n ازای به gram
۴۷ . . . . . . . . . . . . . .p حملە ی برای دودویی بردار تشکیل از مثالی ۲ .۴

فراوانی معکوس همراه به خوشه یک حملات زیررشتە های فراوانی از مثالی ۳ .۴
۵۳ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . آن ها. سند
۶۰ . . . . . . . . . . . . . . . . . . . مجموعە داده. هر در حملات تعداد ۱ .۵
۶۱ . . . . . . . . . . . . . . . . . مجموعە داده. هر حملات رشته نمونه ۲ .۵
۶۱ متن باز. فایروال های برای مجموعە دادگان در موجود آسیب پذیری های میزان ۳ .۵
۶۵ . . . . . . . . پژوهش. این در شده استفاده خودکار کد کنندە ی معماری ۴ .۵
۶۹ . . . . . . . . . . . خوشە بندی. از بعد و قبل ویژگی ها تعداد مقایسە ی ۵ .۵
۷۲ .SQLi آسیب پذیری های کشف برای فایروال ها تست در Wilcoxon آزمون نتایج ۶ .۵

کشف برای فایروال ها تست در موفق حملە ی اولین یافتن از قبل FP مقادیر ۷ .۵
۷۳ . . . . . . . . . . . . . . . . . . . . . . . . .SQLi آسیب پذیری های

فایروال تست در تصادفی روش و ART4SQLi،RAT سرعت بین مقایسه نتیجه ۸ .۵
جدول، این در .SQLi آسیبپذیری های کشف برای شده شخصی سازی

۷۶ . . . . . است. آسیب پذیری اولین کشف از قبل FPها متوسط میانگین،
فایروال تست در تصادفی روش و XSSART،RAT سرعت بین مقایسه نتیجه ۹ .۵
میانگین، جدول، این در .XSS های آسیبپذیری کشف برای شده شخصی سازی

۷۶ . . . . . . . . . . است. آسیب پذیری اولین کشف از قبل FPها متوسط

ث



۱ فصل
مقدمه

تحقیق چالش های بررسی از پس می پردازیم. تحقیق هدف و مسأله بیان به ابتدا فصل این در
نهایت در می دهیم. ارائه را پژوهش این نوآوری های و تحقیق فرضیە های آن، راە حل های و

می گردد. ارائه مختصر بصورت پایان نامه کلی ساختار

مسأله بیان ۱ .۱
برخط سرویس های ارائە ی به مشاغل از بسیاری اینترنت، شدن فراگیر با اخیر، سال های در
شبکە های و الکترونیک بانکداری برخط، فروشگاە های به می توان مثال عنوان به اند. آورده روی
روش های به خدمات ارائە ی سنتی روش های از مهاجرت درنتیجە ی کرد. اشاره اجتماعی
زیادی بسیار محرمانە ی و خصوصی دادە های و یافته افزایش اینترنت به مردم وابستگی نوین،
شده ذخیره وب تحت برنامە های پایگاە دادە های در است، سازمان ها و مردم به متعلق که
هدفی برخط خدمات دهندە های ارائه پایگاە دادە های در شده ذخیره دادە های این است.
وب تحت برنامە ی یک گزارشی، طبق که بە طوری است، هکرها برای وسوسە کننده بسیار
اخیراً که گزارشی این بر علاوه .[۴۷] بگیرد قرار حمله مورد بار ۲۶ تا دقیقه هر در است ممکن
آسیب پذیر گوناگون حملات مقابل در وبسایت ها درصد ۷۶ که می دهد نشان است شده منتشر

است. حیاتی امری برنامە ها این از حفاظت بدین جهت، .[۱۰] هستند
حملات دارد. نام کد تزریق هستند، نیز مخرب بسیار که حملات دستە ی رایج ترین از یکی



مقدمه ۲
آورد، بار به ناپذیری جبران عواقب می تواند بە تنهایی کدام هر که دارند مختلفی انواع کد تزریق
حملات، این در وب. تحت برنامە ی کامل گرفتن اختیار در یا محرمانه اطلاعات افشای مانند
هدف برنامە ی منطق مجاز ورودی های بجای مخرب کد های ارسال با تا می کند تلاش مهاجم
را مهاجم مطلوب عملیات کد ها قطعه این پردازش با برنامه درنتیجه کند. مشکل دچار را
پربحث ترین و معروف ترین از مورد دو ۲XSS و (SQLi) ۱SQL تزریق حملات می دهد. انجام
.[۵۹ ،۵۲ ،۵۱ ،۴۹–۴۷ ،۳۲ ،۱۷ ،۱۵ ،۸ ،۴–۲] می گیرند جای دسته این در که هستند حملاتی

است. بوده برتر آسیب پذیری ده جزو اخیر سال های در حملات این مقابل در آسیب پذیری
است وب۳ فایروال های از استفاده وب برنامە های امنیت تأمین در مؤثر راە های از یکی
خدمات دهندە ی ارائه سرورهای بین که هستند مستقلی برنامە های وب فایروال های .[۳۸ ،۱]
بررسی را سرور ها و کاربران بین ترافیک های تمامی و می گیرند قرار کاربران و وب تحت
درصورتی است. شده داده نشان  ۱ .۱ شکل در شبکه در وب فایروال قرارگیری نحوە ی می کنند.
به درخواست آن رسیدن از می تواند است آلوده درخواست یک دهد تشخیص فایروال یک که
مؤثر بسیار کد تزریق حملات از جلوگیری و تشخیص در فایروال ها این کند. جلوگیری مقصد
درخواستی الگو ی چنانچه و می کنند استفاده زبانی دستور قواعد از مجموعە ای از آن ها هستند.

می شود. داده تشخیص آلوده درخواست آن کند، مطابقت قواعد این با

کلاینت اینترنت فایروال وب کلاینتسرور اینترنت فایروال وب سرور

شبکه در وب فایروال قرارگیری نحوە ی :۱ .۱ شکل

می شود وب تحت برنامە های به که حملاتی پیچیدگی که می دهد نشان اخیر مطالعات
اهمیت از وب فایروال های مداوم بروزرسانی و تست بنابراین .[۲۲] است افزایش حال در دائماً
در شده استفاده قواعد حملات، الگوی پیچیدگی افزایش با که چرا است. برخوردار ویژە ای
حملات، پیچیدگی افزایش با اما نشود. کاسته آن کارایی از تا شود بروزرسانی باید نیز فایروال
متخصصین که است سخت بسیار که بە طوری می شود زمان بر و پیچیدە  نیز فایروال ها تست
حمله الگو ی میلیون ها میان در دستی بە صورت را فایروال آسیب پذیری های تمامی بتوانند
و خودکار بە صورت بتوانند که شوند طراحی ابزارهایی تا است نیاز بدین جهت، کنند. کشف

کنند. گزارش و کشف را فایروال ها آسیب پذیری های بهینه
1SQL injection
2Cross-site scripting
3Web Application Firewall



۳ تحقیق هدف

تحقیق هدف ۲ .۱
است قادر برنامه ساختار و منطق دانستن به نیاز بدون که است روشی سیاه جعبه تست
دارد، لازم برنامه از که ناچیزی اطلاعات و اجرا راحتی بە دلیل روش این بیابد. را آن مشکلات
روش  این کارایی تا است شده تلاش و است بوده محققین توجه مورد زیادی بسیار سالیان
هیچگونه به نیاز بدون برنامە ها تست اگرچه .[۳۰] کند پیدا بهبود همواره سال ها طول در
عملکرد که می شود باعث امر همین اما می رسد نظر به ایدە آل آن عملکرد نحوه درمورد دانشی
توسعە ی برای که تلاش هایی تمام وجود با که بە طوری یابد. کاهش بسیار عمل در تست این
جعبه تست روش های انواع که می دهد نشان مطالعات است، شده سیاه جعبه تست روش
بسیاری روش این از استفاده با امنیتی تست های در و نیستند برخوردار کافی کارایی از سیاه

.[۱۶ ،۵] می مانند پنهان آسیب پذیری ها از
نشده، حل مسائل از بسیاری هوش مصنوعی الگوریتم های افزون روز توسعە ی و پیشرفت با
استفاده با کنند سعی محققین تا است شده باعث امر همین و شدند حل اخیر سال های در
این هدف دهند. افزایش را سیاه جعبه تست روش های عملکرد هوش مصنوعی تکنیک های از
برای هوشمند روشی ارائە ی و سیاه جعبه تست چالش های از برخی سازی مرتفع نیز پژوهش

است. XSS و SQLi حملات مقابل در وب فایروال های آسیب پذیری های کشف و تست

آن حل های راە  و چالش ها ۳ .۱
فایروال های آسیب پذیری های کشف که دریافتیم شد انجام پژوهش این در که مشاهداتی در
شامل چالش ها این است. اساسی چالش دو دارای سیاه جعبه تست روش از استفاده با وب
نحوە ی درمورد کافی اطلاعات و برچسب دار دادە های وجود عدم و جستجو تعداد در محدودیت

می پردازیم. مشکلات این شرح به ادامه در است. فایروال عملکرد
مجموعە ی از حملات مختلف نمونە های تست، روش این در جستجو: تعداد در محدودیت ●
پروتکل از استفاده با و اینترنت طریق از آن ها از هرکدام بار هر و می شود انتخاب دادە ها
حمله آن تشخیص به قادر فایروال که شود بررسی تا می شود ارسال فایروال برای HTTP
می شود ارسال فایروال برای تست ابزار طرف از که درخواست هایی تعداد خیر. یا است
چرا می شود، تلقی حمله نیز خود باشد زیاد بسیار که درصورتی و است محدودیت دارای
برنامە های که شود باعث می تواند کوتاه زمانی فواصل با زیاد بسیار درخواست های که
برای تلاش ها تعداد باید تست روش این در بنابراین، شوند. خارج دسترس از وب تحت

یابد. کاهش حداقل به آسیب پذیری ها یافتن
آسیب پذیری های که آنجایی از کافی: اطلاعات و برچسب دار دادە های وجود عدم ●
برای دادە ها مجموعه برچسب گذاری امکان بنابراین هستند متفاوت یکدیگر با فایروال ها



مقدمه ۴
زیاد بسیار تنوع بە دلیل طرفی از ندارد. وجود ماشین یادگیری الگوریتم های در استفاده
هر تا است نیاز کنند، عبور فایروال از بتوانند که حملاتی بودن کم یاب و حملات الگوی
و ساختار به دسترسی عدم شوند. انتخاب هوشمندانه و هدفمند بە صورت حملات بار
کافی اطلاعات ابزار که می شود موجب روش این در تست تحت فایروال عملکرد نحوە ی
در فایروال روی بر تست برای حملات نمونه انتخاب نحوە ی دربارە ی تصمیم گیری برای
پیش بینی و دانش کسب برای تست ابزار تا می شود باعث امر همین باشد. نداشته اختیار

کند.. ارسال سرور سمت به را زیادی درخواست های موفق حملات
از استفاده با تا است نیاز دارد وجود سیاه جعبه تست روش در که چالش هایی به توجه با
بدست دانشی اندک، مشاهدات با بتواند که شود ارائه راهکاری هوش مصنوعی الگوریتم های
انتخاب هوشمندانه و هدفمند بە صورت را حملات نمونه بتواند آن از استفاده با که بیارد
از استفاده با کردە اند سعی که است شده ارائه روش هایی اخیر سال های در اگرچه کند.
چالش همچنان اما ،[۹ ،۳ ،۲] بخشند بهبود را تست شیوە ی این کارایی ماشین یادگیری
روش از دادە ها برچسب گذاری برای پژوهش ها این در و است نشده حل دادە ها برچسب گذاری
ارسال فایروال برای زیادی درخواست های می شود باعث خود که می شود استفاده تصادفی تست
دادە های داشتن اختیار در بدون بتواند که شود ارائه روشی تا است نیاز بدین جهت، شود.
که دادە اند نشان اخیر پژوهش های همچنین کند. پیش بینی را موفق حملات برچسب دار
می تواند آن ها خوشە بندی بنابراین .[۵۹ ،۳۲] هستند یکدیگر به شبیه موفق حملات نمونه
حذف و خوشە ها این شناسایی بنابراین دهد. قرار خوشە ها از کمی تعداد در را موفق حملات
نیاز مورد مشاهدات تعداد کاهش به می تواند هستند موفق حملات فاقد که خوشە ها سایر

کند. کمک موفق الگو های یادگیری برای

تحقیق پیش فرض های ۴ .۱
می پردازیم. شدە اند گرفته درنظر پژوهش این در که پیش فرض هایی طرح به بخش این در

خاصی قاعدە ی از که هستند معنی داری رشتە های۱ حملات الگو های پژوهش این در ●
می کنند. پیروی

وضعیت کدهای از حملات موفقیت عدم یا موفقیت تشخیص برای پژوهش این در ●
یک به پاسخ برای ۴۴۰۳ کد ۳RFC اساس بر می کنیم. استفاده ۲HTTP درخواست
تغییر قابل فایروال تنظیمات در کد این اگرچه می شود. استفاده غیرمجاز درخواست
شود. استفاده استاندارد کد از تا است شده داده ترجیح پژوهش این در اما است،

1String
2HTTP status
3Request for Comments (RFC)
4Forbidden error



۵ تحقیق نوآوری های
پاسخ در را ۴۰۳ کد تست ابزار که درصورتی استاندارد، تنظیمات فرض با بنابراین،
غیر در است. داده تشخیص را حمله آن فایروال که گرفت نتیجه می توان کند دریافت

است. کرده عبور فایروال از حمله صورت، این

قابلیت بنابراین آن. حفاظت تحت برنامە ی نه و است فایروال تست پژوهش این هدف ●
برنامە های ساختار چراکه ندارد. اهمیتی خاص برنامە ی آن روی حملات شدن اجرا
حفاظتشان تحت برنامە های از مستقل بە صورت فایروال ها و است متفاوت یکدیگر با مختلف
می کنند عبور فایروال از که حملاتی اگرچه می پردازند. HTTP درخواست های بررسی به
برای تهدیدی همچنان آن ها اما نشوند، اجرا فایروال پشت برنامە های روی  است ممکن
برنامه آن روی اجرا قابلیت تغییر اندکی با است ممکن چراکه می شوند حساب برنامە ها آن

کنند. پیدا را

تحقیق نوآوری های ۵ .۱
است: شده داده شرح ذیل در کلی بە طور پژوهش این نوآوری های

الگو های استخراج جهت n-gram بر مبتنی ویژگی استخراج روش یک پژوهش این در ●
است. شده ارائه حملات رشتە  تشکیل دهندە ی پیچیده

روش عملکرد بر آن تاثیر و شده ارائه حملات، خوشە بندی جهت راهکاری همچنین ●
است. گردیده بررسی پیشنهادی

جستجوی روش و ϵ-greedy سیاست ترکیب با تطبیقی جستجوی راهکار یک نیز نهایت در ●
است. شده ارائه کلمات۱ وزنی فراوانی بر مبتنی

پایان نامه ساختار ۶ .۱
مدل بررسی به دوم فصل در شد، خواهد ارائه فصل شش در که نامه پایان این ادامە ی در
سوم، فصل در می پردازیم. پیشین پژوهش های و آن ها تست ضرورت و فایروال ها حملات،
چهارم، فصل در می شوند. داده شرح شدە اند استفاده پیشنهادی روش  طراحی در که مفاهیمی
و تحقیق پرسش های طرح به پنجم درفصل و می شود داده شرح مفصل بە طور پیشنهادی روش
نتیجە گیری ششم فصل درنهایت، می شود. پرداخته مختلف آزمایش های قالب در آن ها به پاسخ

می دهد. ارائه آتی پژوهش های برای پیشنهاداتی و
1Term frequency–Inverse document frequency (TF-IDF)



مقدمه ۶

جمع بندی ۷ .۱
و موجود چالش های سپس پرداختیم. تحقیق هدف و مسأله بیان به ابتدا فصل این در
کردیم. بیان را پژوهش این پیش فرض های آن از پس و کردیم بررسی را آن  ها راە حل های

دادیم. شرح اختصار به را پایان نامه ساختار انتها، در



۲ فصل
پیشین کارهای و موضوع ادبیات

پرداخته پژوهش این در مطالعه مورد آسیب پذیری های و حملات معرفی به ابتدا فصل، این در
روش های انواع معرفی از پس و می شوند بررسی حملات این با مقابله راە های سپس می شود.
پرداخته وب تحت برنامە های خودکار نفوذ تست کنونی روش های مرور به خودکار، نفوذ تست

می گردد. ارائه فصل این در شده بیان مطالب از جمع بندی ای آخر، در می شود.

کد تزریق حملات معرفی ۱ .۲
ورودی های تزریق با تا می کند تلاش مهاجم آن، در که هستند حملاتی کد، تزریق حملات
هویت احراز بدون یا بگیرد دست در را برنامە ها این کنترل وب تحت برنامه یک به مخرب
که هستند کد هایی قطعه مخرب ورودی های این کند. پیدا دسترسی برنامه دادە ی پایگاه به
بودن۳ دسترس در و یکپارچگی۲ محرمانگی۱، می تواند برنامه مفسر های توسط آن ها اجرای

.[۴۲] بی اندازد خطر به را برنامه دادە های
راهکار حال، این  با است. SQLi حملە ی پژوهش، این در بحث مورد اصلی حملە ی
است. کد تزریق حملات خانواده از مختلف حملات برای استفاده قابل پژوهش این پیشنهادی

می پردازیم. نیز XSS حملە ی بررسی به ،SQLi حملە ی بر علاوه پژوهش این در این رو، از
1Confidentiality
2Integrity
3Availability



پیشین کارهای و موضوع ادبیات ۸

SQLi حمله ۱ .۱ .۲
گوناگون برنامە های در استفاده مورد اطلاعات انبوه نگهداری و ذخیره مسئول دادە ها پایگاه
توزیع شده، شی گرا، رابطە ای، داده پایگاه می توان دادە ها پایگاه انواع از هستند. وب تحت
پایگاه دادە ها، پایگاه این میان در برد. نام را عملیاتی و مرکزی ابر، داده نمودار، ،NoSQL

محبوب ترین می شود شناخته نیز SQL زبان بر مبتنی دادە  پایگاه بە عنوان که رابطە ای دادە 
.[۴۰] هستند وب توسعە دهندگان درمیان دادە ها پایگاه نوع

است. رابطە ای دادە های پایگاه با کار و ارتباط برای استاندارد جوی و پرس زبان یک SQL

از ورودی مقادیر دریافت از پس معمولا˟ می کنند، استفاده دادە ها پایگاه این از که برنامە هایی
دهند. شکل جو و پرس یک تا می کنند ترکیب شده قبل از رشتە هایی با را آن ها کاربر سوی

کند. اجرا را آن تا میفرستند داده پایگاه برای را جو و پرس سپس
1 public void doPost(HttpServletRequest request, HttpServletResponse

response)

2 throws ServletException, IOException {

3

4 String user_name = request.getParameter("username");

5 String user_pass = request.getParameter("password");

6

7 String sql_statement = "SELECT * FROM users WHERE username = '"

8 + user_name

9 + "' AND password = '"

10 + user_pass + "' ";

11

12 result = Database.execute(sql_statement)

13 }

پرس به سنجی صحت بدون ورودی ها کد قطعه این در جو. و پرس امن نا تکمیل نمونە ی :۱ .۲ شکل
می شوند. اضافه جو و

را سرور سمت در ورودی ها سنجی صحت بدون جو و پرس تکمیل از نمونە ای ۱ .۲ شکل
کاربر از ورودی بە عنوان را password و username مقادیر سرور شکل این در می دهد. نمایش
هیچگونه بدون را آن ها مقادیر این دریافت از پس سرور .(۵ و ۴ (خطوط می کند بدریافت
خط در نهایت، در .(۱۰ تا ۷ (خطوط می کند اضافه جو و پرس به سنجی اعتبار و بررسی
password یا username مقادیر که درصورتی می کند. ارسال داده پایگاه برای را جو و پرس ۱۲



۹ کد تزریق حملات معرفی
می گردد. انجام مخرب عامل مطلوب عمل جو و پرس این اجرای با باشند، مخرب

یک برای ورودی بە عنوان را مخربی مقادیر مهاجم آن در که است حملە ای SQLi حملە ی
این از می تواند مهاجم دهد. انجام را مجاز غیر عملیاتی تا می کند ارسال وب تحت برنامە ی
کند پیدا دسترسی وب تحت برنامە ی یک محرمانە ی دادە های به تا کند استفاده آسیب پذیری
نام بجای مهاجم اگر ۱ .۲ شکل در کنید فرض حمله، از مثالی بە عنوان دهد. تغییر را آن ها یا
خالی مقدار password متغیر برای و username متغیر برای را ‘’ OR 1 = 1 # مقدار کاربری

درمی اید: زیر بە صورت سرور توسط تکمیل از پس نهایی جوی و پس کند، ارسال
SELECT * FROM users WHERE username = ‘’ OR 1 = 1 # AND password = ‘’

کامنت بە عنوان باشد آن از بعد هرچه درنتیجه است. کامنت عملگر # نماد SQL زبان در
بود: خواهد زیر بە صورت ما جوی و پرس عمل در و می شود محسوب

SELECT * FROM users WHERE username = ‘’ OR 1 = 1

پرس اجرای از پس داده وپایگاه است درست همیشه شرط یک زبان این در 1 = 1 رشتە ی
می دهد. قرار مهاجم اختیار در را users جدول اطلاعات تمام بالا جوی و

حملە ی یک موفقیت درصورت است. پرریسک بسیار SQLi حملە ی درمقابل آسیب پذیری
حذف یا رفته سرقت به حقیقی کاربران یا سازمان یک محرمانە ی اطلاعات است ممکن ،SQLi

حیاتی امری حملات این دربرابر وب تحت برنامە های از محافظت بنابراین، شود. ویرایش یا
است.

XSS حمله ۲ .۱ .۲
کد نحوی به تا می کند سعی مهاجم آن در که است کد تزریق حملە ی نوعی XSS حملە ی
برروی مخرب کد درنتیجه بدهد. قرار اعتماد قابل وبسایت یک کاربری رابط در را خود مخرب
که سایت هایی تمامی می یابد. دست خود اهداف به مهاجم و می شود اجرا قربانی کاربر مرورگر
می کنند، دریافت خود کاربران از که است ورودی هایی به وابسته نوعی به آن ها خروجی های
می کند تصور مرورگر اینکه بە دلیل حمله این در باشند. آسیب پذیر حمله این مقابل در می توانند
کد هایی تمام و نیست حمله تشخیص به قادر عنوان هیچ به است، اطمینان مورد آلوده وبسایت
،XSS حملە ی یک موفقیت درنتیجە ی می کند. اجرا را هست وبسایت آن کاربری رابط در که
توسط که دیگری محرمانە ی اطلاعات هر و نشست۲ توکن های کوکی ها۱، به می تواند مهاجم
اطلاعات طریق این از می تواند حتی مهاجم کنید. پیدا دسترسی می شود آوری جمع مرورگر
نوع دو XSS حملە ی ببرد. سرقت به بانکی پرداخت عملیات انجام هنگام به را اشخاص حساب

می دهیم. توضیح را آن ها مختصر بصورت ادامه در که دارد اصلی
1Cookie
2Session tokens



پیشین کارهای و موضوع ادبیات ۱۰
می شوند. ذخیره وبسایت سرور در مخرب کدهای حمله نوع این در شده:۱ ذخیره ●
ارسال را خود مخرب کد سایت یک نظرات قسمت در می تواند مهاجم مثال بە عنوان
آن به کاربران سایر هنگامی که و می شود ذخیره وبسایت آن داده پایگاه در کد این کند.

می شوند. حمله این قربانی کنند مراجعه صفحه
مستقیماً HTTP درخواست پارامتر های مقادیر وبسایت ها از برخی در شده:۲ منعکس ●
مهاجم حمله، نوع این در جستجو). موتور های (مانند می شوند اضافه کاربری رابط به
راە های از را آدرس این سپس می کند. اضافه درخواست آدرس به را خود مخرب کد
این روی بر کاربر که درصورتی می کند. ارسال هدف کاربر برای ایمیل مانند مختلف

می شود. حمله این قربانی کند کلیک مطمئن ظاهر به لینک

پایگاه داده

مهاجموبسایت

کاربر

مرورگر

‌مدیریت
پایگاه‌ داده

کلاینت

سرور

<script>…</script>

کوکی‌های قربانی

۱. POST http://example.com/posts

. پاسخ آلوده3

۵. GET http://example.com/posts
۴. POST http://test.com/cookie

یک دادە ی پایگاه در را آلودە ای پست مهاجم آن در که XSS حملە ی یک فرآیند از مثالی :۲ .۲ شکل
می کند. ذخیره اجتماعی شبکە ی

در مثال این مراحل می دهد. نمایش را شده ذخیره XSS حملە ی از نمونه یک ۲ .۲ شکل
است. شده داده توضیح ادامه

پست اجتماعی شبکە ی یک در را مخرب کد یک سالم، محتوای بجای ابتدا مهاجم .۱
می شود. ذخیره اجتماعی شبکە ی این دادە ی پایگاه در سپس کد این می کند.

کند. مشاهده را اجتماعی شبکە ی در شده ارسال محتویات می خواهد دیگر کاربری .۲
کند. دریافت را پست ها آخرین تا می کند ارسال وبسایت این برای درخواستی بنابراین،
1Stored
2Reflected



۱۱ کد تزریق حملات با مقابله نحوه

1 <!DOCTYPE html>

2 <html>

3 <h1> Latest Posts </h1>

4 ...

5 <script>

6 $(document).ready(function() {

7 var cookie = document.cookie;

8 $.post("http://test.com/cookie",

9 {cookie: cookie},

10 function(result) {});

11 });

12 </script>

13 ...

14 </html>

می برد. سرقت به را کاربر کوکی های که است مخربی کد شامل که HTML کد نمونە ی :۳ .۲ شکل

ارسال کاربر برای را پست ها آخرین شامل صفحە ای آگاهی بدون اجتماعی شبکە ی .۳
۵ خطوط مثال، این در می دهد. نمایش را صفحه این از مثالی ۳ .۲ شکل می کند.
از پس کد این است. اجتماعی شبکه این دادە ی پایگاه در شده ذخیره مخرب کد  ۱۲ تا

می کند. ارسال مهاجم برای و خوانده مرورگر از را کاربر کوکی های اجرا
اختیار در آگاهی بدون را خود کوکی های دریافتی، صفحە ی مشاهدە ی محض به کاربر .۴
کاربر این بجای تا کند استفاده کوکی ها این از است ممکن مهاجم می دهد. قرار مهاجم

کند. فعالیت اجتماعی شبکە ی در
آن ها پیادە سازی نحوە ی آن ها تفاوت تنها و است یکسان XSS حملە ی انواع تمامی عواقب
سرقت به را کاربران محرمانه اطلاعات می تواند مهاجم حمله، این موفقیت درصورت است.
لازم این رو از دهد. تغییر را وبسایت ها محتویات یا و کند ویروسی را کاربران سیستم ببرد،

گردند. محافظت حمله این مقابل در وب تحت برنامە های تا است

کد تزریق حملات با مقابله نحوه ۲ .۲
دستە ی دو در معمولا˟ راە ها این دارد. وجود گوناگونی راە های کد تزریق حملات با مقابله برای
که است معنی بدین ورودی ها تحلیل می گیرند. قرار برنامه یک ورودی های پاکسازی و تحلیل



پیشین کارهای و موضوع ادبیات ۱۲
مشاهدە ی درصورت تا کند پردازش استفاده و ذخیره از قبل را خود ورودی های باید برنامە  یک
لیست روش دو از برنامە ها معمولا˟ منظور بدین آورد. عمل به را لازم اقدام ها مخرب ورودی های
لیست یک در کلیدی کلمات سیاه لیست روش در می کنند. استفادە  منظم عبارات یا سیاه
اما می شود. شناسایی مخرب ورودی آن ورودی، در آن ها مشاهدە  درصورت و می گیرند قرار
می شوند مدل منظم عبارات با حملات الگو های است، پیچیدە تر که منظم عبارات روش در
مطابقت شده پیشتعریف از منظم عبارات با ورودی ها این کاربر از ورودی دریافت بار هر در و
ورودی های اصلاح با تا می کنند تلاش ورودی ها پاکسازی بر مبتنی روش های می شوند. داده
اجرا قابل دیگر کد آن مخرب، کد وجود درصورت که دهند تغییر گونە ای به را آن ها برنامه

نباشد.
که است این نیازمند باشند برخوردار بالایی امنیت از که وب تحت برنامە های توسعە ی
لازم دانش از دهندگان توسعه از بسیاری اما باشند. برخوردار امنیت دانش از دهندگان توسعه
شده سبب امر همین نیستند. برخوردار آن ها با مقابله راە های و آسیب پذیری ها انواع به نسبت
.[۱۰] باشند آسیب پذیر حملات از مختلفی انواع مقابل در وب تحت برنامە های از اکثر تا است
زمان بر و دشوار پرهزینه، کاری آن ها سازی ایمن جهت برنامە ها این کد های سورس ویرایش
برای هستند، متعددی وب تحت برنامە های میزبان عموماً که سازمان ها بدین جهت، است.
که برنامە ها این می کنند. استفاده فایروال عنوان تحت برنامە هایی از خدماتشان امنیت تأمین
گوناگون حملات از جلوگیری و تشخیص وظیفە ی می گیرند قرار کلاینت ها و سرور ها بین در

می پردازیم. وب فایروال های بررسی به مفصل بە طور ادامه در دارند. عهده بر را

وب فایروال ۱ .۲ .۲
گوناگون حملات درمقابل وب تحت سرویس های از که هستند برنامە هایی وب فایروال های
شکل در که همانطور فایروال ها این می کنند. محافظت کد تزریق حملات انواع جمله از
از که درخواستی هر می گیرند. قرار کلاینت ها و سرورها بین است، شده داده نشان ۴ .۲
چنانچه می شود. بررسی فایروال توسط ابتدا می شود، ارسال سرور ها برای کلاینت ها سوی
وب فایروال های می گردد. هدایت مقصد سرور سوی به شود شناسایی مجاز و سالم درخواست
تقسیم بندی ماشین۲ یادگیری بر مبتنی و قواعد۱ بر مبتنی فایروال های دودستە ی به معمولا˟
استفاده هوش مصنوعی الگوریتم های از ماشین یادگیری بر مبتنی فایروال های می شوند.
که بگیرند تصمیم آن براساس و دهند تشخیص درخواست ها در را ناهنجاری ها تا می کنند
این در آزمایش هدف که قواعد بر مبتنی فایروال های آلوده. یا است سالم درخواست یک
دهند. تشخیص را حملات تا می کنند استفاده منظم عبارات سری یک از هستند نیز پژوهش
که معنی بدین هستند. کامنت عملگر های SQL زبان در # و /**/ عبارات مثال، بە عنوان
عملگر های یافتن برای حال نمی شود. اجرا و شده گرفته درنظر کامنت بیاید آن ها از بعد هرچه

1Rule-based
2Machine-learning-based



۱۳ آسیب پذیری ها خودکار کشف روش های

کلاینت‌هاسرور فایروال وب

وب. فایروال توسط سرور ها از محافظت نحوە ی :۴ .۲ شکل

اگر درنتیجه .[۳] می کند استفاده زیر قاعدە ی از فایروال یک کاربر درخواست های در کامنت
شود. گرفته درنظر مخرب درخواست بە عنوان می تواند کند مطابقت زیر الگوی با درخواستی

/\*!?|\*/|[’;]--|--[\s\r\n\v\f]|(?:--[ˆ-]*?-)|

([ˆ\&])#.*?[\s\r\n\v\f]|;?\\x00

که دلایلی مهم ترین باشد. آسیب پذیری دارای می تواند گوناگونی دلایل به وب فایروال یک
نقص وجود یا نادرست پیادە سازی شامل شود وب فایروال یک آسیب پذیری موجب می تواند
عملکرد از تا شوند آزمایش همواره فایروال ها تا است لازم این رو، از است. آن تنظیمات در
اما می شد. انجام متخصص یک توسط کار این گذشته در شود. حاصل اطمینان آن ها صحیح
انسان وسیلە ی به وب فایروال های آزمایش عملا́ پیچیدگی حملات، و تنوع چشمگیر افزایش با
این خودکار تست روش های طراحی بنابراین، .[۳] کند فراهم را اعتمادی قابل نتایج نمی تواند

است. حیاتی امری فایروال ها

آسیب پذیری ها خودکار کشف روش های ۳ .۲
خودکار یافتن جهت کارآمد روش های توسعە ی و ارائە  صرف فراوانی تلاش های اخیر دهە  ی در
قرار مختلفی دستە های در روش ها این .[۴۶ ،۲۹] است شده برنامە ها آسیب پذیری های
جعبه روش و مدل بر مبتنی روش سفید، جعبه روش آن ها مهم ترین از تا سه که می گیرند

شدە اند. داده توضیح مختصر بە صورت روش ها این از هرکدام ادامه در هستند. سیاه
امنیتی حفرە های یافتن برای برنامە ها کد های سورس روش این در سفید: جعبه روش ●
وجود برنامە ها سورس به مستقیم دسترسی روش دراین که آنجایی از می شوند. بررسی
بیابد. را برنامه در موجود آسیب پذیری های از بسیاری می تواند روش این بنابراین دارد
وابستگی روش این مشکلات مهم ترین از یکی دارد. نیز مشکلاتی سفید جعبه روش اما
.[۳۱] هست آزمایش مورد برنامە ی توسعە ی برای شده استفاده نویسی برنامه زبان به آن



پیشین کارهای و موضوع ادبیات ۱۴
کد سورس به دسترسی موارد از بسیاری در که است این روش این معایب از دیگر یکی

.[۱۹] نیست امکان پذیر محرمانگی حمله از مختلفی دلایل به برنامه
سیاست های و پیادە سازی نحوە ی از مدلی تا دارد نیاز روش این مدل: بر مبتنی روش ●
و تحلیل با سپس باشد. داشته اختیار در را برنامه امنیت تأمین برای استفاده مورد
مدل ها این متأسفانه می کند. موجود امنیتی حفرە های یافتن در سعی مدل این بررسی
دشوار و زمان بر بسیار امری دستی بە صورت آن ها طراحی و نیستند دسترس در معمولا˟

.[۳۱] است

شروع انتخاب یک نمونه حمله

یک درخواست آلوده بساز

د�رخواست را برای
فایروال ارسال کن

فایروال درخواست رادریافت پاسخ از فایروال
مسدود کرد؟

نمونه حمله را به لیست 
آسیب‌پذیری‌ها اضافه کن

گزارش آسیب‌پذیری‌هاخاتمه‌ی تست؟

پایان

خیر

بلی

بلی

خیر

وب. فایروال روی سیاه جعبه تست انجام فرآیند :۵ .۲ شکل

مختلف الگو های اعمال و بررسی با تا می شود سعی روش این در سیاه: جعبه روش ●
تست فرآیند ۵ .۲ شکل گردند. نمایان برنامە ها در موجود آسیب پذیری های حملات
از هیچکدام روش این می دهد. نمایش را سیاه جعبه روش از استفاده با وب فایروال
روش این در تا می شود باعث امر همین اما ندارد. را قبلی روش دو محدودیت های
این دقت بنابراین باشد. اختیار در آزمایش تحت برنامە ی از محدودی بسیار اطلاعات
وجود عدم حال، این  با .[۳۴ ،۲۸] است پایین بسیار آسیب پذیری ها یافتن در روش
سیاه جعبه تست روش بیشتر هرچه جذابیت  سبب روش این در مذکور محدودیت های



۱۵ پیشین کارهای
روش است. شده انجام روش این کارایی افزایش جهت زیادی تحقیقات و است شده

می گیرد. قرار دسته این در نیز پژوهش این در شده ارائه

پیشین کارهای ۴ .۲
توجه مورد بسیار SQLi و XSS حملات بخصوص کد تزریق حملات گذشته دهە ی یک در
خودکار کشف راهکارهای ارائە ی برای بسیاری تلاش های درنتیجه، است. گرفته قرار محققین
برای متعددی روش های روش ها این درمیان .[۱۹] است شده حملات این مقابل آسیب پذیری
از چندتا بررسی به ما فصل این در دارند. گوناگونی انواع که شدە اند ارائه نیز سیاه جعبه تست
بر مبتنی و تطبیقی۲ جستجوی ترکیبی۱، تست روش های جمله از روش ها این انواع مهم ترین

می پردازیم. هوش مصنوعی۳

ترکیبی تست روش ۱ .۴ .۲
ترکیب های تست برای که است روشی می شود گفته نیز τ -way تست آن به که ترکیبی تست
تعداد دارای سیستمی اگر دقیق تر، بە طور می گردد. استفاده سیستم یک پارامتر های از مختلف
می شود. ارزیابی سیستم این ورودی های تایی τ ترکیب های تمامی روش این در باشد، ورودی n

مثال، بە عنوان دهد. کاهش را تست ها تعداد ملاحظە ای قابل صورت بە  می تواند روش این
V = {a, b, c} مقدار سه ورودی هر و باشد Ci(i = ۱,۲,۳,۴) ورودی چهار دارای سیستمی اگر
باید کنیم تست را ورودی ها این ممکن ترکیب های تمام بخواهیم که درصورتی کند. قبول را
ورودی ها از دوتایی ترکیب های فقط بخواهیم اگر که درصورتی دهیم. انجام تست ۸۱ تعداد
جزئیات شرح به ادامه در دهیم. انجام تست ۹ تعداد فقط است کافی بگیریم درنظر را (τ = ۲)

می پردازیم. مثال این
دهی مقدار سیستم ورودی تمامی پارامترهای تست هربار در شد، مطرح پیش تر که مثالی در
داده پوشش دوتایی ترکیب های تمامی که می شوند انتخاب گونە ای به مقادیر این اما می شوند.
نمایش τ = ۲ برای را شده مطرح مثال ورودی های مقادیر ترکیب نحوە ی ۱ .۲ جدول شوند.
حالات تمام می توان تست ۹ انجام با می شود مشاهده که همانطور مثال، این در می دهد.

داد. قرار آزمایش مورد را زیر دوتایی
T = {(C1, C2), (C1, C3), (C1, C4), (C2, C3), (C2, C4), (C3, C4)}

سیستم های عملکرد بررسی در ترکیبی تست روش خوب عملکرد به توجه با اخیر سال های در
XSS آسیب پذیری های خودکار کشف برای روش این بر مبتنی متنوعی راهکار های نرم افزاری

1Combinatorial testing
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پیشین کارهای و موضوع ادبیات ۱۶
پوشش را تایی دو ترکیب های تمام که گونە ای به سیستم یک ورودی های ترکیب نمونە ی :۱ .۲ جدول

دهد.

ورودی ها مقادیر از ممکن ترکیب های ورودی پارامتر های
ⅽ ⅽ ⅽ b b b a a a C۱
b a ⅽ a ⅽ b ⅽ b a C۲
a ⅽ b b a ⅽ ⅽ b a C۳
ⅽ b a ⅽ b a ⅽ b a C۴

طراحی حملات الگو های تولید برای زبانی۱ دستور روش ها این در است. شده ارائه SQLi و
در می شوند. گرفته درنظر سیستم ورودی های بە عنوان زبان  ها دستور این قواعد و می شود

می پردازیم. روش ها این از نمونه چند بررسی به ادامه
را XSS حملات تولید برای موجود زبان های دستور همکاران و بوزیچ۲ ،۲۰۱۵ سال در
آسیب پذیری های خودکار کشف برای ترکیبی تست روش کارایی که کردند بازطراحی طوری
هرچه که داد نشان آن ها آزمایش های همچنین یابد. افزایش وب تحت برنامە های در XSS

کرد کشف می توان را بیشتری آسیب پذیری های تعداد باشد بیشتر ترکیبی تست در τ مقدار
.[۸]

و منظم الگو های با رشتە هایی زیر تعدادی از که هستند رشتە هایی کد تزریق حملات
حملە ی از بخشی فقط که رشتە ها، زیر از مختلفی ترکیب های معمولا˟ اند. شده تشکیل معین
شناسایی این رو از شود. حمله آن موفقیت باعث است ممکن باشند، دادە  تشکیل را کد تزریق
،۲۰۱۶ سال در پژوهشی در باشد. کارآمد بسیار امنیتی حفرە های رفع در می تواند ترکیب ها این
بود، شده ارائه بوزیچ مقالە ی در قبل سال یک که مدلی گسترش با همکاران و سیموس۳
،XSS حملات تشکیل دهندە ی رشتە های زیر از تایی τ ترکیب های شناسایی جهت راهکاری

.[۴۸] دادند ارائه شود، حملات موفقیت موجب که
راهکار هایی شد، ترکیبی تست روش با XSS آسیب پذیری های کشف برای که تلاش هایی همانند
سال در است. شده ارائه روش این از استفاده با SQLi آسیب پذیری های کشف برای نیز
ترکیبی تست روش  در استفاده برای SQLi حملات تولید زبان دستور سه [۴۹] در ،۲۰۱۹
یافتن برای ترکیبی تست بر مبتنی روشی همکاران و ژائو۴ آن، از پس سال یک شد. ارائه
زبان دستور قواعد اینکه بجای روش، این در .[۶۰] دادند پیشنهاد SQLi آسیب پذیری  های
درنظر منظور بدین خاص عملگر تعدادی شود، گرفته درنظر ترکیبی تست پارامتر های بە عنوان
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۱۷ پیشین کارهای
احتمال که بە گونە ای است، موجود حملات نمونه تغییر عملگرها این وظیفە ی شدند. گرفته

یابد. افزایش آن ها موفقیت
ورودی های عملکرد آزمایش برای تایی سه یا دو ترکیب های با ترکیبی تست روش اگرچه
کد تزریق حملات با مقابله پیچیدگی بە دلیل اما است، برخوردار بالایی کارایی از نرم افزار یک
آسیب پذیری ها کشف در را تست کارایی ملاحظە ای قابل بە صورت می تواند τ مقدار افزایش
سبب τ مقدار افزایش که است این روش این مشکل اساسی ترین این حال با .[۸] بخشد بهبود

می شود. آن بهینگی کاهش نتیجه در و حالت ها تعداد ازدیاد

تطبیقی جستجو ی روش ۲ .۴ .۲
حمله نمونه یک انتخاب بار هر در تا می شود تلاش تطبیقی جستجو ی بر مبتنی روش های در
نمونە  موفقیت عدم یا موفقیت به توجه با نمونە  آن آزمایش، تحت سیستم روی تست برای
کمی فقط که روش ها، این در معمولا˟ بدین منظور، شود. انتخاب قبلی شدە ی تست حملات
بعدی نمونە ی تا می شود استفاده فاصله معیار یک از هستند، بهتر تصادفی جستجوی روش از

باشند. داشته قبلی ناموفق حملات از را فاصله بیشترین که شود انتخاب طوری
در دادند. ارائه [۵۹] ART4SQLi عنوان تحت را روشی ۲۰۱۹ سال در همکاران و ژنگ۱
تصادفی بە صورت داده مجموعه از SQLi رشتە ی نمونه تعدادی آزمایش بار هر در روش، این
ناموفق نمونە های از آن فاصلە ی کمترین که نمونه آن نمونە ها این میان از می شود. انتخاب
نمونە ی که درصورتی می شود. انتخاب باشد، شده انتخاب نمونە های سایر از بیشتر قبلی
موفق حملە ی یک نمونه آن کند، عبور آزمایش تحت سیستم امنیتی تمهیدات از بتواند جدید
به نمونه آن منتخب، نمونە ی موفقیت عدم درصورت می یابد. خاتمه الگوریتم و شده شناخته

می کند. پیدا ادامه تست و می شود اضافه ناموفق حملات مجموعه
XSSART عنوان تحت نیز XSS آسیب پذیری تست برای روشی ،ART4SQLi روش همانند
در و منتخب نمونە های بندی رتبه برای فاصله معیار از نیز روش این در است. شده ارائه [۳۲]
آزمایش تحت سیستم روی تست برای آن ها میان از رتبه بهترین با نمونه یک انتخاب نهایت
موفق حملە ی اولین کشف از پس نیز روش این آزمایش های در همچنین است. شده استفاده

می یابد. خاتمه الگوریتم
اولین پیداکردن سرعت افزایش [۳۲] XSSART و [۵۹] ART4SQLi روش دو هر هدف
آن از می توان که دارد اهمیت بدین جهت موفق حملە ی اولین یافتن است. موفق حملە ی
پژوهش دو این در آمده بدست نتایج همچنین کرد. استفاده بعدی موفق حملات یافتن برای
شده ارائه ایدە ی اساس یافته این دارند. کمی فاصلە ی یکدیگر از موفق حملات که داشت بیان
خوشە بندی تأثیر پژوهش این در بدین جهت، است. حملات خوش بندی بر مبنی ما پژوهش در

می نماییم. بررسی مفصل بە طور را سیاه جعبه تست عملکرد بر را حملات
1Zhang
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مصنوعی هوش  بر مبتنی روش های ۳ .۴ .۲
تلاش های هوش مصنوعی الگوریتم های توانایی های و قابلیت ها به توجه با اخیر سال های در
آسیب پذیری ، خودکار تست سنتی روش های از بهینە تر راهکار های ارائە ی بە منظور گستردە ای
[۵۱] در همکاران و توم مثال، بە عنوان است. شده هوش مصنوعی الگوریتم های بکارگیری با
باعث SQⅬ تزریق توکن یک که دارد احتمال چقدر اینکه اندازە گیری جهت برازندگی ای تابع
کشف جهت راهکاری ژنتیک الگوریتم از استفاده با نیز [۴] در دادند. ارائه شود، حمله موفقیت
الگوریتم بر مبتنی راهکاری همچنین است. شده پیشنهاد وب صفحات آسیب پذیر ورودی های
مهم دستە ی دو روش ها، این بر علاوه است. شده ارائه [۱۷] در XSS حملات تولید برای ژنتیک
بر مبتنی روش های و تخاصمی۱ روش های عناوین تحت هوش مصنوعی بر مبتنی روش های از

می پردازیم. آن ها بررسی به ادامه در که است، شده ارائه مقالات در یادگیری۲
زدن دور برای آن ها از که هستند تکنیک هایی تخاصمی روش های تخاصمی: روش های ●
روش ، این در می شود. استفاده ماشین یادگیری بر مبتنی فایروال های کردن گمراه و
دهد تغییر طوری را ورودی ها ماشین یادگیری از استفاده با تا می کند سعی تست ابزار
بە درستی را آن نتواند و شود گمراه فایروال در شده استفاده ماشین یادگیری  الگوریتم که
قواعد بر مبتنی فایروال های تست پژوهش این هدف اینکه به توجه با کند. بندی دسته
از مختصری معرفی آشنایی جهت فقط ادامه در ماشین، یادگیری بر مبتنی نه و هست

می دهیم. ارائه تخاصمی روش های از نمونه دو
عامل دو آن در که کردند شبیە سازی امنیتی بازی یک [۱۸] در همکاران و الدرمن۳
مدافع، به نفوذ مهاجم هدف بازی، این در می پردازند. رقابت به یکدیگر با مدافع و مهاجم
الگوریتم های از استفاده با که بازی این در است. خود تقویت و اصلاح مدافع هدف و
زمان گذشت از پس مهاجم هم و مدافع هم است، شده پیادە سازی تقویتی یادگیری

می شوند. تقویت
شد. ارائه SQLi آسیب پذیری های کشف برای تخاصمی راهکاری [۱۵] در ۲۰۲۰ سال در
عملگر تعدادی با سپس می شوند. انتخاب ناموفق حملات از تعدادی ابتدا روش این در
تغییر بدون حمله آن که شوند داده تغییر طوری حملات آن تا می شود سعی جهش
حملات ظاهر فقط روش این در دیگر، عبارتی به کند. عبور فایروال از بتواند معنایش
دیگر فایروال در شده استفاده ماشین یادگیری الگوریتم که می شود داده تغییر بە گونە ای

نباشد. آن درست شناسایی به قادر
جدید هوشمند، رو ش هایی یادگیری بر مبتنی روش های یادگیری: بر مبتنی روش های ●
و شناسایی جهت ماشین یادگیری الگوریتم های از روش ها این در هستند. کارآمد و

1Adversarial
2Learning-based
3Elderman



۱۹ پیشین کارهای
بهتری بسیار عملکرد از روش ها این اگرچه می شود. استفاده مؤثر الگو های یادگیری
دارند. بهبود و توسعه به نیاز همچنان اما هستند، برخوردار سنتی روش های به نسبت

می پردازیم. روش ها این از نمونه چند بررسی به ادامه در
آسیب پذیری های کشف برای XSS Analyzer نام با را روشی [۵۲] در همکاران و تریپ۱
نمونه بهینه انتخاب مشکل تا کردند سعی نویسندگان روش، این در دادند. ارائه XSS
XSS منظور، بدین کنند. حل را موجود حملات نمونه انبوه میان در موفق حملات
یاد تا می کند تلاش سپس و می کند ایجاد زبان دستور یک کمک با را حملات Analyzer

یا موفقیت باعث حمله) یک دهندە ی تشکیل کلمات (همان توکن هایی چه که بگیرد
می شود. حملات موفقیت عدم

روشی همکاران و اپلت۲ ،۲۰۱۵ سال در یعنی XSS Analyzer روش ارائە ی از پس دوسال
اسم آن ها .[۲] دادند ارائه SQLi آسیب پذیری های کشف برای XSS Analyzer از الهام با را
توکن های می کرد سعی که XSS Analyzer خلاف بر گذاشتن. ML-Driven را خود روش
از مؤثر غیر و مؤثر ترکیب های تا می کند سعی ML-Driven بیابد، را مؤثر غیر و مؤثر
از بیشتر ML-Driven روش کارایی که می شود باعث مزیت این بیابد. را توکن ها این
سرور برای را کمتری درخواست تعداد ML-Driven این، بر علاوه شود. XSS Analyzer

از پس سال سه هست. نیز بهینە تر XSS Analyzer از روش این درنتیجه می کند، ارسال
از استفاده با توانستند و دادند توسعه را خود روش همکاران و اپلت ،ML-Driven ارائە ی
روش این آن ها دهند. افزایش چشمگیری طرز به را خود روش کارایی تکاملی الگوریتم 

.[۳] کردند نام گذاری ML-Driven E را
کشف را آسیب پذیری ها از زیادی تعداد که هستند قادر ML-Driven روش های اگرچه
را مؤثر الگو های تا دهند انجام را زیادی مشاهدات تا دارند نیاز همچنان اما کنند،
کند استفاده خود ماشین یادگیری الگوریتم از بتوانند اینکه برای روش ها این بیابند.
ناموفق و موفق شدە ی برچسب گذاری حملات از متشکل دادە هایی مجموعه تا دارند نیاز
دسترس در برچسب  دار دادە های این سیاه جعبە ی تست در اما باشند. داشته اختیار در
تصادفی جستجوی یک ابتدا در ML-Driven روش های تمامی در بدین جهت، نمی باشند.
زمانی تصادفی جستجوی انجام دهد. تشکیل را اولیه دادە های مجموعه تا می شود انجام
به HTTP زیاد درخواست های ارسال باعث باشد، شده تنظیم خوبی به هدف فایروال که
بدون می تواند شده ارائه تطبیقی الگوریتم ما، روش در درمقابل، می شود. سرور سمت

کند. پیدا موفق حملات سوی به را خود مسیر دار برچسب دادە های به دسترسی
در است. آن ها ویژگی استخراج بهینە ی غیر روش ،ML-Driven روش های دیگر مشکل
می شود. تشکیل حمله رشته هر تجزیە ی درخت ابتدا ویژگی استخراج برای روش ها این

1Tripp
2Appelt
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ویژگی ها همان درخت ها زیر این می شوند. استخراج آن ها درخت های زیر تمامی سپس
ویژگی استخراج روش این اما هستند کوتاه رشتە هایی SQLi حملات که این با هستند.
افزون شود. استخراج حملات این مجموعە های از ویژگی هزاران تا می شود باعث
همین که هستند، SQLi از طولانی تر بسیار XSS حملە ی مانند حملات برخی این بر
این تعداد یابد. افزایش چشمگیری بە طرز روش این در ویژگی ها تعداد می شود باعث
زیر بار هر که شدند مجبور ML-Driven روش های طراحان که است زیاد بە قدری ویژگی ها
باعث امر همین کنند. انتخاب تصادفی بە صورت را ویژگی ها این از کوچکتری مجموعە ی
الگوریتم درمقابل، کند. پیدا کاهش ML-Driven روش های بهینگی و کارایی می شود
بسیار ویژگی های تعداد با را پیچیده الگو های که است قادر ما روش ویژگی استخراج
شده استفاده ویژگی کاهش روش همچنین کند. مدل ML-Driven روش های از کمتر
می دهد کاهش را ویژگی ها تعداد هم باز ناکارآمد، ویژگی های حذف با پژوهش این در

می شود. ما روش بهینگی و کارایی افزایش موجب نهایت در که

جمع بندی ۵ .۲
بررسی به سپس دادیم. شرح را آن ها با مقابله راە های و حملات مدل ابتدا فصل این در
کشف روش های انواع بررسی از پس انتها در و پرداختیم وب تحت برنامە های تست ضرورت
سیاه جعبه تست زمینە ی در پیشین کارهای بر مروری وب، تحت برنامە های آسیب پذیری های
همچنین اما است، شده انجام زمینه این در گستردە ای کارهای اگرچه که دیدیم دادیم. ارائه

شود. ارائه سیاه جعبه تست برای کارآمدتری روش های تا است نیاز



۳ فصل
پیش نیاز ها

داده شرح نامه پایان  این پیشنهادی روش طراحی در شده استفاده مفاهیم تمامی فصل این در
عصبی شبکه نامه، پایان این در شده استفاده کاوی متن روش های شامل مفاهیم این می شود.
استفاده تقویتی یادگیری الگوریتم و استفاده مورد خوشە بندی روش های خودکار، کننده کد

می گردد. ارائه فصل این در شده بیان مطالب از جمع بندی  آخر، در است. ما روش در شده

کاوی متن ۱ .۳
است هوش مصنوعی مبتنی تکنولوژی یک می شود، گفته نیز متن آنالیز آن به که کاوی۱ متن
در استفاده و آنالیز مناسب تا می کند تبدیل یافته ساختار و شده نرمال دادە های به را متن که
متنی دادە های از را معنی دار الگو های می توان درنتیجه باشند. ماشین یادگیری الگوریتم های
به بخش این در که می شود، استفاده گوناگونی روش های از کاوی متن در کرد. استخراج

می شود. پرداخته اند، شده استفاده پژوهش این در که آن هایی معرفی

1Text mining
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کلمات سازی تعبیه ۱ .۱ .۳
و علوم کامپیوتر اصلی شاخه دو باشد، طبیعی۱ زبان های پردازش مبحث از صحبت که زمانی
می شود. محسوب رشته دو این از زیرشاخە ای NLP واقع در می شوند. مطرح هوش مصنوعی
که اصلی هدف می شود. دنبال آن در که است هدفی دانستن به نیاز دقیق، فهم برای بنابراین
دادە ها از بالایی میزان پردازش و تحلیل بتواند که است ماشینی ایجاد می شود، مطرح NLP در

دهد. انجام را زبان طبیعی
(ساخت می شود دنبال هوش مصنوعی در که است هدفی از بخشی واقع در هدف، این
متنی دادە های نگاشت به نیاز پیش روی، هدف به دستیابی برای طرفی از هوشمند). موجود
زیرشاخه در عمل این است. عددی) (داده ماشین برای پردازش) (قابل فهم قابل دادە ای نوع به

می گیرد. قرار کامپیوتر علوم
برداری آن، در که روشی می باشد. One-hot عملیات اعداد، به متن تبدیل قدیمی راهکار
مشخص منحصربە فرد رشتە ای توالی یک با متن در کلمه هر آن در که کلمات۲ بازنمایی برای
کلمات تعداد کل بە طول بردار یک کلمه هر بە ازای روش این در واقع، در می گردد. ایجاد است،
این در است. یک با برابر نظر مورد کلمه مقدار تنها آن در که داریم متن در فرد منحصربه

دارد: وجود اساسی نکته دو روش
است. مهم شده one-hot بردار در کلمه هر جایگاه .۱

این عملکرد انتزاعی شکل نیست. بیان قابل کلمات بین ارتباط عملکرد نوع این در .۲
دادە شدە است. نشان ادامه در روش

یک به one-hot روش از استفاده با را the cat sat on the mat جمله بخواهیم کنید فرض
است. نامبرده مفهوم بیانگر ۱ .۳ جدول ترتیب بدین کنیم. تبدیل عددی بردار

در one-hot روش به که برداری نمودیم، مشخص انتزاعی بە صورت که آنچه به توجه با
موجود منحصربە فرد کلمات کل تعداد اندازه به شد، بیان که آنچه طبق می شود، گرفته نظر
لحاظ از که است مشخص کاملا́ شد، بیان روش این درباره آنچه به توجه با است. متن در
به توجه با طرفی از است. بالایی فوق العاده محاسباتی پیچیدگی دارای روش این پردازشی،
انجام قابلیت تنها نه روش این که داشت اذعان می توان فوق، در بیان شده ۲ شماره نکته
داشت، نخواهد را دادە ای متن درون کلمات بین لغوی۳ ارتباط تعیین همچون فرآیندهایی
می باشد. ناکارامد بسیار نیز متن۴ محتوایی نتیجە گیری همچون پیچیدە ای پردازش های برای
روش از بدین منظور بپوشاند. را قبیل این از ضعف هایی بتواند که است روشی به نیاز بنابراین

می کنیم. استفاده توسعه برای کلمات۵ تعبیە سازی
1Natural Language Processing(NLP)
2Word Representation
3Lexical Relation
4Text Summrization
5Word Embedding



۲۳ کاوی متن
.one-hot بردار به کلمات تبدیل از مثالی :۱ .۳ جدول

one-hot بردار کلمات
[۱۰۰۰۰] the

[۰۱۰۰۰] cat

[۰۰۱۰۰] sat

[۰۰۰۱۰] on

[۰۰۰۰۱] mat

است کلماتی نحوی۲ و معنایی۱ بازنمایی از حقیقی عددی مقادیر بردار کلمات، تعبیە سازی
ابزاری روش، این واقع در شدە اند. ایجاد بدون برچسب متنی بزرگ مجموعە داده یک پیکره از که

جمله از طبیعی، زبان های پردازش نوین فرآیندهای در گسترده بە صورت که است قدرتمند
پاسخ دهی ،[۴۵ ،۳۹ ،۱۳] وابستگی۵ تجزیه ،[۴۴] اطلاعات۴ بازیابی ،[۵۷] معنایی۳ تحلیل
مفهومی، لحاظ از می شود. گرفته بکار [۶۱ ،۵۸ ،۱۲] ماشینی۷ ترجمه و [۶۱ ،۲۳] سوال۶ به
کلمات نگاشت عملیاتی رویکرد در تغییر با ریاضیاتی جایگذاری یک شامل کلمات تعبیە سازی
ابعاد با پیوسته برداری فضای به کلمه، بر یک بعد فضای یک از که طریق این به است. اعداد به

می شود. همراه محاسباتی پیچیدگی کاهش با عملیات کمتر، بسیار
ویژگی هایی دارای آن ها از هریک که دارند وجود کلمات تعبیە سازی از متنوعی روش های
که روش هایی معروف ترین جمله از گردیدە اند. ایجاد دیگری کارایی بهبود هدف با که هستند
FastText ،[۴۱] GloVe ،[۳۵] Word2Vec نمود، اشاره آن ها به می توان کلمات تعبیە سازی از
بعدی بخش در را Word2Vec روش هستند. [۵۳] Dictionary Model و [۶] NNLM ،[۲۷ ،۷]
مطلوب ویژگی های و کارایی می شود، مطرح که دیگری مهم مسئله اما داد. خواهیم توضیح
بررسی به ادامه در که است، موجود ارزیاب های۹ ویژگی های همچنین و تعبیە سازی۸، مدل های

پرداخت. خواهیم آن ها
1Semantic Representation
2Synthetic Representation
3Semantic Analysis
4Information Retrieval
5Dependency Parsing
6Question Answering
7Machine Translation
8Embedding Models
9Evaluators



پیش نیاز ها ۲۴

تعبیە سازی مدل های برای مطلوب ویژگی های
هستند. خود برداری نمایش در متفاوت خروجی دارای هریک تعبیە سازی، مختلف روش های
که ویژگی هایی از کمی تعداد که است این گرفت، نظر در باید که بررسی قابل و مهم بسیار مسئله
اینکه برای هستند. مناسب بازنمایی، در موجود هدف لحاظ از روش ها تمام در دارند، وجود
شناسایی باشد، نظر مورد هدف با مناسب تعبیە سازی فرآیند در گرفته انجام برداری نمایش
از دارد. اهمیت بسیار تعبیە سازی مختلف مدل های در قبول قابل ویژگی های از استفاده و
و ساختار به اشاره که تلفیق ناپذیری۱[۵۵]، نمود، اشاره آن ها به می توان که ویژگی هایی جمله
کلمات از زیرفضایی با ارتباط همچنین و زمان بودن، مفرد یا جمع لحاظ از کلمه یک جزئیات
لغوی۲[۵۵]، ابهام مقابل در ثبات برد، نام آن از می توان که ویژگی دیگر دارد. مربوطه مدل در
که معنی بدین می کند. بیان را متنی بافت به توجه با کلمه صحیح معنی دربرگرفتن که است
دیگر از باشد. متنی بافت در کلمه ممکن معانی یا و حالات تمامی بازنمایی به قادر باید مدل
و خوب۴[۲۱] برداری فضای اطمینان۳[۲۴]، قابلیت به، می توان مدل ها مطلوب ویژگی های
داده کامل توضیحات خود مرجع مقالات در هریک که نمود بیان را چندوجهی۵[۵۵] نمایش

شدە اند.

ارزیاب ها
ارزیاب ها شد، بیان برداری تعبیە سازی مدل یک برای پیش تر که مطلوب ویژگی های علاوە بر
خوبی به را مدل یک عملکردی کلیت کافی، وضوح با بتوانند باید نیز ارزیابی معیارهای و
مدل های (کاراکترهای) مشخصە های مقایسه ارزیاب ها، از استفاده در اصلی هدف کنند. بیان
واحد راە حل یک بخواهیم اینکه بە هرحال است. نمایشی و کمی۶ متریک های برای تعبیە سازی
ارزیاب یک معمولا˟ نیست. سادە  کنیم، پیدا موجود کاراکترهای ارزیابی برای منسجم و متداول

باشد: زیر ویژگی های دارای باید تعبیە سازی مدل های برای خوب

باعث تعبیە سازی مدل یک آزمودن جهت مناسب دادە های خوب۷: آزمون دادە های .۱
می شود. مدل اطمینان قابلیت افزایش

و متنوع ویژگی های روی بر که است این ارزیاب، یک ایدە آل ویژگی های از جامعیت۸: .۲
را مختلف حالات که معنی بدین شود. گرفته قرار آزمون مورد تعبیە سازی مدل از زیادی

1Non-Conflation
2Robustness Against Lexical Ambiguity
3Reliability
4Good Geometry
5Demonstration of Multifaceted
6Quantitative Metrics
7Good Test Data
8Comprehensiveness



۲۵ کاوی متن
معتبرتر و واقعی تر می آید، بدست مدل آزمودن در که امتیازی ترتیب بدین کند. بررسی

بود. خواهد

ارزیاب یک ذاتاً که است این خوب، تعبیە سازی مدل یک امتیازات از بالا۱: همبستگی .۳
در طبیعی زبان پردازش و مدل کارایی میان همبستگی که بە طوری باشد. قبول قابل

باشد. مشهود موجود taskهای

باشند. بهینه محاسباتی پیچیدگی لحاظ از باید تعبیە سازی مدل های یعنی بهینگی۲: .۴
نداشته را لازم بهینگی محاسباتی لحاظ از درصورتی که می شوند، ایجاد که مدل هایی

نیستند. ارائه قابل کاربردی و عملیاتی دیدگاه از باشند،

گرفته نظر در تعبیە سازی مدل های برای که مشخصە هایی از یکی آماری: اهمیت .۵
برای مناسب واریانس همچون آماری پارامترهای نظر از مدل کارایی بررسی می شود،
کارایی بتوانند باید مدل، در استفاده مورد آماری پارامترهای که معنی بدین است. مدل

بدهند. نشان درستی و خوبی به را مدل

خواهیم موجود مدل های از مورد دو و Word2Vec مدل توضیح به بعد بخش در و ادامه در
پرداخت.

Word2vec مدل ۲ .۱ .۳
ایجاد گوگل کمپانی در وی تحقیقاتی تیم و میکولوف توسط ۲۰۱۳ سال در Word2Vec مدل
پیوسته، مقادیر بردارهای محاسبه پژوهشگران، این توسط مدل ارائه از هدف گردید[۳۵].
تیم و نویسنده همچنین بود. بالا حجم و اندازه با دادە ای مجموعە های کلمات بازنمایی برای
یادگیری دارای دیگر مختلف مدل های به نسبت که که دهند ارائه مدلی داشتند سعی تحقیقاتی
دارای که بود عصبی۳ شبکە های از استفاده ارائە شده مدل عملکرد مبنای باشند. سریع تری
و پیوسته۴ کلمات Word2Vec(کیف مدل از متفاوت نوع دو افراد این می باشد. سادە ای ساختار
برداری، یادگیری لحاظ از همچنین بودند. پیشگو۵ نوع از مدل ها این دادند. ارائه ( skip-gram
بە عنوان دقیق تری نتایج بهتر، آموزش با که شدە بود ایجاد قابلیت این نامبرده مدل های در
و پرداخت Word2Vecخواهیم مدل کلی معماری تشریح به ابتدا ادامه در دهند. ارائه خروجی

نمود. خواهیم تشریح را نامبرده مدل های از هریک سپس
1High Correlation
2Efficiency
3Neural Network
4Continuous Bag Of Word (CBOW)
5Predictive
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W(t+1)

Projection

CBOW

W(t-1)

W(t)

W(t+1)

Projection

W(t-1)

W(t)

Skip-gram

skip-gram و CBOW مدل دو کلی معماری :۱ .۳ شکل

Word2vec مدل کلی معماری
مبنای بر گردید بیان که همانطور شد، مطرح Word2Vec مدل برای که پایە ای معماری
که است دولایه عصبی شبکه یک Word2Vec مدل معماری کلیت هستند. شبکە های عصبی
متنی، پیکره یک مدل ورودی می دهد. انجام کلمات بردارسازی از استفاده با را متن پردازش
در کلمات بازنمایی مشخصه۱، بردارهای می باشند. بردارها از مجموعە ای نیز آن خروجی و
عمیق عصبی شبکه Word2Vec مدل ساختاری کلیت درحالی که می دهند. نشان را متن پیکرە 
عصبی شبکه یک همچون را آن می توان عددی، دادە های به متن تبدیل به توجه با اما نیست،
از می دهد. نشان را Word2Vec موجود مدل دو معماری کلیت ۱ −۳ شکل نمود. تصور عمیق
عملیات که آنجایی از است. خودکار۲ کدکننده یک به شبیه Word2Vec مدل معماری جهتی
بازسازی مقابل در ورودی لغات آموزش اما می کند، نگاشت بردار یک به را کلمه هر کدگذاری۳،
در Word2Vec که بدین معنی است. بولتزمن۴ محدودشده ماشین یک به شبیه نسبتا آن ها،
بدین و گرفته نظر در متن پیکره در را آن همسایگی در موجود لغات سایر لغت، یک آموزش
درنظر می توان معکوس کاملا́ طریق دو به را فرآیند این می شود. انجام یادگیری عملیات طریق
اولی مدل می شوند. Word2Vec در موجود مدل های از هریک کننده تعریف دقیقاً که گرفت
عمل کلمه تخمین جهت در متنی پیکره ورودی از استفاده با و شبکە عصبی پیشخور۵ یک از
(skip-می کند عمل متن تخمین جهت در کلمه، از استفاده با دوم مدل ،(CBOW) می کند

می دهد. نشان را Word2Vec موجود مدل دو معماری کلیت ۱ .۳ شکل .gram)

۱ .۳ فرمول در شده بیان مقدار با برابر زمانی پیچیدگی بیان شده مدل های تمام برای
1Feature Vectors
2Autoencoder
3Encoding
4Boltzman Restricted Machine
5Feedforward Neural Network
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است[۳۵].

O = E × T ×Q (۱ .۳)
از هریک پیچیدگی برای Q و کلمات تعداد T آموزش، تکرارهای تعداد E فوق رابطه در

است. شده تعریف مدل ها
مدل های از هریک زمانی پیچیدگی بخواهیم اگر ،(۱ .۳) شده بیان رابطه به توجه با حال
زبانی عصبی شبکه مدل های از هریک برای ابتدا باید آوریم، بدست را Skip-gram و CBOW

کنیم. محاسبه را زمانی پیچیدگی تعیین عملیات بازگشتی۲ زبانی عصبی شبکه و پیشخور۱،
یک بە صورت است، متن درون لغات تعداد نشان دهنده که V بردار ،FNNLM شبکه در
دارای لایە افکنش۳ در طرفی از می باشد. NxD بعد دارای و می شود تعیین ۱− V جمع دربرابر
معماری زمانی پیچیدگی لذا داریم. H×V بعد لایە خروجی، در نهایتاً و می باشیم، N×D×H بعد

شد. خواهد (۲ .۳) رابطه با برابر Word2Vec مدل کلی

Q = N ×D +N ×D ×H +H × V (۲ .۳)
آمد. خواهد بدست ما نهایی مدل زمانی پیچیدگی (۱ .۳) رابطه در (۲ .۳) رابطه دادن قرار با
پیچیدگی باید آوریم، بدست را محاسباتی پیچیدگی RNNLM شبکه برای بخواهیم اگر حال

شود. داده قرار (۳ .۳) در بیان شده رابطه با برابر Q معماری

Q = H ×H +H × V (۳ .۳)
ادامه در گردید. مشخص کاملا́ Word2Vec مدل کلی معماری شد، بیان آنچه به توجه با

پرداخت. خواهیم Word2Vec مدل در مهم مدل های از مورد دو بیان به

(CBOW)پیوسته کلمات کیف مدل
سپس می شود. گرفته مدل ورودی بە عنوان جمله) یک مثال (برای متن یک مدل این در
بین ارتباط شناسایی می شود، انجام ورودی روی بر که پنجرە ای تصویرکردن۴ از استفاده با
روی از باید که (لغتی گم شده لغت پیش بینی به نهایتاً و شده، انجام متن در موجود کلمات
ترتیب روش، این در داشت توجه باید می گردد. خواهد ختم متن در شود) زده تخمین متن
مدل این که است اهدافی از یکی خود این ندارد. مدل عملکرد در تأثیری کلمات ظاهرشدن

1Feedforward Neural Network Language Model(FNNLM)
2Recurrent Neural Network Language Model(RNNLM)
3Projection Layer
4Projection
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همین واقع در است. آورده بوجود one-hot رویکرد با مدل های در موجود مشکل رفع برای را
اطلاق کلمات کیف روش این به شده باعث که است مدل این در کلمات ظاهرشدن تأثیر عدم

گردد.

Skip-gram مدل
مدل خلاف بر مدل این در دارد. CBOW مدل با برعکس عملکردی دقیقاً Skip-gram مدل
می کند دریافت لغت یک لایە ورودی می داد، انجام را کلمه پیش بینی و متن ورودی که قبلی
این گردد، مطرح اینجا در است ممکن که سوالی می شود. پیش بینی جمله یک خروجی در و
جمله یک پیش بینی به اقدام کلمه، یک دریافت با می تواند چگونه Skip-gram مدل که است
استفاده با بتوانیم که باشیم داشته کلمات از مجموعه یک ما که است نیاز ابتدا در باشد؟ داشته
برای one-hot فرآیند یک از ما بدین منظور دهیم. انجام را نظر مورد سند آموزش عملیات آن ها
جملات که ماتریسی در را one-hot بردار بدین منظور نمود. خواهیم استفاده خود کار پیشبرد
جمله تطبیق عملیات با بردار، این نهایتاً و نمود، خواهیم ضرب داد خواهند نشان را ممکن
در one-hot بردار ضرب که مدل، عملیات آخر مرحله ۲ .۳ شکل آورد. خواهد بدست را صحیح

می دهد. نشان را است ممکن جملات ماتریس

ممکن جملات ماتریس در one-hot بردار ضرب :۲ .۳ شکل

n-gram مدل ۳ .۱ .۳
عملیات های از بسیاری در مدل این است. زبانی مدل های در مهم بسیار روش یک n-gram مدل
مدل بە عنوان آن از همچنین می گیرد. قرار استفاده مورد طبیعی زبان های پردازش در موجود
بە علاوه می شود. استفاده SVD و PPMI، GloVe، Word2Vec همچون مدل ها سایر پایە ای
اطلاعات جزءکلمە های۲ یا و جفت نمونە ها۱ آموزش در سنتی روش های از استفاده بە جای اینکه
بە صورت را word-word سطح بررسی Ngram2vec مدل ،FastText مدل همچون سطحی،

می دهد. انجام هم رخدادی۳
1Sample Pairs
2Sub-Words
3Co-occurrence
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روش در دقیق تر، بە طور است. متن یک از کلمه یا حرف n اندازه به دنبالە ای n-gram مدل
یا حروف nتایی حالت های تمامی می شود، استفاده متن از ویژگی استخراج برای که n-gram

برای n-gram عملکرد نحوه ۳ .۳ شکل در می شوند. استخراج متن از هم سر پشت کلمات
است. شده داده نشان و۳ ۲ ،۱ با مساوی nهای

The sky color is blue

The sky color is blue

The sky sky color color is is blue

The sky color Sky color is color is blue

Unigram (n=1):

Bigram (n=2):

Trigram (n=3):

n-gram روش :۳ .۳ شکل

کلمات وزنی فراوانی ۴ .۱ .۳
متنی اسناد۱ به کلمات ارتباط میزان اندازە گیری برای آماری روش یک کلمات وزنی فراوانی
موتور های توسط و ابداع اطلاعات بازیابی و جستجو برای بار اولین روش این درواقع است.
متنی سند یک در بیشتر کلمه یک هرچه روش این در کلی بە طور شد. گرفته بکار جستجو
کلمه آن تعلق امتیاز باشد آمده کمتری سند های در کلمه همان که درحالی باشد، شده تکرار
سند، یک به جمله یک تعلق میزان بررسی برای همچنین می شود. بیشتر مربوطه سند به
محاسبە ی برای کنیم. جمع یکدیگر با و کرده حساب را آن کلمات وزنی فراوانی تا است کافی
سند فراوانی معکوس در را سند۲ در کلمه آن تکرار تعداد تا است کافی کلمه یک وزنی فراوانی

است. آمده زیر رابطە ی در کلمات وزنی فراوانی محاسبە ی نحوە ی کنیم. ضرب کلمه۳ آن
tfidf = tf × idf (۴ .۳)

است کلمه آن سند فراوانی معکوس نیز idf است. سند در کلمه فراوانی tf رابطه این در
می آید. بدست (۵ .۳) رابطە ی از که

idf = ln(
N

D
) (۵ .۳)

1Document
2Term frequency (TF)
3Inverse document frequency (IDF)
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تعداد D و است شده دیده آن در نظر مورد کلمە ی که است اسنادی تعداد N رابطه این در

است. اسناد کل

مصنوعی عصبی شبکە های ۲ .۳
در می توانند و گرفتە شدە اند الگو انسان مغز بیولوژیکی۱ ساختار از شبکە های عصبی مصنوعی
مسائل شبکە ها، این از استفاده با بگیرند. قرار استفاده مورد ماشین یادگیری و هوش مصنوعی
اتصالات شامل شبکە ها این کلی ساختار شوند. حل می توانند کامپیوترها از استفاده با متنوعی
شبکە های از استفاده می کنند. حل را مسائل یکدیگر با ارتباط با که است نرون هایی بین داخلی
استفاده قابل هنر حتی و آمار اقتصاد، پزشکی، جمله از متنوعی فیلدهای در مصنوعی عصبی
اصلی مکانیزم که می شوند محسوب ماشین یادگیری شاخه از بخشی شبکە ها این هستند.
برای است. آن ها نرون های درون ساختاری ارتباط نوع از گردید، بیان که همانطور کاری شان
این از کلیاتی بیان به ادامه در داد. آموزش را آن ها باید ابتدا شبکە ها این توسط مسائل حل

پرداخت. خواهیم شبکە ها

عصبی شبکه یک کلی معماری
یال های و نرون۲ عنوان تحت گره تعدادی از خود ساختار در شبکە عصبی یک کلی بە طور
نرون های شدە اند. تشکیل می شوند، نامیده شبکه وزن های اصطلاحاً که نرون ها بین ارتباطی
بە طور می گیرند. قرار لایە ها عنوان تحت مختلفی مجموعە های در گروهی بە صورت موجود
شکل باشد. خروجی و میانی ورودی، لایە های شامل می تواند شبکە عصبی مصنوعی هر معمول
توجه با میانی لایە های وجود البته می دهد. نشان را سە لایه شبکە عصبی یک کلی ساختار ۴ .۳
ممکن نیاز، با متناسب طرفی از باشند. نداشته وجود می توانند کاربر استفاده یا و شبکه نوع
تحت پیچیدە تر مفهومی می توان صورت این در که باشیم، داشته میانی لایه یک از بیش است
است دیگری بحث شبکە ها آموزش نحوه ساخت. مطرح را عمیق۳ عصبی شبکە های عنوان
فرآیند این چگونه و چیست شبکه یک آموزش مفهوم اینکه است. برخوردار بالایی اهمیت از که

نمود خواهیم بیان بعدی بخش در را می شود انجام

عصبی شبکه آموزش
آموزش فرآیند باید شود، استفاده مشخصی کار یک اجرای برای عصبی شبکه یک اینکه از قبل
با که است یادگیری نوع پارادایم، از منظور گیرد. انجام شبکه آن یادگیری۴ پارادایم مبنای بر

1Biological
2Neuron
3Deep Neural Networks
4Learning Paradigm



۳۱ مصنوعی عصبی شبکە های

خروجیلایه مخفیورودی

سە لایه عصبی شبکه یک از ساده ساختار :۴ .۳ شکل

نیمە نظارتی۳ یا و نظارت نشده۲ نظارت شده۱، نوع از آموزش در استفاده مورد دادە های به توجه
بروزرسانی و شبکه وزن های تغییرات برای مکانیزم هایی وجود به نیاز طرفی از می شود. تعیین
یادگیری نحوه در موجود قوانین مکانیزم ها، این است. شبکه یادگیری پیشرفت جهت در آن ها
از یکی خود شوند، بروزرسانی باید معیاری چه بر شبکه وزن های اینکه مثال برای هستند. شبکه
اینجا (در یادگیری مدل یک آموزش به مفهومی لحاظ از آنچه اما هست. شبکه یادگیری قوانین
(پارامترهای مدل آن پارامترهای تنظیم می گردد، اطلاق است) شبکە عصبی یادگیری مدل
اولیه وزن دهی یک با عصبی شبکه که معنی بدین است. هستند.) شبکه وزنە ای اینجا در مدل
تکرارهای طی در وزن ها می کند، یادگیری فرآیند به شروع است، تصادفی بە صورت معمولا˟ که
طبق حاصل خطای زمانی که تا می شوند، بروزرسانی موجود قوانین به توجه با آموزش مرحله
به شبکه وزن های که زمانی نهایتاً برسد. باید که آنچه به پیش تعیین شده از مشخص معیاری
می گوییم باشند، نزدیک بهم مطلوب خروجی و شبکه آمده بدست خروجی که برسند مقادیری
و دقت همچون معیارهایی با آموزش، مرحله عملکرد معیار است. شده انجام آموزش فرآیند
می توانند آموزش فرآیند در خاص شرایط گرفتن درنظر با البته که می شوند، بیان آن صحت یا
وزن ها تغییر قوانین شد، اشاره آن به که مهمی نکته اما باشند. آموزش روال کیفیت بیانگر

1Supervised
2Unsupervised
3Semisupervised



پیش نیاز ها ۳۲
هب۱ قانون بروزرسانی، قوانین در موجود مکانیزم های مهم ترین از است. آن ها بروزرسانی و
می شوند. بکارگرفته و تعیین شبکه یک رویکرد به توجه با معمولا˟ یادگیری مکانیزم های است.
بیشتر لایە ها تعداد که صورتی در می باشند. لایه سه دارای معمولا˟ عصبی شبکە های
پیشرفتە تری مفهوم گردد، ایجاد قبل لایه به نسبت لایه هر در بیشتری انتزاع سطح و شود
به ادامه در می گویند. عمیق عصبی شبکە های آن به که می آید بوجود عصبی شبکە های در

می پردازیم. شبکە ها این از بیشتری توضیحات

عمیق شبکە های ۱ .۲ .۳
قابلیت می شوند، پیادە سازی عمیق عصبی شبکە های از استفاده با که عمیق یادگیری تکنیک
شبکە های از استفاده با همچنین می سازند. امکان پذیر یادگیری در را بالاتری کارایی و محاسباتی
در داشت. خواهیم بالا حجم با دادە های از استفاده در بیشتری انعطاف پذیری و قدرت عمیق،
نمونە ها بالای حجم با داده مجموعه وجود عمیق، شبکە های از استفاده ملزومات از یکی واقع
عمیق) (یادگیری عمیق شبکە های بکارگیری افزایش باعث که دلایلی مهم ترین از یکی هستند.
همچون فرآیندهایی در دقت افزایش است، شده معمول یادگیری الگوریتم های به نسبت
ساده عصبی شبکە های و یادگیری الگوریتم های به نسبت دادە ها خوشە بندی۳ و طبقە بندی۲
آموزش موجود سیستم های دادە ها نمونه حجم افزایش با عمیق شبکە های در که چرا است.
شبکە های یادگیری مورد در دیگر مهم نکات از یکی دید. خواهند معمول نوع به نسبت بهتری
معمولا˟ است. شبکە ها این ویژگی استخراج عملیات نمود، اشاره آن به می توان که عمیق
عملکرد در بهبود باعث و می شود انجام خودکار بە صورت ویژگی استخراج عمیق یادگیری در
مشاهده را عمیق عصبی شبکه یک از فرضی نمونە ای ۵ .۳ شکل در می شود. یادگیری سیستم
لایە های تعداد عمیق عصبی شبکە های در گردید، بیان قبل بخش در که همان طور می نمایید.
شد، بیان هم قبل بخش در که همان طور مهم نکته البته هستند. لایه یک از بیشتر میانی

باشد. باید لایە ها تعداد افزایش با انتزاع سطح افزایش

عمیق شبکە های در اصلی معماری های
همچنین و لایە ها تعداد افزایش به توجه با عمیق شبکە های در موجود معماری های که آنجا از
عصبی شبکە های به نسبت نیز بیشتری آموزش زمان هستند، پیچیدە تر موجود ویژگی های
همچون مختلفی طرق از می توان را بیشتر آموزش زمان این طرفی از دارند. لازم ساده
همچون قوی تر سخت افزارهای از استفاده یا و یادگیری انتقالی۴ همچون رویکردهایی از استفاده

داد. کاهش پردازشی گرافیکی۵ واحدهای
1Hebbian Rule
2Classification
3Clustering Rule
4Transfer Learning
5Graphical Processing Units(GPUs)



۳۳ مصنوعی عصبی شبکە های

ورودی
۳لایه مخفی ۲لایه مخفی ۱لایه مخفی 

خروجی

میانی لایه سه با عمیق شبکه یک کلی شماتیک :۵ .۳ شکل

پارادایم های از استفاده قابلیت کامل بە طور عمیق، ساختار با شبکە های کاربردی، لحاظ از
معماری های می توانیم یادگیری، در موجود پارادایم های به توجه با دارند. را یادگیری مختلف

ببریم. نام را عمیق شبکە های در زیر

نظارت نشده یادگیری پارادایم با پیش آموزش دادە شده عمیق شبکە های
وزن های یادگیری، از قبل معمولا˟ ناظر)، (بدون نظارت نشده پارادیم با عمیق شبکە های در
وزن های مثال، برای می شوند. تنظیم اولیه مشخص معماری یک از استفاده با شبکه اولیه
A معماری با شبکه وزن های از استفاده با کنیم، استفاده آن از می خواهیم که عصبی شبکه
برای و می شود انجام شبکه آموزش عمل موجود پارادایم به توجه با سپس می شوند. مقداردهی
از است. مسئله همین دقیقاً پیش آموزش دادە شده، از منظور می شود. استفاده آن از تخمین

نمود: اشاره زیر موارد به می توان دسته این در موجود شبکە های جمله
خودکار۱ کدکننده عصبی شبکه .۱

عمیق۲ باور شبکه .۲
رقابتی۳ مولد شبکه .۳

کدکننده عمیق شبکه داریم، را آن انجام قصد پایا ن نامه این در که فعالیتی به توجه با
داد. خواهیم توضیح بعد بخش در را خودکار

1Autoencoder Neural Network
2Belief Deep Neural Network
3Generative Adversarial Network(GAN)



پیش نیاز ها ۳۴
کانولوشنی عصبی شبکە های

تصویر ورودی شبکە ها این در معمولا˟ می شوند. گرفته بکار تصاویر برای بیشتر شبکە ها این
می دهند، انجام را خاصی وظیفه هریک که آن ها در موجود لایە های به توجه با و می شود داده
جمله از می پردازیم. تصاویر در اشیا طبقە بندی و شناسایی تشخیص، همچون فرآیند هایی به

نمود: اشاره زیر موارد به می توان دارند وجود شبکە ها این برای که معماری هایی مهم ترین
LeNet .۱

AlexNet .۲
ResNet .۳

VGGNet .۴
GoogleNet .۵

می توان می شوند، انجام فوق معماری های از استفاده با که فعالیت هایی مهم ترین جمله از
نمود. اشاره معنایی۲ قطعە بندی و اشیا۱ شناسایی به

بازگشتی عصبی شبکە های
در می شوند. فرستاده جاری حالات ورودی به قبل حالات از هریک خروجی شبکە ها این در
عبارت به دارند. نگه خود در را اطلاعات می توانند میانی لایە های بازگشتی، عصبی شبکە های
در تولیدشده خروجی به توجه با میانی حالات حافظە اند. دارای میانی لایە های نرون های دیگر،
زمانی سری های پیش بینی عمل می توانند شبکە ها این می شوند. بروزرسانی خود قبل حالات
شبکە های مهم ترین جمله از نمایند. حفظ را قبل حالات ورودی های که چرا دهند. انجام را

نمود. اشاره مدت۳ کوتاه⁃بلند حافظه با شبکه به می توان بازگشتی معماری با

خودکار کدکننده عصبی شبکه
که همانطور آن ها آموزش فرآیند که هستند عمیق شبکە های جمله از خودکار کدکننده شبکە 
این برای که فعالیت هایی مهم ترین جمله از است. نظارت نشده نوع از گردید اشاره بالا در
و کارایی لحاظ از می باشد. شناسایی آنومالی۴ و دادە ها کاهش بعد برد، نام می توان شبکە ها
در باشند. رقابتی مولد عمیق شبکە های از زیرشاخە ای می توانند شبکە ها این کاری، فیلد
این معماری نمود. استفاده شبکه کلی آموزش برای اولیه آموزش یک از می توان شبکه این

1Object Detection
2Semantic Segmentation
3Semantic Segmentation
4Anomaly Detection



۳۵ مصنوعی عصبی شبکە های
شکل کدگشا۲ دیگر بخش و کدگذار۱ بخش یک است. شده تشکیل اصلی بخش دو از شبکە ها
کدگذاری لایە های به مربوط که اول بخش در می دهد. نشان را شبکه این کلی معماری ۶ .۳
رابطه با عمل این کلیت می شود. بازنمایی و ترجمه نهفته۳ فضای یک به ورودی می باشد،

است. نمایش قابل (۱ .۳) ریاضیاتی

Z

ی
ج

رو
خ

ی
ود

ور

ویژگی‌های نهان

کدگشا کدگذار

خودکار کدکننده عصبی شبکه :۶ .۳ شکل

h = f(x) (۱ .۳)
در که ورودی از حاصل نهفته فضای است، کدگشایی لایە های به مربوطه که دوم بخش در
مجددا شبکه ورودی آن روی از و شده دریافت ورودی بە عنوان گرفت، انجام کدگذاری بخش
(۱ .۳) رابطه به توجه با را کدگشایی فرآیند (۲ .۳) رابطه می شود. بازسازی خروجی عنوان به

می دهد. نشان

r = g(h) (۲ .۳)
می دهد انجام کدگشایی و کدگذاری بخش دو در خودکار کدکننده شبکه که عملیاتی کلیت

است. بیان قابل (۳ .۳) رابطه از استفاده با

f(g(x)) = r (۳ .۳)
کدگذار تابع یک به x ورودی ابتدا است، مشخص (۳ .۳) تا (۱ .۳) روابط به توجه با آنچه
h نمونه فضای متغیر روی از g کدگشا تابع از استفاده با r خروجی سپس می شود. داده f

است. شده بیان (۳ .۳) رابطه در مرحله دو این کلیت می گردد. بازسازی
1Encoder
2Decoder
3Latent Space



پیش نیاز ها ۳۶

خوشە بندی ۳ .۳
(اشیاء)اطلاق داده مجموعە ای گروە بندی به خوشە بندی، عملیات تحلیل داده، فرآیند در
شباهت هایی دارای پیش تعیین شده از مشخص معیارهای به توجه با دادە ها آن در که می گردد
گروە بندی های در موجود، شباهت های میزان به توجه با دادە ها این هستند. خود ساختار در
علم داده۲ در عملیات ها مهم ترین از یکی خوشە بندی می گیرند. قرار خوشه۱ نام به مشخصی
ازدیدگاهی است. نظارت نشده نوع از اغلب یادگیری، پارادایم نوع لحاظ از خوشە بندی است.
بسیاری در که است آماری دادە های تحلیل و تجزیه برای معمول روش یک خوشە بندی دیگر،
فشردە سازی و اطلاعات بازیابی تصویر، تجزیە وتحلیل الگو۳، تشخیص جمله از زمینە ها از

می شود. استفاده  دادە ها ۴
خوشه مفهوم گفت: باید بنگریم، خوشە بندی مسئله به ماهیتی لحاظ از بخواهیم اگر
بالای تعداد امر، این دلایل مهم ترین از یکی نمود. تعریف و بیان صریح بە طور نمی توان را
خوشە بندی الگوریتم های از پژوهشگران تفاسیر، این با است. زمینه این در موجود الگوریتم های
الگوریتم های واسطه به که آنجایی از خوشه، یک مفهوم به نگرش کلیت می کنند استفاده متفاوتی
مفهوم درک هستند. متفاوت ماهیتی خواص در ملموسی بە طور می پذیرد، صورت موجود
الگوریتم های بین تفاوت های کردن پیدا در جامع فهم کلید خوشە بندی، تنوع در ساختاری
این در که خوشە بندی الگوریتم های مهم ترین از مورد دو بیان به ادامه، در می باشد. موجود

پرداخت. خواهیم نمودە ایم، استفاده آن از پژوهش

k-means خوشە بندی روش ۱ .۳ .۳
پایە ای و پرکاربرد روشی دارد، خود الگوریتمی ساختار در که سادگی علیرغم k-means روش
Segment-wise distributional و فازی۵ خوشە بندی قبیل از دیگر، روش های از تعدادی همچون
شروع در که است بدین گونه k-means الگوریتمی عملکرد نحوه است. clustering Algorithm

نمونه، هر بررسی با سپس می کنیم. انتخاب خوشە ها مراکز بە منظور را نقاط از دلخواه تعدادی
که می دهیم قرار مرکزی با متناظر خوشه در را آن تعیین شده، مراکز تمام با آن فاصلە  محاسبه و
خوشه به آن ها تخصیص و نمونە ها تمام بررسی از پس است. داشته آن با را فاصله نزدیکترین
انجام خوشه هر در موجود دادە های میانگین محاسبه با مراکز، بروزرسانی عملیات مناسب،
که زمانی تا را تکراری عملیات می نماییم. تکرار را نمونە ها تمام خوشە بندی سپس می شود.
این مشکلات جمله از می دهیم. انجام نکند، تغییر نمونە ای هیچ خوشه متوالی مرحله دو طی
مشکلات از است. مراکز اولیه انتخاب به وابسته که چرا است. آن قطعی بهینگی عدم روش

1Cluster
2Data Science
3Pattern Recognition
4Data Compression
5Fuzzy Clustering



۳۷ خوشە بندی
نمود. اشاره خوشە ها شدن صفر و خوشە ها تعداد تعیین به می توان آن دیگر

اینکه ویژگی اولین دارد. جالبی نظری ویژگی های دارای K-means روش ماهیتی، نظر از
از اینکه دوم می کند. تقسیم بندی Voronoi نمودار عنوان تحت ساختاری به را دادە ای فضای
است دلیل بە همین است. همسایه۱ نزدیکترین طبقە بندی الگوریتم به شبیه مفهومی، لحاظ
لحاظ از را روش این می توان اینکه ویژگی سومین می باشد. محبوب ماشین یادگیری در که

نمود. مشاهده محاسباتی تابع براساس خوشە بندی در تنوع

سلسلە مراتبی خوشە بندی روش ۲ .۳ .۳
در می شود. بیان نیز اتصال۳ بر مبتنی خوشە بندی نام با گاهاً سلسلە مراتبی۲، خوشە بندی
می دهند. اتصال آن ها فاصله مبنای بر خوشە ها ایجاد برای را نمونە ها خوشە بندی، روش این
توصیف خوشه قطعات اتصال برای نیاز مورد فاصله حداکثر با می توان کلی حالت در را خوشه
از استفاده با می تواند که می شود درست متنوعی خوشە های متفاوت، فاصلە های در نمود.
سلسله خوشە بندی معمول نام که می دهد توضیح دندروگرام شود. داده نشان دندروگرام۴ یک
بلکه نمی کنند، بیان را داده مجموعه بخش بندی یک الگوریتم ها این می آید. آن از مراتبی
می شوند، ادغام یکدیگر با معینی فاصلە های در که خوشە هایی از گستردە ای مراتب سلسله
که است فاصلە ای نشان دهنده y محور دندروگرام، یک در می دهند. نتیجه خروجی بە عنوان
خوشە ها بە طوری که می گیرند قرار x محور امتداد در اشیا که حالی در می شوند، ادغام خوشە ها

نمی شوند. مخلوط هم با
می باشد: نوع دو بر مراتبی سلسله خوشە بندی

است روشی می باشد، معروف نیز بالا۶ به پایین روش به که روش این تجمیعی۵: روش .۱
در می شود. گرفته نظر در مجزا خوشه یک عنوان به داده هر کار شروع برای آن در که
می شوند ادغام یکدیگر با شباهت دارای خوشە های هربار الگوریتم، یک اجرای با ادامه
خوشه چند تا می یابد ادامه آنقدر روند این می شود). نامیده جمع شونده دلیل (بە همین
پیچیدگی و نویز۷ به دادە ها بالای حساسیت روش این اشکال شود. حاصل متمایز

است. آن بالای محاسباتی
شروع، در می شود، شناخته نیز پایین۹ به بالا روش به که روش این در تقسیمی۸: روش .۲
تکرارشونده، الگوریتمی شدن اجرا با سپس می گیرند. جای خوشه یک در نمونە ها، تمام

1Nearest Neighbor Classification
2Hierarchical Clustering
3Connection Based Clustering
4Denderogram
5Agglomerative
6Button Up
7Noise Sensitivity
8Divisive
9Top-Down



پیش نیاز ها ۳۸
تقسیم مجزا خوشە ای به دارد دیگر دادە های با کمتری شباهت که دادە ای تکرار هر در
شود. ایجاد عضوی یک خوشه چند یا یک که می یابد ادامه زمانی تا کار این می شود.
نشان را سلسلە مراتبی خوشە بندی از نمونە ای ۷ .۳ شکل ندارد. را نویز مشکل روش این

می دهد.
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مفهومی لحاظ از سلسلە مراتبی خوشە بندی کلیت :۷ .۳ شکل

تقویتی یادگیری ۴ .۳
فرآیند می تواند عامل آن در که است ماشینی یادگیری فرآیندهای از نوعی تقویتی۱ یادگیری
و سعی رویکرد از استفاده با و می کند، فعالیت آن در که محیطی با تعامل طریق از را یادگیری
زمانی که یادگیری، نوع این در باشد. داشته خود تجربیات و اعمال بازخوردهای روی از خطا،

1Reinforcement Learning



۳۹ تقویتی یادگیری
درصورتی عمل به توجه با می نماید، مقتضی عمل انجام به اقدام مشخص حالتی در عامل
جریمه منفی کارایی صورت در طرفی از می آورد. بدست پاداش باشد، مثبت آن کارایی که
دریافتی پاداش های رساندن حداکثر به یادگیری، نوع این در عامل اصلی هدف می کند. دریافت
هردو استفاده در نظارت شده، یادگیری با تقویتی یادگیری شباهت است. مدت طولانی در
در نمود بیان باید نیز طرفی از است. یادگیری فرآیند برای خروجی و ورودی نگاشت از آن ها
مدل وجود همچون موارد برخی لحاظ از نظارت شده یادگیری با آموزش فرآیند تقویتی یادگیری
است. متفاوت باشد، داشته وجود باید گاهاً نظارت شده یادگیری در که بایاس شده پیش فرض
دریافتی سیگنال های نوعی به که تنبیه یا و پاداش دریافت طریق از عامل تقویتی یادگیری در

می کند. استفاده سیستم نهایی عملکرد نتیجه بهینە سازی برای هستند،
است این ماشین، یادگیری در دیگر رویکردهای با تقویتی یادگیری در رویکردی اصلی تفاوت
و نمی شود، گفته عامل به دارد، وجود حالت هر در که درستی عمل تقویتی، یادگیری در که
خواهد بدی یا خوب اثر چه دارای عمل یک که شود می فهمانده عامل به معیاری طریق از تنها
عامل واقع در بفهاند. آن به را عامل عمل هر بد یا خوب اثر میزان باید یادگیرنده عامل بود.
بهینه عمل که می گیرد یاد عمل، هر اثرات به مربوط اطلاعات داشتن اختیار در با یادگیرنده
تقویتی یادگیری در اساسی قوت نقطه ویژگی همین وجود واقع، در چیست. حالت هر در
کمترین دردسترس بودن با مسائل، سخت ترین می شود باعث ویژگی چنین همچنین، است.

شوند. حل راحتی به تقویتی یادگیری از استفاده با مسئله از اطلاعات

تقویتی یادگیری اجزای ۱ .۴ .۳
در تصمیم، اتخاذ نحوه و عامل انجام شونده عمل هر با بازخوردی نگرش سیاست۱: .۱
سیاست، واقع در می کند. تعیین سیاست را نگراش این است. متفاوت گوناگون شرایط
سیاست های جمله از است. بهتر حالات به آن رسیدن برای عامل رفتاری کلیت تعیین کننده
توضیح را آن بعدی بخش در که نمود اشاره ϵ-greedy به می توان تقویتی یادگیری در مهم

می دهیم.
مشخص یادگیرنده تابع واسطه به تقویتی، یادگیری مسئله یک در هدف پاداش۲: تابع .۲
این رویکرد است. یادگیرنده تابع با مسئله، فرمولە سازی انجام وظیفه واقع، در می شود.
نسبت پاداش مسئله، هدف به عامل نزدیک شدن با که می شود تعریف صورت بدین تابع
پاداش تابع بیابد. افزایش است، داشته مثبت کارایی عامل آن در که حالت هایی به
شود، تعریف مناسب بە صورت را پاداش تابع اگر دارد. عامل یادگیری در مستقیم تأثیر
ارزش ها، و مدت کوتاه پاداش ها بدانیم باید می کند. پیدا بهبود عامل یادگیری سرعت
باشد داشته کمتری پاداش حالت یک است ممکن معنی که بدین هستند. مدت بلند

1Policy
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پیش نیاز ها ۴۰
نزدیک تر هدف به را ما حالت همان اما ندارد) (جریمه باشد نداشته پاداشی اصلا́ یا و
اهداف فدای را مدت بلند اهداف تقویتی یادگیری مسئله یک در نباید بنابراین، می کند.

نمود. مدت کوتاه
این از استفاده با دارد. بعد مرحله چند به نگاه یک بیشتر تابع این ارزش گذاری۱: تابع .۳
بیشتر هرچه تابع توسط تعیین شده مقادیر می شود. مشخص مقداری حالات برای تابع،

است. هدف به شدن نزدیکتر نشان دهنده باشد،
حالت های هستند. تصادفی و احتمالاتی تقویتی، یادگیری در موجود مسائل مدل: .۴
یک انجام برابر در که معنی بدین می باشند. غیرقطعی بە صورت مسئله فضای درون
ممکن حالات همه به حتی یا و حالت یک از بیش به عامل است ممکن مشخص، عمل
بین انتقال است. احتمال یک دارای عمل هر شود. داده نگاشت احتمال مقدار یک با
مدل همان یا مسئله فرمولە سازی که هدف واقع، در هستند. احتمال نیز دیگر حالات

است. بلندمدت در سودمندی۲ بیشینە سازی است،

ϵ-greedy سیاست ۲ .۴ .۳
متوازن بە منظور آن، ماهیت به توجه با که است تقویتی یادگیری در سیاستی ϵ-greedy سیاست
انجام عامل برای مشخص عمل یک تصادفی انتخاب درهنگام بهرە برداری و کشف کردن
بهترین انتخاب به اقدام ϵ احتمال با مشخص محیط یک در عامل سیاست این در می شود.
این در داشت. خواهد بعدی عمل به اقدام حریصانه بە صورت ۱− ϵ احتمال با و می کند، حالت

است. کم ϵ احتمال مقدار معمولا˟ سیاست

جمع بندی ۵ .۳
دربرگیرندە ی آن ها از کدام هر که است شده تشکیل مختلفی اجزا از پژوهش این پیشنهادی روش
مفاهیمی شرح به فصل این در بنابراین، است. هوش مصنوعی زمینە ی در متنوعی مفاهیم
روش فهم برای آن ها دانستن و گرفتە اند قرار استفاده مورد پیشنهادی روش  در که پرداختیم

است. الزامی  پیشنهادی
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۴ فصل
پیشنهادی روش

سپس می دهیم. ارائه آن اصلی ایدە ی و پیشنهادی روش از کلی شمای یک ابتدا فصل این در
انتها در می پردازیم. شده ارائه روش مراحل تمامی مفصل شرح به بە ترتیب بخش ها ادامە ی در

می نماییم. ارائه گفتە شده مطالب از جمع بندی نیز

کلی شمای ۱ .۴
می شوند. تشکیل زیررشته تعدادی چسباندن هم بە  از که هستند رشتە هایی کد، تزریق حملات
آن  از کدام هر که گفت می توان بگیریم، نظر در تست پارامتر های بە عنوان را زیررشتە ها این اگر
تست در شود. فایروال از عبور در حمله یک موفقیت عدم یا موفقیت باعث می تواند پارامترها
دستە بندی را زیررشتە ها آن با که نیست ابزار اختیار در سیستم از اطلاعاتی اگرچه سیاه جعبه
زیررشتە های بتوان ناموفق و موفق حملات بررسی و تحلیل با که دارد وجود امکان این اما کند،
تست ابزار یک حمله، یک الگو های زیاد بسیار تنوع بە دلیل حال، این با کرد. کشف را مؤثر

دارد. نیاز مشاهده زیادی بسیار تعداد به کند دستە بندی را زیررشتە ها بتواند که آن برای
حملات رشتە های از طوری را زیررشتە ها می کنیم سعی ابتدا پژوهش این در کلی بە طور
کند. مدل را پیچیده الگو های بتواند هم و باشد قبول قابل آن ها تعداد هم که کنیم استخراج
پس .[۳۷] دارد شهرت مقیاس پذیری و سادگی به که می کنیم استفاده n-gram از بدین منظور
ویژگی کاهش باعث خود خودی به امر این که می کنیم خوشە بندی  را حملات رشتە های آن از



پیشنهادی روش ۴۲
خوشه یک حملات میان در شدە اند استخراج که زیررشتە هایی از بسیاری که چرا می شود. هم
در موفق حملات می رود انتظار که آنجایی از این، بر علاوه باشند. نشده استفاده است ممکن
شامل که دارند بیشتری احتمال که خوشە هایی روی تمرکز با بگیرند، قرار یکسان خوشە های

می دهیم. کاهش را ناموفق جستجو های تعداد باشند موفق حملات

انتخاب‌ زیررشته‌ها

استخراج ویژگی نهایی

محاسبه‌ معکوس فراوانی سند

خوشه‌بندی

تعبیه‌سازی
زیررشته‌ها

خوشه‌بندی
زیررشته‌ها

کدکننده‌ی دودویی

خوشه‌بندی
حملات

کدکننده‌ی خودکار

‌مجموعه
داد/گان

استخراج ویژگی با
n-gram

جستجو‌گر

خوشه‌بندی حملات

جستجو فاز برای دادە ها سازی آماده مراحل که پیشنهادی روش اول فاز دو از کلی شمای :۱ .۴ شکل
می دهد. نشان را

خوشە بندی، فاز از اول مرحلە ی در می دهد. نشان را پیشنهادی روش از کلی شمای ۱ .۴ شکل
می شود. استخراج n-gram توسط مجموعە داده حملات نمونە  دهندە ی تشکیل زیررشتە های
حقیقی اعداد از برداری به شده استخراج زیررشتە های کلمات، تعبیە سازی مرحلە ی در سپس،
خوشە بندی سلسلە مراتبی روش از استفاده با را آن ها بتوانیم بعد مرحلە ی در تا می شوند تبدیل
می شود. تشکیل آمده بدست خوشە های از استفاده با دودویی۱ برداری بعد مرحلە ی در کنیم.
که می کند استخراج را ویژگی هایی دودویی بردار این از خودکار کدکنندە ی شبکە ی آن، از پس
در بعدی، فاز در می کنیم. خوشە بندی را حملات آن ها از استفاده با فاز این آخر مرحلە ی در
خوشه آن به متعلق زیررشتە های مجموعە ی از خوشه در بلااستفاده زیررشتە های اول مرحلە ی
باقی مانده زیررشتە های برای سند فراوانی معکوس آن، از بعد مرحلە ی در و می شوند حذف
آن ها از ویژگی بردارهای شکل گیری از پس بگیرد. شکل نهایی ویژگی بردار تا می شود محاسبه

1Binary



۴۳ خوشە بندی
اجرا یکبار تنها اول فاز دو که است ذکر شایان می شود. استفاده جستجو یعنی آخر فاز در

کرد. استفاده جستجو فاز در آن ها خروجی از بارها می توان آن از پس و می شوند

خوشە بندی ۲ .۴
خود تشکیل دهندە ی زیررشتە های به حملات رشتە های پیشنهادی، روش مرحلە ی اولین در
دیگر، عبارتی به می شوند. خوشە بندی مشترک زیررشتە های اساس بر سپس و می شوند تجزیه
می شود. شکستسه کوچکتر مجموعە دادە ی چندین به بزرگ مجموعە دادە ی یک روش این در
این دهیم. انجام مستقل بصورت و کوچکتر مجموعە دادگان در را جستجو می توانیم بنابراین
که دارد اهمیت آنجایی از ویژگی کاهش کند. چشمگیری کمک ویژگی کاهش به می تواند عمل
است. لازم مؤثر الگو های یادگیری برای بیشتری مشاهدات باشد بیشتر ویژگی ها تعداد هرچه
کاهش که آنجایی از و شود دقت بهبود باعث می تواند نامرتبط ویژگی های حذف بنابراین
به کوچک ویژگی های بردار با کردن کار و می شود محاسباتی پیچیدگی کاهش باعث ویژگی ها
کامل شرح به بخش این ادامە ی در .[۵۰] می یابد افزایش نیز روش کارایی دارد نیاز کمی منابع

می پردازیم. حملات خوشە بندی مراحل

n-gram با ویژگی استخراج ۱ .۲ .۴
هر می کنیم. تجزیه توکن بە نام کوچکتری اجزاء به را حملات رشتە های ابتدا مرحله این در
SQLi حملات تجزیه از نمونه یک مثال، بە عنوان باشد. کلمه یک یا حرف یک می تواند توکن
یک موفقیت یا شکست باعث می تواند توکن هر کلی بە طور است. شده داده نشان ۲ .۴ شکل در
موفقیت باعث است ممکن نیز توکن ها این ترکیب بسیاری موارد در حال، این با شود. حمله
از استفاده با ما توکن ها، این از استفاده بجای پژوهش این در بنابراین .[۳] شود حمله یک
زیر از منظور پژوهش این در می کنیم. استخراج حملات از را توکن ها این ترکیب n-gram روش

است. توکن ها ترکیب همین رشته
n ازای به n-gram از استفاده با 0)␣or␣not␣0>(␣!�␣0)-- حملە ی رشته تجزیە ی از مثال :۱ .۴ جدول

مختلف. های
Unigram

(n = 1)

Bigram

(n = 2)

Trigram

(n = 3)

0 , ) , ␣ , ... 0) , )␣ , ␣or , ... 0)␣ , )␣or , ␣or␣ , ...

۲ ،۱ مساوی های n ازای به را n-gram از استفاده با ویژگی استخراج نمونه یک ۱ .۴ جدول
الگو های می توان n مقدار افزایش با می شود، دیده جدول در که همانطور می دهد. نمایش ۳ و
زیررشتە های تعداد تا می شود باعث n افزایش حال، این با کرد. استخراج را پیچیدە تری
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0 ␣ OR ␣ 1 = 1

0 ␣ OR ␣ 1 = 1

آن. تشکیل دهندە ی توکن های به SQLi حملە ی نمونه یک تجزیە ی :۲ .۴ شکل

داشته پیشنهادی روش عملکرد بر منفی تأثیر می تواند خود این که یابد افزایش شده استخراج
بررسی پیشنهادی روش  عملکرد بر را مختلف nهای تأثیر مفصل بە طور پنجم فصل در باشد.

کرد. خواهیم

زیررشتە ها تعبیە سازی ۲ .۲ .۴
کرد استفاده هم بجای را آن ها می توان  که هستند زیادی توکن های کد تزریق حملات در
OR توکن های SQLi حملە ی در مثال بە عنوان نکند، تغییری معنایی نظر از حمله که بە طوری
مختص فقط خاصیت این اما شوند. استفادە  یکدیگر بە جای می توانند و هستند معنی هم || و
مثال بە عنوان کرد، استفاده هم بجای  را مختلف زیررشتە های می تواند بلکه نمی باشد. توکن ها
یکدیگر بجای آن ها از می توان که هستند درست همیشه عبارات “a”=“a” و 1=1 زیررشتە های
مشابه زیررشتە های می توانیم مشابه، حملات خوشە بندی برای کرد. استفاده SQLi حملە ی در
تبدیل با تا می کنیم استفاده word2vec از بدین منظور بگیریم. درنظر زیررشته یک بە عنوان را

بیابیم. را مشابه زیررشتە های بتوانیم عددی بردار های به زیررشتە ها
معروف معماری دو skip-gram و CBOW شد، داده توضیح سوم فصل در که همانطور
می شوند. تبدیل عددی بردار های به کلمات مدل ها، این دوی هر در هستند. word2vec

تا می کند استفاده کلمه یک کنندە ی احاطه کلمات از عددی بردار این یادگرفتن برای CBOW
از استفاده با تا می شود سعی skip-gram در CBOW برخلاف کند. پیش بینی را میانی کلمە ی
کردیم مشاهده ما پژوهش این در شوند. پیش بینی آن ها احاطە کنندە ی کلمە های میانی کلمات
آن CBOW احتمالی مشکلات از یکی داشت. CBOW به نسبت بهتری عملکرد skip-gram که
کم یاب کلمات بنابراین هستند، خروجی مدل این در هدف کلمات اینکه بە دلیل که است
نامتوازن مجموعە دادگان در که می شود موجب امر این کنند. رقابت پرتکرار کلمات با باید
هدف، کلمات اینکه بە دلیل skip-gram در درمقابل، شود. کمتری توجه کمیاب کلمات به
امر همین و نمی کنند رقابت یکدیگر با پرتکرار و کمیاب کلمات بنابراین هستند، شبکه ورودی



۴۵ خوشە بندی
آنجایی از باشد. مناسب تر نامتوازن مجموعە دادگان برای skip-gram معماری که می شود باعث
از پیشنهادی روش در هستند، نامتوازن  نیز پژوهش این در استفاده مورد مجموعە دادگان که

می کنیم. استفاده عددی بردار های یادگیری برای skip-gram مدل

0␣ ␣OR OR␣ ␣1 1= =1

0␣ ␣OR OR␣ ␣1 1= =1

0 ␣ OR ␣ 1 = 1

␣1

Projection

␣OR

OR␣

بردار عددی

v1,v2,…,vn

Sk
ip

-g
ra

m

 استخراج زیررشته‌ها با استفاده از
bigram

نمونه برداری با استفاده از پنجره‌ای 
۵با انداز‌ه‌ی 

 با نمونه‌های skip-gramآموزش 
استخراج شده

0␣

1=

.SQLi حملە ی نمونه یک زیررشتە های از استفاده با skip-gram آموزش نحوە ی از مثالی :۳ .۴ شکل

می دهیم. آموزش را skip-gram مستقل مدل یک مجموعە داده هر برای پژوهش، این در
حملە ی نمونه یک زیررشتە های از استفاده با را skip-gram مدل آموزش فرآیند ۳ .۴ شکل
استخراج زیررشتە ها n-gram از استفاده با اول، مرحلە ی است.در کشیده تصویر به را SQLi

برداری نمونه زیررشتە ها از مشخص اندازە ی با پنجره یک از استفاده با سپس می شوند.
مثال این در می دهیم. آموزش بدست آمده نمونە های با را skip-gram درنهایت، می کنیم.
فاصله معنی به نیز ∼ توکن همچنین است. || توکن ،OR توکن برای معنی هم یک خاص،
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یکدیگر بجای آن ها از می توان و هستند معنی هم ||∼ و OR␣ زیررشتە ی دو بنابراین است.
بردار های زیررشته دو این skip-gram آموزش از پس که می رود انتظار نتیجه در کرد. استفاده

باشند. داشته هم مشابه عددی

زیررشتە ها خوشە بندی ۳ .۲ .۴
سلسلە مراتبی شیوە ی از استفاده با را آن ها عددی بردار های به زیررشتە ها تبدیل از پس
فاصلە ی معیار از بردارها بین فاصلە ی محاسبە ی برای بدین منظور می کنیم. خوشە بندی

می پردازیم. معیار این شرح به ادامه در می کنیم. استفاده کسینوسی۱
است. بردار دو بین زاویە ی کسینوس فاصله محاسبە ی برای معیاری کسینوسی شباهت
بیانگر که می شود صفر با برابر مقدار این باشد درجه صفر بردار دو بین زاویە ی که صورتی در
۱۸۰ دو آن بین زاویه باشند یکدیگر مخالف کاملا́ بردار دو هنگامی که است. شباهت بیشترین

است. یک منفی آن ها کسینوسی آن ها شباهت میزان صورت این در که می شود درجه
اگر کرد. حساب را کسینوسی فاصلە ی ،۱ عدد از کسینوسی شباهت کردن کم با می توان
از استفاده با این صورت در باشند، f۲ و f۱ زیررشتە های عددی بردار های v۲ و v۱ کنیم فرض

کرد. محاسبه را بردار دو این کسینوسی فاصلە ی می توان زیر رابطە ی

distance(f۱, f۲) = ۱− v۱.v۲
∥v۱∥l۲ × ∥v۲∥l۲

(۱ .۴)

هم به شبیە  کاملا́ بردار دو اگر است. [۰,۲] محدودە ی در عددی (۱ .۴) رابطە ی حاصل
باشند، عمود یکدیگر بر بردار دو که درصورتی می شود. ۰ برابر آن ها فاصلە ی مقدار باشند
جهت های در کاملا́ بردار دو که است آن بیانگر ۲ با برابر فاصلە ی می شود. ۱ برابر آن ها فاصلە ی

دارند. قرار هم مخالف
و شده گرفته درنظر آستانه حد یک ابتدا خوشە ها، تعداد تشخیص برای مرحله این در
خوشە ها بین فاصلە ی آن از پس می شود. گرفته نظر در خوشه یک عنوان به داده هر سپس
می شوند. ادغام باهم باشد کمتر آستانه حد از آن ها فاصلە ی که خوشە هایی و شده اندازە گیری
باشد. نداشته وجود آستانه حد از کمتر فاصلە ی با خوشە هایی که می یابد ادامه جایی تا کار این
اعضای تمامی فاصلە ی ابتدا یکدیگر، از خوشە ها فاصلە ی محاسبە ی برای است، ذکر به لازم
خوشە ها فاصله عنوان به آمده بدست فواصل میانگین سپس می شود محاسبه هم از خوشە ها

می شود. گرفته درنظر هم از
1Cosine



۴۷ خوشە بندی

دودویی کدکنندە ی ۴ .۲ .۴
خوشە بندی مرحلە ی برای حملات رشتە های در زیررشتە ها تکرار میزان پژوهش، این در
زیررشتە های تمام گرفتن درنظر با زیررشتە ها، خوشە بندی از پس بنابراین، ندارد. اهمیتی حملات
یا صفر آن مقدار که بود خواهد ویژگی یک خوشه هر واحد، زیررشتە ی یک بە عنوان خوشه یک
که ندارد زیررشتە ای هیچ حمله یک که است آن بیانگر خوشه یک برای صفر مقدار است. یک
حداقل شامل حمله آن که است آن بیانگر یک مقدار همچنین باشد. خوشه آن به که متعلق

است. خوشه آن از زیررشته یک
.p حملە ی برای دودویی بردار تشکیل از مثالی :۲ .۴ جدول

C۶ C۵ C۴ C۳ C۲ C۱ حمله
۰ ۰ ۱ ۱ ۰ ۱ p

فرض می دهد. نمایش را حمله یک برای دودویی بردار تشکیل از مثالی ۲ .۴ جدول
باشد F = {f۱, f۲, f۳, f۴, f۵} شده استخراج زیررشتە های مجموعه دارای p حملە ی کنیم
،{f۱, f۳} ⊆ C۳ اگر باشد. زیررشتە ها خوشە های C = {C۱, C۲, C۳, C۴, C۵, C۶} مجموعە ی و
بردار در C۴ و C۳ ،C۱ خوشە های با متناظر مقادیر درنتیجه باشد، {f۴, f۵} ⊆ C۴ و {f۲} ⊆ C۱

می شود. صفر برابر خوشە ها سایر با متناظر مقادیر و یک، برابر دودویی

دادە ها خوشە بندی ۵ .۲ .۴
حملات دودویی، بردار های از استفاده با دادە ها، خوشە بندی یعنی اول فاز از مرحله آخرین در
دودویی بردار های شباهت اندازە گیری برای بسیاری معیارهای اگرچه می کنیم. خوشە بندی را
نمی توان معیار ها این از استفاده با که شدیم متوجه مشاهداتمان در ما اما ،[۱۴] است شده ارائه
تعداد دلیل دو به می تواند این کرد. خوشە بندی خوبی به را پژوهش این دودویی بردار های
با رشتە هایی کد، تزریق حملات که آنجایی از باشد. دودویی بردار پیچیدگی و ویژگی ها زیاد
است. وابسته یکدیگر به حمله یک در زیررشتە ها حضور عدم یا حضور بنابراین هستند قاعده
باعث این که هستند وابسته یکدیگر به ویژگی ها مقادیر بدست آمده دودویی بردار در بنابراین،
تا می کنیم سعی دادە ها خوشە بندی از قبل بنابراین، می شود. ویژگی ها بردار پیچیدگی افزایش

کنیم. نگاشت باشد داشته بیشتری تمایز قابلیت که فضایی به را دودویی بردارهای
مانند خطی روش های دستە ی دو به جدید ویژگی فضای به ویژگی ها نگاشت کلی بە طور
تقسیم بندی [۲۵] کرنل۲ مدل مانند غیرخطی روش های و [۵۴] اصلی۱ مولفە های تحلیل
غیرخطی  نگاشت روش های عمیق عصبی شبکە های توسعە ی با اخیر، سال های در می شود.

1Principal component analysis (PCA)
2Kernel model
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جدیدی ویژگی فضای به را ویژگی ها هستند قادر که شدە اند ارائه عمیق شبکە های بر مبتنی

.[۳۶] کنند نگاشت است خوشە بندی مناسب بیشتر بسیار که
شبکە های از استفاده با آن ها خوشە بندی و ویژگی فضای نگاشت برای زیادی بسیار روش های
[۲۶] در شده ارائه روش از ما پژوهش این در که [۵۶ ،۲۶ ،۲۰ ،۱۱] است شده ارائه عمیق عصبی
خودکار کنندکنندە ی عصبی شبکە ی یک از استفاده با ابتدا روش این در می کنیم. استفاده
سپس می کنیم. نگاشت ویژگی کمتری بسیار تعداد با حقیقی فضای به را دودویی بردارهای
استفاده حملات خوشە بندی برای k-means خوشە بندی الگوریتم و جدید ویژگی های این از

می کنیم.

Z

ی
ج

رو
خ

ی
ود

ور

K-means

ویژگی‌های نهان

کدگشا کدگذار

خوشە بندی الگوریتم به آن انتقال و نهان ویژگی فضای به دودویی بردار نگاشت فرآیند :۴ .۴ شکل
.k-means

خوشە بندی برای آن ها از استفاده و جدید فضای به ویژگی ها نگاشت نحوە ی ۴ .۴ شکل
جدید فضای به را اولیه ویژگی های h = f(x̂) کدگذار قسمت روش این در می دهد. نمایش را
سعی r = g(h) کدگشا قسمت سپس می کند. استخراج را نهان ویژگی های و می کند نگاشت
شبکە ی دیگر، عبارت بە  کند. بازیابی را اولیه ویژگی های نهان ویژگی های از استفاده با تا می کند
ویژگی های اولیه، ویژگی های L(x̂, g(f(x̂))) بازیابی خطای کردن کمینه با خودکار کدکنندە ی
خودکار کدکنندە ی شبکە ی خروجی و ورودی اینکه بە دلیل پژوهش این در می گیرد. یاد را نهان
کنیم فرض اگر می کنیم. استفاده دودویی متقاطع آنتروپی خطای تابع از هستند، دودویی
خطای باشد، ŷ = [y۱, y۲, . . . , yn] آن متناظر خروجی و x̂ = [x۱, x۲, . . . , xn] ورودی بردار

می شود. محاسبه زیر رابطە ی از بازیابی

L(x̂, g(f(x̂))) = −۱
n

n∑
i=۱

xi × ln yi + (۱− xi)× ln(۱− yi) (۲ .۴)

به گلوگاه یک علاوه به مخفی لایە ی شش با خودکار کدکنندە ی یک از پژوهش، این در
نگاشت سە بعدی فضای به را دودویی بردار های که است شدە  استفاده نرون سه انداز ە ی
و می کنیم جدا هم از را کدگشا و کدگذار قسمت عمیق، شبکە ی آموزش از پس می کند.
استفاده k-means الگوریتم ورودی بە عنوان کدگذار قسمت خروجی از فقط خوشە بندی برای



۴۹ نهایی ویژگی استخراج
دیگر الگوریتم های و است آن سادگی پژوهش این در k-means از استفاده دلیل می کنیم.

شوند. مطالعه آتی پژوهش های در می توانند

نهایی ویژگی استخراج ۳ .۴
سپس می کنیم. حذف را اضافی زیررشتە های خوشه هر در ابتدا پیشنهادی، روش از فاز این در
نهایی ویژگی های بردار تا می کنیم محاسبه باقی مانده زیررشتە های برای را سند فراوانی معکوس
مستقل بە صورت خوشە ها برای عملیات ها تمامی فاز این از است ذکر شایان دهیم. تشکیل را

می شود. انجام هم از

زیررشتە ها انتخاب ۱ .۳ .۴
آن زیررشتە های مجموعە ی بنابراین است، دادە ها کل زیرمجموعە ی خوشه هر که آنجایی از
در جستجو روش ادامە ی در اینکه بە دلیل همچنین است. زیررشتە ها کل زیرمجموعە ی هم
هر درون جستجو برای بنابراین می شود، انجام خوشە ها دیگر از مستقل بە صورت خوشه هر
اول مرحلە ی در بدین جهت، داریم. نیاز خوشه همان زیررشتە های مجموعه به تنها خوشه

می کنیم. حذف را است نشده استفاده خوشه آن در که زیررشتە هایی خوشه هر برای
نمی دهند قرار ما اختیار در زیادی اطلاعات که زیررشتە هایی بخش، این از دوم مرحلە ی در
زیررشتە ها این می کنیم. حذف زیررشتە ها مجموعە ی از پیشنهادی روش عملکرد بهبود جهت را
با مرتبط آنتروپی بدین منظور می باشند. پرتکرار بسیار یا و کم یاب بسیار یا که هستند آن هایی
آن باشد، کمتر آستانه حد از آن آنتروپی مقدار که درصورتی و می کنیم حساب را زیررشته هر
است. آمده زیر رابطە ی در زیررشتە ها آنتروپی محاسبە ی نحوە ی می کنیم. حذف را زیررشته

E(fi) = −(p(fi) log۲ p(fi) + (۱− p(fi)) log۲(۱− p(fi)))

= −((ki
N
× log۲(

ki
N

)) + (
N − ki

N
× log۲(

N − ki
N

)))
(۱ .۴)

حمله یک در fi زیررشتە ی که است آن احتمال p(fi) زیررشته، شمارە ی i ،(۱ .۴) رابطە  در
را fi زیررشتە ی که است حملاتی تعداد ki.باشد داشته حضور است شده انتخاب تصادفی که

می باشد. خوشه درون حملات کل تعداد N و می شوند شامل

زیررشتە ها برای سند فراوانی معکوس محاسبە ی ۲ .۳ .۴
برخوردار بیشتری اهمیت از شدە اند تکرار کمتر که آن ها باقی مانده، زیررشتە های درمیان
زیررشتە ها برای را سند فراوانی معکوس ابتدا نهایی ویژگی بردار تشکیل برای بنابراین، هستند.
از زیررشته یک با متناظر آن عنصر هر که می دهیم تشکیل بردار یک سپس می کنیم. محاسبه



پیشنهادی روش ۵۰
مقدار شود، شامل را زیررشتە ای حمله یک که درصورتی است. خوشه زیررشتە های مجموعه
این غیر در و آن سند فراوانی معکوس با برابر حمله آن ویژگی بردار در زیررشته آن با متناظر
محاسبه زیر رابطە ی از را زیررشته هر سند فراوانی معکوس بود. خواهد صفر برابر صورت

می کنیم.

wi
f = ln(

N

ki
) (۲ .۴)

حملاتی تعداد ki و خوشه درون حملات تعداد N زیررشته، شمارە ی i ،(۲ .۴) رابطە  در
هستند. fi زیررشتە ی شامل که است

جستجوگر ۴ .۴
اطلاعاتی تنها است، سیاه جعبه تست شیوە ی یک پژوهش این در شده ارائە  روش که آنجایی از
آن از توانستە اند پیشین حملە های کدام که است این باشد داشته فایروال درمورد می تواند که
این آن اصلی ایدە ی که می دهیم ارائه جستجویی روش ما پژوهش این در بنابراین، کنند. عبور
دارد بیشتری احتمال باشد داشته حضور بیشتری ناموفق حملات در که زیررشتە ای که است
بە طور می نامیم. تطبیقی جستجوی را جستجو روش این ما شود. حملات شکست موجب که
با را می شوند شناسایی فایروال توسط که حملاتی تطبیقی جستجوی روش این در دقیق تر،
می توانیم حال می گیریم. درنظر متنی سند۱ یک بە صورت را آن ها و می کنیم تجمیع یکدیگر
با بنابراین بگیریم. درنظر پرس  و جو یک بە عنوان را نشدە اند تست هنوز که حملاتی باقی
سند به حملات تعلق میزان می توانیم حملات زیررشتە های وزنی فراوانی مجموع محاسبە ی
حملات سند به بیشتری تعلق که حملە ای آن درنتیجه کنیم. محاسبه را ناموفق حملات
آن فایروال تست برای بدین جهت، دارد. بیشتری شکست احتمال باشد، داشته ناموفق
باشد. داشته را ناموفق حملات سند به تعلق میزان کمترین که می کنیم انتخاب را حملە ای
حذف ناموفق حملات سند از را آن زیررشتە های تمامی کند، عبور فایروال از توانست حمله اگر

می کنیم. اضافه سند این به نیز را حمله آن صورت این درغیر می کنیم.
خوشه حملات ،۲ خط در ابتدا است. آمده ۱ الگوریتم در تطبیقی جستجوی کد شبه
را داشتە اند شرکت ناموفق حملات در که زیررشتە هایی فراوانی ۳ خط می شوند. بارگزاری
کافی کنیم، درست ناموفق حملات برای واقعی سند یک اینکه بجای درواقع می کند. نگهداری
آرایە ی بردار یک ،۴ خط در سپس کنیم. نگهداری را آن ها زیررشتە های فراوانی تنها است
حملات سند از موفق حملات زیررشتە های حذف آرایه این وظیفە ی می کنیم. تعریف دودویی
مقدار باشد داشته شرکت موفق حملات در زیررشتە ای اگر که صورت بدین است. ناموفق
با برابر همیشه BV در آن زیررشتە های فراوانی بنابراین است. صفر آرایه این در آن با متناظر

1Document



۵۱ جستجوگر
تطبیقی جستجوی ۱ الگوریتم

1: procedure AdaptiveSearch(cluster, rounds)

2: P← getPayloads(cluster)

3: BV← getBlockedVector(cluster)

4: PV← getBypassingVector(cluster)

5: S← {∅}

6: SR← +1 ▷ Reward

7: FR← -0.5 ▷ Punishment

8: R← 0 ▷ Sum of Rewards

9: for i = 1 to rounds do

10: if is first time then

11: test_candidate← pickRandomPayload(P)

12: else

13: rt← RankPayloads(P, BV, PV)

14: testCandidate← pickBestPayload(rt)

15: end if

16: P← P− testCandidate

17: result← evaluate(testCandidate)

18: if result is successful then

19: S← S ∪ {testCandidate}

20: PV← updateBypassingVector(testCandidate)

21: R← R + SR

22: else

23: BV← updateBlockedVector(testCandidate)

24: R← R + FR

25: end if

26: end for

27: saveClusterState(P, BV, PV)

28: return S,R

29: end procedure



پیشنهادی روش ۵۲
می کند. تعریف موفق حملات نگهداری برای خالی مجموعە ی یک ۵ خط می ماند. باقی صفر
پاداش محاسبە ی برای آن ها از که می کنند مشخص را تنبیه و پاداش مقادیر ۷ و ۶ خطوط

می کنیم. استفاده خوشه از آمده بدست (۸ (خط نهایی
تصادفی بە صورت را حمله یک می دهیم، انجام خوشه یک در را جستجو که باری اولین در
جدید حملات تعلق میزان هربار بعدی جستجو های در اما .(۱۲ −۱۰ (خطوط می کنیم انتخاب
سپس می کنیم. محاسبه زیررشتە ها وزنی فراوانی از استفاده با را ناموفق حملات سند به
رابطە ی در امتیاز این محاسبە ی نحوە ی .(۱۴ −۱۳ (خطوط می کنیم انتخاب را حمله بهترین

است. شده داده نشان (۱ .۴)

score(p) =

n∑
i=۱

bi × vi (۱ .۴)

حملات سند در fi زیررشتە ی فراوانی bi و است زیررشته شمارە ی i ،(۱ .۴) رابطە ی در
می باشد. ویژگی ها تعداد بیانگر n و است ویژگی بردار v است. ناموفق

سپس می کنیم حذف خوشه مجموعە دادە ی از را آن می کنیم انتخاب را حمله یک که هربار
کند عبور فایروال از موفقیت با حمله آن اگر .(۱۷ −۱۶ (خطوط می کنیم تست فایروال روی را آن
زیررشتە های مقدار سپس .(۱۹ (خط می کنیم اضافه موفق حملات مجموعە ی به را آن ابتدا
فراوانی زیر رابطە ی از استفاده با صورت این غیر در .(۲۰ (خط می کنیم صفر PV در را آن

می کنیم. بروزرسانی را ناموفق حملات سند زیررشتە های

bi = si × (tfi + bi) (۲ .۴)
حملات سند در fi زیررشتە ی فراوانی bi است. زیررشته شمارە ی i ،(۲ .۴) رابطە ی در
PV در fi زیررشتە ی با متناظر مقدار si است. منتخب حملە ی در آن فراوانی tfi و ناموفق

است. یک یا صفر آن مقدار که است،
،۳ .۴ جدول است. شده تشکیل حمله چهار از خوشه یک کنیم فرض بهتر، درک برای
دو کنیم فرض می دهد. نمایش آن ها ویژگی بردار همراه به را حمله هر زیررشتە های فراوانی
برای است. بوده ناموفق آن ها نتیجه و شدە اند تست فایروال برروی خوشه این اول حملە ی
.((۲ .۴) (رابطه می کنیم جمع یکدیگر با را حمله دو این زیررشتە های فراوانی b̂ بردار محاسبە ی
ضرب حاصل تا است کافی بعدی حملە ی انتخاب برای می شود. b̂ = [۳, ۱, ۱, ۰] بردار حاصل
و سوم حملات برای ضرب این حاصل محاسبە کنیم. را ویژگی ها بردار باقی و b̂ بردار نقطە ای
امتیاز کمترین با حمله آن از پس است. Rank(p۴) = ۱٫۱۲ و Rank(p۳) = ۰٫۹۷ با برابر چهارم
کند، عبور فایروال از موفقیت با بتواند حمله این اگر کنیم. می انتخاب را سوم حملە ی یعنی
درنتیجه می دهیم. قرار صفر با برابر ŝ بردار در را f۴ و f۳ ،f۲ زیررشتە های با متناظر مقادیر

می شود. ŝ = [۱, ۰, ۰, ۰] با برابر ŝ بردار



۵۳ جستجوگر
آن ها. سند فراوانی معکوس همراه به خوشه یک حملات زیررشتە های فراوانی از مثالی :۳ .۴ جدول

زیررشتە ها سند فراوانی معکوس زیررشتە ها فراوانی حمله شماره
f۴ f۳ f۲ f۱ f۴ f۳ f۲ f۱
۰ ۰٫۶۹ ۰ ۰٫۲۸ ۰ ۱ ۰ ۲ ۱
۰ ۰ ۰٫۲۸ ۰٫۲۸ ۰ ۰ ۱ ۱ ۲

۱٫۳۸ ۰٫۶۹ ۰٫۲۸ ۰ ۳ ۲ ۱ ۰ ۳
۰ ۰ ۰٫۲۸ ۰٫۲۸ ۰ ۰ ۲ ۲ ۴

پس می دهیم. توضیح را آن جلوتر که می شود بروزرسانی پاداش مقدار ۲۲ و ۲۱ خطوط در
و موفق حملات ،۲۸ خط در انتها، در و می شود ذخیره خوشه فعلی وضعیف ۲۷ خط در آن از

برمی گرداند. آن خروجی های بە عنوان را تابع بازگشتی مقادیر بە عنوان آمده بدست پاداش
هم به مشابە  حملات آسیب پذیری وجود درصورت شد، مطرح نیز پیشتر که همانطور
انتظار می توان آن ها درست خوشە بندی درصورت نتیجه در کنند عبور فایروال از می توانند
حملات که دریافتیم خود مشاهدات در ما این، بر علاوه بگیرند. قرار خوشه یک در که داشت
هستند. موفق حملات شامل خوشه اندکی تعداد فقط بنابراین، هستند. کم یاب معمولا˟ موفق
زیادی بسیار حد تا می تواند آن ها به جستجو کردن محدود و خوشە ها این یافتن بدین جهت،
می کنیم استفاده ϵ-greedy سیاست از ما بدین منظور دهد. کاهش را ناموفق جستجو های تعداد

می پردازیم. آن شرح به ادامه در که
روش در استفاده مورد سیاست در استفاده مورد پارامتر های تعریف به است نیاز ابتدا

اند. آمده تعاریف این ادامه در بپردازیم. پیشنهادی
گرفته درنظر موفق حملە ی هر برای پاداشی بە عنوان که است مثبت مقدار یک پاداش: ●

(۱ الگوریتم از ۶ (خط می دهیم قرار یک با برابر را مقدار این است. شده
گرفته درنظر ناموفق حملە ی هر برای تنبیه بە عنوان که است منفی مقدار یک تنبیه: ●

است. شده
.(۲ الگوریتم از ۵ (خط است خوشه در جستجو R تعداد بازی هربار بازی: ●

پاداش بازی، یک بار ازای به خوشه یک تنبیە های و پاداش ها مجموع به بازی: پاداش ●
می گوییم. بازی

آن متوسط پاداش خوشه، یک از آمده بدست پاداش های متوسط به متوسط: پاداش ●
می گوییم. خوشه



پیشنهادی روش ۵۴
.ϵ-greedy سیاست ۲ الگوریتم

1: procedure EpsilonGreedy

2: PC← Payload Clusters

3: S← {∅}

4: max_ϵ, ϵ← Epsilon

5: R← Number of Searching Rounds per episode

6: K← Update Rate for Epsilon

7: E← Episodes

8: AR← Initial Average Reward of Each Cluster

9: for i = 1 to E do

10: c← pickCluster(ϵ)

11: bypassing, reward← ADAPTIVESEARCH(c, R)

12: AR← updateAverageReward(c, reward, AR)

13: S← S ∪ bypassing

14: ϵ← updateEpsilon(max_ϵ, i, K)

15: end for

16: end procedure

این در می دهد. نمایش را پیشنهادی روش در استفاده مورد ϵ-greedy سیاست ۲ الگوریتم
بازی های در آن ها از آمده بدست متوسط پاداش میزان از استفاده با را خوشە ها ابتدا الگوریتم
خوشه باارزش ترین یا تصادفی خوشه یک یا جدید، بازی برای سپس می کنیم. ارزش گذاری قبلی
۱− ϵ خوشه بهترین انتخاب احتمال و ϵ تصادفی خوشە ی انتخاب احتمال می کنیم. انتخاب را

.(۱۰ (خط است
ابتدای در بنابراین، نیست، ما اختیار در دانشی هیچ جستجو ابتدای در که آنجایی از
افزایش را اکتشاف نرخ تا می گیریم درنظر ۰٫۹ مانند زیاد نزدیک مقدار یک را ϵ مقدار جستجو
افزایش نیز خوشە ها دربارە ی آمده بدست دانش می شود، بیشتر جستجو تعداد هرچه دهیم.
اکتشاف میزان تا می دهیم کاهش را ϵ مقدار جستجوها تعداد افزایش با بنابراین می یابد.
آمده زیر رابطە ی در ϵ میزان کاهش نحوە ی .(۱۴ (خط یابد افزایش بهرە وری میزان و کاهش

است.

ϵ = ϵm × e−(k×τ) (۳ .۴)
بازی های تعداد τ و است ثابت عدد یک k است. ϵ برای مقدار بیشترین ϵm ،(۳ .۴) رابطه در



۵۵ جمع بندی
است. شده انجام

جمع بندی ۵ .۴
فاز سه در وب فایروال های آسیب پذیری های خودکار کشف برای پیشنهادی روش فصل این در
ویژگی های ابتدا خوشە بندی فاز در شد. داده شرح جستجو و ویژگی استخراج خوشە بندی،
ابتدا بعدی، فاز در می شوند. خوشە بندی حملات سپس و شده استخراج حملات، از اولیه
در می شود. تشکیل نهایی ویژگی های بردار درنهایت و می شود انجام کاهش ویژگی عملیات
خوشە ای برون و درون جستجو عملیات است، پیشنهادی روش از فاز آخرین که جستجو فاز
خوشە ها درون موجود موفق حملات کشف برای خوشە ای درون جستجو ی می شود. انجام
موفق حملات شامل که خوشە هایی یافتن جهت خوشە ای برون جستجوی و می شود، اجرا

می شود. انجام هستند





۵ فصل
نتایج و پیادە سازی

آزمایش ها انجام نحوە ی سپس، می پردازیم. تحقیق پرسش های طرح به ابتدا فصل این در
پارامتر های انتخاب نحوە ی و آزمایش محیط توضیح از پس نهایت در می دهیم. توضیح را
پاسخ مختلف آزمایش های قالب در تحقیق پرسش های به پیشنهادی، روش در استفاده مورد
پیشنهادی روش نام نتایج گزارش در سهولت جهت نتایج بخش در است ذکر شایان می دهیم.

است. پژوهش این از مستخرج مقالە ی نام از برگرفته که می گذاریم ۱RAT را

تحقیق پرسش های ۱ .۵
است: زیر پرسش چهار به پاسخ پروژه این آزمایش های اجرای و طراحی از هدف

دارد؟ اهمیتی n-gram از استفاده آیا .۱
می گذارد؟ پیشنهادی روش عملکرد بر تأثیری چه حملات خوشە بندی .۲

است؟ چگونه خود رقیبان با مقایسه در پیشنهادی روش عملکرد نحوە ی .۳
است؟ برخوردار لازم کارایی از هم عمل در پیشنهادی روش آیا .۴

1RAT: Reinforcement-Learning-Driven and Adaptive Testing for Vulnerability Discovery in Web
Application Firewalls



نتایج و پیادە سازی ۵۸
پژوهش این در شده ارائه ویژگی استخراج روش عملکرد نحوە ی بررسی اول سؤال از مقصود
خوشە بندی عمل تأثیرگذاری چگونگی بررسی به دوم سؤال است. پیشنهادی روش کارایی بر
سوم سؤال از هدف می پردازد. سیاه جعبه تست کلی بە طور و پیشنهادی روش عملکرد بر
آخر در و است، XSSART و ML-Driven E ،ART4SQLi روش سه با پیشنهادی روش مقایسە ی

می کند. بررسی را واقعی دنیای در روش پیشنهادی نبودن یا بودن عملیاتی چهارم سؤال

آزمایش ها کلی فرآیند ۲ .۵
نه و است فایروال تنها آزمایش این هدف اینکه بە دلیل شد، مطرح نیز پیش تر که همانطور
درخواستی پارامترهای که ندارد اهمیتی آزمایش ها در بنابراین آن، حفاظت تحت برنامە های
چراکه خیر. یا باشد قبول قابل وب تحت برنامە ی توسط می کنیم ارسال سرور برای که
می کند. بررسی را آن ها همە ی درخواست، پارامترهای نبودن یا بودن معتبر از فارق فایروال
می کنیم. استفاده ساختگی۱ پارامترهای از HTTP درخواست های تشکیل برای بدین جهت
باشد، GET نوع از HTTP درخواست برای ساختگی پارامتر یک q کنیم فرض مثال بە عنوان
بنابراین، کنیم. تست فایروال روی می خواهیم که باشد حملە ای “0%20or%201=1” رشتە ی و

بود. خواهد زیر بە صورت فایروال به ارسال برای نهایی درخواست

http://example.com/?q=0%20or%201=1

درخواست سرآیند۲ در که cookie پارامتر و GET پارامتر  SQLi آسیب پذیری تست برای
،XSS حملات مقابل در آسیب پذیری تست برای می دهیم. قرار هدف را دارد قرار HTTP

از درخواست ها انتخاب دلیل که است ذکر شایان می دهیم. قرار هدف را GET پارامتر فقط
قابل و نیست خاص پروتکل های به وابسته روش پیشنهادی و است آن ها سادگی GET نوع

است. SOAP و POST GET پروتکل جمله از پروتکل ها تمامی برای پیادە سازی
آلوده درخواست آن آیا که می کند بررسی می کند، دریافت را درخواستی فایروال هنگامی که
را ۴۰۳ کد پاسخ در است، آلودە  درخواست آن دهد تشخیص که درصورتی خیر. یا است
تشخیص کنیم دریافت ۴۰۳ کد آزمایش ها در هنگامی که بنابراین، برمی گرداند. کلاینت به
دیگر کد های دریافت صورت در و این صورت غیر در است. بوده ناموفق حمله آن که می دهیم
حملە ی یک را حمله هستند، سرور در خطا وجود معنی به که ۵۰۰ خانوادە ی کد های از غیر

می گیریم. درنظر موفق
1Dummy
2Header



۵۹ آزمایش محیط

آزمایش محیط ۳ .۵
پردازش گر بخش است. شده تشکیل جستجوگر و داده پردازش گر بخش دو از پیشنهادی روش
دادە های این در تغییری که زمانی تا و می شود اجرا یکبار تنها مجموعە  دادە ها یک هر برای
با سیستم یک به اجرا برای بخش این نیست. آن مجدد اجرای به نیاز نپذیرد صورت آن ها

دارد. نیاز زیر حداقل های
• 32GB of Memory

• Graphic Card with the minimum compute capability 3.0

کرد، استفاده بارها آن از پردازشگر بخش خروجی از استفاده با می توان که جستجوگر بخش
دارد. نیاز زیر مشخصات حداقل با سیستمی به اجرا برای

• 8GB of memory

• 2.10GHz duo core CPU

بخشیدن سرعت برای ما اما ندارد، نیاز قدرتمندی سخت افزار به جستجوگر بخش اگرچه
کردیم. استفاده زیر مشخصات با سروری از جستجوگر بخش برای آزمایش ها انجام به

• Double 2.10GHz Intel® Xenon® processors

• 64GB of memory

گیتهاب۱ در آن سورس کد و است شده پیادە سازی Python 3.6 زبان با پیشنهادی روش
از استفاده با پروژه این عصبی شبکه بخش همچنین است. شده قرارداده عموم دسترس در
در است. شده اجرا ۲Google Colab سرور برروی و است شده پیادە سازی Keras-GPU 2.2.4

ارزیابی معیارهای و مجموعە دادگان آزمایش، مورد فایروال های بررسی به بخش این ادامە ی
می پردازیم.

بررسی مورد فایروال های ۱ .۳ .۵
نام های با باز متن فایروال های آن ها از دوتا می شود. استفاده فایروال سه از آزمایش ها در
ModSecurity بر مبتنی شده شخصی سازی فایروال یک دیگری و هستند ۴ModSecurity و ۳NAXSI

می دهیم. فایروال ها این از مختصری شرح ادامه در است.
1https://github.com/mhamouei/rat
2https://colab.research.google.com
3https://www.nbs-system.com
4https://modsecurity.org

https://github.com/mhamouei/rat
https://colab.research.google.com
https://www.nbs-system.com
https://modsecurity.org


نتایج و پیادە سازی ۶۰
حملات برابر در وب برنامە های از محافظت جهت است ابزاری ModSecurity فایروال
وب سرورها انواع برروی پیادە سازی قابل ModSecurity اگرچه کد. تزریق حملات جمله از مختلف
کردیم. راە اندازی محلی۲ مجازی۱ ماشین یک روی و Apache وب سرور روی را آن ما اما است،
از است قادر نیز فایروال این است. Nginx وب سرور برای ماژول یک NAXSI فایروال
کند. محافظت کد تزریق حملات انواع جمله از متنوعی حملات درمقابل وب برنامە های
راە اندازی محلی مجازی ماشین یک روی نیز را فایروال این ModSecurity فایروال همانند

کردیم.
فایروال شدند، راە اندازی محلی مجازی ماشین های برروی که قبلی فایروال های برخلاف
از فایروال این دارد. برعهده را واقعی سرور های از محافظت مسئولیت شده شخصی سازی
است. دانشجو هزاران اطلاعات شامل که می کند محافظت آموزشی مجموعە ی یک سرور های

مجموعە دادگان ۲ .۳ .۵
و SQLi حملات به متعلق آن ها از یکی که است شده استفاده مجموعە داده دو از پژوهش این در
گیتهاب در سورس کد همانند نیز را مجموعە داده دو این است. XSS حملات به متعلق دیگری
نشان ۱ .۵ جدول در مجموعە داده هر در موجود حملات تعداد ایم. داده قرار عموم دسترس در

است. شده داده
مجموعە داده. هر در حملات تعداد :۱ .۵ جدول

حملات تعداد مجموعە داده
۲،۴۱۷،۷۲۰ SQLi

۱،۷۹۸،۰۶۲ XSS

شده استفاده است شده ارائه [۳] در که دستورزبانی از ،SQLi مجموعە دادە ی تهیە ی برای
تعداد و است محدود زبان دستور یک زبان دستور این که آنجایی از دقیق تر، بە طور است.
تولید دستورزبان این با می شود که حملاتی تمامی بنابراین نیست، نامحدود آن خروجی حالات
مقایسه آن با را پیشنهادی روش که روشی اینکه بە دلیل همچنین کردیم. ذخیره و تولید را کرد
می باشد. منصفانه نیز شده انجام مقایسە های است، کرده استفاده زبان دستور این از می کنیم
این کردیم. استفاده ۳dharma نام به ابزاری از ،XSS حملات مجموعە دادە ی تهیە ی برای
شده استفاده دستورزبان اما می کند. استفاده XSS حملات تولید برای دستورزبان یک از ابزار
تولید اتمام از پس و کردیم محدود را حملات تعداد بنابراین، نیست. محدود ابزار این در

1Virtual machine
2Local
3https://github.com/MozillaSecurity/dharma

https://github.com/MozillaSecurity/dharma


۶۱ آزمایش محیط
موجود دادە های نمونه کردیم. حذف مجموعە داده از را تکراری حملات ابزار، توسط حملات

است. شده داده نمایش ۲ .۵ جدول در دیتاست در
مجموعە داده. هر حملات رشته نمونه :۲ .۵ جدول

حمله رشته نمونه مجموعە داده
0’) or (’1’=’1’/* SQLi

<a onmouseover=”alert(document.cookie)”>xxs link</a> XSS

اثربخشی ارزیابی معیار های ۳ .۳ .۵
جستجو تعداد کمترین با آسیب پذیری تعداد بیشترین کشف پیشنهادی روش  هدف اصلی ترین
عنوام به را ناموفق حملات و مثبت ها بە عنوان را موفق حملات آزمایش ها در بنابراین، است.
مثبت های شده کشف آسیب پذیری های نام گذاری، این درنتیجە ی می گیریم. درنظر منفی ها

هستند. (FP) کاذب۲ مثبت های ناموفق تلاش های و (TP) درست۱
متن باز. فایروال های برای مجموعە دادگان در موجود آسیب پذیری های میزان :۳ .۵ جدول

XSS SQLi فایروال
GET پارامتر Cookie GET پارامتر

۰٫۰۱۵٪ ۰٫۰۷۹٪ ۰٫۰۰۷٪ ModSecurity

۰٫۰۰۴٪ ۰٫۰۰۵٪ ۰٫۰۰۵٪ NAXSI

TPها میزان ،ML-Driven E روش و روش پیشنهادی اثربخشی میزان مقایسە ی جهب
که آنجایی از می کنیم. اندازە گیری HTTP درخواست محدودی تعداد در روش هر برای را
می توان شدە اند، راە اندازی محلی مجازی ماشین های روی ModSecurity و NAXSI فایروال های
تمامی جامع آزمون حملە ی انجام با بنابراین، داد. انجام را جامع۳ آزمون حملە ی آن ها روی
دو این آسیب پذیری های کل تعداد و کردیم تست فایروال ها روی را مجموعە دادگان حملات
نسبت فایروال هر که است شده داده نشان ۳ .۵ جدول در کردیم. محاسبه را فایروال ها
آسیب پذیری ها، کل دانستن با است. آسیب پذیر مجموعە داده هر حملات از درصد چند به
محاسبه متن باز فایروال های برای را (TPR) درست۴ مثبت های نرخ می توانیم آزمایش ها در

1True positives
2False positives
3Brute-force attack
4True positives rate



نتایج و پیادە سازی ۶۲
یافتن در بخش این آزمایش مورد روش های موفقیت میزان گزارش برای بنابراین، کنیم.
انجام امکان که آنجایی از اما می کنیم. استفاده TPR از متن باز فایروال های آسیب پذیری های
مقایسە ی برای بنابراین ندارد، وجود شده سازی شخصی فایروال روی جامع آزمون حملە ی
TP میزان فقط شده سازی شخصی فایروال آسیب پذیری های کشف در روش ها موفقیت میزان
و ART4SQLi روش های با روش پیشنهادی مقایسە ی برای این، بر علاوه می کنیم. گزارش را
کنیم. گزارش را موفق حملە ی اولین کشف از قبل ناموفق حملات تعداد تا است نیاز XSSART

می کنیم. گزارش را FP مقدار روش دو این با روش پیشنهادی مقایسە ی برای بدین منظور

کارایی ارزیابی معیار های ۴ .۳ .۵
سپری حمله هر تست و انتخاب برای که زمانی مقدار پیشنهادی، روش کارایی ارزیابی جهت
در روش پیشنهادی، برای TSR اندازە گیری منظور به می کنیم. اندازە گیری را (TSR) می شود۱
ارسالی درخواست های کل تعداد بر تقسیم انتها در و می کنیم اندازە گیری را زمان بازی هربار

می کنیم. گزارش آزمایش ها تکرار های ازای به را TSR متوسط درنهایت می کنیم.

Sillhouette معیار ۵ .۳ .۵
دهد، قرار تاثیر تحت می تواند را خوشە بندی روال از حاصل نتایج که مهمی معیارهای از یکی
برای خوشە بندی فرایند یک در خوشه تعداد چه این که است. استفادە شده خوشە های تعداد
برای مشخصی الگوریتم که است مسئلە ای حال عین در و مهم شود، تعیین دادە ها جداسازی
کیفیت و خوشە بندی از حاصل نتایج مشاهده برای می توان که ایدە ای بهترین ندارد. وجود آن
ادامه در است. متفاوت خوشە های تعداد بکارگیری با مناسب معیارهای بررسی داد، ارائه آن

میپردازیم. شده بکارگرفته معیارهای این از یکی معرفی به
الگوریتم های در شده ایجاده خوشە های ارزیابی برای که است روشی [۴۳] Sillhouette معیار
نمونه هر شباهت میزان بررسی به آن در که می گردد، استفاده k-Means همچون خوشە بندی
پرداخته دادە ها ویژگی های درنظرگیری با خوشه یک در دیگر موجود نمونە های به نسبت
می شود. محاسبه مختلف خوشە های در موجود نمونە های از هریک برای معیار این می شود.
به نسبت نمونه، هر برای ادامه در بیان شده فاصە های پیداکردن به نیاز معیار، این محاسبه در

است. خوشە بندی فرایند طول در گوناگون، خوشە های در دیگر نمونە های
نسبت نمونه هر فاصله میانگین با است برابر فاصله این خوشە ای: درون میانگین فاصله ●

دارند. قرار آن در که خوشە ای دیگر نمونە های به
هر فاصله میانگین با است برابر فاصله این خوشه: نزدیک ترین از میانگین فاصله ●
موردنظر نمونه که خوشە ای  به نسبت خوشه،   نزدیکترین در موجود نمونە های از نمونه،

1Time spent per request



۶۳ پارامتر ها انتخاب
دارد. قرار آن در

نزدیک مقادیر بود. خواهد [−۱, ۱] بازه در می آید، بدست Sillhouette معیار برای که مقداری
مقادیر است. جداشده خوبی به دیگر خوشە های به نسبت که متراکم، خوشه یک بیانگر یک به
بازه در مقادیر دارد. همسایه خوشە های مرزی دادە های همپوشانی یک از نشان صفر نزدیک

است. نامناسب خوشە های انتخاب بیانگر [۰,−۱]

Wilcoxon روش ۶ .۳ .۵
خروجی مقایسه هدف آن در که است غیرپارامتریک آزمون های از یکی [۳۳] ۱Wilcoxon آزمون
اینجا در (نمونه آماری نمونه دو اینکه آزمودن برای عموما آزمون این است. مستقل گروه دو
(بدین  شدە اند مشتق مشخص جامعه یک از که است) چندتایی داده مجموعه یک معنی به
شباهت دارای میزان چه است) شدە  انتخاب چندتایی نمونه دو آماری جامعه یک از که معنی
که دارند وجود مهم بسیار کلیدی مفهوم سه Wilcoxon آزمون در می شود. استفاده می باشند،

می کنیم. اشاره آن ها به ادامه در
در می گردند. ۳مطرح جایگزین ۲و پوچ فرضیه دو معمولا Wilcoxon آزمون در فرضیه: .۱
پذیرفته اول، فرضیه رد به توجه با دیگری و رد فرضیە ها از یکی قاعدتا نیز آزمون بررسی
نمونە های میانە ی که باشد این می تواند پوچ فرضیە ی یک مثال عنوان به می شود.
بنابراین، است. بزرگتر دوم دستە ی آماری نمونە های میانە ی از اول دستە ی آماری

بود. خواهد پوچ فرضیە ی عکس جایگزین، فرضیه
یک رد یا و پذیرش برای تصمیم گیری اطمینان سطح یک بیان پارامتر این :۴α مقدار .۲
در است ممکن خطا مقدار چه که است آن بیانگر α مقدار دیگر عبارت به است. فرضیه

باشد. داشته وجود پوچ فرضیە ی رد
است. پوچ فرضیە ی صحت احتمال بیانگر Wilcoxon آزمون در p مقدار :۵p مقدار .۳
می شود. بیشتر جایگزین فرضیه شدن پذیرفتە  احتمال باشد کمتر p مقدار هرچه بنابراین

باشد. α مقدار از کمتر باید p مقدار پوچ فرضیە ی یک رد برای آزمون این در

پارامتر ها انتخاب ۴ .۵
برای شود. تعیین مقادیرشان باید که دارد وجود متعددی پارامترهای روش پیشنهادی در
بە طور نتایج قسمت در که شود تعیین باید n مقدار یعنی پارامتر یک تنها n-gram الگوریتم

1Wilcoxon rank-sum test
2Null hypothesis
3Alternative hypothesis
4Significance level
5p-value



نتایج و پیادە سازی ۶۴
اند. شده داده توضیح ادامه در پارامتر ها باقی می پردازیم. آن بررسی به مفصل

مراتبی سلسه خوشە بندی الگوریتم پارامتر های ۱ .۴ .۵
بنابراین کنیم. تعیین زیررشتە ها خوشە بندی جهت آستانه حد یک تا است نیاز مرحله، این در
می گیرند. قرار خوشه یک در باشد آستانه حد از کمتر آن ها فاصلە ی متوسط که زیررشتە هایی
افزایش آن ها اندازه و یافته کاهش خوشە ها تعداد بگیریم، درنظر زیادی مقدار را آستانه حد اگر
آستانه حد که صورتی در اما بدهیم. دست از را زیادی جزئیات می شود باعث این که می یابد
که شدیم متوجه مشاهداتمان در می کنیم. نگهداری را زیادی جزئیات نیز باشد کوچک بسیار
با توانستیم را نتایج بهترین و باشد مناسبی مقدار می تواند ۰٫۵ تا ۰٫۲ بین آستانه حد مقدار یک
متوسط که زیررشتە هایی که است معنی این به آستانه حد این بیاوریم. بدست ۰٫۳ آستانە ی حد

می گیرند. قرار خوشه یک در است درصد ۸۵ از بیشتر یکدیگر با آن ها کسینوسی شباهت

Skip-gram مدل پارامتر های ۲ .۴ .۵
بیشتر و است شده استفاده پایتون در ۱Gensim کتابخانە ی از skip-gram پیادە سازی برای
از بخش این برای اند. شده گرفته نظر در کتابخانه این پیش فرض مقادیر همان پارامتر ها
دقیق تر، بە طور می باشد. پنجره اندازە ی می دهیم تغییر که پارامتری تنها پیشنهادی روش
n = ۲ اگر مثال بە عنوان می کنیم. انتخاب n-gram در n مقدار با متناسب را پنجره اندازە ی
شده تکرار بعدی و قبلی زیررشتە های در میانی زیررشتە ی از بخش هایی اینکه بە دلیل باشد،

باشد. معنی دار skip-gram آموزش تا میگیریم درنظر ۵ را پنجره اندازە ی است،

خودکار کنندە ی کد عمیق شبکە ی معماری ۳ .۴ .۵
استفاده ویژگی ها نگاشت برای خودکار کدکنندە ی معماری سادە ترین از پیشنهادی روش در
عمیق شبکە ی یک هستند بردار  اینجا در عمیق شبکه ورودی های که آنجایی از است. شده
انتخاب نحوە ی حال، این با آورد. بدست ورودی ها بازسازی در را بالایی دقت می تواند ساده
دارد. عمیق شبکە ی دقت کاهش یا افزایش در توجهی قابل تأثیر آن ها اندازە ی و لایە ها تعداد
نشده حل مشکل یک همچنان عمیق شبکە ی پارامتر های دقیق تعیین شیوە ی که آنجایی از
سعی با و دستی بە صورت را عمیق شبکە ی پارامتر های تا کردیم سعی بنابراین ،[۳۹] است
قسمت هر در مخفی لایه سه تعداد که مشاهدە کردیم مرحله این در آوریم. بدست خطا و
تا را ویژگی ها جدید فضای ابعاد تا داشتیم سعی که آنجایی از و است کافی کدگذار و کدگشا
برای بە ترتیب را درصد ۹۶٫۷۶ و ۹۵٫۹۲ دقت های بعد سه با توانستیم دهیم کاهش امکان حد

1https://radimrehurek.com/gensim

https://radimrehurek.com/gensim


۶۵ پارامتر ها انتخاب
هر برای شده استفاده عمیق شبکه نهایی معماری آوریم. بدست SQLi و XSS مجموعە دادگان

است. شده نشان  داده ۶ جدول در مجموعە داده
پژوهش. این در شده استفاده خودکار کد کنندە ی معماری :۴ .۵ جدول

خروجی کدگشا گلوگاه کدگذار ورودی حمله نوع
مخفی لایە های مخفی لایە های

۵۲ ۳۶ ۲۳ ۱۰ ۳ ۱۰ ۲۳ ۳۶ ۵۲ SQLi

۳۴۷ ۲۶۱ ۱۷۵ ۸۹ ۳ ۸۹ ۱۷۵ ۲۶۱ ۳۴۷ XSS

خوشە ها تعداد ۴ .۴ .۵
و خوشه درون حملات تعداد n است،که O(n) × Os با برابر حمله هر انتخاب زمانی پیچیدگی
خوشە های در جستجو بنابراین، می باشد. حملات امتیاز محاسبە ی تابع زمانی پیچیدگی Os

اندازە ی هم که می شود باعث خوشە ها تعداد افزایش دارد. کمتری زمانی پیچیدگی کوچک
بوجود باعث خوشە ها تعداد افزایش حال این با یابد. کاهش ویژگی ها تعداد هم و خوشە ها

می شود: اساسی مشکل دو آمدن
درون آن ها تراکم می شود باعث که می شوند پخش بیشتری خوشە های در موفق حملات .۱

شود. سخت تر آن ها کشف و یافته کاهش خوشە ها
همچنین بیابد. را مؤثر خوشە های که دارد نیاز بیشتری اکتشافات به ϵ-greedy سیاست .۲

می یابد. افزایش محلی بهینە ی در گرفتن قرار احتمال اول، مشکل بە دلیل
حال بااین باشد. مناسبی مقدار می تواند خوشه ۵۰ تا ۲۵ تعداد که داد نشان ما مشاهدات
۲۵ بین حالات تمامی امتیاز Silhouette معیار از استفاده با خوشە ها دقیق مقدار یافتن برای
مجموعە داده دو هر برای را آمده بدست امتیاز های ۱ .۵ شکل کردیم. محاسبه را خوشه ۵۰ تا
دادە ی مجموعه و ۲۵ به را SQLi مجموعە دادە ی آمده، بدست مقادیر به توجه با می دهد. نشان

کردیم. تقسیم خوشه ۴۶ به را XSS

آنتروپی آستانە ی حد ۵ .۴ .۵
انتخاب آنتروپی مقدار برای را آستانە ای حد تا است نیاز ویژگی کاهش از مرحله آخرین در
ویژگی های می شود باعث باشد کوچک بسیار آستانه حد مقدار اگر که است ذکر شایان کنیم.
رفتن دست از باعث باشد بزرگ بسیار آستانه حد که درصورتی و بمانند باقی بیشتری نامناسب



نتایج و پیادە سازی ۶۶
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SQLi (آ)
شده محاسبه Silhouette روش از استفاده با که مجموعە داده هر مختلف خوشە های امتیاز :۱ .۵ شکل

است.

شدیم متوجه و کردیم استفادە  خطا و سعی از آستانه حد این تعیین برای می شود. اطلاعات
است. مناسبی مقدار ۰٫۰۰۵ آستانە ی حد که

ϵ-greedy پارامتر های ۶ .۴ .۵
روش  از بخش این در هستند. ϵ-greedy سیاست به متعلق باقی مانده پارامترهای آخرین
بسیار ناموفق حملات تعداد که آنجایی از و می دهیم قرار ۱ برابر را پاداش مقدار پیشنهادی،
ϵ مقدار حداکثر می گیریم. درنظر ۰٫۵ با برابر را تنبیه مقدار است، موفق حملات از بیشتر
می دهیم. قرار ۵× ۱۰−۳ با برابر را ((۳ .۴) (رابطە ی k مقدار و می گیریم درنظر ۰٫۹ با برابر را
بیشتر k مقدار هرچه است. ϵ-greedy سیاست در بهرە وری و اکتشاف میزان کنترل k وظیفە ی
و سعی با نیز k مقدار پژوهش، این در می کند. اکتشاف صرف را بیشتری زمان الگوریتم باشد

است. آمده بدست خطا

نتایج ۵ .۵
این دارد. عهده بر را تحقیق پرسش های از یکی به پاسخ مسئولیت زیربخش هر بخش این در

می شوند. فراهم مختلف آزمایش های با پاسخ ها

شده سازی شخصی ۱فایروال



۶۷ نتایج

� ��� ��� ��� ��� ����

	�����������������

�

��

���

���

���

���

�


�����
�
����
�
�����
�

ModSecurity (آ)

� ��� ��� ��� ��� ����

���
��������������

�

���

���

���

���

����


	

�������
������

������

۱Custom-built WAF (ج)
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NAXSI (ب)
ازای به SQLi آسیب پذیری های کشف برای فایروال ها تست در درست مثبت های متوسط :۲ .۵ شکل

مختلف. nهای

n-gram بررسی ۱ .۵ .۵
۲۵ شامل زیرمجموعه هر که مجموعە  ها از زیرمجموعه ۴ ابتدا پرسش، اولین به پاسخ برای
حملات شامل که شدند انتخاب گونە ای به زیرمجموعە ها این شد. انتخاب است حمله هزار
کوچک مجموعە دادگان این از استفاده با را تطبیقی جستجوی الگوریتم سپس باشند. موفق
متوسط سپس است. شده تکرار بار ۱۰۰ آزمایش هر کردیم. اجرا ۳ و ۲ ،۱ مساوی های n برای

کردیم. محاسبه درخواست هزار یک برای را TP

هر برای را XSS حملات تست نتایج ۳ .۵ شکل و SQLi حملات تست نتایج ۲ .۵ شکل
بە دلیل احتمالا˟ unigram که می دهد نشان آمده بدست نتایج می دهد. نمایش فایروال سه
trigram و Bigram دارد. ضعیفی عملکرد کند، استخراج را پیچیده الگو های نمی تواند آنکه
مجموع در که می دهد نشان نتایج اما دارند. را پیچیده الگو های استخراج توانایی دو هر
اگرچه که باشد این می تواند تفاوت این دلیل است. trigram از بهتر کمی bigram عملکرد
تعداد اما کند. استخراج حملات از bigram به نسبت را پیچیدە تری الگو های می تواند trigram



نتایج و پیادە سازی ۶۸
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NAXSI (ب)
ازای به XSS آسیب پذیری های کشف برای فایروال ها تست در درست مثبت های متوسط :۳ .۵ شکل

مختلف. nهای

bigram از بیشتر بسیار ویژگی کاهش از پس حتی می شود حاصل trigram با که ویژگی هایی
برای بیشتری مشاهدات به پژوهش این در شده ارائه تطبیقی جستجوی روش درنتیجه است،
شود. trigram عملکرد کاهش باعث می تواند این که داشت خواهد نیاز آسیب پذیری ها کشف
ترکیب های (مانند کوچکتر موثر ترکیب های کشف عدم موجب n مقدار افزایش این بر علاوه
تکی، ترکیب های انواع شامل که است حالتی ایدە آل حالت بنابراین می شود. دوتایی) یا تکی
شامل مجموعە ای پردازش منابع، محدودیت بە دلیل متاسفانه که باشد، سە تایی و دوتایی
انجام بخش این در که آزمایش هایی در همچنین، نبود. امکان پذیر ما برای حالات این تمامی
متفاوت مجموعە دادگان با مختلف آزمایش های در bigram عملکرد که می شود مشاهده شد،
برای bigram از پژوهش این آزمایش های سایر در بنابراین، است. برخوردار بیشتری ثبات از

می کنیم. استفاده زیررشتە ها استخراج



۶۹ نتایج

خوشە بندی تأثیر مطالعە ی ۲ .۵ .۵
جنبە ی می کنیم. بررسی جنبه دو از را خوشە بندی تأثیر تحقیق، پرسش دومین به پاسخ برای
کاهش به می تواند ویژگی کاهش که آنجایی از است. ویژگی کاهش بر خوشە بندی تأثیر اول
محاسبه خوشە بندی از بعد و قبل را زیررشتە ها تعداد بنابراین کند، کمک مشاهدات تعداد
می شود دیده جدول در که همانطور است. شده داده نشان ۵ .۵ جدول در نتایج کردیم.
۶٫۴۸ بە ترتیب را ویژگی ها تعداد توانست ویژگی کاهش اعمال از قبل و بە تنهایی خوشە بندی
ویژگی، کاهش اعمال از پس دهد. کاهش XSS و SQLi مجموعە دادگان برای درصد ۵۷٫۲۶ و
مجموعە دادگان برای را ویژگی ها درصد ۹۸٫۵۰ و ۳۱٫۸۹ بە ترتیب حالت بدترین در توانستیم
اعضایش ویژگی تعداد به خوشه اندازە ی نسبت کمترین همچنین دهیم. کاهش XSS و SQLi

است. شده داده نشان ۵ .۵ جدول آخر ستون در

خوشە بندی. از بعد و قبل ویژگی ها تعداد مقایسە ی :۵ .۵ جدول

خوشە بندی از پس خوشە بندی از قبل
حمله نوع

تناسب T = ۰٫۰۵ T = ۰ ویژگی ها کل
متوسط بیشترین متوسط بیشترین

۲۴۷ ۶۹ ۱۲۶ ۷۳ ۱۷۳ ۱۸۵ SQLi

۳٫۱۳ ۹۳۳ ۱۷۰۲ ۲۰۷۱۴ ۴۸۴۷۰ ۱۱۳۴۰۸ XSS

نشان دهنده ستون هر شکل، این در است. شده داده نشان ۴ .۵ شکل  در آمده بدست نتایج
(NX) NAXSI و (MS) ModSecurity فایروال های تست در خوشه یک موفق حملات تعداد
موفق حملە ی ۱۰۰ از بیش حاوی خوشه یکمین و سی ۵. ۴ب، شکل در مثال، بە عنوان است.
همان همچنین، است. ModSecurity توسط شده محافظت HTTP GET پارامتر آزمایش در
NAXSI توسط شده محافظت پارامتر همان تست در موفق حملە ی ۴۰ حدود دارای خوشه

است.
محدود خوشە ی چند در تنها موفق حملات که کرد مشاهده می توان ،۴ .۵ شکل  به توجه با
تواند می ϵ-greedy سیاست از استفاده با مؤثر خوشە های یافتن بنابراین، شوند. می توزیع
خوشە های گذاشتن کنار با را موفق حملات کشف در ناموفق تلاش های توجهی قابل بە طور

دهد. کاهش اثر بی
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SQLi (آ)
مجموعە دادگان. خوشە های در موفق حملات توزیع :۴ .۵ شکل

روش ها سایر با پیشنهادی روش  مقایسە ی ۳ .۵ .۵
بر را ۳XSSART و ۲ART4SQLi ،۱ML-Driven E روش های ابتدا سوم، پرسش به پاسخ برای
ART4SQLi ،ML-Driven E روش های با را RAT سپس و کردیم سازی پیاده آن ها مقالات اساس
XSS داده مجموعه از استفاده با XSSART و SQLi مجموعە دادە ی از استفاده با تصادفی روش و
این، بر علاوه شدە اند. طراحی روش هر هدف به توجه با مقایسە ای آزمون های کردیم. مقایسه
استفاده با تصادفی روش با را آن دیگر، کد تزریق حملات تست در RAT توانایی بررسی برای

می کنیم. مقایسه XSS داده مجموعه از
ML-Driven E هدف که آنجا از تصادفی، روش و ML-Driven E با RAT مقایسە ی برای
برای و درخواست ۳۰،۰۰۰ برای را TPR مقدار است، SQLi آسیب پذیری تعداد بالاترین کشف
کنیم. مقایسه را آنها اثربخشی تا کنیم می ارزیابی را نتایج سپس کردیم. گیری اندازه روش هر
تعداد کمترین با موفق حملە ی اولین کشف XSSART و ART4SQLi روش های هدف
گیری اندازه را ها FP مقدار تنها روش ها، این با RAT مقایسه برای بنابراین، است. درخواست
الگوریتم و کردیم انتخاب تصادفی خوشه یک جستجو، بار هر در منظور این برای كردیم.

کردیم. اجرا دور یک برای شده انتخاب خوشە ی برای را تطبیقی جستجوی
بین مقایسە ای آزمایش های می پردازیم. متن باز فایروال های تست به فقط بخش این در
هستند گیر وقت آزمایش ها این زیرا شوند می تکرار بار ۳۰ تصادفی روش و ML-Driven E ،RAT
بین مقایسە ای آزمون های درمقابل، نبود. عملی ما محدود منابع با آزمایش ها تعداد افزایش و
حداکثر XSSART و ART4SQLi این، بر علاوه نیستند. گیر وقت XSSART و ART4SQLi ،RAT
نتایج گزارش برای آن ها آزمایش های بنابراین، هستند. تصادفی آزمایش از کارآمدتر درصد ۲۷
ART4SQLi ،RAT بین مقایسە ای آزمایش های این رو، از دارد. نیاز بیشتر تکرار به اعتماد قابل

کردیم. تکرار بار ۱۰۰ را XSSART و
1https://github.com/mhamouei/ml-driven
2https://github.com/mhamouei/art4sqli
3https://github.com/mhamouei/xssart

https://github.com/mhamouei/ml-driven
https://github.com/mhamouei/art4sqli
https://github.com/mhamouei/xssart


۷۱ نتایج
α = ۰٫۰۵ معنی دار۱ سطح با Wilcoxon آزمون از آمده، بدست نتایج آماری مقایسه برای
توزیع از دادە ها که نیست نیازی است، پارامتری غیر آزمون این که آنجا از کردیم. استفاده
تکرارها تمام برای را آزمایش ها نتایج همە ی ،Wilcoxon آزمایش انجام برای کنند. پیروی نرمال
SQLi مثال، (بە عنوان کردیم بندی گروه حمله نوع اساس بر را آنها سپس و کردیم آوری جمع

می شوند. گزارش جداگانه بە صورت حمله نوع هر برای Wilcoxon نتایج بنابراین، .(XSS یا
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ModSecurity (آ)
کشف برای متن باز فایروال های تست در روش هر برای آمدە  بدست TPR متوسط :۵ .۵ شکل

.SQLi آسیب پذیری های
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کشف برای متن باز فایروال های تست در روش هر برای آمدە  بدست TPR جعبە ای نمودار :۶ .۵ شکل
.SQLi آسیب پذیری های

کشد. می تصویر به را تصادفی روش و ML-Driven E ،RAT بین مقایسه نتیجه ۵ .۵ .شکل
شکل در که همانطور دهد. می نشان جعبە ای نمودار قالب در را نتیجه همین نیز ۶ .۵ شکل
۱۰۰ و ۹۵٫۳۷ متوسط بە طور تواند می RAT درخواست، ۳۰،۰۰۰ در است، شده داده نشان ۵ .۵
بر علاوه آورد. بە دست NAXSI و ModSecurity فایروال های تست در را آسیب پذیری ها درصد

1Significance level



نتایج و پیادە سازی ۷۲
.(۶ .۵ (شکل کند پیدا را موفق حملات از درصد ۸۳٫۵۳ توانست RAT حالت، بدترین در این،
آسیب پذیری های از ۷۶٫۵۶ و ۴۸٫۵۱ ترتیب به توانست متوسط بە طور ML-Driven E مقایسه، در
می ML-Driven E و RAT که دهد می نشان مشاهدات کند. پیدا را NAXSI و ModSecurity

بودن کم یاب دلیل به تصادفی روش که حالی در کنند، پیدا را موفق حملات از بسیاری توانند
RAT که دهد می نشان وضوح به نتایج این، بر علاوه نبود. آن ها کشف به قادر موفق حملات
کند. می عمل خود همتایان از بهتر توجهی قابل بە طور و است کمتری کاذب مثبت نرخ دارای

.SQLi آسیب پذیری های کشف برای فایروال ها تست در Wilcoxon آزمون نتایج :۶ .۵ جدول

RAT

(p < ۰٫۰۰۱)
ML-Driven E

(p < ۰٫۰۰۱)
تصادفی روش درخواست ها تعداد

ML-Driven E

تصادفی روش
تصادفی روش — ۱۰, ۰۰۰

ML-Driven E

تصادفی روش
تصادفی روش — ۲۰, ۰۰۰

ML-Driven E

تصادفی روش
تصادفی روش — ۳۰, ۰۰۰

از درخواست ۱۰،۰۰۰ هر از پس روش ها از یک هر عملکرد که دهد می نشان ۶ .۵ جدول
درخواست ۱۰،۰۰۰ هر از پس را TPR جدول این ایجاد برای است. بهتر روش ها کدام عملکرد
روش ها آماری مقایسه برای Wilcoxon آزمون از سپس و کردیم گیری اندازه تکرار بار هر برای
هر جدول این در است. شده داده نشان ۶ .۵ جدول در آمده بدست نتایج کردیم. استفاده
داشتە اند. ضعیف تری عملکرد ستون آن عنوان روش از که می دهد نشان را روش هایی سلول
دهد. می نشان را تصادفی روش و ART4SQLi ،RAT بین مقایسه نتیجه ۷ .۵ جدول
قبولی قابل تعداد از پس را موفق حملە ی اولین تواند می RAT که دهد می نشان مشاهدات
محدود تعداد در موفق حملە ی کردن پیدا به قادر ART4SQLi که حالی در بیابد، کاذب مثبت
از سریعتر درصد ۶۱٫۴۳ توانست RAT که ModSecurity کوکی پارامتر برای بجز نبود درخواست
با ModSecurity کوکی پارامتر آزمایش در نیز را FPها بیابد. را آسیب پذیری اولین ART4SQLi

p < ۰٫۰۰۱ با ART4SQLi از توانست RAT درنتیجه، کردیم. مقایسه Wilcoxon آزمون از استفاده
بگیرد. پیشی

استفاده با کد، تزریق آسیب پذیری های سایر کشف در RAT عملکرد ارزیابی برای سرانجام،



۷۳ نتایج
کشف برای فایروال ها تست در موفق حملە ی اولین یافتن از قبل FP مقادیر :۷ .۵ جدول

.SQLi آسیب پذیری های

Cookie GET پارامتر روش
NAXSI ModSecurity NAXSI ModSecurity

۲۱۰٫۷۸ ۱۷۹٫۳۳ ۲۰۹٫۳ ۱۴۲٫۴ RAT

— ۴۶۵٫۰۲ — — ART4SQLi

— — — — تصادفی روش
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ModSecurity (آ)
آسیب پذیری های کشف برای متن باز فایروال های تست در روش هر برای آمدە  بدست TPR :۷ .۵ شکل

.XSS
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کشف برای متن باز فایروال های تست در روش هر برای آمدە  بدست TPR جعبە ای نمودار :۸ .۵ شکل
.XSS آسیب پذیری های



نتایج و پیادە سازی ۷۴
نتیجە ی ۷ .۵ شکل کردیم. تست را NAXSI و ModSecurity فایروال های XSS داده مجموعه از
روش و RAT از استفاده با XSS آسیب پذیری های کشف برای را NAXSI و ModSecurity تست
شکل مطابق دهد. می نشان را آزمون نتایج آماری تغییر ۸ .۵ شکل و دهد می نشان تصادفی
پیدا را آسیب پذیری ها درصد ۱۰۰ درخواست، هزار ۱۰ به رسیدن از قبل توانست RAT،۷ .۵
علاوه کند. کشف را آسیب پذیری ها از درصد یک فقط توانست تصادفی روش که حالی در کند،
تأیید درنتیجه، کردیم. مقایسه نیز Wilcoxon آزمون از استفاده با را روش دو این نتایج این، بر

کند. عمل تصادفی روش از بهتر (p < ۰٫۰۰۱) توجهی قابل بە طور تواند می RAT که شد

عمل در روش پیشنهادی کارایی ارزیابی ۴ .۵ .۵
تست شده سازی شخصی فایروال روی را آن همتایان و RAT پرسش، آخرین به پاسخ برای
ارزیابی برای شدند. ارسال فایروال برای اینترنت طریق از درخواست ها آزمایش این در کردیم.
موفق حملات تعداد و دادیم انجام روش هر با را جستجو ۳۰،۰۰۰ آزمایش بار هر در اثربخشی،
شده پیادە سازی واقعی دنیای در آزمایش مورد برنامه که آنجا از کردیم. اندازە گیری را (TP)
را موفق حملات کل تعداد توانستیم نمی ما و بود، اجرا غیرقابل جامع آزمون حملە ی است،

دهیم. می گزارش را TP فقط بخش این در بنابراین کنیم. گیری اندازه TPR محاسبه برای
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جعبە ای نمودار (ب)
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خطی نمودار (آ)
شده. شخصی سازی فایروال تست در روش هر با شده کشف  SQLi آسیب پذیری های متوسط :۹ .۵ شکل

فایروال روی را تصادفی روش و ML-Driven E ،RAT روش سه اعمال نتایج ۵. ۹آ شکل
همان نیز ۵. ۹ب شکل و دهد می نشان SQLi آسیب پذیری های کشف جهت شده شخصی سازی
بدست آمده نتایج می دهد. نشان بهتر آماری درک برای جعبە ای نمودارهای قالب در را نتایج
قبولی قابل تعداد با را آسیب پذیری ها از توجهی قابل تعداد تواند می RAT که دهد می نشان
حملە ی هر کشف برای را درخواست ۲٫۸۳ تعداد RAT متوسط، بە طور کند. کشف درخواست
و درخواست ۴٫۰۶ با برابر ML-Driven E روش برای تعداد این که حالی در کرد، ارسال موفق

است. ۱۳٫۵۶ عدد این تصادفی روش برای



۷۵ نتایج
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جعبە ای نمودار (ب)
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خطی نمودار (آ)
شده. شخصی سازی فایروال تست در روش هر با شده کشف  XSS آسیب پذیری های متوسط :۱۰ .۵ شکل

کردیم. گیری اندازه ML-Driven E و RAT برای را TSR میانگین ،RAT کارایی ارزیابی برای
ثانیه ۰٫۸۰ مقدار این ML-Driven E برای و ثانیه ۰٫۷۴ با برابر RAT برای TSR متوسط مقدار
ما است. معقولی مقدار عمل در و بود یکسان تقریباً روش دو هر برای TSR مقادیر بود.
۱۰ .۵ شکل در آمده بدست نتایج دادیم. انجام XSS حمله برای را آزمایش همین همچنین

است: زیر شرح به آن خلاصە ی که است دادە شده نشان
است، کرده ارسال درخواست ۴٫۴۴ متوسط بە طور RAT آسیب پذیری هر کشف ازای به ●

است. کرده ارسال درخواست ۱۸۴٫۱۱ تصادفی روش که حالی در
کمتر تعداد دلیل به که بود ثانیه ۰٫۳۹ آزمایش این در RAT برای TSR مقدار میانگین ●

بود. کمتر TSR آسیب پذیری تست TSR مقدار از نمونه،
انجام نیز تصادفی روش و ML-Driven E با RAT TPهای مقایسه برای را Wilcoxon آزمایش
بدست نتایج همچنین بود، ۶ .۵ جدول همانند SQLi آسیب پذیری های تست نتایج دادیم.
نشان که کردیم ارزیابی Wilcoxon روش از استفاده با نیز را XSS آسیب پذیری های تست از آمده

بود. تصادفی روش از (p < ۰٫۰۰۱) بهتر بسیار RAT عملکرد می داد
سرعت ارزیابی برای XSSART و ART4SQLi ،RAT بین همچنین را مقایسە ای آزمایش های
عملکرد تا دادیم انجام شده سازی شخصی فایروال آسیب پذیری اولین کشف در روش ها این
داده نشان ۹ .۵ و ۸ .۵ جداول در نتایج کنیم. مقایسه یکدیگر با واقعی دنیای در را روش ها این
را آسیب پذیری اولین می توانند ART4SQLi و تصادفی روش ،۸ .۵ جدول مطابق است. شده
کند می تأیید نیز Wilcoxon آزمون از آمده بدست نتایج کنند. کشف RAT از کمتر تلاشی با
ART4SQLi نه حال، این با کنند. عمل بهتر RAT از می توانند ART4SQLi و تصادفی روش که
آمده دست به نتایج احتمالی دلیل نداشتند. یکدیگر به نسبت برتری ای تصادفی روش نه و
باشد. SQLi حملات برابر در شخصی سازی شده فایروال پذیری های آسیب زیاد تعداد تواند می



نتایج و پیادە سازی ۷۶
شخصی سازی فایروال تست در تصادفی روش و ART4SQLi،RAT سرعت بین مقایسه نتیجه :۸ .۵ جدول
اولین کشف از قبل FPها متوسط میانگین، جدول، این در .SQLi آسیبپذیری های کشف برای شده

است. آسیب پذیری
RAT ART4SQLi تصادفی روش
۷٫۵۷ ۴٫۶۴ ۴٫۹۳ میانگین
۷٫۲۱ ۴٫۶۳ ۵٫۹۶ واریانس
— (p < ۰٫۰۱) RAT (p < ۰٫۰۰۱) RAT Wilcoxon

شخصی سازی فایروال تست در تصادفی روش و XSSART،RAT سرعت بین مقایسه نتیجه :۹ .۵ جدول
اولین کشف از قبل FPها متوسط میانگین، جدول، این در .XSS های آسیبپذیری کشف برای شده

است. آسیب پذیری
RAT

(p < ۰٫۰۰۱)
XSSART تصادفی روش

۳۷٫۷۷ ۱۰۷٫۶۱ ۹۲٫۹۵ میانگین
۱۵٫۶۵ ۱۱۶٫۶۳ ۹۲٫۱۶ واریانس

تصادفی روش
XSSART

— — Wilcoxon

بهتری عملکرد توجهی قابل بە طور تواند می RAT که دهد می نشان ۹ .۵ جدول حال، این با
باشد. داشته XSS آسیب پذیری اولین کشف در تصادفی روش و XSSART به نسبت

برخوردار لازم کارایی از هم عمل در پیشنهادی روش آیا که سؤال این به پاسخ در نهایت، در
می توان را پیشنهادی روش که می دهد نشان آمده بدست نتایج بله. که بگوییم باید خیر، یا است
کرد. استفاده اینترنت بستر در وب تحت فایروال ها آسیب پذیری کشف برای واقعی دنیای در

جمع بندی ۶ .۵
آن از پس شد. داده شرح پرسش هر هدف و شد مطرح تحقیق پرسش های ابتدا فصل، دراین
پیشنهادی روش پارامتر های تعیین نحوە ی درمورد همچنین کردیم. معرفی را آزمایش محیط
و تحقیق پرسش های به پاسخ به فصل این از بخش آخرین در نهایت، در پرداختیم. بحث به

پرداختیم. مختلف آزمایش های قالب در خود همتایان با پیشنهادی روش مقایسە ی



۶ فصل
پیشنهاد ها و نتیجە گیری

نتیجە گیری و جمع بندی ۱ .۶
فضای در امنیت و خصوصی حریم حفظ زمینه در سهل انگاری امروزی، مدرن جامعە ی در
بە عنوان وب فایروال های بنابراین، دارد. بە دنبال را جبران ناپذیری و مخرب پیامدهای سایبری
از دارند. وب تحت سرویس های و برنامە ها از محافظت در برجستە ای نقش مؤثر، حل راه یک
مرتباً باید فایروال ها است، افزایش حال در آن ها پیچیدگی همچنین و حملات وقوع که آنجا
و زده دور را آن ها است ممکن حملات صورت، این غیر در زیرا شوند، بە روزرسانی و آزمایش

کند. تهدید را آن ها محافظت تحت برنامە های
آسیب پذیری های کشف برای سیاه جعبه تست روش یک ارائە ی پژوهش، این اصلی هدف
حملات الگو های انبوه میان در جستجو کمی تعداد با بتواند بە طوری که است. وب فایروال های

شد. ارائه فاز سه شامل روشی بدین منظور بیابد. را آسیب پذیری ها تعداد بیشترین
نمونه آن ها از استفاده با تا می پردازد اولیه ویژگی های استخراج به روش این اول، فاز در
همان یا تست پارامتر های تعداد کاهش کار، این از هدف کند. خوشە بندی را مشابه حملات
یافتن برای را جستجو تعداد می توان بنابراین، است. جستجو دامنە ی کردن محدود و ویژگی ها

داد. کاهش توجهی قابل حد تا خوشە بندی از استفاده با آسیب پذیری ها
استفاده برای نهایی ویژگی های بردار تشکیل آن از پس و ویژگی کاهش وظیفە ی دوم فاز
چشمگیری کاهش ویژگی ها تعداد دادە ها خوشە بندی با اگرچه دارد. بر عهده را جستجوگر توسط
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حضورشان معایب که می مانند باقی اول فاز از پس بسیاری ویژگی های همچنان اما می کند. پیدا
آمادە ی دادە ها و می شوند حذف نیز ویژگی ها آن فاز این در بنابراین، است. آن ها مزایای از بیش

می گردند. جستجوگر در استفاده
خوشە ای برون و درون سطح دو در جستجو عملیات دارد نام جستجوگر که آخر فاز در
پیشنهادی تطبیقی جستجوی روش یک بە کارگیری با خوشە ای درون سطح در می شود. انجام
از اما می شود. پرداخته خوشه درون حملات درمیان موفق حملات کشف برای جستجو به
تقویتی یادگیری از استفاده با بنابراین، نیستند، موفق حملات دارای خوشە ها تمامی که آنجایی

می شود. انجام مؤثر خوشە های کشف بە منظور خوشە ای برون جستجوی عملیات
آزمایش های توسط پیشنهادی روش بخش در شده طرح ایدە های تمامی پژوهش این در
آزمایش های نتایج شد. مقایسه جدید روش سه با پیشنهادی روش همچنین شدند. بررسی متنوع
دارد، خود رقبای به نسبت بهتری بسیار عملکرد تنها نه پیشنهادی روش که داد نشان مقایسه

کرد. استفاده نیز واقعی دنیای در آن از بە راحتی می توان بلکه

آتی کار های برای پیشنهاد ۲ .۶
حیاتی امری آن ها آسیب پذیری های کشف جهت فایروال ها تست شد، بحث پیش تر که همانطور
راهکاری تا است نیاز و است دشوار امری دستی بە صورت فایروال ها اصلاح همچنان اما است.
تنظیمات شده کشف آسیب پذیری های از استفاده با و خودکار بە صورت بتواند که شود ارائه

کند. اصلاح را فایروال ها
سایر و روش این عملکرد اما داد، نشان خود از خوبی بسیار عملکرد پیشنهادی روش اگرچه
از که است دستور زبانی یا مجموعە دادە  به وابسته بسیار ایم کرده مطالعه تاکنون که روش هایی
توجهی قابل تأثیر مجموعە دادگان بروزرسانی و جامعیت عدم این رو، از می کنند. استفاده آن ها
رشتە  طول اندازە ی محدودیت عدم بدلیل طرفی، از می گذارد. روش ها این عملکرد افت بر
که می شود موجب دلیل همین کرد. تولید حمله رشته نامحدودی تعداد به می توان حملات،
می توان مشکل این حل برای باشد. دشوار بسیار جامع مجموعە داده یک بروزرسانی و تهیە ی
گزارش ها و مقالات وبسایت ها، از شده کشف حملات نمونه آخرین استخراج جهت روشی ابتدا
بودە اند، موفق گذشته تست های در که حملاتی و داد ە ها این از استفاده با آن، از پس داد. ارائه
ارائه مجموعە داده خودکار بروزرسانی و جدید حملات رشته تولید جهت مولد مدل یک می توان

داد.
همچنان دادە ها که است این بیانگر خوشە ها، برای آمده بدست silhouette امتیاز نهایت، در
آن ها خوشە بندی برای دادە ها بهتر جداسازی جهت راهکاری ارائە ی و نشدە اند جدا هم از کامل

بخشد. بهبود هم باز را پیشنهادی روش عملکرد است ممکن
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Aabstract

Web Application Firewalls (WAFs) are responsible for the safety of numerous web

applications that are brutally under attack. Due to the increasing sophistication of web

attacks, WAFs have to be tested and updated regularly to resist the relentless flow of

web attacks. In practice, using a brute-force attack to discover vulnerabilities is infeasible

due to the wide variety of attack patterns. Thus, various black-box testing techniques

have been proposed to provide a practical solution. However, these techniques are not

mature enough and suffer from low efficiency. In this paper, we present an automated

black-box testing strategy to discover injection vulnerabilities in WAFs. In particular, we

focus on SQL injection and Cross-site Scripting (XSS), which have been among the top

ten vulnerabilities over the past decade.

In our proposed method, in the very first phase, an n-gram is used to decompose attack

payloads into string fragments. Then, skip-gram is utilized to transform fragments into

numerical vectors to cluster them in the next step using hierarchical clustering. In the last

step, attack payloads are clustered using fragment clusters and autoencoder. In the second

phase, first, non-informative fragments are removed in each cluster using entropy. Then,

a weight is calculated for each fragment using Inverse-Document-Frequency (IDF) to form

the final feature vectors. In the last phase, test oracle searches for bypassing payloads in

two parallel steps: inter-cluster search and intra-cluster search. The inter-cluster search

aims to discover clusters that include bypassing payloads using an e-greedy policy. Simul-

taneously, the intra-cluster search algorithm tries to discover bypassing payloads inside a

selected cluster using Term-Frequency-Inverse-Document-Frequency (TF-IDF).

In this research, the proposed method is compared to three state-of-the-art methods,

namely ML-Driven E, ART4SQLi, and XSSART, using two datasets containing 2417720

and 1798062 SQLi and XSS payloads, respectively. Results show that the proposed method

discovers an average of 33.53% more vulnerabilities than ML-Driven E. Moreover, on

average, the proposed method consumes 63.16% fewer HTTP requests than ART4SQLi

and XSSART before discovering the first bypassing payload.

Keywords: Security testing, Intection attack, Adaptive testing, Web application firewall

(WAF), Attack sample clustering, SQL injection
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