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از تار مهر و پود    ی نام آنان است که در لباس   سته ی به آموختن نهاد و سپس سپاس شا   ل ی م   ی اوست که در آدم   بنده ی سپاس همواره ز 
ب  ا شم ی ند ی علم به من آموختند چگونه  استادان گرانقدر که من را در  تواضع بر آستان  م   ی ار ی راه    ن ی . سر  فرو    مانه ی م و ص   آورم ی کردند 

 . دارم یم   م ی تقد   آنان مراتب امتنان خود رابه  
خدا   حال  لطف  با  تحق   ی که  کار  ا   ق ی بزرگ  گارش  ن رس   ان ی پ   ن ی و  اتمام  به  م   ده ینامه  واجب  خود  بر  باب    دانم ی است  من 

نامه    ان ی پ   ی در اجرا   ه ی و   و به   ل ی که در طول دوران تحص   ی و بزرگواران   ان ی عز   ه ی الخالق« از کل   شکری المخلوق لم    شکر ی »من لم    ث ی حد 
 . م ی و تشکر خود را اعلام نما  ی مراتب تقد   اند، داشته   نجاب ی مساعدت را با ا   ت ی نها 

 
، جناب آق    گرانقدر  فرزانه   ی استاد  استاد   ، با درا   ی ا دکتر منصور فاتح  به عهده    ان ی پ   ن ی ا   یی راهنما  ش ی خو   ی علم   ت ی که  را  نامه 

بزرگوارا از   ن ی روزافزون ا   ق ی اند. توف نموده   ی ار ی مراحل مرا   ی در تمام   ی و دلسوز  ی اند و با صبور بوده   نجانب ی ا   ی گرفتند و استاد راهنما 
 مسألت دارم.   نان م   د ی درگاه ا 

 
رساندن    ان ی را در به پ   نجانب ی که ا   ی خ ی مشا   ی و خانم دکتر هد   ی زاهد   ی دکتر مرتض   ی دانشکده، جناب آق   ی دو استاد برجسته   ار 

 . کنم ی اند، کمال تشکر را م نموده   ی ار ی   نامه ان ی پ   ن ی ا 
 

و تشکر    ی قدردان   مانه ی نمودند، صم   ی ار ی اثر مرا    ن ی رساندن ا   ان ی به پ   که در   ی طاهر  ی فاتح و مصطف   ررضا ی ام   ان یآق   م ی دوستان عز   از 
  .   دانم ی مات خالصانه شان م زح   ون ی و خود را مد   م ی نمای م 
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 تعهد نامه 

امین   ... اینجانب   ارشد   .... زادهمحمد  کارشناسی  دوره  هوش    ... رشته  )دکتری(    دانشجوی 

اطلاعات  ......دانشکده    ... مصنوعی فناوری  و  کامپیوتر  شاهرود    ....مهندسی  صنعتی  دانشگاه 

پایان تحت راهنمائی    ...... قی عم  ی ریادگیکمک   به  هیسرطان ر   صیتشخ   ....... نامه  نویسنده 

 . شوممتعهد می ..... دکتر منصور فاتح ..... 

 برخوردار است .  توسط اینجانب انجام شده است و از صحت و اصالت  نامهپایانتحقیقات در این   •

 است .در استفاده از نتایج پژوهشهای محققان دیگر به مرجع مورد استفاده استناد شده   •

تاکنون توسط خود یا فرد دیگری برای دریافت هیچ نوع مدرک یا امتیازی در هیچ   نامهپایان مطالب مندرج در   •

 جا ارائه نشده است . 

دانشگاه صنعتی شاهرود     • به  متعلق  اثر  این  معنوی  دانشگاه    باشدمی کلیه حقوق  نام »  با  مقالات مستخرج  و 

 « به چاپ خواهد رسید .   Shahrood  University  of  Technology»  صنعتی شاهرود « و یا  

تأثیرگذار بوده اند در مقالات مستخرج از    نامهپایانحقوق معنوی تمام افرادی که در به دست آمدن نتایح اصلی   •

 رعایت می گردد.  نامهپایان 

استفاده شده است ضوابط   ، در مواردی که از موجود زنده ) یا بافتهای آنها ( نامهپایان در کلیه مراحل انجام این  •

 و اصول اخلاقی رعایت شده است . 

، در مواردی که به حوزه اطلاعات شخصی افراد دسترسی یافته یا استفاده  نامهپایان در کلیه مراحل انجام این   •

                                                                                                                                                                       شده است اصل رازداری ، ضوابط و اصول اخلاق انسانی رعایت شده است .

 تاریخ                                                   

 امضای دانشجو                                                   

 مالكیت نتایج و حق نشر  
کلیه حقوق معنوی این اثر و محصولات آن )مقالات مستخرج ، کتاب ، برنامه های رایانه ای ، نرم افزار ها و تجهیزات ساخته  

 در تولیدات علمی مربوطه ذکر شود .. این مطلب باید به نحو مقتضی    باشدمی شده است ( متعلق به دانشگاه صنعتی شاهرود  

 . باشدمی بدون ذکر مرجع مجاز ننامه  پایان در  استفاده از اطلاعات و نتایج موجود  
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 چکیده 

اشتباه    صیتشخ ، یماریب  نیا  اد یتلفات ز  لیاز دلا  یکیکشنده جهان است.    یهای ماریاز ب  یکیسرطان  

به    هیسرطان ر  ص یها، تشختمام سرطان  نیبوده است. در ب   یماریب  نیا  ص یدر تشخ  ریتاخ  ایپزشک  

  ، ی لوژعلم و تکنو   شرفت ی. با پردیپذ ی انجام م  یو ناهماهنگ، به سخت  کسانیریعلت داشتن ساختار غ

  خودکار مه یخودکار و ن  یهاستم یخارج شود و با س   ی از حالت سنت  تواند یم   یمارینوع ب  نیا  صیتشخ

از   توانی دهد، م ص یرا تشخ یماریکه بتواند بدون دخالت انسان ب ستمیس   کیداشتن   یانجام شود. برا

شامل دو بخش    ه، یسرطان ر  ص یتشخ  یهاستمیس   ،یطور کل   بهره برد. به   قیعم  یریادگی  یهاک یتکن

استخراج و  یورود   ،یبند قسمت بخش  یاست. خروج   یبند و طبقه   یبند بخش   یاصل و    یژگ یقسمت 

  ی است. برا  هی و ناهماهنگ ر  کسانیریساختار غ  ی بند ت بخش مشکل قسم  نیتراست. مهم   یبند طبقه 

  زان یم  بودن ها، بالا  روش   نیاغلب ا  رادیمطرح شده است که ا یادیز  یهامشکل، روش   نیبردن ا  نیاز ب

  یی هاپردازش شیپ   ریتصاو  یابتدا بر رو   ه،ی سرطان ر  صیتشخ  یبرا  ق، یتحق  نیمثبت کاذب است. در ا

ها آن   تیفیک  شی و افزا یخام ورود  ریبه منظور فراهم کردن تصاو  هاپردازش شیپ  نیانجام شده است. ا

  ه یر  ر ی، تصاوBCDU-Net  یاست. سپس با استفاده از شبکه عصب  قیعم  ی ری ادگیآموزش شبکه    یبرا

عصبشده  یبند بخش شبکه  از  استفاده  با  سپس  بعد   یکانولوشن  ی اند.  تغ  یسه  با  ر  راتییو    ی و بر 

و  ن یا  یهاهیلا استخراج  لا  ی ژگیشبکه،  آخر،  مرحله  در  است.  شده  شبکه    ه یانجام  به  متصل  تماما 

XGBOOST  نها تا  است  شده  بالا  یبند طبقه  تایمتصل  دقت  پذ   ییبا  اردیانجام  از  استفاده  با    ن ی. 

تغشبکه و  رو   یراتییها  بر  اآن   یکه  پ   یدرصد   97/94به دقت    م،یاکرده   جادیها  و    میاکرده   دایدست 

 داشته است.  ش یدقت کار افزا ن،یشیپ یهانسبت به کار 

کلیدی کانولوشنیبندی،  بخش  :کلمات  عصبی  ریه،  شبکه   ،U-Net  ،3D CNN  ،سرطان تشخیص   ،

 یادگیری عمیق 
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 پیشگفتار 1-1

بیماری  رو در جهان  آن  با  مردم جهان  و  دارند  وجود  زیادی  این  بههای خطرناک  از  کدام  رو هستند. هر 

شوند. در  کنند و در بدترین حالت باعث مرگ بیمار می ها به شیوه خاص، بدن بیمار را درگیر می بیماری

دلایل مختلف از جمله تاخیر    ها است. سرطان باترین بیماری ها، سرطان یکی از خطرناک بین این بیماری 

می  بیمار  مرگ  باعث  غیره  و  معالج  پزشک  اشتباه  تشیخص  پزشک،  به  مراجعه  تشخیص  ]1[شود  در   .

اشتباه پزشک، باعث مشکلاتی از جمله تاخیر در آغاز درمان، فراگیری بدن انسان از بیماری و مرگ بیمار  

روی  های پیش طان یکی از بزرگترین چالششود. با توجه به این مشکلات، تشخیص سریع و دقیق سرمی 

با   و  به درستی  بیماری وی  بسیار حیاتی است که  بیمار  برای  توضیحات،  این  به  توجه  با  پزشکان است. 

است. خودکار  سیستمی  به  متعلق  فقط  دقت  و  سرعت  این  که  شود  داده  تشخیص  و    سرعت  پزشک 

)  از  ستیولوژ یراد کامپیوتری  پرتونگاری  تفسلیتحل   یراب  CT )1تصاویر  تشخ  ری،  ر  صی و  از    ه یسرطان 

م  هیر  یهابافت ای استفاده  با  ب  نیکنند.  در  نت  یابیموارد، دست  شتریوجود،  بدون    صیتشخ  قیدق   جهیبه 

پزشک ابزار  از  وقت استفاده  و  سخت  بسیار  کار  از  ی  استفاده  دلیل  همین  به  است.  های  سیستمگیر 

)کمک الز  CAD )2کامپیوتری  و  امر طبیعی  نوع سیستم یک  این  است.  متخصصان  امی  به  برای کمک  ها 

کنند و عامل انسانی در آن دخیل نباشد،  عملها به صورت خودکار طراحی شده است. هر چه این سیستم

 .]3و2[کنند دقت بالاتری خواهند داشت و کمک بسیار بالاتری به تشخیص پزشکان می 

تشخیص سرطان ریه، با پیمودن چندین مرحله، خروجی لازم برای    کامپیوتریهای کمک سیستمدر  

می  دست  به  معمول  پزشک  طور  به  مراحل  این  تقسهاداده   پردازش شی پآید.    ص یتشخ  ،هاه یر  یبند م ی، 

های لازم برای  ها، کار پردازش داده باشند. به طور خلاصه در مرحله پیش بندی می و طبقه   نامزد   یهاگره 

های از قسمت بافت ریه    هاه یر  یبند بخش ها انجام خواهد شد. در قسمت  کردن داده دست  یکسان و یک 

و   جدا  ریه  می   شود میمشخص  دیگر  حذف  تصویر  بقیه  مرحله  شودو  در  از    نامزد   یهاگره   صی تشخ. 

 
1Computed Tomography  

2CAD: Computer Aided Design  
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الگوریتم مدل از  آخر  مرحله  در  است.  شده  استفاده  موجود  مختلف  عمیق های  یادگیری  برای    1های 

 . ]4[کنیم که در ادامه به طور کامل شرح داده خواهند شد تفاده می بندی اس طبقه 

 ف از تحقیق هد 1-2
بخش مانه در  که  شد،  طور  گفته  قبل  ریه  های  سرطان  تشخیص  در  دقت  و  از  سرعت  بزرگترین  یکی 

است که    کار برده شده   به   تشخیص سرطان ریه های بسیاری برای  روش .  باشد می   حوزه   این   ها در چالش

از   شبکه  ،هاآنیکی  از  است.استفاده  عمیق  توانسته روش   های عصبی  تازگی  به  عمیق  یادگیری  اند های 

بندی نواحی مختلف یک  قطعه  نایی ماشین و نقش بسیار بزرگ و پررنگی در مباحث هوش مصنوعی، بی

 .تصویر داشته باشند 

عمیقتکنیک یادگیری  توانایی    های  دلیل  دربه  حجیم   بالا  مقادیر  سریع داده  پردازش  طور  به  و    ها 

در    کاربرد دقیق،   فراوانی  از جمله  حوزه بسیار  پزشکی  پزشکیقطعهها  تصاویر  طبقه   بندی  دارند  و  بندی 

این    . ]5[ کلی  دو  پیاده ،  تحقیق هدف  از  استفاده  با  خودکار  کاملا  روش  یک    عمیق  عصبی   شبکه سازی 

( است که در  بندی تصاویر پزشکیای کانولوشنی مختص بخش)شبکه  U-Netبر مبتنیالگوریتم اول    است.

تصاویر سی  به طور خودکار بخش تی آن  ریه  می اسکن  دوم  بندی  الگوریتم  که وظیفه    CNNشوند.  است 

 بندی و تشخیص نوع سرطان را دارد. طبقه 

 آن  یهاحلها و راه چالش 1-3
 های اضافی به دلیل داشتن ساختاررادیوگرافی های یچیدگی عکس پ ➢

های اضافی )خون، آب، هوا و غیره( و تداخل  به دلیل داشتن ساختار  رادیوگرافی یا توموگرافی های  عکس

که   است  شده  باعث  موضوع  این  هستند.  پیچیده  هم،  با  ساختارها  این  از  که  هایرادیولوژیستبرخی  ی 

 
1Deep learning  
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راحتی بخش سال به  نتوانند  دارند هم  فعالیت  این عرصه  در  از  های سال  مختلف  ی  1ها ندولجمله  های 

ریوی  می   کوچک  دچار مشکل  تشخیص  برای  و  دهند  تشخیص  ]را  را    مشکلاین    1-1[. شکل  6شوند 

 دهد. نشان می ترواضح

 

 هاآن  آناتومیک  ، شکل نامنظم و مکان پیچیدههای ریویکم توده بسیارروشنایی  ➢

می  تشخیص  در  خطا  آمدن  وجود  به  باعث  سنتی  روش  در  که  مشکلاتی  از  دیگر  روشنایی  شود،  یکی 

توده بسیار ریوی کم  پیچیده های  و مکان  نامنظم  به  آن   آناتومیک   ، شکل  باعث  موارد ذکر شده،  است.  ها 

صاویر و  شود. به دلیل حجم بالای توجود آمدن مشکلات اساسی در تشخیص، جداسازی و آشکارسازی می 

ها بسیار سخت و طولانی  از روش سنتی یا تفسیر دستی آن   فاده تاس های ریه با هم،  تداخل برخی از لایه 

 .]7[شود است. این مشکلات باعث به وجود آمدن خطای انسانی در تشخیص بیماری می 

 

 یسرطان یاه یاز ر  یانمونه   . 1-0شكل  

 

 در ریه   بزرگ اریجستجو بس ی فضاجود و ➢

ی ریوی حذف شوند تا  در ریه، باید مناطق اضافه   بزرگ  اریجستجو بس  یفضاوجود   طور کلی به دلیلبه 

پذیرد.   بالاتری صورت  با دقت  دل تشخیص  نم  تی محدود  لیبه  با    ما  یرا مستق  ر یتوان کل تصوی محاسبه، 

پیدا شوند    سرطان  ی مناطق احتمال  د یبابندی،  . برای طبقه کرد  یبند طبقه   یسه بعد   یهاCNNاستفاده از  

 
1 Nodule 
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برای فیلتر کردن مناطق تاریک استفاده    1گذایبندی کرد. به همین دلایل از آستانه ها را طبقه و سپس آن 

 شود. می 

است که بتواند تصاویر پزشکی را پردازش    CADها، نیاز به طراحی یک سیستم  با توجه به این چالش 

های مشکوک به سرطان را شناسایی و خروجی لازم را برای  علاوه بر پردازش، قسمت   کند. این سیستم 

می مرحله  فراهم  سرطان  نوع  تشخیص  یعنی  بعد  نتیجه  ی  در  سیستم  کند.  از  به    CADپزشک 

. به طور کلی، دو مرحله مهم و حیاتی برای  [7]کند تر استفاده می ظوردستیابی به تشخیص بهتر و دقیق من

.  بندی تصاویر است بحث بخش تشخیص نوع سرطان وجود دارد. اولین مرحله که در ابتدای کار قرار دارد،  

 . [8]بندی آن استکند، تشخیص نوع سرطان و طبقه دومین مرحله که از خروجی مرحله قبل استفاده می 

 های تحقیق سوال  1-4
های متصل به  دول بندی تصویر، قادر به تشخیص نیا الگوریتم مورد استفاده در قسمت بخشآ ➢

 باشد؟ می  دیواره ریه

 تواند به درستی نوع سرطان را تشخیص دهد؟بندی انجام شده در پایان کار، می طبقه آیا  ➢

 لایه تماما متصل پیوند داد؟ ی عصبی دیگری را با توان شبکه آیا می  ➢

 های تحقیق فرضیه 1-5
باشند، تصاویر سه  های این تحقیق می اسکن که به عنوان ورودی و داده تی تمام تصاویر سی ➢

 بعدی هستند.

داده  ➢ لیبل تمام  و  هستند  برچسب  دارای  تحقیق،  این  در  شده  استفاده  شدههای   اند. گذاری 

 بدون سرطان است.  به معنی 0به معنی دارای سرطان و   1برچسب 

 
1 thresholding 
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 های تحقیق نوآوری  1-6
 نامه به شرح ذیل است:ها در این پایانطور کلی ، لیست نوآوریهب

 های مختلف شبکه عصبی کانولوشنی سه بعدی. تغییر بر روی بخش  (1

در این قسمت، تغییراتی بر روی شبکه اصلی کانولوشنی سه بعدی در جهت بهبود عملکرد این شبکه  

 رسانده شده است.   9عدد  ههای این شبکه ب اد لایه داده شده است و تعد 

 

 ترکیب دو الگوریتم یادگیری عمیق. (2

ها خودکار شوند، ما در این تحقیق از  باتوجه به این که در جامعه امروزی، تلاش بر این است که سیستم 

کرده  استفاده  خودکار  کاملا  عصبی  شبکه  بخش دو  برای  اول  شبکه  دوم  ایم.  شبکه  و  تصویر  برای  بندی 

بندی و در مرحله آخر برای بالا بردن دقت، از یک شبکه دیگر در آخرین مرحله  تشخیص ویژگی و طبقه 

 ایم.استفاده کرده 

 

 استفاده از تقویت گرادیان و پیوند دادن آن با لایه تماما متصل. (3

بندی، از تقویت گرادیان و یکی از بهترین  طور که در مورد قبلی ذکر شد، برای بالا بردن دقت طبقه همان

 ایم.های آن، استفاده کرده شبکه

 

 . های قبلیافزایش دقت نسبت به روش  (4

شبکه  روی  بر  که  تغییراتی  به  توجه  دقت  با  گرادیان،  تقویت  از  استفاده  با  و  است  شده  داده  اصلی  های 

 ص نسبت به تحقیقات دیگر بالاتر رفته است.تشخی
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 نامهختار پایانسا 1-7
در مقدمه توضیحاتی در مورد کلیت کار مطرح شد. در فصل    شد.  نامه در شش فصل ارائه خواهد ین پایانا

بر کار  بندی بخش   حوزهانجام خواهد شد. بیشترکارها اغلب در    حوزه های پیشین در این  بعدی، مروری 

اس  بوده  سوم،  تصاویر  فصل  در  وت.  عمیق  یادگیری  معرفی  بخشالگوریتم   به  طبقه های  و  بندی  بندی 

الگوریتم از  نمونه  بخش چند  این  در  شد.  خواهد  در  پرداخته  و  شد  خواهد  تشریح  عمیق  یادگیری  های 

ادامه معماری اصلی شبکه عصبی کانولوشنی سه بعدی به طور کامل مورد بررسی قرار خواهد گرفت. در  

خواهد شد. در این فصل در ابتدا شبکه عصبی  طور کامل مطرح  پیشنهادی تحقیق بهارم، روش  فصل چه

ادامه به توضیح تغییراتی لحاظ شده    بندی مورد بررسی قرار خواهد گرفت و در درمورد استفاده در بخش 

پنجم   فصل  در  شد.  خواهد  پرداخته  بعدی  سه  کانولوشنی  عصبی  شبکه  روی  روش  پیاده بر  سازی 

گیری و  نتیجه به طور کامل بیان خواهد شد. در فصل ششم،    هاها و تفسیر نتایج آن پیشنهادی و آزمایش 

 خواهد شد. پیشنهادات آتی بیان 
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 ن ی ش ی پ   ی موضوع و کاره   ات یادب  2فصل  
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 مقدمه  2-1
فصل، د این  می   ر  داده  سرطان  و  ریه  آناتومی  مورد  در  توضیحی  کار  ابتدای  انواع  در  ادامه،  در  و  شود 

سازی و مقیاس ارزیابی  قالب ذخیره  در مرحله بعد،تصویربرداری پزشکی مورد بررسی قرار خواهند گرفت.  

 این فصل خواهیم داشت.بندی از . در آخر یک جمع شد  مطرح خواهد  اسکنتی تصاویر سی 

 ساختار ریه  2-2
در بدن  گیرد. این عضو  های بدن انسان )ریه( مورد بررسی قرار می ر این قسمت یکی از مهترین قسمتد

میلیون   6یط و انتقال آن به جریان خون را برعهده دارد. این اندام با بیش از  از مح  اکسیژن وظیفه دریافت

به    ادامه. در  ]9[  های مختلف و سلامتی بدن ما بسیار موثر است تنفس در سال، بر عملکرد صحیح اندام 

 . د د، پرداخته خواهد ش گذارنها تأثیر می هایی که بر ریه بیماری  و  عملکرد،معرفی ریه، ساختار

 ریه 2-2-1
به   سلول مرکز سیستم تنفسی در بدن هستند. هر  1 هایه ر نیاز  برای زنده ماندن و عملکرد صحیح  بدن 

ها خارج کنند.  اکسید کربن تولیدی خود را از سلول های بدن باید دی اکسیژن دارد. از سویی دیگر سلول

ها به  شود. ریه های درون سلولی ایجاد می نتیجه واکنش   از اکسید کربن یک ماده دفعی است که  گاز دی 

 .]9[ اند ازها در هنگام تنفس )دم و بازدم( طراحی شده طور اختصاصی برای تبادل این گ

 آناتومی ریه 2-2-2
ها تقریبا  مخروطی شکل  ها و در دو طرف قلب قرار دارند. آن ها در قفسه سینه، پشت دنده ها یا ششیه ر

پایه  و  این مخروط هستند  دیافراگم متصل می های مسطح  به  ریه ها،  اگرچه  به صورت جفت در  شوند.  ها 

 
1 lungs 

https://blog.faradars.org/%D8%A7%DA%A9%D8%B3%DB%8C%DA%98%D9%86-%DA%86%DB%8C%D8%B3%D8%AA/
https://blog.faradars.org/%D8%B3%D9%84%D9%88%D9%84-%DA%86%DB%8C%D8%B3%D8%AA/
https://blog.faradars.org/%D8%B3%D9%84%D9%88%D9%84-%DA%86%DB%8C%D8%B3%D8%AA/
https://blog.faradars.org/%D8%B3%D9%84%D9%88%D9%84-%DA%86%DB%8C%D8%B3%D8%AA/
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ها از نظر اندازه و شکل با هم یکسان نیستند. ریه راست از سه لوب  ا وجود دارند، اما هر کدام از آن بدن م

 . تشکیل شده است در حالی که ریه چپ فقط دو لوب دارد

گیرد. به این تورفتگی شکاف قلبی  ریه چپ دارای یک تورفتگی است که در این تورفتگی قلب جای می    

تر است تا فضای کافی برای قرارگیری کبد در زیر آن فراهم  از نظر اندازه کوتاه   گویند. ریه راست نیز می 

 .]10[باشد می  راست ریه سمت  نسبت به تری شود. به طور کلی، ریه چپ دارای وزن و ظرفیت کم

 
 ه یساختار ر . 1-2شكل  

دوریه  توسط  شده غشا ها  می احاطه  شناخته  ریوی  پلور  عنوان  به  که  مستقیما   اند  داخلی  لایه  شوند. 

بیرونی ریه  به دیواره داخلی قفسه سینه متصل میها را می سطح  بیرونی  د. فضای بین  شوپوشاند و لایه 

 .است این دو غشا نیز با مایع پلور پر شده 

 درخت برونش  2-2-3

می ریه  شروع  نای  انتهای  قسمت  از  لوله ها  نای  ریه شوند.  از  خارج  و  داخل  به  را  هوا  که  است  ها ای 

ی  شود. ادامه مجاری هوای ای به نام برونش یا نایژه دارد که به نای متصل می کند. هر ریه، لوله منتقل می 

https://blog.faradars.org/%D8%BA%D8%B4%D8%A7%DB%8C-%D8%B3%D9%84%D9%88%D9%84%DB%8C/
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  2 وارونه معمولا  درخت برونشی  Yکند. ایندر سینه ایجاد می   1 برونش  وارونه را به نام  Yنای، یک ساختار

 .شودنامیده می 

 

 درخت برونش یآناتوم . 2-2شكل  

 و همانند  شوند منشعب می  3های کوچکتر به نام برونشیول کوچکتر و حتی لوله  هایها به برونش برونش 

ها به قدری  برخی از آن . شوند ها کشیده می های ریه های ریز در تمام بخش های یک درخت، این لوله شاخه

آن  که ضخامت  استریز هستند  مو  تار  اندازه ضخامت یک  به  ریه  .  ها  هر  هزار  تقریبا  در  یول  برونشسه 

 . ]10[ وجود دارد 

با خوشه  برونشیول  لوله  از کیسه هر  آلوئول ای  نام  به  به  که    )  4های هوایی کوچک  به صورت جداگانه 

های انگور ریز یا بادکنک  ها مانند دسته . آن رسد شوند( به پایان می عنوان آلوئولوس یا حبابک نامیده می 

 .]10[ میلیون کیسه هوایی یا آلوئول وجود دارد  700ها حدود در ریه . رسند بسیار کوچک به نظر می 

 
1 Bronchi 

2 Bronchial Tree 
3 Bronchioles 

4 Alveoli 
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 هاعملكرد ریه 2-2-4
ریه  اصلی  از  نقش  اکسیژن  است.  خون  جریان  به  اکسیژن  انتقال  و  بیرون  محیط  از  اکسیژن  دریافت  ها 

شود. به منظور انجام صحیح مکانیسم  های بدن منتقل می خون شده و از آنجا به سایر بخش ها وارد  ریه 

از ساختارها می تنفس، ریه  از جمله این بخش توانند  توان به عضله  ها می های اطراف خود کمک بگیرند. 

 .]10[دای در قفسه سینه، عضلات شکم و حتی گاهی عضلات گردن اشاره کر دیافراگم، عضلات بین دنده 

ریه ماهیچه  1  دیافراگم زیر  در  و  دارد  گنبدی  بالایی خود حالت  بخش  در  که  است  گرفته  ای  قرار  ها 

شود. زمانی که دیافراگم  است. بیشتر انرژی مورد نیاز برای مکانیسم تنفس توسط این ماهیچه تامین می 

می  می منقبض  حرکت  پایین  سمت  به  دشود،  بیشتری  فضای  حالت  این  در  و  سینه  کند  قفسه  حفره  ر 

دهد. با افزایش حجم حفره قفسه سینه، فشار داخل آن کاهش  ها را افزایش می ایجاد شده و ظرفیت ریه 

 . ]10[شودها میهان و نای وارد ریه د،  یابد و هوا از طریق بینیمی 

 

 افراگم یساختار د . 3-2شكل  

یابد، زیرا  گردد، حجم ریه کاهش می دیافراگم منبسط شده و به حالت استراحت خود باز می زمانی که 

 .کنند ها هوا را خارج می رود و ریه فشار داخل حفره قفسه سینه بالا می 

 
1 Diaphragm 
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 سرطان ریه  2-3
 شود.شود و به طور خلاصه به سرطان ریه پرداخته می ر این بخش تعریف کوچکی از سرطان داده می د

 سرطان 2-3-1
بیماری   اژهو از  بزرگی  به خانواده  . هاستشود که شامل رشد غیر طبیعی سلول ها اطلاق می سرطان 

. طی این  ]11[ها این قابلیت را دارند که به سایر نقاط بدن گسترش یابند و به آن حمله کنند ین سلول ا

زیرمجموعه  از بیماری،  می  هانئوپلاسم ای  یا  .گیرند شکل  نئوپلاسم  از سلول درواقع دسته تومور یک  ها ای 

که   به هستند  کنترل  قابل  غیر  رشد  یک  آمدهطی  معمول،  اند وجود  طور  به  توده  .  یک  تشکیل  به 

 . ]12[تواند در سرتاسر بدن گسترش یابد انجامند، اما این توده می می 

 

 ی توده سرطان کی . 4-2شكل  

تناسلی،   ادراری  سیستم  گوارش،  سیستم  پوست،  خون،  مانند  بدن  از  قسمت  هر  در  بیماری  این 

  گسترش   بدن  نواحی  سایر  به   پیشرفته   مراحل   شود و در  آغاز  است  ممکن  غیرهاستخوان، ماهیچه، چشم و  

اهد  خو  متفاوت  نیز  شده  ظاهر  علائم  باشد،  بدن  از  بخش  کدام  در  شده  تشکیل  توده   که  این  به   بسته.  یابد 

 غیره.  بود. عوامل مختلفی در ابتلا به سرطان نقش دارند، ازجمله عوامل ژنتیکی، مواد شیمیایی، پرتوها و

https://zist-fan.ir/%d8%ac%d9%84%d9%88%da%af%db%8c%d8%b1%db%8c-%d8%a7%d8%b2-%d9%be%db%8c%d8%b4%d8%b1%d9%81%d8%aa-%d8%aa%d9%88%d9%85%d9%88%d8%b1-%d8%a8%d8%a7-%d8%a2%d9%86%d8%b2%db%8c%d9%85/
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  ، وجود آورد بدون این که علامتی به   تواند ریه یک عضو بزرگ بدن است. از این رو، توده سرطانی می 

خستگی و    .که دیر تشخیص داده شود  به همین دلیل احتمال زیادی دارد .  مدت زیادی در ریه رشد کند 

در بیشتر موارد افراد  . به طور معمول،  سرفه دو علامتی هستند که ممکن است ناشی از سرطان ریه باشند 

 . ]13[دهند گذرند و آن را به علل دیگر ربط می از آن به سادگی می 

در   سازمان بهداشت جهانیشود، اما  گزارشات زیادی در راستای مرگ و میر سرطان ریه منتشر می 

ملیون نفر به دلیل داشتن سرطان    3آخرین گزارشی که منتشر کرده است، خبر از کشته شدن بیش از  

شر کرد  منت  2020و    2019های  هایی در سال گزارش   1(US)  متحده ایالات  . ]41[دهد ریه در سال را می 

هزار نفر زن و بیش    110بیش از    2019ها در سال ای در جهان بود. طبق این گزارش که خبر تکان دهنده 

اثر ابتلا به سرطان ریه جان خود را از دست داده   116از   این    2020. در سال  ]15 [اند هزار نفر مرد بر 

 .]16 [هزار نفر شده است 135سرطان موجب مرگ بیش از  

 مختلف تصویربرداری پزشكی انواع  2-4
تکنیک د مدرن،  پزشکی  داشته ر  چشمگیری  پیشرفت  پزشکی  تصویربرداری  به  مربوط  امروزه  های  اند. 

آسان بسیار  بالینی  معاینات  و  انسان  بدن  با  مرتبط  اطلاعات  به  دستیابی  در طول  توانایی  است.  شده  تر 

مزایا و    ها،از این روش   هرکدام.  اند عرفی شده های گذشته، انواع مختلف تصویربرداری پزشکی به دنیا مسال

 .معایب خاص خود را دارند 

ایکسروش  اشعه  بر  مبتنی  پزشکی  تصویربرداری  توموگرافی    ، های  معمولی،  ایکس  اشعه  شامل 

 و ماموگرافی هستند.  کامپیوتری

 
1United States  
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هسته  پزشکی  در  معمولا  آن  از  که  است  دیگری  روش  مولکولی،  می تصویربرداری  استفاده   ود. ش ای 

روش  پایه  بر  مولکولی  فرایند تصویربرداری  کشیدن  تصویر  به  جهت  مختلف  در  های  بیولوژیکی  های 

 های زنده استوار است.سلول

و سونوگرافی است.   (MRI) انواع دیگر تصویربرداری پزشکی شامل تصویربرداری رزونانس مغناطیسی

اشعه  روش   X   ،CTبر خلاف  مولکولی،  تصویربرداری  پرتوهای   MRI هایو  تابش  بدون  سونوگرافی  و 

کند که هیچ اثر بیولوژیکی برگشت  های مغناطیسی قوی استفاده می از میدان  MRI .کنند یونیزه کار می 

های سونوگرافی تشخیصی نیز از امواج صوتی با فرکانس بالا  گذارد. در سیستم ناپذیری در انسان باقی نمی 

 [. 17] شودهای داخلی بدن استفاده می م و اندامهای نربرای تولید تصاویری از بافت

 سی تی اسكن یا توموگرافی کامپیوتری  2-4-1
ها و  از تکنولوژی پیشرفته اشعه ایکس برای کمک به تشخیص انواع بیماری  (CT) وموگرافی کامپیوتریت

ت. در  سریع، بدون درد، غیر تهاجمی و دقیق اس   ،اسکنتیسی روش تصویربرداری  کند.  شرایط استفاده می 

های داخلی و خونریزی را به اندازه کافی برای کمک به نجات جان افراد  تواند آسیبموارد اضطراری، می 

 [. 18]  .نشان دهد 

 سی تی اسكن 2-4-1-1
عنوانت به  معمولا  کامپیوتری  می  CAT یا CT وموگرافی  پزشکی  اسکن،  تی سی   .شودشناخته  آزمایش 

 .کند چندین تصویر یا تصاویر از داخل بدن تولید می تشخیصی است که مانند اشعه ایکس سنتی، 

. این نوع  تواند در چندین صفحه بازسازی شوداسکن میتیتصاویر مقطعی ایجاد شده در طی یک سی 

به صورت تصویر است و    اسکن  تیسی خروجی  تواند تصاویر سه بعدی ایجاد کند.  حتی می تصویر برداری،  

چاپ، یا به سی دی یا دی   ر سه بعدیمانیتور کامپیوتر مشاهده، بر روی فیلم یا چاپگ توان بر روی یک  می 

 [. 19]وی دی منتقل کرد 
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اندام تی سی تصاویر  رگ اسکن  و  نرم  بافت  استخوان،  داخلی،  خونی های  نشان    های  کامل  طور  به  را 

توان  می   به خصوصکه    کند سنتی را فراهم می  X نسبت به اشعه  یاسکن جزئیات بیشترتیدهد. سیمی 

 [. 20] اشاره کرد  های نرم و عروق خونیبافت به 

توانند به راحتی  ها می اسکن، رادیولوژیستتیبا استفاده از تجهیزات تخصصی برای ایجاد و تفسیر سی 

بیماری سرطان،  به  مربوط  بیماریمشکلات  عروقی،  قلبی  اختلالات  های  و  تروما  آپاندیس،  عفونی،  های 

 [. 21]لانی را تشخیص دهند اسکلتی عض

 

 رال یاسپ  اسكنیتی دستگاه اسكنر س . 5-2شكل  

 استفاده از سی تی اسكنمزایای  2-4-1-2
ترین ابزار برای بررسی قفسه سینه، شکم و لگن است، زیرا جزئیات دقیق با  ترین و  کی از سریع ی (1

 د.دهانواع بافت ارائه می دقیق و مقدماتی را در مورد 

 .های ناشی از تروما مانند یک تصادف خودرو موثر استرای بررسی بیماران مبتلا به آسیبب (2

عادی،   (3 شرایط  شکمدر  سینه،  قفسه  در  سرطان  تشخیص  برای  روش  کبد،  ،  بهترین  ریه،  لگن، 

است.   پانکراس  و  تخمدان  می کلیه،  تصویر سیپزشک  از  منظور  تی تواند  به  تایید حضور  اسکن، 
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  های نزدیک تعیین میزان درگیری آن با سایر بافت ،  تعیین محل دقیق،  گیری اندازهتومور، اندازه 

 .استفاده کند 

 است. ق یو دق یتهاجم  ر یبدون درد، غ ،اسکنی تیس  (4

 . همزمان به طور   یاستخوان، بافت نرم و عروق خون ی ربرداریدر تصو ییتوانا (5

 یهابیتواند آس ی م   ،ی در موارد اضطرار  که   د، به طوریو ساده هستن  عیسر  اسکنی تیس   ناتیمعا ( 6

 طور دقیق در تصویر نشان دهد.را به   یز یو خونر یداخل

 های دیگر تصویربرداری مزایا و معایب روش  2-4-1-3
در کل جهان است.   ها برای تشخیص بسیاری از بیماری   تصویربرداری ترین آزمایش  ، پراستفاده ادیوگرافیر

اطلاعات زیاد  سادگی،  مقادیر  پایینو    تشعشع،  هستند ،  هزینه  تصویربرداری  روش  این  نوع  مزایای  این   .

 [. 22]  استشده توسط ندول مرز دیواره ریه و محل درگیر ، تشخیص دیافراگم برداری ناتوان در تصویر 

کامپیوتریدر   توموگرافی  بعدی تصویربرداری  سه  به صورت  تصاویر  می   ،  داده  با  نشان  امر  این  شوند. 

شود.  انجام می   ایو محاسبات رایانه  هاالگوریتمی ایکس در ارتباط با  توسط اشعه  متعدد  عکسهایگرفتن  

  6-2گیرد و همان طور که در شکل برداری، شخص بیمار بر روی تختی متحرک قرار می در این نوع تصویر 

می تونلی میکنید،  مشاهده  محفظه  محفظه،  .شودوارد  تعدادی حس   این  و  ایکس  اشعه  منبع  گر  شامل 

توسط  است و  شده  دریافت  ایکس  اشعه  شدت  به  توجه  با  اطلاعات  می.  دریافت  این  شودآشکارسازها   .

و در نهایت، سیستم اطلاعاتی را که در مرحله    شودمی   فرستادهاسکن  تیسیاطلاعات به سیستم مرکزی  

 [. 22]دهد. دازش قرار می قبل به دست آورده است را مورد پر 
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 . باشدی و حسگرها م كسی منبع اشعه ا  ،یمدرن، که شامل محفظه تونل  اسكن یتی دستگاه س . 6-2شكل  

ام  یا  مغناطیسی  رزونانس  با   (MRI) آیآرتصویربرداری  که  است  تصویربرداری  پیشرفته  روش  یک 

تولید تصویر می  به  قوی،  ایجاد میدان مغناطیسی  بسیار  آهنربای  از یک  استفاده  با  این روش  در  پردازد. 

شود. زمان  های بدن ایجاد می ها و بافت تصاویری با جزئیات دقیق از اندام  ،امواج رادیویی و یک اَبَر رایانه

 .دارد بستگی بررسی  مورد  اندام  به و  است دقیقه 60 الی  20 حدود  آیآرام  ایشتقریبی آزم

ام  برخلاف آردر  ساده اسکنتی سی آی،  رادیوگرافی  استفاده    ، و  تصویربرداری  برای  ایکس  اشعه  از 

های تصویربرداری از ایمنی بیشتری  آی نسبت به سایر روش آرام  ث شده است تاشود. این موضوع باعنمی

 .برخوردار باشد 

بافتآر ام از  تصویربرداری  برای  تشخیصی  روش  بهترین  غضروف آی  مانند  نرم  و  های  رگ  تاندون،   ،

های نرم(  افت های داخلی )بتری در مورد اندام اسکن اطلاعات دقیقتی آی نسبت به سیآرها است. ام عصب

رباط  مغز،  انداممانند  سایر سیستمها،  و  تولیدمثل  ارائه می های  بدن  داخل  امهای  یک روش     آیآر دهد. 

 .ای از آن گزارش نشده استکاملا بدون درد است و تاکنون هیچ عارضه 

دو   وآرام روش هر  ارائه دهند.  توانند  می ،اسکنتیسی آی  پزشک  به  را  ریه  از  مناسب  این  تصویر  با 

تر بوده و کمتر از پنج دقیقه طول  سریع اسکن  تی سی روش اول و مورد بررسی ما در این جا یعنی  حال،  

یعنی کشد می  دوم  روش  همان آرآیام  .   شد،،  گفته  بالا  در  که  طول    دقیقه   60  الی  20معمولا    طور 

 . ارائه دهد  را ها و ساختار اسکلتیبافت ، ها تواند تصاویری از اندام می  اسکنتی چنین سیهم .  کشد می 

https://www.vitrinmed.com/blog/bc386bb1-a4db-4543-9008-87ba24075ccb
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اسکن  تیسی روش تصویربرداری    در آخر اگر بخواهیم این دو روش را با هم مقایسه کنیم، به طورکلی 

گیرد که در مواقع ضروری و  یکی از دلایل آن زمان کمتری است که می   .داردآی  آراز ام  یبیشتر استفاده  

آی است. تفاوت اصلی  آر تر از روش ام اورژانسی به شدت کاربرد بالاتری دارد. هزینه این روش بسیار پایین

تصویری  روش  آن در  که  برداری  است  سی ها  می   اسکنتیدر  استفاده  ایکس  اشعه    روش در  اما    شوداز 

. هر دو روش بدون درد هستند اما روش  شوداز امواج رادیویی و مگنت استفاده می  آیآر ام داری  برتصویر 

 برداری دارد. دوم صدای زیادی در حین عکس

های مورد نیاز برای  ی که تا اینجا کار داده شد، برای تصویر برداری و تامین داده با توجه به توضیحات 

 . ]23[شود ه می اسکن استفادتی انجام کار، از روش سی 

 ساز ره یو قالب ذخ اسكنی تی س  ریتصاو یابیارز مقیاس  2-5
درالبق معمول  طور  به  که  است  پزشکی  ذخیره  ی  تصاویر  پسوند بو    شوداستفاده می سازی    dam .“”  ا 

می فایلنوشته  یک  صورت    DICOM  شود.  به  آمده،  باشد می تصویری  که  دست  استاندارد  یک  از    به 

در    ای که در بیشتر منابع ذکر شده است،در تاریخچه   .استتصویربرداری دیجیتال و ارتباطات در پزشکی  

توسط    1983  سال   استاندارد  مشترکییک  حالت  متشکل    کمیته  آمری  که  رادیولوژی  دانشکده   از 

) ACR(1    الکتریکی المللی  تولیدکنندگان بین  انجمن  از تشکیل  گرفتشکل  بود،    2( NEMA)و  . هدف 

 [. 24]بود های تصویر برداریدستگاه و   تصاویر دیجیتال پزشکیاین کمیته ایجاد استقلال بین 

 انجمن فیزیک پزشکی آمریکاتوسط    تصاویر بر روی نوارهای مغناطیسیثبت    حوزه اولین استاندارد در  

(AAPM )3   منتشر شد  1985در سال تولید شد. نسخه اولی که توسط این استاندارد  ،ACR_NEM   نام

نام   با  انتظار می منتشر شد و همان   1.0ACR_NEMAگرفت و  بود.  طور که  رفت، دارای خطاهایی 

 
1 Radiology American College of 
2 National Electrical Manufacturers Association 

3 American Association of Physicists in Medicine 
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روز  به  برای  گروه  که  این  دوم  نسخه  انتشار،  این  را     2.0ACR_NEMA رسانی  داشت  سال  نام  در 

منت  1988 این نسخه در  را  بود شر کرد.  بسیار محدود  این مشکل، نسخه    ارتباطات پزشکی  برای رفع  و 

نامید که نام    3.0DICOMیا     NEMA DICOMمنتشر کرد. این نسخه را  1992  سالسوم را در  

 [. 24]باشد و به این اسم معروف شده استمی   DICOMاختصاری آن  

تصویر      DICOM فایل   داده  است    1یک سرصفحه و  از مجموعه  واحد  تشکیل شده  فایل  در یک  و 

شکلهماناست.   در  که  می   7-2  طور  از  سرصفحه  یک    داخل اطلاعات  کنید،  مشاهده  متشکل  یک  که 

 [. 24] ، قرار دارداست 2ها سری ثابت و استاندارد از برچسب

نوع  ، ها در تصویری بین پیکسلاطلاعات مهمی درمورد بیمار، فاصله هاها از این برچسباستخراج داده 

اسلایس برش  تصویر  تصویربرداری، ضخامت  ابعاد  و  فایل 24]  دهد میها،  توسط    DICOM های[.  منفرد 

باعث می  شوند ه نمی های تصویر شناختفایل    3ویندوز  فایل،  و این  بر روی این  با کلیک  شود که شخص 

 [.  25]نتواند محتویات تصویر را مشاهده کن.  

 
1Header  
2Tags  

3 Windows 
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 . DICOM  [24] لیفا کی از ساختار   یش ینما . 7-2شكل  

 مقیاس ارزیابی 2-5-1

که اشعه ایکس از بدن بیمار عبور کرد، براساس شدت تضعیف اشعه توسط هر    اسکن پس از آن تیدر سی 

آشکار به  عبوری،  اشعه  تابش  مورد  اندام  از  ) سازقسمت  می detectorsها  برخورد  طی  (  اشعه  این  کند. 

مراحلی تبدیل به یک سیگنال الکتریکی شده و به مرکز پردازش کامپیوتر،برای انجام محاسبات جهت باز 

ها، معرف اعداد بسیار نزدیک  شود. در قسمت سیستمی، هریک از این سیگنالسازی تصویر فرستاده می 

های ریاضی پیچیده  ه توسط روش شود ک به هم هستند. این اعداد در یک شبکه ماتریس جایگذاری می 

می  محاسبه  وکسل  هر  در  تضعیف  ضرایب  روش  هباسکن  تیسیاعداد  گردد.  نسبت  این  از  آمده  دست 

توان  با این اعداد نمیاست.  ها برای بیان خصوصیات جسم مشکل  کارگیری آن ه ب و  نزدیک به هم هستند  

رفع این مشکل، هر یک از اعداد نسبت به  برای    .وجود آورده ب  (gray scale)تصویر مقیاس خاکستری

اسکن هستند. این اعداد در یک مقیاس  تی شوند و این اعداد همان اعداد سی ضریب خطی آن سنجیده می 

  Godfrey Newbold Hounsfieldاین مقیاس توسط  شوند.  گذاری می نام  1هانسفیلد جدید به نام  

شدت اشعه آب  را    صفر واحد هانسفیلد به وجود آمد.  ،  اسکنتیسی یکی از مهندسین اصلی و مخترعین  

 
1Hounsfield  
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( استاندارد  فشار  و  دما  در  گرفته   STP )1مقطر  نظر  کلی  در  طور  به  بازه اسکن  تیسی مقادیر  اند.  ی  در 

های مختلف  متناظر با بافتاسکن  تی سی مقادیر    1-2جدول  . در  واحد هانسفیلد هستند   3000تا    1000

 . [26]ذکر شده است در واحد هانسفیلد 

 [ 26]  لدیهانسفگوناگون در واحد  یهامتناظر با بافت یتیس  ری مقاد  .1-2جدول  

 تی بر حسب هانسفیلد مقدار سی  وع بافت ن

 -1000 هوا

 -400تا      -600 ریه 

 -150 ندول

 -60تا    -100 چربی

 0 آب

 + 80+ تا 40 بافت نرم 

 + 1000+ تا 40 استخوان

 + 1000+ تا 40 استخوان

 پردازش  پیش 2-6
نامه  پایان  که کار اینپردازش تصاویر بسیار مهم هستند. با توجه به این در پیش  هاذف نویز و بهبود لبهح

دو   مبنای  پیش  قسمتبر  است  پردازش مهم  عمیق  یادگیری  از  استفاده  راجب  و  توضیحاتی  ادامه  در   ،

 هستند، داده خواهد شد. پردازش تصاویرهای پیشترین روش که از مهم  2شناسی ریاضیفیلترهای ریخت

 شناسی ریاضی های ریختفیلتر 2-6-1
  ت یفیک  یاست که بر رو  یاز عوامل  یکی  نیهستند. ا  زینو   یدارا  ریاز تصاو  یاریبس  د،یدانی طور که م همان

برا گذاردی م  ر یتاث  ر یتصو ب  ی.  ا  ن یاز  ف  ن یبردن  از  تصاو  لتر یمشکل،  م  ری کردن  فشودی استفاده  بر    لتر ی. 

مورفولوژ به جز  یاضیر  ی اساس  است  و  اتییقادر  اطلاعات  پ  یهندس   یژگیو  ا  دایاتکا  از    لتریف  نیکند. 

 
1 pressurePand  emperatureTtandard S 

2 Mathematical Morphology Filters 
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. کند ی م   کردن موثر موانع استفاده   لتر یو ف  ر یتصو  ی اطلاعات اصل  ی نگهدار  یبرا   ی کیمورفولوژ  یهاعملگر

را حفظ    ر یتصو  یهامشخصات شکل لیدل  نیبه هم  کند،ی را ساده م  ریاطلاعات تصو  ک،یمورفولوژ  اتیعمل

در مطالعه    د یجد   کی تکن  کی  یاضیر  ی . مورفولوژکند ی و حذف م  دایرا پ  یاطلاعات اضاف  یکرده و تمام

مح  ها¬ستمیاکوس  علوم  ا  یطی و  تئور   ک یتکن  نیاست.  اساس  عملمجموعه   ی بر  و    ی جبر   اتیها 

استفاده    ر یتصو  زیها و رفع نو¬لبه  ص یتشخ  یطور معمول برابه   اتیعمل  ن یپابرجا است و از ا  ی نکووسکیم

  ی بافت یهای ژگیلحاظ اندازه، شکل و جهت با توجه به و از[. با انتخاب عناصر سازنده مناسب 27]  گرددی م

تشخ  یپزشک  ریتصاو  یهالبه   توانی م  ر، یتصو عمل  ص یرا  کل  یدارا  یمورفولوژ   اتیداد.  دسته  به    یچهار 

 [. 28، گسترش ، باز کردن  و بستن  است]  شیدسته فرسا یهانام

 فرسایش و گسترش  2-6-1-1
Aعملگر فرسایش با نماد  را به عنوان دو مجموعه در نظر بگیریم،    Bو    Aاگر   Bشودمی  نمایش داده  .

گیرند. فرسایش در  در نظر می   Bانی را  نمایش عنصر ساختمو    Aدر این نماد، نمایش تصویری ورودی را  

های  اگر تمام درایهاین صورت است که  گذارد. اثر اول بهاصل دو اثر متفاوت بر روی تصاویر خاکستری می 

. اثر دوم به این شکل است که  تر از تصویر ورودی استعنصر ساختمانی مثبت باشد، تصویر خروجی تیره

. به طور  یابد تر از عنصر ساختمانی دارند، کاهش میاثر جزئیات روشن تصویر ورودی که سطحی کوچک 

این عملیات،   در  ناخواسته تصویرمعمول  اجزای تصویرو    شوند بانیری حذف می   نقاط  یا چند    سایر  یک 

کنار تمام   اگر در  نازک خواهند شد. در مجموع  بررسی شدهپیکسل  از    نقاط سفید تصویر  حداقل یکی 

 آن هم سیاه خواهد شد. همسایگان انتخابی آن سیاه باشد،

برای   پیکسلاز طرفی  یا چند  اندازه یک  به  تصویر  داخل  اجزاء  ابعاد  نام    افزایش  به  عملیاتی  از  باید 

Aبا نماد    Bو    Aهای  برای مجموعهاستفاده شود که    افزایشگسترش یا   B  با  شودنمایش داده می .

نقاطی که از یک تصویر بانیری در اثر عواملی چون تاثیر نویز یا اعمال  انجام و صورت گرفتن این عملیات،  

  الگوریتم اعمال فیلتر افزایش شوند. این الگوریتم که به  ، تصحیح می حد آستانه نامطلوب جا افتاده است
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که حداقل  درصورتی  کرده و   بررسی را  تمامی نقاط سیاه تصویر  کند که  معروف است به این صورت کار می 

و در این    شد   سفید خواهد   هم   مورد نظراز همسایگان انتخابی نقطه مورد بررسی سفید باشد، نقطه    یکی

 ماند. غیر این صورت سیاه می 

 باز کردن و بستن  2-6-1-2
می ع تصویر  هموارسازی  باعث  کردن،  باز  حذف  ملگر  کار  عملگر  این  باریک زدگیبیرون شود.  بر    های  را 

از  عهده دارد و در آخر اتصلات ضعیف را می  های مختلف دو عمل فرسایش و  ترکیبشکند. این عملگر 

 شود.  ایجاد می  گسترش 

Aکه به شکل    Bبا عنصر ساختمانی    Aعملگر باز کردن مجموعه   B  شود، به صورت  نشان داده می

 ( قابل تعریف است:1-2رابطه )

 

( )A B A B B=                                    (1-2) 

 

می همان مشاهده  رابطه  در  که  روی  طور  بر  را  فرسایش  عمل  کار  ابتدای  در  کردن  باز  عملگر  کنید، 

یابد و باعث حذف    کاهش  اندازه عناصر موجود در تصویرشود که  کند. این کار باعث می تصویر لحاظ می 

-شده اعمال میگسترش روی نتیجه حاصلشود. در نهایت عملگر می  Bعنصر سازنده از  ترکوچکعناصر 

 شود.ها می آن مانده در تصویر به اندازه اولیه اندازه عناصر باقیکه این کار در آخر باعث بازگشت  شود

می  تصویر  هموارسازی  باعث  که  عملگرهایی  از  دیگر  بستن  شود،یکی  عملگر، باشد.  می   عملگر   این 

ها را  های موجود در منحنیانفصال.  زند بلند را پیوند می و    انفصالات باریک و    های باریک تورفتگی   معمولا

 . کند های کوچک را حذف می حفرهو  پر

Aکه به شکل    Bبا عنصر ساختمانی    Aعملگر بستن مجموعه   B•  شود، به صورت رابطه  نشان داده می

 شود: ( تعریف می2-2)

   ( )A B A B B• =                                    (2-2) 
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  شود باعث می  کرده و (، عملگر باز کردن ابتدا عمل گسترش را روی تصویر اعمال 2-2با توجه به رابطه ) 

شوند حفره حذف  تصویر  از  کوچک  انفصالات  و  بزرگ ها  باعث  ادامه  در  در    شدن  .  موجود  عناصر  اندازه 

شده در تصویر  با اعمال عملگر فرسایش روی تصویر حاصل، اندازه عناصر بزرگ   . در نهایتشودتصویر می

  .د نگردشان برمیبه اندازه اولیه

-می   از عملگرهای مورفولوژی در پردازش تصاویر پزشکیدر ادامه به یک نمونه کامل از موارد استفاده  

 پردازیم: 

-تی اسکن ارائه شدهبرای جداسازی دو ریه چپ و راست از تصاویر سی یک الگوریتم    [، 29]  در مقاله 

برای    فازیبندی  کند. در ابتدای این مقاله یک الگوریتم خوشه ، که به وصورت کاملا خودکار عمل می است

هایی در  رهحفبندی، امکان ظاهر شدن  رود. بعد از این مرحله یعنی بخش به کار می   بندی بافت ریهبخش

برای    نزدیکی مرز پارانشیم ریه از  ،  هاپرکردن این حفرهو    های مختلف ریه چسباندن قسمتوجود دارد. 

شود. در نهایت و مرحله آخر  زمینه تصویر حذف می پس   پس از آن،شده.    عملگر مورفولوژی بستن استفاده

شود. این امر  اعمال می ز کردن  عملگر مورفولوژی بستن و سپس با  تصویر حاصل از مرحله قبل،روی  بر  

  در   شوند.دو ریه چپ و راست از تصویر جدا میشود و  می   مرزهای نامنظم موجودن  شد   1صاف منجر به  

 .چگونگی استخراج ریه نمایش داده شده است، 8-2شکل 

 
1 Smooth 
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 [. 29]  هیر  یبنددر بخش  یمورفولوژ ات یاز اعمال عمل  یمثال . 8-2شكل  

 بندی ریه بخش  2-7
تصویر  بخشیا  بندی  طعهق اجزای  تفکیک  فرآیند  به  تصویر،  می   بندی  بیشتر،  گفت  فهم  برای  شود. 

بخش به  را  تصویر  که  است  معنی فرآیندی  ویژگی   صورتی به  کند،  می  تقسیمدار  های  بخش  هر  های  که 

استخراج  به    تحلیل و بررسی تصاویر پزشکیطور که گفته شد، برای  همان[.  30باشد ] داشته  بصری مشابه  

وجود دارد    بندی تصویر قطعهنیاز است. برای این امر، نیاز به    اطلاعات تصویر و نواحی مجزای هر تصویر 

  ، تخراج برای اس   بندیقطعهباشد. در تصاویر پزشکی،  می   ترین مراحل در پردازش و تحلیل یکی از مهم که  

تصاویر مواقع    گیری اندازه و    نمایش  اکثر  دارد.  اهمیت  تصاویر پزشکیبسیار  پردازش  کاربردهای  برای    از 

قسمت  جداسازی  و  مانند تفکیک  بدن  اصلی  و  مغز ،  قلب  های  ریه  سی   غیره ،  تصاویر  ام در  یا    آی آرتی 

 سودمند است.  هامثل تومورتحلیل و سپس تشخیص نواحی پاتولوژیکی برای  بندی قطعهشود. استفاده می 

بخشالگوریتم  سیستمهای  در  جهت    ، CADهای  بندی  تصاویر  خودکار  پردازش  در  گام  اولین 

نیاز برای انجام عملیات تحلیل محتوای تصویر  ی پیشعنوان مرحله بهو نیز  تحلیل تصاویر پزشکو   ارزیابی
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های  عملکرد نهایی سیستمین علت  به هم  شود؛محسوب می ها  در آن   و تشخیص الگوهای مورد جستجو

CAD  شود.وابسه می  بندیبخش ی بسیار زیاد به مرحله 

ها  آن  بندیتقسیم و سپس    جدا نمودن اجزای مطلوب  هدف اصلی،    بندی تصاویر پزشکی،در قطعه 

های درون سطح  ناحیه ریه از همه بافتطور که گفته شد،  همان  است.  به ساختارهای آناتومیکی مختلف

. به همین  استتشکیل شدههای غیر طبیعی  و ساختار  1هارگو    های هواییراه   ،یعنی بافت اصلی ریه  ریه

باشد.  می  اسکنتی های ریه از سایر نواحی تصویر سیجداکردن لوبریه، هدف اصلی    بندیقطعه علت در  

که   است  این  برای  می   اسکنتی تصاویر سیاین هدف  نواحی  که  دارای  ندول  استممکن  باشند  های  که 

ترین مرحله  اولین و مهمها بسیار مهم است چرا که  در آن وجود داشته باشند. به دست آوردن آن   ریوی 

 باشد. ها میوجود این ندول  3و تشخیص  2آشکارسازیها از جمله تمامی کار  برای

اعتبار، دقت، صحت و کاهش    افزایشتواند  ، می بندی تصاویرهدف از تحقیقات و بررسی بر قطعه 

تعیین و شناسایی یک الگوریتم مناسب که بتواند با دقت بالا، ریه را  باشد. این امر با   های محاسباتیهزینه

کند قطعه ایجاد  را  ریه  مدل  و  می بندی  تحقق  همیشه بخشیابد.  ،  ریه  ناحیه  بودن    بندی  دارا  علت  به 

توان این طور بیان  مهم و پیچیده بوده است. می   مسئله   ساختار غیریکسان و پیچیده در طول و عرض، یک

وجود  توان به  که برای مثال می  دلیل عدم وجود هماهنگی در این ناحیهبندی ناحیه ریه، بهبخش کرد که، 

خونی  عروق  مثل  مشابه  باشدت  رگ4ساختارهای  نایچه،  ریزنایچهها،  و  چالش  به  هاها  به  مداوم  صورت 

-تشخیص سریعو های ریوی و درمان نظور داشتن درک بهتر از انواع الگوهای بیماری مبه  شود. می کشیده

مهم و بسیار    ایمسئله  بندی ناحیه ریهیابی و بخشایجاد یک سیستم تشخیص خودکار برای مکان،  تر آن

 با اهمیت است.

 
1Veins  

2Detection  
3Recognition  

4vessels Blood  
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شود. مزیت این  زمینه جدا  پسمانند  از نواحی غیر ریه    اصلی ریهبندی باید بافت  در آخر و برای جمع 

افزایش   ضمن    دقت کار  در  و  بررسی است  مورد  کرده   ناحیه  محدود  الگوریتم   را  سرعت  افزایش    و  را 

  امکان بروز خطا و تغییرات نویز در مراحل بعدی تحلیل و بررسی این تصاویر کاهش دهد. همچنین  می 

 کند.ی یافته و نواحی اضافه را هم حذف م

 

 مار یب کیبه  مربوط   هیمختلف ر  یهاقسمت  یهااز برش  یر یتصاو . 9-2شكل  
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 بندی )کارهای پیشین( های بخشمروری بر روش 2-8
ها به صورت خودکار و بسیاری  شده است. بسیاری از این روش   پیشنهاد   بندیهای زیادی برای بخشوش ر

به طور    [. 28]شودها انتخاب میخودکار هستند و بسته به نوع کار یکی از این روش ها نیمه از این روش 

-های بخشسیستم،  محققانو    وجود ندارد  اسکنتی بندی ریه از تصاویر سی بخش کلی روش خاصی برای  

کرده   بندی پیشنهاد  ریه  برای  را  همانمختلفی  رو اند.  از  تعدادی  شد،  ذکر  که  موجود،  ش طور  -نیمه ها 

نامه و در  پایان. در ایندخالت عامل انسانی نیاز دارند بهکه دقت بالایی ندارند و در ضمن    خودکار هستند 

بخش  به  دوم  می بندی فصل  پرداخته  سنتی  سوم  های  فصل  و  بخشروش شود  بر  بند های  مبتنی  ی 

 مفصل مورد بررسی قرار خواهندگرفت.  یادگیری عمیق

 بندی سنتی های بخشروش 2-8-1
ها خواهد برده  . در ادامه نام آن شوند بندی میزیردسته به تقسیم  سه خود به  ،  بندیهای سنتی بخشوش ر

 داده خواهد شد.   توضیح مزایا و معایبشان شد و به طور کامل بررسی خواهند شد و  

 1گذاریتنی بر آستانه های مب روش  •

 ای های رشد ناحیهروش  •

 لبه  های مبتنی برروش  •

 
1 Threshold Based 
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 گذاریهای مبتنی بر آستانهروش 2-8-1-1
برچسب یک ناحیه به یک پیکسل، توسط مقایسه مقدار سطح خاکستری آن پیکسل با یک  ر این روش  د

ها پر از هوا  اسکن، ریهتیتصویربرداری سیشود. به دلیل آن که در زمان  می یا چند آستانه اختصاص داده  

نواحی به  هستند، تصویر سی   صورت  در  و    اسکنتیتیره  هستند  رویت  میقابل  همین  شوند مشخص  به   .

از روش علت   بافت اطراف آن، اساس بسیاری  و  باشد و به همین  میبندی ریه  های بخشتباین بین ریه 

 . ]29-37[ کنند عمل می   گذاریآستانه زیادی بر مبنای   بندیبخشهای روش دلیل  

در   اصل  آستانهروش مهمترین  بر  مبتنی  ریههای  بافت  جداسازی  برای  که    گذاری  است  همواره  این 

صورت    جداسازی ناحیه ریه . با توجه به همین امر،  روشنایی بافت ریه از سایر نواحی اطراف، کمتر است

را    مراجع قرار دادیمکه در بالا گفته شد و در  گذاریهای آستانهاز مجموعه روش سه روش  [. 38]  گیردمی 

 در ادامه مورد بررسی قرار خواهیم داد. 

  Gao   اند در کارهای خود استفاده کرده   در چهار مرحلهو  گذاری  آستانهروشی را بر مبنای    کارانو هم

شود که  حذف می   های هوایی با روش رشد ناحیهراه. روش کار به این صورت بود که در ابتدای کار  [36]

  شود. ها استفاده میاز یک آستانه بهینه برای حذف رگ در ادامه بیشتر توضیح داده خواهد شد. در ادامه  

شود. در  می جدا    گذاریبا استفاده از آستانه   ریه راست و چپباشد،  ی سوم می ی بعد که مرحله در مرحله 

از   مورفآخر  قسمت   ولوژیعملگرهای  در  شد،  که  داده  توضیح  قبل  یکهای  ریه  دستبرای  مرز  سازی 

 . استشدهاستفاده 

. شیوه کار  پیشنهاد کردند بود را    1مرحله به مرحله دیگر که بر مبنای    [، یک روش 32هو و همکاران ]    

کار  آن ابتدای  در  که  بود  این صورت  به  به ها  تقسیم برای  ناحیه  آوردن  اولیه دست  آستانه  از    بندی  یک 

-بسته می  دست آمدهناحیه به،  2توسط یک عملگر مورفولوژی بازکردن کردند. در ادامه    استفاده  تکراری

 
1Stepwise  

2Opening Morphological Operation  
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و یک    1که با استفاده از تبدیل موجک دیگر که از این روش استفاده کرده است، این است که  مثالی    شود.

بهینه،  را  بخش   آستانه  ناحیه  این  ادامه  در  و  داده  انجام  را  اولیه  مورفولوژی  بندی  عملیلت  از  استفاده  با 

 [. 39کند]تصحیح می 

 

   ی سراسر یگذارآستانه( 1
 

های  یک مقدار آستانه برای تمام پیکسلتلاش بر این است که فقط    گذاری سراسری،های آستانهروش ر  د

زمینه صفحه بر  زمینه یا پسهر پیکسل در پیشیافت شود. یعنی این روش بر این پایه است که    تصویر 

خاکستریپایه مقدار  علامتی  میاش،  روش 41و    40] شودگذاری  آستانه  بسیاری    های[.  انتخاب  برای 

مقاله    سراسری در  مثال  عنوان  به  است.  دارد،    [ 42]موجود  که وجود  مدل دستهروشی  مبنای  بندی  بر 

-فقط شامل پیش . این مدل به این منظور است که اگر تصویر  کند است که احتمال خطا را حداقل می 

که    زمینه هایی از پیشعنوان تعداد مجموع پیکسلخطا به باشد، بر اساس این روش،    زمینهزمینه و پس

بهبه پساشتباه  پسپیکسلو  زمینه  عنوان  از  بههایی  اشتباهی  که  پیشزمینه  گرفته    درنظر  زمینه عنوان 

است،   هم  .شودمی   محاسبهشده  و  ] جانسون  نسخه    [43کارانش  روش نیمهیک  این  از  ارائه    خودکار  را 

اند بوده است. روشی که به کار برده   ی آآرهای بطنی در تصاویر ام گیری تودهاندازهاند که کاربرد آن در  داده 

عملگر  ی  به وسیله زمینه  زمینه و پسدو عدد پیکسل از ناحیه پیشبه این شکل صورت گرفته است که،  

می میزان  انتخاب  بهشود.  شدتآستانه  که  وقتی  خودکار  اطراف  شکل  مدور  نواحی  در  پیکسل  های 

-های اشتباه دستهتعداد پیکسل  ترینپایین با  ین کار،  شده و ا  انتخاب  شد،شده مقایسههای انتخابپیکسل

 . باشد می شده، بین دو توزیع بندی

ها با  روی تصاویری که شیباشد. این روش  می  سادهو   گذاری سراسری از لحاظ محاسباتی سریع آستانه     

مناسبی دارد. نقطه ضعف آن    ، عملکرداردقابل قبولی  زمینه  پیش  مقادیر شدت یکنواخت روی کنتراست

 
1Wavelet Transform  
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شدت  موجود باشد و در ضمن اگر    زمینه پیشو    شئ   یک کنتراست پایین بین به این شکل است که اگر  

 شود. می رو بهرو شکست با خطا و  طور عمده در سراسر تصویر تغییر کند، ه پیش زمینه ب 

 یمحل ای ریمتغ  یگذارآستانه (2
 

به طور کامل شرح داد قبلی که  را  روش  موارد خاص، نمیه شد  برای  و    توان  داد. استفاده کرد  به    بسط 

نمونه،   کهعنوان  کنند   زمانی  تغییر  تصویر  در سراسر  اشیا  ثابت  پیشو    کنتراست  -آستانه  نباشد،زمینه 

اما در همین زمان ممکن است   عمل کند   یخوببه  در یک بخش از تصویر    ممکن است  گذاری سراسری

گذاری  آستانهبه دنبال داشته باشد. برای حل این مشکل از روش دیگر که    را در نواحی دیگر  ضعیفی نتایج  

 [. 45و44و14]شود  ، استفاده می محلی است

محلیآستانه می   گذاری  روش  دو  می شامل  عمل  این صورت  به  اول  روش  که  ابتدا  باشد  در  که  کند 

برای  ،  صورت جدا از سایر نواحیای بهمقدار آستانهکند. در ادامه  می   ه چندین زیرتصویر تقسیمتصویر را ب 

کند. در این روش نکته بسیار مهم این است که باید دقت شود که  می   انتخاب  هر یک از این زیرتصویرها 

  زمینه باشند.ه و پسزمینای باشند که قابل تفکیک به دو بخش پیشاندازهزیرتصویرها باید هر کدام، به

این   از  است که    گذاریآستانهروش دوم  این شکل  آزمایشبه  هر  کردن شدتبا  در همسایه  تصویر  های 

ابتدا    [،46]ای که مورد بررسی قرار گرفتبرای مثال و در مقاله   قابل تعیین است.  مقدار آستانه   پیکسل،

-بافتکند. بعد از آن  می پوشانی دارند تقسیم  هم  هم دیگر شکل که  یک تصویر را به زیرتصاویر مستطیل

زمینه  زمینه و پسفقط شامل پیش آنگاه اگر یک زیرتصویر،  شود.هایی برای هر زیرتصویر محاسبه می1نگار 

این روش به طور کلی  گیرد.  عنوان آستانه محلی درنظر می نگار را بههای بافتمقدار حداقل بین قله،  باشد 

-بندی تصاویر از پیش ناحیهاز روش قبلی است. کاربرد این روش اغلب در    تربرنه هزی  از لحاظ محاسباتی 

 است. های متفاوت، زمینه

 
1Histogram  
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عملکرد   های ریه نباشد،زمانی که تصویر دارای نویز و ناهنجاری   گذاری،های آستانه روش در مجموع،  

را دارند که در ادامه بعضی از    . اما با این حال مشکلات خود بسیار ساده و سریع هستند قابل قبولی دارد و  

 این مشکلات گفته خواهد شد:

بسیاربه (1 مرزهای  و  هم  به  نزدیک  مناسب ،  علت وجود سطوح خاکستری  آستانه  یک حد  یافتن 

 .[47]دشوار است

 تواند حذف کند.را نمی  های ریوی متصل به دیواره ریهندول (2

 تواند حذف کند. را هم نمی  هانای و نایژه (3

 ایهای رشد ناحیه روش ( 3

 

آستانه   برخلاف شدتکه  گذاری  روش  تفاوت  پیکسل  روی  می های  روش کند کار  ناحیه  ،  رشد  در  های 

پیکسل  جویجست از  شدتگروهی  با  مشابه  ها  پیش  .  باشند می های  صورت  این  به  کار  روش،  این  در 

که  می  زیرناحیهپیکسلرود  یا  گروه  هاها  بزرگتر  نواحی  در  می را  ساده کند بندی  از  یکی  راه .  های  ترین 

برای درک بیشتر، اساس   .ها بر اساس یک سری خواص مشابه استپیوستن پیکسلموجود برای این کار،  

روش  این  نقطهها  کار  کردن  بخش   1کار دنبال  ناحیه  تدریجی  افزایش  مقایسه  بندیو  بر  مبتنی  شده 

از پیش تعیین  هایپیکسل اساس معیارهای  بر  نقطه است.  شده  مجاور  به صورت    به طور معمول کار  این 

 شود. می قرار داده دستی 

بندی  نخستین گام برای شروع بخش،  عنوان بذر یا دانه اولیهکار روی تصویر بهتعیین یک یا چند نقطه 

به  الگوریتمتصاویر  ناحیهکمک  رشد  دوم   ای های  مرحله  در  شباهت،  است.  روی    آزمایش  های  پیکسلبر 

هایی از تصویر که بیشترین شباهت  آن پیکسلگیرد.  صورت می   ی رشد همسایه برای اضافه شدن به ناحیه

-ی رشد مورد نظر می شامل ناحیه کردن شرایط،    برآوردهشوند و با  تعیین و انتخاب می   به دانه را دارند 

وجود نداشته  دیگر هیج  پیکسلی برای اضافه کردن  که    . شرط خاتمه این الگوریتم به صورت استشود

 
1Seed Point  
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-بندیبخش  ناحیه ،  اند هایی که در این رویه رشد پذیرفته شدهتمام پیکسلی  باشد. در نهایت به وسیله 

 [. 49و48شود ]نمایش داده می ی مطلوبشده

تمام  شود و  می ع  شرو  یک پیکسل دانه قابل مشاهده است، کار ابتدا از    2-10در شکل  طور که  همان

ی مورد نظر  به ناحیه کم  کم   نقاطی که در همسایگی این پیکسل بوده و بیشترین شباهت را به آن دارند، 

ناحیه مورد نظر  می   اضافه نهایت،    شودتر میبزرگشود.  شبیه به هم    ظاهر  از نطر هایی که  پیکسلو در 

 قرار خواهند گرفت.   شوند ومحسوب می  ، جزء یک مجموعه هستند 

 
  ند ینقاط مجاور و انجام فرآ  ی)ب(: بررس ه ی[. )الف(: انتخاب بذر اول50] یاه یرشد ناح یهاروش  ک یشمات . 10-2شكل  

 . یبندبخش 

-کاربردهای پزشکی مثل بخش  اغلبدر    انجام شده در بین مقالات موجود، این روش،  طبق مطالعه 

]بندی حفره کاردیاک  تصاویر  در  ]بخش  [، 51ها  کلیه  رگ  [، 52بندی  دادهاستخراج  در  های  های خونی 

شده  [ استفاده  55-58اسکن ریه ] تیبندی تصاویر سی بخش  [ 54استخراج سطح مغز ] ،    [ 53آنژیوگرافی ]

آنجا که    .است ابتدایی  از  رابطهقسمت  تحقیق، در  این  از  با بخش  کار  نمونه  دو  ریه است،  تصاویر  بندی 

 داد. شده در این حیطه را  مورد بررسی قرار خواهیمکارهای انجام

استفاده کردند و    روش رشد ناحیه   از تی  برای استخراج ریه در تصاویر سی  [ 55کاران در ] و هم   1نهاد

ارائه دادند. روشی که آن   روش کاملا خودکار یک   به این شکل عمل می ها پیشنهاد  را  کرد که در  دادند 

 
1Nihad  
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بر    گذاری الگوریتم آستانهاز  های اولیه  ماسک  تولید کند. در ادامه برای  می   تصاویر را خاکستریابتدای کار  

سیروی   ریه تصاویر  مرحله   تی  در  است.  شده  شروع  استفاده  به  نوبت  بعدی  با  ی  ناحیه  رشد  الگوریتم 

هایی  پیکسلباشد. بعد از آن نوبت به تعیین  می   اند نه را احاطه کردههای دیگر که داپیکسل دانه و پیکسل

دارند  را  دانه  پیکسل  به  شباهت  بیشترین  اگر  می   که  و  سازند، رسد  برآورده  را  مسئله  نیاز  مورد  شرایط 

پیکسلی برای اضافه کردن  شرط خاتمه این الگوریتم این است که،    .شوند نیز میی موردنظر  شامل ناحیه

کرده و زمان پایان  ی ایجاد شده، مکررا توسط بررسی تمام غیرهمسایگی ناحیه رشد  ناحیه  نباشد.موجود  

 تفاوت شدت بین میانگین ناحیه و پیکسل جدید بیشتر از آستانه معین باشد.این فرآیند زمانی است که  

یافتن   پایان  از  ناحیه، بعد  الگوریتم رشد  به لحاظ    روند  تتشخیص نوبت  برروی  لبه  تا    صویر گر  یک  است 

تصویر نهایی با ترکیب ماسک باینری لبه و تصویر  . در انتهای کار  شود  درستماسک برای استخراج ریه  

.  گیرداستخراج ریه شکل میآید، در قسمت  آید. مشکلی که در انتهای کار به وجود می می دست  اولیه به 

شود مواجه می شکست  با  دیواره ریه  های متصل به  بندی ندولدر بخشاین مشکل به این گونه است که  

 . قابل دیدن است 11-2که این مشکل در شکل 

  استشدهای برپایه رشد ناحیه استفاده  الگوریتمی پنج مرحلهای که مورد بررسی قرار گرفت،  در مقاله 

شود. می   گرفته  یک پیکسل اولیه درنظرشود که  اول این الگوریتم، به این صورت عمل می در مرحله   [.56]

دیگر از یک   زمینهزمینه و پسو پرکردن حفره، پیش  1بندی انطباقی محلی ی بخشطی دو مرحلهدر ادامه  

می مرحله  شوند.جدا  کار    بعدی،  در  اول  پیش در  واشیای  شده  غیرمتصل حذف  به    زمینه  نوبت  سپس 

پیششدن    دوبرابر شدهناحیه  داده  بسط  می زمینه  دس رسد.  ،  به  برای  برای  لازم  پارامترهای  آوردن  ت 

ناحیه رشد  الگوریتم  دو  شامل  که  بعدی  همچنین  مراحل  است.  برای  ای  حجم  محدودکننده  عنوان  به 

رشد  به  رو  است  ناحیه  لازم  مرحله چهارمشود.    استفاده  ماسک،  اتصال    به  در  ناحیه  رشد  روش  وسیله 

فازی ،  فازی اتصال  می  نقشه  استشودایجاد  این  خاتمه  شرط  قبل    .  مرحله  از  که  کامل  ماسک  که 

 
1egmentationLocal Adaptive S  
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ایجاد شوددستبه  فازی   در مرحله آخر، و    آمده  نقشه  بر روی  یافته کروی شکل  ایجاد    ناحیه رشد  برای 

 شود. بندی چندتایی تطبیق داده مینتایج بخش

 
روش رشد  شده به  یبندقطعه   ری)ب( : تصو  هیاول یتیس   ری)الف( : تصو  هیبه روش رشد ناح  هیر  یبندبخش  . 11-2شكل  

نشان داده    ریدر تضاو با فلش   شوند،ی نم در نظر گرفته  ،یاه یکه در روش رشد ناح هی ر  وارهیبه د دهی)توده چسب هیناح

 اند.(شده

 : زیر هستند  موارد ای، شامل  های رشد ناحیهمزایای روش  ➢

 زیاد در برابر نویز ت مقاوم (1

 سازی پیادهآسان بودن  (2

 بندی زمان برای ناحیهطور هم چند معیار به استفاده (3

 های تصویر لبهبا شرط وضوح  دقت نسبتا بالا (4

 زیر هستند :  موارد ای، شامل  های رشد ناحیهروش معایب  ➢

 وابستگی عملکرد الگوریتم به بذرهای اولیه  (1

  پیچیدگی محاسباتی زیادو  بر بودن زمان (2

 های متصل به دیواره ریه بندی ندولناتوانی در بخش (3
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 های مبتنی بر لبه روش 2-8-1-2
روش د از  دسته  این  قطعهر  بخش  بندی، های  تصویربرای  در  نظر  مورد  ناحیه  از  بندی  لبه ،    1تشخیص 

طور ناگهانی تغییر کرده  نقاطی از تصویر که در آن شدت روشنایی به  . در این روش به  شوداستفاده می

مجزا    از هم   های مختلف یک تصویر قسمت  لبه شود. با توجه به این که به وسیله گفته می   لبه تصویر ،  است

شود  گیرد. این روش به دو دسته تقسیم می آن صورت می   های با استخراج لبه  تصویر  بندی قطعهشوند،  می 

  های تشخیص لبه در حوزه تبدیل روش روش دوم  و    در حوزه مکان   های تشخیص لبهروش که دسته اول  

،  3، کنی 2سوبل توان به وجود دارد که برای مثال می   تشخیص لبه در حوزه مکان  زیادی در هایروش است. 

مورد بررسی قرار    تنها دو الگوریتم کاربردی و مهم سوبل و کنی اشاره کرد که    6و لاپلاس   5، پرویت 4رابرتز 

 خواهد گرفت. 

 وبل یاب س لبه ➢

گرداند که  ها را در آن نقاطی بر می کند، که لبه ها را با استفاده از تخمین زدن مشتق پیدا می این متد لبه 

ماسک سوبل افقی  که    است. در فیلتر سوبل دو ماسک به صورت زیر وجود دارد    I   ،max گرادیان تصویر

 . [59]  کند های عمودی را مشخص می لبه  کند و ماسک سوبل عمودی، های افقی را مشخص می بیشتر لبه 

 
1 Edge Detection 

2Sobel  
3Canny  

4Roberts  
5Prewitt  

6 Laplace 
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 ی و شكل سمت چپ ماسک سوبل عمود یشكل سمت راست ماسک سوبل افق . 12-2شكل  

تصاویر فیلتر شده به وسیله ماسک افقی و عمودی باشند،   GY و Gx گرا  هابرای مشخص شدن کلیه لبه 

2[Gx]√ آنگاه تصویر + [GY]2 دهد. روال فوق به عملگر یا الگورریتم سوبل  های تصویر را بهتر نشان می لبه

 توان مشاهده کرد. می  13-2و نتیجه این لبه بر روی تصویر را در شکل   موسوم است

 

 ر ی تصو یعملگر سوبل بر رو   جهینت . 13-2شكل  

 یاب کنی لبه ➢
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با دقت و کیفیت  ،  شد و هنوز یک لبه یاب استاندارد   د اایج  1986در سال    1کنیاف کنی توسط جانیابلبه 

یابی از لبه   ها تا به امروز است. این الگوریتمکنی یکی از بهترین لبه یابیابالگوریتم لبه   [.60]است  بالا  

 [: 61] سه بخش اصلی زیر تشکیل شده است

 ضعیف نویز ت (1

 .ها را به عنوان لبه در نظر گرفتپیدا کردن نقاطی که بتوان آن (2

 . ها کم استنقاطی که احتمال لبه بودن آن  فحذ  (3

هیچ چیزی  کنی ییابلبه در   هم چنین  و  شود  گم  نباید  تصویر  در  ای  لبه  هیچ  امکان    لبه  که  تا حد 

ها در جای که این نکته اولین معیار این روش است. قرار گرفتن لبه   دشو  فرض  لبه  جای  به  نباید   نیست

معیار است. داشتن   لبه   کمترین ضخامت اصلی خود دومین  و داشتن  برای  پاسخها  به   یک  لبه  برای هر 

پردازد  های ضعیف به درستی می این روش بیشتر به کشف لبه  ب معیار سوم و چهارم این روش است.ترتی

نویز را می  بقیه روش و کمتر فریب  از  و  بیند، یک  می   14-2طور که در شکل  همان  .ها بهتر استخورد 

 نمونه خروجی از این روش نشان داده شده است. 

 

 ر یتصو  یبر رو  یکن جهینت . 14-2شكل  

 
1John F. Canny  
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بر روی    کار کردن  به خوبی کند.  می   بندی شده را تا حدود زیادی حفظ ساختار اشیای طبقهاین روش  

تصویرپس اشیا  و  است  زمینه  این روش  مزیت  این  [62] ، دیگر  در مورد  به مطالب گفته شده  توجه  با   .

بهترین  یابلبه روش   دارای  لبه   عملکردکنی  بین  می یابیدر  اگرها  اما  تصویر مرز  باشد  در  ضعیفی    های 

ناحیه  یا  باشند  داشته  باشند های  وجود  متراکم  بافت  دارای  نمی تصویر  کار  به درستی  این روش  و  ،  کند 

 [. 63] سازد خروجی مطلوب را برای ادامه کار فراهم نمی 

 بندی های سنتی بخش روش  بندیجمع 2-9
ها را شرح دادیم.  را بررسی کردیم و به طور خلاصه آن  بندی سنتی های بخشروش های قبل  ر قسمتد

ها را بیان کردیم که در جدول قابل مشاهده است. در ادامه این فصل به بخش دوم  مزایا و معایب روش 

 تحقیق یعنی قسمت تشخیص نوع سرطان خواهیم پرداخت.

 یبند بخش  ی برا  شدهانیب  یسنت ی هاروش  سهیمقا  .2-2جدول  

 مزایا معایب
 نام روش 

 شماره مراجع 

 عدم توانایی در حذف نای و نایژه •

بخش  • در  توانایی  بندی  عدم 

 های چسبیده به دیواره ریه ندول

آستانه   • حد  یافتن  در  دشواری 

 مطلوب 

 سادگی در محاسبات •

 بالانسبتا سرعت  •

 کم نسبتا  حافظه  •

 

 گذاری آستانه

 بری بالازمان •

زیاد  وابستگی • عملکرد    نسبتا 

 الگوریتم به بذرهای اولیه 

 سازی ساده پیاده •

 ای ناحیه رشد  بالا در برابر نویز نسبتا مقاومت  •

 کم در برابر نویزنسبتا مقاومت  •

زمانشکست   • با    در  برخورد 

 های متراکم تصویر بافت

روش  نسبتا  باهت  ش  • به  زیاد 

 بندی انسانی طبقه 

حد حفظ   • از  اشیای    بیش 

 بندی شده بخش

 

 تنی بر لبه بم
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 بندی استخراج ویژگی و طبقه 2-10

شود چون ورودی این مرحله برای پردازش، از  تر دنبال میین مرحله نسبت به مرحله قبلی نسبتا آسانا

بندی باشد. در این مرحله از تحقیق، پیچدگی تصویر از بین رفته و تصاویر بخش خروجی مرحله قبل می 

الگوریتم  هستند.  طبقه شده  برای  زیادی  این  های  از  چند  خلاصه  طور  به  که  دارد  وجود  تصاویر  بندی 

 بندی نهایی این قسمت هم انجام خواهد شد.ها را مورد بررسی قرار داده و در ادامه جمع الگوریتم 

 یادگیری ماشین  2-10-1

کلی  ب طور  سیستم ه  به  ماشین  می یادگیری  اجازه  بها  تا  خودگردان ه دهد  پشتیبانی  و    طور  هیچ  بدون 

شود که دستگاه قادر به یادگیری از داده  گیری کنند. این تصمیمات در شرایطی اتخاذ می خارجی، تصمیم 

باشد و الگوهای اساسی موجود در آن را درک کند. سپس، از طریق تطبیق الگو و تحلیل بیشتر، نتیجه را  

سه نوع الگوریتم مهم یادگیری    [. 64گردانند] تواند یک کلاسه بندی یا یک پیش بینی باشد، برمیکه می 

 ها اشاره شده است.که در ادامه به آن  ماشین وجود دارد

 یادگیری نظارت شده  (1

 یادگیری بدون نظارت  (2

 یادگیری تقویتی  (3

 یادگیری نظارت شده 2-10-1-1

ترین الگو برای انجام عملیات یادگیری ماشین است. به طور گسترده برای  ادگیری نظارت شده محبوبی

  حالت،   این  در .  دارد  وجود   خروجی   –های ورودی  شود که نگاشت دقیقی بین داده هایی استفاده می ه داد

  کرده   مشخص  واضح  طور  به   را  هاویژگی   الگوریتم،   که  معنی   این  به  اند،شده    زده   برچسب  ها،داده   مجموعه

کلاسه بینی   پیش  آن،  براساس   و یا  می ها  انجام  را  به  بندی  قادر  الگوریتم  آموزش،  مرحله  انجام  با  دهد. 
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در ادامه به    .بینی کردتوان نتیجه جدیدی را پیش ای که می شناسایی روابط بین دو متغیر است به گونه 

الگوریتم  از  می بعضی  اشاره  یادگیری  این  در  های  تحقیق  این  که  این  به  توجه  با  تشخیص    حوزهشود. 

میمی  قرار  استفاده  مورد  نظارت  با  یادگیری  روش  برچسب  باشد،  دارای  ریه  تصاویر  تمامی  چون  گیرد، 

 [. 65]هستند 

 ی خط  ونیرگرس( 1

رگرس  خط  ، یخط  ون یدر  متغ  ا یدو    ن یب  یرابطه  ا  شودی م  ی ریگاندازه   ری چند  براساس  رابطه،    نیو 

 [. 66]کنند ی م  یرویپ ی خط ی الگو ن یکه از ا دهد ی را انجام م  ییهاینیبشیپ

 ان یگراد تی تقو( 2

  ف یضع  ی ر یگمیدرخت تصم  نیاز چند   ی ااست که مجموعه  ی گروه  ی ر یادگیروش    ک ی  ان، یگراد  ت یتقو

 [. 67]شودی م  یبند قدرتمند منتهکلاسه   کیکه به  باشد ی م

 بان یبردار پشت نیماش( 3

SVM کلاسه ابرصفحه   یقدرتمند   یهابند ها  کمک  با  که  براهستند  داده   یبند طبقه   یها،    ی هامجموعه 

 [. 68]شوند ی ( به دو کلاس، استفاده مینری)با یی دودو

 ک یلجست  ونیرگرس( 4

  یبند دسته   یبرا logit که با کمک تابع  شودیم   جادیشکل ا  یازنگوله  S یروش با استفاده از منحن   نیا

 [. 69]شودی م  د یشان تولها در کلاس مربوطه داده 

 ی مصنوع یعصب  یهاشبكه ( 5
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تقل  ی مصنوع  ی عصب  یهاشبکه مدلساز  د یبه  انسان  مغز  داده   شوند ی م  یاز  از  زمان  طول  در    ادیها  و 

آن رند یگی م وس .  بخش  تشک  ن یماش   ی ریادگ یاز    ی ترع یها    ده ینام    ق یعم  یر ی ادگیکه    دهند ی م   لیرا 

 .شودی م

 یادگیری بدون نظارت 2-10-1-2

شوند، گذاری نمی های مختلف برچسبها صریحا در کلاس ر مورد الگوریتم یادگیری بدون نظارت، داده د

داد یادگیری  به  قادر  ضمنی  الگوهای  یافتن  با  مدل  این  ندارد.  وجود  برچسبی  هیچ  است.  یعنی  ه 

های  های مشابه و دیگر ویژگی ها را براساس تراکم، ساختار، بخش های یادگیری بدون نظارت، داده الگوریتم 

 [. 70کنند]مشابه، شناسایی می 

 تقویتی  یادگیری 2-10-1-3

  تا  دهد می   اجازه  هاگیرد که به ماشینهای بیشتری از هوش مصنوعی را در بر می ادگیری تقویتی، حوزه ی

  های عامل   و  هاماشین  کار،  این  با .  باشند   تعامل   در  خود   اطراف   پویای   محیط   با  خود  اهداف   به  رسیدن   برای

می افزار  نرم پاداش،  ی  بازخورد  این  کمک  با  کنند.  ارزیابی  زمینه خاص  یک  در  را  آل  ایده  رفتار  توانند 

ده به عنوان یک  ها قادر به یادگیری رفتار و بهبود آن در دراز مدت هستند. این پاداش بازخورد ساعامل

 [. 71شود]سیگنال تقویتی شناخته می 

 ای بر یادگیری عمیق  مقدمه 2-10-2

از یادگیری ماشین وطور که گفته شد،  مانه از   هوش مصنوعی یادگیری عمیق نوعی  واقع  است که در 

کند. این نوع از یادگیری  گیرد، تقلید می روشی که ذهن انسان برای یادگیری موضوع خاصی به کار می 

می  داده  علم  در  مهم  عناصر  از  مدل یکی  و  آمار  شامل  که  برای  استسازی  باشد  عمیق  یادگیری   .

ها را دارند ، بسیار مفید  از داده تحلیل و تفسیر مقادیر زیادی  ،  دانشمندان که وظیفه جمع آوری، تجزیه 

http://amerandish.com/
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سریع  را  روند  این  و  آساناست  و  می تر  عمیق   [. 72کند]تر  فزاینده   یادگیری  عرصه   کاربرد  تمامی  ها در 

تصویر،  پردازش  داده   مانند  گفتارو    کاوی رباتیک،  آن می پردازش  مکرر  استفاده  دلایل  از  یکی  تواند  دارد. 

باشد که باعث    2(GPUs)واحدهای پردازش گرافیکی  و    Us)(CP1  وجود واحدهای پردازش مرکزی سریع 

زمان آموزش و اجرا را کاهش  و    اند ها شدههای زیادی از داده در روند دسترسی به مجموعه ایجاد سرعت  

 [. 73]است داده 

 [: 74] کردتقسیم   صورت زیر توان به های عمیق را می شبکه از  چهار ساختار مهم

 3کانولوشنی های عصبی شبکه •

 4بدون ناظر  دیدههای از پیش آموزش شبکه •

 5های عصبی مکرر شبکه •

 6های عصبی بازگشتی  شبکه •

دیده را مورد بررسی قرار  های عصبی کانولوشنی و از پیش آموزش سوم شبکه بعد یعنی فصل  در فصل  

 دهیم.می 

 بندی جمع 2-11
در    شدهکارهای گذشته انجام، در این فصل مورد بررسی قرار گرفت و  نامهفاهیم مورد نیاز در این پایانم

بخش طبقه قسمت  و  همانبندی  شد.  داده  شرح  اختصار  به  شد،  بندی  مشاهده  که  های روش طور 

دسته    بندیبخش دو  عمیق به  یادگیری  بر  و    مبتنی  شد  تقسیم  سنتی  مهم  و  اشکال  که  دریافتیم 

گردد. این مشکل هم در  میانسانی و کند بودن فرآیند پردازش بر اغلب به وجود عامل    ، ی سنتیهاروش 

 
1CPUs:  sCentral Processing Unit 

2 snitUrocessing Praphics GPUs: G 
3 Convolutional neural networks (CNNs) 

4 Unsopervise Pretrained Networks 
5 Recurrent Neural Networks (RNNs) 

6 Recursive Neural Network 
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طبقه  و  قسمت  مایشن  یادگیری  از  مختصری  شرح  ادامه  در  داشت.  وجود  یادگیری  مقدمه بندی  بر  ای 

ارائه  تحقیق می   دریافتیم .  کردیم  عمیق  این  مراحل  تا  تمامی  برود  پیش  یادگیری عمیق  اساس  بر  تواند 

های  از معماری   تعدادی سوم، به توضیح بعد یعنی فصل  در فصل  لا را، از بین ببرد. مشکلات ذکر شده در با

،  بندیو تشخیص و طبقه   بندی تصاویرهای مبتنی بر آن را برای بخش یادگیری عمیق پرداخته و روش 

 کرد. تشریح خواهیم 
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  ق ی عم   ی ری ادگ ی   ی ساختاره    3فصل  
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 مقدمه  3-1
فصل،  این  کانولوشنی شبکه   ابتدا  در  عصبی  کاربردی مهمکه    های  و  عمیق ترین  یادگیری  ساختار    ترین 

بر   مروری  ادامه  در  و  داده  قرار  بررسی  مورد  را  ساختارمعماریهستند  این  بر  مبتنی  های  روش و    های 

 داشت.  خواهیم در یادگیری عمیقبندی و طبقه   بندی تصاویربخش

 های عصبی کانولوشنیشبكه 3-2
عمیق آن   ساختارهای  یادگیری  بین  در  اما  دارد  کانولوشنشبکهها  متفاوتی  عصبی  از ی  های    یکی 

شود.  گفته می    ConvNet یا CNN  اختصار  این شبکه به   به .  ساختارها هستند و مهمترین    پرکاربردترین 

سال   CNN شبکه الهام  1990در  ازبا  انجام آزمایش  گیری  توسط های  قشر    روی Wiesel و Hubel شده 

پروژه   1بینایی اولین  از  یکی  شد.  انجاممعرفی  شناساییهای  معروف  پروژه  شبکه،  این  با  ارقام   شده 

سال     MNIST نویسدست امیدوارکننده    Yann Lecun توس   1998در  نتایج  که  همراه  بود  به  ای 

.  بندی استدر مسائل طبقه   ،هاکاربرد اصلی این شبکهطور که در فصل دوم اشاره شد،  همان  .[75داشت]

 ImageNet رویداد  .اتفاق افتاد ImageNet  در مسابقه  2012سال   رد  یدرخشش اصلی شبکه کانولوشن

به   ٪4/16خطای   با AlexNet شبکه  و   کلاس بود   1000میلیون تصویر در    2/1با   بندییک چالش دسته 

رسید  مسابقه  اول  شبکه   .رتبه  بهاین  شده  ایگونه ها  برای طراحی  که  ساختار  ورودی اند  با  های 

های ورودی  پرسپترون چند لایه، ساختار داده  کنند. شبکهخوبی کار می بعدی( به )دوبعدی و سه  ماتریسی

ابعاد    100×100کند و یک ماتریس دوبعدی  را عوض می  به  بردار  اما  می   10000را تبدیل به یک  کند. 

این    .دهد های همسایه اهمیت می کند و به ارتباط بین پیکسلمی ساختار ورودی را عوض ن CNN شبکه

 تواند برای تصاویر زیر هم مناسب باشد.شبکه علاوه برتصاویر دوبعدی می 

 سیگنال : های یک بعدیداده  ➢

 صوت تصویر و طیف : های دوبعدیداده  ➢

 
1 Visual Cortex 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1359523/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1359523/
http://vision.stanford.edu/cs598_spring07/papers/Lecun98.pdf
http://vision.stanford.edu/cs598_spring07/papers/Lecun98.pdf
http://vision.stanford.edu/cs598_spring07/papers/Lecun98.pdf
http://www.image-net.org/
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  ویدئو و تصاویر حجمی  :های سه بعدیداده  ➢

 همراه با زمان  تصاویر حجمی  :های چهاربعدیداده  ➢

 ی معماری شبكه عصبی کانولوشن 3-3
در شکل  باشد.  می   مراتبیسلسله است و الگوریتم آن به صورت    شبکه کانولوشنی یک شبکه عصبی عمیق 

معمولا از   ینشان داده شده است. شبکه کانولوشن ییک مثال ساده از معماری شبکه عصبی کانولوشن  3-1

باشد. در آخرین مرحله این  ای آن به صورت یکی در میان می هکه لایه   های مختلفی تشکیل شدهبلوک 

 :از عبارتند  CNN های مختلف در شبکهها یا بلوک [. لایه 76متصل وجود دارد]تعدادی لایه تمام شبکه 

 (بلوک زرد در شکل) ورودی لایه ➢

 ( های آبی در شکلبلوک ) یکانولوشن لایه ➢

جا معمولا تابع غیرخطی را همراه با لایه کانولوشنی یک   -آبی در شکل    هایغیرخطی )بلوک  لایه ➢

 دهند(نشان می 

 ( های قرمز در شکلبلوک تجمیع ) لایه ➢

 (های سبز در شکلبلوک متصل ) تماما لایه ➢

 
 [. 77] یکانولوشن یساده شبكه عصب یمعمار   . 1-3شكل  
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 یه کانولوشن لا 3-3-1

را به    یاست که درصد اعظم محاسبات شبکه عصبی کانولوشن لایه کانولوشنی CNN هسته اصلی شبکه

  .است  هاای فیلترشامل مجموعه  ،در شبکه عصبی کانولوشن  ی هر لایه کانولوشن ت.  خود اختصاص داده اس 

 Feature  لایه کانولوشنی،  شود. به خروجی خروجی ساخته می   ، از کانولوشن بین فیلترها و لایه ورودی

Map    می لایه   .شودگفته  میها،  این  فرا  را  محلی  الگوهای  که  گیرند ،  صورت  این  به  لایه.  آن،    اولین 

رود  ها، فراگیری بالاتر می طور با بالا رفتن شماره لایه شود. همان را شامل می   هالبه   الگوهای کوچکی مانند 

بزرگتریبه طوری که   گیرد. به طور کلی  و غیره را فرا می   شم، گوش، اشکال هندسیچمانند    الگوهای 

اش  و نسبت به ورودی   لغزاند می   ورودی  1روی نقشه ویژگی را    5×5یا    3×3هایی با اندازه  پنجره   کانولوشن

 کند به هدف شبکه برسد.آن بیرون کشیده و سعی می  هایی را از نقشه ویژگی تکه 

 غیرخطی  لایه 3-3-2
شبکه م سایر  با  ازشابه  هم  کانولوشن  عصبی  شبکه  عصبی،  تحریک  های  کانولوشنی    2تابع  لایه  از  بعد 

می  ایجاداستفاده  باعث  غیرخطی  تابع  از  استفاده  غیرخطی کند.  می  خاصیت  عصبی  شبکه  که  در  شود 

دهند که  ها در همان تعریف لایه کانولوشنی، به شما این امکان را می فریمورک خیلی مهم است. بعضی از  

ها هم باید یک لایه جداگانه بسازید. تعریف  نوع تابع غیرخطی را هم مشخص کنید. در بعضی از فریمورک 

محاسبات موجود    .کند تابع غیرخطی به صورت جدا از لایه کانولوشنی انعطاف پذیری بیشتری ایجاد می 

تابعد است   ReLU ر  مقایسه  یک  و صرفا  همین  .  ساده  با    دلیل به  غیرخطی  تابع  بخش  در  محاسبات 

از  غیرخطی    ReLU  استفاده  توابع  سایر  به  بیشتری با نسبت  می  سرعت  فرآیند  انجام  طرفی  از  شود. 

در شبکه    توابع غیرخطی  2-3در شکل    .تر استنسبت به سایر توابع غیرخطی سریع  ReLU آموزش با

 کنید. را مشاهده می عصبی کانولوشن

 
1 Feature Map 

2 activation function 
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 کانولوشن  یدر شبكه عصب یرخطیتوابع غ . 2-3شكل  

 لایه تجمیع   3-3-3
کاهش اندازه  تجمیع  های مهم در شبکه عصبی کانولوشن است. هدف لایه  یکی دیگر از لایه تجمیع  لایه  

از لایه کانولوشنی است  Feature Mapمکانی   استفاده  با  آمده  آموزش  تجمیع  لایه   .بدست  قابل  پارامتر 

عملکردی شبیه کانولوشن دارد و  تجمیع  دهد.  می  انجام  را  صرفا یک نمونه برداری ساده و موثرو    ندارد

تصویر حرکت می  روی  پنجره  بعد  به   کند.یک  عادی  کانولوشناز هر لایه  طور کلی  یک لایه  ، در حالت 

را حذف    هاویژگیاین  تر از میان  اهمیتموارد کمرا حفظ کرده و    های مطلوبویژگی و    تجمیع قرار دارد

   .است average pooling و  max poolingتجمیع  ترین نمونه  رایجکند. می 

 تماما متصل  لایه 3-3-4
معمول طور  لایه   به  بر  آخرین  کانولوشن  شبکه عصبی  رایک  بندی  طبقه  تشکیل  لایه   ، ای  متصل    تماما 

اصلی    .دهد می  کاربردهای  از  لایه  یکی  طبقه این  عنوان  به  استفاده  کانولوشن،  شبکه  یا در   بند 

معمولبه است.   1کلاسیفایر  ویژگی   طور  لایه مجموعه  از  استفاده  با  شده  استخراج  کانولوشنی  های  های 

می  بردار  یک  به  طبقه تبدیل  یک  به  ویژگی  بردار  این  درنهایت  متصلبند  شوند.  می   تماما  تا  داده  شود 

 
1 Classifier 
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 توانید مشاهده کنید.یک نمونه لایه تماما متصل را می  3-3شکل  در  کلاس درست را شناسایی کند.

 

 تماما متصل ساده شبكه  یمعمار   . 3-3شكل  

 های عصبی کانولوشنها در حوزه شبكه مفاهیم و الگوریتم  3-4
برنده در پس هر پیشرفتی در حوزه تحقیقات بینایی رایانه  امروزه نیروی پیش  های عصبی کانولوشنشبکه

بندی  در دو مرحله بخش نامه در پایانکار موردنظر این   با توجه به این کهدر این بخش،  .شودمحسوب می 

می  تشخیص  از  و  بعد  به باشد،  مفهومی  پیشمعرفی  الگوریتم مهم ،  آموزش نام  شبکه ترین  پایه  بر  های  ها 

 .کنیم کانولوشنی را معرفی می 

 آموزش پیش 3-4-1
پارامترهاوجود    به دلیل  بالای  الزام  تعداد  زیادبه داده  و  و  ، زمهای عمیقآموزش شبکه ،  های آموزش  ان 

یک مجموعه داده خاص  افزار بالا و مناسبی را نیاز دارد. این در حالی است که وقتی شبکه بر روی  سخت

فقط اطلاعات مربوط به  یاد گرفته و    اطلاعات کلی راجع به جنس دادهآموزش ببیند،   ImageNet مثل
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است که بتوانیم از یک    ها، باعث این شدهاین خصوصیت در این شبکه  [. 78گیرد] آن مجموعه را یاد نمی 

که   وظیفه  شبکه  یک  فردبرای  به  داده  منحصر  در  برچسب  تشخیص  آموزش   ImageNet های مثل 

هایی که  این روش در مدل   .بندی تصاویر پزشکی استفاده کنیمبخشداخل کارهای دیگر مانند    شده،داده 

اساس   است چون     CNNبر  محبوب  بسیار  افزهستند  را  تعمیم مدل  فرآیند    ش یاقابلیت  را  و  یادگیری 

باشد که در ادامه توضیح مختصری درباره  می   ResNetها، شبکه  یکی از انواع این شبکهبخشد.  می   تسریع

 . شودآن داده می 

 ResNetالگوریتم  3-4-2

 ResNet1  معماری از  نشان می  هاییکی  که  است  تا چه حد  بزرگ  یادگیری عمیق  دهد یک معماری 

را ارائه دادند که   ResNet تعدادی از محققین مایکروسافت معماری  2015در سال  د.  تواند عمیق باش می 

  سه   هر  در   رکورد   یک  که  است  شده  تشکیل   لایه  152  از  معماری   این.  داد  کاهش   درصد   3٫6خطا را به  

. این مدل  [79]با استفاده از یک مدل به جا گذاشت localization و  بندیکلاسه   اشیاء،  تشخیص   بخش

اشیاء   ،هاگذاشت و با دقت به مراتب بالاتر از انسان  پشت سردر حقیقت قدرت انسان در تشخیص اشیاء را  

 این است که ورودی توسط یک لایه کانولوشن ، لایه  residual ایده اصلی یک بلاک  .را تشخیص داد

ReLU    نتیجه این تبدیلات یک تابع   .شودو یک لایه کانولوشن پردازش می F(x)  نتیجه    و   کند تولید می

 . شوداین تابع با ورودی لایه قبل جمع می 

 
1 Residual Networks 

https://arxiv.org/abs/1512.03385
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 resnetساده شبكه   یمعمار . 4-3شكل  

وقتی عمق  اما   یابد با افزایش عمق شبکه، دقت شبکه نیز افزایش می به طور کلی همه بر این باورند که  

بیشتر   خاصی  حد  یک  از  می شود،  شبکه  رفتن  بالا  به  شروع  باقیبلوک   کند.خطا  این    1ماندههای  در 

خطای هر لایه به  شود و باعث می  کرده لایه قبلی را بدون واسطه به لایه بعدی منتقل  هایورودیالگوریتم 

 شود. می شبکه  شدن ترعمیقکه این کار باعث بالا رفتن سرعت و یابد  لایه قبلی انتقال 

 U-Netالگوریتم  3-4-3
شبکه  U-Net معماری بخش   یک  برای  دراصل  که  است  پیچشی  پزشکی  عصبی  در حوزه  تصاویر  بندی 

 یا شبکه U-Net انگلیسی است و به همین دلیل نیز U این معماری شبیه حرف کلراحی شده است. ش ط

U  و    2برگر رنهفرایبورگ آلمان توسط اولاف   در دانشگاه  2015در سال  این الگوریتم    شود.شکل نامیده می

بخش همکاران منظور  به  شبکه  ش  این  در  که  شده  طراحی  تصویر  پردازش بندی  دقت  و    افزایش   سرعت 

لایه   هیچ  شبکه،  این  داده   تمامایافت.  به  شبکه  نیاز  همین  و  ندارد  بین  متصل  از  را  زیاد  آموزشی  های 

باعث  می  ویژگی  این  اجزای تصویر می قطعه برد.  بسیار دقیق  ب  شود. بندی  دو  از  این شبکه  خش  معماری 

 
1 Residual 

2 RonnebergerOlaf  
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.  استسازی  گسترده   سازی و بخش سمت راست، مسیربخش سمت چپ، مسیر فشرده که  تشکیل شده  

فشرده  مسیر  گسترده   ک در  ،سازیهدف  مسیر  نقش  و  تصویر  فرآیند  مضمون  در  کردن  کمک  سازی 

که    یک مسیر انقباضی متوالی استساز و کار این الگوریتم، به وجود آوردن    .یابی دقیق اشیاء استمکان

 است. جایگزین شده samplingهای ، با لایهpoolingهای در آن لایه 

شکل  همان در  که  لایه    نشان   3-5طور  هر  از  بعد  شده،  فعال  کانولوشنی، داده  لایه  خطی  یک  ساز 

(Relu و )یک لایه بعد از آن Maxpooling  2×2  این سه لایه با یکدیگر تشکیل یک  که   قراردارد 2با گام

شود.  می های ویژگی دوبرابر  کانال  در هر طبقه کاهنده،که  . به طوری دهند را می دار کاهنده طبقه نمونه بر

(  Upsamplingدر هر طبقه یک نمونه بردار افزاینده )است،    انبساطیدر حالت برعکس هم که در مسیر  

کانولوشنی  به  لایه  یک  آن    2×2همراه  وظیفه  که  دارد  کانال قرار  ویژگی  کاهش  در  های  ادامه  است. 

در    کند.از طبقه نظیر خود در مسیر انقباضی دریافت می اضافه شوند را    هایی که قراراست به تصویرداده 

 [. 80]باشد می لایه کانولوشنی  23مجموع، این شبکه شامل 

 
 U-Net  [80 ] یمعمار . 5-3شكل  
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چندکاناله    یخروج  ک یرنگ متناظر با    ی آب  لی هر مستطکنید،  طور که در شکل بالا ملاحظه می همان

بالا  یخروج   یهااست. تعداد کانال  ابعاد آن ن  شکللی هر کادر مستط  ی در  پا  ز یو  و سمت    ن ییدر گوشه 

هستند. هر    های شده خروج  ی رنگ نسخه کپ  د یف س   ی لی مستط  ی درج شده است. کادرها  هال یچپ مستط

 . باشد ی عمل خاص م کی گران ینما زین کانیپ

 بندی تصاویر پزشكی مبتنی بر یادگیری عمیق بخش  3-5
مبتنی  های را بررسی کردیم. در این فصل روش  بندی سنتی بخش های  به طور مختصر روش   در فصل دوم، 

بخش  حیطه  در  عمیق  یادگیری  پزشکیبر  تصاویر  خواهیم    بندی  قرار  بررسی  مورد  و  داد.  را  معماری 

بخش  در  اصلی  استساختار  کدگشا  یک  و  کدگذار  یک  شامل  تصویر  ویژگی   .بندی  کدگذار  های  بخش 

بخش کدگشا نیز مسئولیت تولید خروجی نهایی را  و  کند خاص هر تصویر را به کمک فیلترها استخراج می 

به  دارد که  ربندیطورمعمول در آن یک ماسک بخش برعهده  کند.  ا مشخص می کننده، طرح کلی شیء 

شکل   در  که  طور  می   6-3همان  بخش کنید،  مشاهده  فرآیندهای  مواقع،  معماری  اکثر  در  تصویر،  بندی 

 .مشابه این معماری هستند 

 

 ر یتصو یبندساختار بخش  . 6-3شكل  

بخش همان در  که  شبکه  طور  شد،  گفته  قبلی  معماری   U-Netهای  میان  خانواده  در  از  مختلف  های 

به    بندی تصاویر پزشکیبخش برای    شدهی طراحیترین شبکهترین و مناسب متداول ،  های کانولوشنشبکه

  . یابد   دستبندی تصاویر پزشکی، به لبه تکنولوژی  در حوزه بخش آید. این شبکه توانسته است  حساب می 

در مرجع  بندی تصویر دارد که برای مثال،  های فراوانی در بخشطور که گفته شد، این شبکه کاربرد همان
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ام   1تقسیم غضروف و منیسک   به منظور  Net-U  این شبکه یعنی   [ از81] زانو  آراز تصاویر    بهره برده آی 

این شبکه،  در راستای بهبود معماری   اخیر،های  سال با توجه به پرکاربرد بودن این الگوریتم، در  است.  شده

تغییراتیدستبا   ایجاد  و  آن،    کاری  مختلفینسخه در  شده   های  بررسی    استارائه  به  ادامه  در  چند  که 

 خواهیم پرداخت.  U-Netنسخه تغییریافته از شبکه 

 RU-Netساختار  3-5-1
از   یافته  نسخه یکی  تغییر  تلفیق  Net-Uهای  با  کانولوشنی  ،  آمده    Net-Uو    RCNN2ساختار  دست  به 

انقباضاین شبکه،    نوآوری   [. 82]است از لایه،  در مسیر  انبساط،  و    DownSamplingهای  قبل  در مسیر 

لایه  از  از    UpSamplingهای  قبل  و  کانولوشنیلایهاست  است.    بیشتری   های  کرده  از  استفاده  استفاده 

مکرر، لایه کانولوشنی  موجب    های  که  است  شبکه  این  ویژگی استمزیت  مسیر    ترمفید های  خراج  در 

 باشد. قابل مشاهده می   7-3. معماری کلی این شبکه در شکل  شودانبساطی شبکه می 

 

 RU-Net [82 .]شبكه  یمعمار  . 7-3شكل  

 
1 Meniscus 

2 Recurrent Convolutional Neural Network 
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 Attention U-Netساختار  3-5-2
شبکه   ساختار  انبساط  ،U-Netدر  مسیر  قبلی لایهمحتوای  ،  در  لایه   ی  محتوای  مسیر  با  از  معادل  ی 

باشد. این رویه باعث  می   بازیابی اطلاعات مکانی تصویر در هر لایه که این کار برای    شودالحاق می   انقباض، 

  هایی به استفاده از دروازه با    Attention U-Net. ساختار  شودهای سطح پایین و اضافی می استخراج ویژگی 

پرش در    Attentionنام   می   اتصالات  عمل  گونه  این  به  یعنی  کرد.  حل  را  مشکل  که  این  کرد 

پرش،استخراج   1هایویژگی نقشه  اتصالات  در  توسط    شده  پردازش  از  با    Attentionهای  دروازه پس   ،

کاهش منابع  و    قدرت تعمیم بهتراین تغییر باعث    شوند.ی قبلی در مسیر انبساط، الحاق می محتوای لایه 

 [. 83دهد]معماری این شبکه را نشان می   ،3-8شود. شکل می  در رفته محاسباتی ه

 

 Attention U-Net  [83 .]شبكه   یمعمار . 8-3شكل  

 ی بنداستخراج ویژگی و طبقه 3-6
های مختلف آن را به طور  را به طور کامل توضیح دادیم و بخش   ccnهای قبل  در فصل دوم و در بخش 

همان  کردیم.  بررسی  بخش کامل  در  که  شد،  طور  گفته  قبلی  لایه   cnnهای  لایه  شامل  کانولوشنی،  ی 

لایه این  از  کدام  هر  است.  متصل  تمام  لایه  و  برای    هاتجمیع  ما  دارند.  را  خود  فرد  به  منحصر  وظیفه 

 
1 Feature Maps 
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ایم که در ادامه به بررسی این شبکه  استفاده کرده   cnnبندی از حالت سه بعدی  استخراج ویژگی و طبقه 

 خواهیم پرداخت و دلیل استفاده از این شبکه را خواهیم گفت.

 یسه بعد یکانولوشن یشبكه عصب 3-6-1
ها در جای به  باشد که هر کدام از این شبکهی سه بعد میی به طور معمول دارا کانولوشن  یشبکه عصب

 شوند. در ادامه بررسی مختصری از این سه دسته شده است. خصوص خود استفاده می 

عصب در   (1 بعدی،  کانولوشن  یشبکه  یک  در  ی  م  ک یهسته  حرکت    ی هاداده   و  کند ی جهت 

استفاده    یزمان  یسر  یهاداده   یعمدتا برای دو بعدی هستند. از این شبکه  و خروج  یورود

 شود.ی م

و    ی ورود یهاداده  و   کند ی جهت حرکت م   دو هسته در ی دو بعدی،  کانولوشن  ی شبکه عصبدر   (2

 شود. ی استفاده م ر یتصو یها داده   یعمدتا برای سه بعدی هستند. از این شبکه خروج

  ی ورود   یهاداده   و   کند ی جهت حرکت م  سه هسته در  ی سه بعدی،  کانولوشن  ی شبکه عصبدر   (3

  آی و آرام )  ی سه بعد   ر یتصو  یهاداده  ی معمولا  برای چهار بعدی هستند. از این شبکه  و خروج

 شود.ی اسکن( استفاده می تیس 

،  کوچک است   اریگره بسو    متفاوت است  یاندازه هر گره سرطانبا توجه به کار این تحقیق و این که  

ی حالت  کانولوشنشبکه عصبی    .شودمی استفاده    ی کانولوشن سه بعد   ی از شبکه عصب  ،هاآن   ییشناسا  یبرا

ممکن است اطلاعات مهم و  تواند در این تحقیق استفاده شود اما با استفاده از این شبکه، دو بعدی هم می 

  ک است، از ی  به همین دلیل و با توجه به تحقیقاتی که انجام شده  ارزشمند در مورد گره از دست برود. 

عصب بعد   یکانولوشن  یشبکه  می سه  استفاده  شبکه  ی  این  در  هستند.  بعد   سه  یورود  ریتصاوشود.  ی 

اند که هر کدام  های مختلفی تشکیل شدهی از لایه کانولوشنطور که در فصل قبل گفته شد، شبکه  همان
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  های این شبکه بررسی دهد که تمامی لایه یک نمونه از آن را نشان می   9-3وظیفه خود را دارند. شکل  

 [. 84]تر آن را موشکافی خواهیم کرد شده است. در فصل چهارم به طور دقیق 

 

 [ 84] یسه بعد cnn یمعمار  . 9-3شكل  

 تقویت گرادیان  3-6-2
و   رگرسیون  مسائل  برای  ماشین  یادگیری  روش  یک  گرادیان  مدل    است،  بندیطبقه تقویت  یک  که 

طور که در  همانکند. کننده ضعیف ایجاد می بینیهای پیش ای از مدل کننده را در قالب مجموعه بینیپیش

بندی از لایه تماما متصل استفاده شده  معماری شبکه عصبی کانولوشنی قابل ملاحظه است، برای طبقه 

رد که در ادامه  استفاده خواهیم ک   تقویت گرادیان بندی، از روش است. برای بهبود خروجی در مرحله طبقه 

توان به دو روش  کننده را می دقت یک مدل پیش بینی به طور کلی    [. 85]شودبه توضیح آن پرداخته می 

 : تقویت کرد

 الف( با استفاده از مهندسی ویژگی 

 های تقویت کننده ب( با اعمال مستقیم الگوریتم

شود، که در  ر این مرحله می که باعث بهبود خروجی د  های تقویت کننده زیادی وجود دارند لگوریتم ا

 شود. بندی استفاده می برای بهبود طبقه  XGBoostباشند. در این تحقیق از روش زیر قابل مشاهده می 

• Gradient Boosting 

• XGBoost 

• AdaBoost 
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• Gentle Boost 

 

 XGBoostشبكه   3-6-2-1
XGBoost     الگوریتم  شود. کار گرفته می ه در حوزه یادگیری ماشین ب  الگوریتمی است که اخیرا XGBoost 

برای سرعت و کارایی بالا طراحی    این شبکه  است.گیری  درخت تصمیم  تقویت گرادیان سازی ازیک پیاده  

نرم  XGBoosting اصولا   .شده است را دانلود و روی ماشین  افزاری است که می نوعی کتابخانه  آن  توان 

دو ویژگی بزرگ این شبکه که باعث    .های مختلفی به آن دسترسی پیدا کردسپس باید از رابط و    نصب  

د  های یادگیری ماشین داشته باشد، سرعت اجرا و عملکرشده است امروزه کارایی بسیار زیادی در پروژه 

 [. 85]باشد بندی می مناسب آن در طبقه 

 XGBoost اجرای رعتس  ➢

XGBoosting    الگوریتم  .سازی تقویت گرادیان ، بسیار سریع استدر مقایسه با پیاده XGBoost   با سایر

شده است و دارای سرعت بالاتری نسبت  گیری مقایسه  های تقویت گرادیان و درختان تصمیم سازیپیاده

 باشد. ها می به بقیه روش 

 

 

 XGBoost عملکرد مدل ➢

بندی و رگرسیون حاکم  طبقه یافته در مسائل مدلسازی پیشگویانه  های ساختاین مدل بر مجموعه داده 

مسابقات    .است در  الگوریتم  ای   Kaggleاین  در  دلایل  همین  به  و  است  آورده  دست  به  را  اول  ن  رتبه 

 تحقیق از این الگوریتم استفاده است. 

و خروجی  گرفته  که صورت  تحقیقاتی  به  توجه  شبکه  با  از  است،  موجود  که  برای    XGBoostهایی 

سرطان طبقه  نوع  استفاده  بندی  لایه می ها  از  بعد  و  لایه  آخرین  در  شبکه  این  قرار  شود.  متصل  تماما  ی 

https://shahaab-co.com/mag/edu/gradient-boosting-algorithm/
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گیرد.  میبندی صورت  شود و طبقه به این شبکه داده می   دارد. به این صورت که خروجی لایه تماما متصل 

 باشد. قابل مشاهده می  10-3در شکل  XGBoostبعدی و  معماری کلی شبکه کانولوشنی سه 

 

 CNN- XGBoost ی: معمار  . 10-3شكل  

 بندی جمع 3-7
ترین ساختارهای آن یعنی  مهم توضیح داده شده و در ادامه یکی از    عمیقاین فصل، یادگیری  ابتدای  در  

به این که این تحقیق شامل دو بخش    مورد بررسی قرار دادیم.  های عصبی کانولوشنی را شبکه با توجه 

های مبتنی بر شبکه   هایبندی تصاویر پزشکی با تکیه بر معماری به بخش مهم بوده است . در بخش اول  

نتیجه رسیدیم که  پرداخت   کانولوشنی  این  به  و  بندی تصاویر  ی کانولوشنی جهت بخش ترین شبکه مهم ه 

و طبقه   U-Netپزشکی شبکه   ویژگی  استخراج  به  دوم،  در بخش  یادگیری عمیق  است.  بر  مبتنی  بندی 

ویژگی،   استخراج  برای  الگوریتم  بهترین  که  دریافتیم  و  برای    cnnپرداخته  ادامه  در  است.  بعدی  سه 

بندی کرده  تصاویر را بخش   U-Netبا استفاده از مدل    در فصل چهارم،بندی، لایه تماما متصل است.  ه طبق

نامه بر خلاف  کنیم. در این پایانها را استخراج می سه بعدی و لایه تماما متصل، ویژگی   cnnو به وسیله  

این    دهند، بلکه خروجی نمی   بندی را انجام سه بعدی و لایه تماما متصل طبقه   cnnها، شبکه  دیگر تحقیق 

 دهد.بندی را انجام می داده و این لایه که آخرین لایه شبکه است، طبقه   xgboostمرحله را به شبکه 
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 روش پیشنهادی  4فصل  
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 قدمه م 4-1
این    هدف همان،  رسالهاصلی  است.  عمیق  یادگیری  از  استفاده  با  ریه  سرطان  در  تشخیص  که  طور 

بندی تشکیل شده  بندی تصویر و طبقه های گذشته گفته شد، این تحقیق از دو بخش اصلی بخش فصل 

ابتدا پیش آماده پردازش است. در این بخش  ها شرح داده خواهد شد و در آخر دو بخش  سازی داده ها و 

بندی و یادگیری عمیق پیشنهادی  دل یادگیری عمیق پیشنهادی برای مرحله بخش اصلی تحقیق یعنی م

انتها یک جمع برای مرحله طبقه  از این  بندی  به طور کامل مورد بررسی قرار خواهد گرفت و در  بندی 

 فصل ارائه خواهد شد. 

 هاسازی داده پردازش و آمادهپیش  4-2
ناشی از تفاوت در    مغایرت ها با هم متفاوت است. این  این مرحله یکی از مراحلی است که در اغلب تحقیق 

آموزش  برای    تصاویر خام ورودیفراهم کردن    هدف این مرحله، و ورودی تصویر است.  مجموعه دادگان 

پردازش استفاده شده است که هر کدام وظیفه به  در این تحقیق از سه پیش   است.   شبکه یادگیری عمیق

 ر خواهد شد. خصوصی دارند که به طور کامل ذک

 دودویی کردن تصویر 4-2-1
دودویی کردن  هایی که بر روی تصاویر مجموعه دادگان این تحقیق انجام شده است،  پردازش یکی از پیش

پیش   تصویر  این  در  می است.  در  دودویی  حالت  به  تصویر  دارای  پردازش  تصویر  یعنی  در  آید.  مقدار  دو 

از هم صورت    های ریه برای جدا کردن قسمت یند  این فرآ  [. 87]شودمی سطح خاکستری )سیاه و سفید(  

فرآیند دودویی    1-4در شکل    های ریوی، شامل رنگ سیاه با مقدار منطقی صفر هستند.بافت گیرد و  می 

 .داده شده استتصویر نشان   کردن
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 شده است.  ییدودو ری)ب(، تصو ر یو تصو یاصل  ر ی)الف(، تصو ری تصو:  . 1-4شكل  

 یابی ملگر لبهع 4-2-2
. از  کند یم  ییرا شناسا  ری در تصو  نهیزمو پس  ای اش   نیب  یجسم و مرزها  کی لبه، رئوس    ص یتشخ  ند یفرآ

 ک ی،  canny  ابیلبه   تمیکرد. الگورمات استفاده   ر ی تصو کیبهبود ظاهر    یبرا  توان ی لبه م  صیتشخ  اتیعمل

شده در رابطه با    انیب  ی ایاست. با توجه به مزا  ر یاز تصو  ز یلبه ها با حذف نو  افتن ی  ی مهم برا   ار یروش بس

 .  مایهکرد مرجع استفاده  ریها در تصاو لبه  ییشناسا یبرا تمیالگور  نیمرحله ما از ا نیدر ا ، یکن  تمیالگور

 

 یابیعملگر لبه  پردازشش یپ یخروج:  . 2-4شكل  

 عملیات گسترش  4-2-3
های  سازی تصویر، هنوز مناطق سفیدی در اطراف ناحیه ریه و حفره جا که پس از فرآیند دودویی از آن 

نویز محسوب می ها یافت میسیاه کوچک داخل ریه  واقع نوعی  باید آنشود که در  لذا  با  شوند،  ها را 

شود نقاطی از یک تصویر باینری  م. استفاده از عملگر گسترش باعث می عملیات مورفولوژیکی حذف کنی

است، تصحیح گردند. بنابراین  که در اثر عواملی چون تاثیر نویز یا اعمال حد آستانه نامطلوب جا افتاده 
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های سیاه کوچک  های اضافی سفید اطراف شش و حفره کردن قسمترا برای پاک ما عملیات گسترش  

 کردیم.  درون شش اعمال

 

 
 گسترش  ات یعمل پردازششی پ ی)ب(، خروج ری و تصو یاصل ر ی)الف(، تصو ری تصو:  . 3-4شكل  

باینری،  مشاهده می  3-4شکل  طور که در  مانه بر روی تصویر  از اعمال عملگر گسترش  شود، پس 

بخش   در  ریه  اطراف  سفید  راستقسمت  سمت  شده   شکل  فلش مشخص  با  و  است که  گردیده  ، حذف 

 های سیاه ریز داخل دو ریه چپ و راست، نیز محو شدند. حفره 

 بندی برای مرحله بخش  مدل یادگیری عمیق پیشنهادی 4-3
، تشخیص سرطان ریه است. یکی از مراحلی که نیاز است به طور دقیق شرح  نامههدف اصلی این پایان

طور که در فصل  بندی تصویر است. همانی بخشبندی است، مرحله نیاز قسمت طبقه داده شود و پیش

عمیق   شبکه  شد،  بررسی  برای    هایمعماری   بهترین   از   یکی   U-Netقبل  عمیق  یادگیری  بر  مبتنی 

ها دارد که در ادامه به دو نمونه  هایی زیادی نسبت به دیگر شبکه ن شبکه مزیت ای بندی تصویر است.بخش

 شود. های دیگر اشاره میهای این شبکه نسبت به شبکه از برتری 



 

67 

 

شود. به دست آوردن  ها بیشتر باشد، آموزش بهتر انجام می در یادگیری عمیق، هر چه تعداد داده  (1

باشد. این شبکه قادر است با  پزشکی کار بسیار سختی می یک مجموعه کامل و بزرگ از تصاویر  

 مجموعه داده نسبتا کوچک، به خوبی آموزش ببیند و نتایج خوبی را به ارمغان بیاورد. 

 استفاده کند. های محتوایی و مکانی تصویر ویژگی از  زمانهمتواند به طور این شبکه می  (2

از این شبکه  ر نسخه های اخیطور که در فصل سوم گفته شد، در سال همان   ارائه شده های مختلفی 

اند. یکی از ساختار مهم و  و بهبود عملکرد این شبکه بوده   ایجاد تغییراتها برای  که تمام این نسخه   است

کند.  عمل می  ، بهترU-Netهای تغییریافته  از سایر نسخه است. این نسخه    BCDU-Netبه روز این شبکه،  

 ه استفاده خواهیم کرد. ما در این تحقیق از این شبک

 BCDU-Netساختار شبكه  4-3-1
سال   نسخه   2019در  بهترین  از  شبکه  یکی  آزمایش  شد ارائه    U-Netهای  این  و طبق  شده،  انجام  های 

نسخه  سایر  به  نسبت  داشتشبکه  بهتری  عملکرد  شبکه،  [88]ها،  این  در  کدگذاری.  چهار    مسیر  دارای 

ساز و فعال  Pooling  2×2از آن، یک تابع    بعد و    3×3ولوشنی  دو فیلتر کانمرحله است. هر مرحله دارای  

Relu  های بازنمایی  لایه   هایشده و در ادامه بعد بازنمایی تصاویر استخراج    ،تدریجبه در این شبکه،    .است

می  افزایش  لایه  به  آخر،  د یابنلایه  در  کدگذاری.  مسیر  اطلاعات  در  با  بالا  ابعادی  تصویر  نمایش  یک   ،

قبولمعنایی   قابل  و  بالا  می   بسیار  شبکه    د.شوتولید  عادی  حالت  در  ویژگی  ، U-Netدر  را  اضافی  های 

در این نسخه،    .است  های کانولوشنی ای از لایه دنباله گیرد که به دلیل وجود  میهای پیوسته، یاد  کانولوشن

،  در آخرین لایه کانولوشنی مسیر کدگذاری  1های کانولوشنی متراکم نیزم لایه از مکااین مشکل با استفاده  

و با توجه به بخش    [ مطرح شد 89و در مرجع ]  2017در سال  برای اولین بار   مکانیزمحل شده است. این  

، تفاوت دارد  ResNetاین روش نسب به شبکه    است.گرفته شده   ResNetاز روی شبکه  ، این ایده  3-4-2

 
1 Densely connected convolutions 
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به   برتری این روش به وجود آمده است. در این روش بر خلاف  و  ترکیب  ،  ResNetدلیل همین تفاوت، 

ها از  ترکیب ویژگی   ResNetگیرد. در صورتی که در شبکه  صورت می ها  الحاق ویژگی   ها از طریقویژگی 

از لایهپذیرد.  صورت میطریق جمع کردن،   به استفاده  کانولوشنی  های  جای لایههای کانولوشنی متراکم 

 شود.ها اشاره می ، مزایایی دارد که در ادامه و به طور مختصر به آن معمولی

 .از اثر محوشدگی گرادیانجلوگیری  (1

رفتن   (2 شبکهبالا  بازنمایی  وسیله قدرت  به  استفاده  ی  ،  و  شبکه  طریق  از  اطلاعات  جریان  انتشار 

 . هامجدد از ویژگی

 . های مشخصهمجموعه متنوعی از نقشه یادگیری  (3

 

یاد  های  این مکانیزم در آخرین لایه کانولوشنی مسیر کدگذاری، ویژگی به طور کلی و با استفاده از این  

به بلوک بعدی منتقل می   گرفته شده در هر  باعث می شوند بلوک،  از  . این رویه  یادگیری  شود که شبکه 

 .است Denseو بلوک  Resبلوک  ی  دهندهنشان ، 4-4شکل  کند.  های اضافی اجتنابویژگی 

 
 DenseNetشبكه  یها)ب( بلوک ریو تصو ResNetشبكه  یها)الف( بلوک  ریتصو . 4-4شكل  
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محتوای    جهت بازیابی اطلاعات مکانی تصویر در هر لایه، ،  انبساط  یا همان مسیر   در مسیر رمزگشایی 

که اصطلاحا به آن،    شودی معادل از مسیر انقباض، الحاق می ی قبلی در مسیر انبساط با محتوای لایه لایه

(  BConvLSTM2دو جهته )   ConvLSTMاز    های ویژگی، نقشه   ترکیبشود. برای  گفته می   1پرش اتصال 

که  می استفاده   پیچیده شود  معماری 5-4در شکل    [. 91]دارد    تری  پردازش  مشاهده    ،  قابل  این شبکه 

 است. 

 

 BCDU-Net  [88 .]شبكه  . 5-4شكل  

است که در ادامه آمده است. این مزایا باعث    کار رفته چند نوآوری مهم به به طور کلی در این شبکه،  

 استفاده این شبکه در این تحقیق شده است.

از   ➢ شبکه  این  لایهدر  مسیر  مکانیزم  کانولوشنی  لایه  آخرین  در  متراکم  کانولوشنی  های 

استفاده شده  باعث می استکدگذاری  تغییر  این  یادگیری ویژگی شود که  .  در  از  اضافی  های 

 شود.  جلوگیری ،  های پیوسته کانولوشنمسیر 

کلی   ➢ طور  دستهنرمال به  عملکرد،سازی  بهبود  به  سرعتو    پایداری  ای  های  شبکه  افزایش 

از هر لایه  . در این شبکه و در  کند عصبی کمک می  از  up-sampleمسیر کدگشایی بعد   ،

 
1 Directional ConvLSTM-Bi 

2 Skip connection 
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دسته نرمال شدهسازی  استفاده  به است  ای  که  ،  ن طوری  تابع  از  حاصل  سازی رمال خروجی 

در  این فرآیند به این معنا است که    شود.داده می    BConvLSTMای، به یک لایه  دسته 

به  قسمت پرش،  پیچیده BConvLSTMلایه    یوسیله   اتصال  پردازشی  از  به    نسبت  تر، 

لازم به ذکر است که    .شده استها استفاده  ویژگی   جهت الحاق نقشه   U-Netعادی  حالت  

به مسیرهای رو  ها در قسمت ورودی  کلیه داده   برای پردازش   ConvLSTMاین لایه، از دو  

 کند.می به جلو و رو به عقب استفاده  

بندی تصویر، از این  های پیشین داده شد، برای بخش با توجه به توضیحاتی که در این قسمت و فصل 

 روش استفاده خواهد شد. 

 بندی برای مرحله طبقه  مدل یادگیری عمیق پیشنهادی 4-4
بخش  همان در  که  طبقه   1-6-3طور  برای  شد،  عصبی  بررسی  شبکه  از  سرطان،  تشخیص  و  بندی 

بندی و  کانولوشنی سه بعدی استفاده خواهد شد. این شبکه عصبی عمیق، بهترین شبکه در راستای طبقه 

آورده  وجود  به  را  تغییراتی  شبکه  این  روی  بر  تحقیق  این  در  ما  است.  ویژگی  خروجاستخراج  تا  ی  ایم 

 دهیم.بهتری در اختیار ما قرار دهد که در ادامه به طور کامل شرح می 

  تجمیع  ه یلا  سهکانولوشن و به دنبال آن  هیلا   سه  یدارا   ی شنهادیپ  شبکه عصبی کانولوشنی سه بعدی

و    یورود   یهاهیاست که شامل لا  هیلا  نهشامل    ی، در کلشنهادیپ  ستمیکاملا  متصل است. س   هیلا  یکو  

 های این شبکه مورد بررسی قرار خواهند گرفت.  در ادامه و به طور کامل، تمام لایه  است. یخروج

 لایه اول )ورودی تصویر( 4-4-1
× 96  با اندازه  اسکنی تی س   ریتصوی، ورود به عنوان  مدل    نیا 96 × های بعدی و  در بخش   .پذیردمی را    20

لایه   خروجی  روی  بر  کلی  بررسی  بعد،  مراحل  از  بیشتر  درک  می   کانولوشن برای  تجمیع  لایه  شود.  و 

 گیرد. های شبکه استفاده شده مورد بررسی قرار می تک لایه سپس، تک 
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 لایه دوم )لایه کانولوشنی اول( 4-4-2
کانولوشنی،   حجم  لایه  × Wاندازه   H ×  D ×  C  م آن،    ردیپذ ی را  در  تصو  Wکه  عرض    H،  ریاندازه 

دهد. اگر کانال رنگی باشد، عدد سه و اگر  نشان می   کانال تصویر را   Cو    است ر یعمق تصو  D،  ریارتفاع تصو

شده است و  استفاده    ی خاکستر  اس یمق   ر یتصوپذیرد. در این تحقیق از  ی باشد، عدد یک را می خاکستر

 است. 1مقدار 

× W1  تاییورودی به صورت سه   کانولوشن،  ه یلابه طور کلی در    H1 ×  D1    باشد. در این رابطه  می

W1  تصوع تصو  H1  ، یورود  ریرض  تصو   D1و    یورود   ر یارتفاع  لا  ی ورود  ری عمق    کانولوشن   ه یدر 

 اند.وجود دارد که در ادامه معرفی شده  چهار ابر پارامتر کانولوشن ه یدر لادر ضمن،  باشند.می 

F  :تعداد هسته . 

K  :اندازه هسته . 

 S :اندازه stride  شود. که در هر گام مشخص می 

P    : صفرلایه منظور  گذاری  بها  به  صفر  ستون  و  سطر  کردن  ماتریس    ضافه  دور  به  متقارن  صورت 

 . ورودی

  ه یدر لا   f( ریتنسور )تصو یاندازه خروج افتنی یمورد استفاده برا  یکل ها، رابطهبا توجه به این پارامتر

 باشد. ( می 1-4، به صورت رابطه ) کانولوشن

Output Tensor Size (O) =
𝑊 − 𝐾 + 2𝑃

𝑆
+ 1                                        (1 − 4) 

 

× 64کانولوشن    هی به لا  ی در مرحله اول، اندازه داده ورود 64 ×   ه ی لا  کیکانولوشن،  این  در  است.    32

  ی از تابع فعال ساز  هی لا  نیاشده است.  ( استفاده  1    ،1    ،1)   stride  اندازه و    ( 3،    3،    3)  اندازه هسته با  

(ReLu ) شودی م  ف یتعر( 2-4رابطه )به صورت  ی تابع فعال ساز نی کند و ای استفاده م. 

𝐹(𝑥) = max(0 , 𝑥)                                      (2) 
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در این تابع،  است.  ی داده ورود xاصلاح شده است و  ی واحد خط یتابع فعال ساز  𝐹(𝑥)،  این رابطهدر 

کوچکتر یا مساوی صفر باشد، خروجی    Xاگر مقدار  .است  Xخروجیبزرگتر از صفر باشد،    Xاگر مقدار

است م   تابع   ن یا.  صفر  باشد یباعث  کارآمدتر  محاسبات  در  ما  مدل  سرعت  ب و    شود  شبکه  یادگیری  ه 

 .بخشد می 

 

 ی کانولوشن سه بعد هی لا یلترهایف . 6-4شكل  

 هفتمهای سوم تا لایه 4-4-3
 تایی به طور کلی لایه تجمیع اولین لایه از این شبکه در لایه سوم است. ورودی این لایه، به صورت سه 

W3 ×  H3 ×  D3    رابطه  می این  در  تصو ع  W3باشد.  تصو  H3  ، یورود   ر یرض    D3و    ی ورود   ر یارتفاع 

وجود    ابر پارامتر لایه دو  ی، در این  کانولوشن باشند. بر خلاف لایه  می   کانولوشن  ه یدر لا یورود ریعمق تصو

  ی کل  ها، رابطهبا توجه به این پارامتر باشند.  می   Sو اندازه گام    K  تجمیع اندازه  ، که این دو پارامتر،  دارد

 باشد. ( می 3-4تجمیع، به صورت )   هیدر لا   f( ری تنسور )تصو  یاندازه خروج افتنی ی مورد استفاده برا

Output Tensor Size (O) =
𝑊 − 𝐾

𝑆
+ 1                                       (3 − 4) 

اول   لایه  از  میکانولوشنبعد  شبکه  در  تجمیع  لایه  لایه  ی، یک  این  در  ) آید.  هسته  و    (3،3،3اندازه 

استفاده    ریابعاد تصاو  ی کاهشبه وسیله کاهش محاسبات  است. از لایه تجمیع برای    ( 2،2،2)  اندازه گام

 شود.ی م
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از لایه لایه این شبکه  تا هفتم  و تجمیع  های  های چهارم  این لایه   کانولوشنی  ها تشکیل شده است. 

می  تکرار  میان  در  یکی  به صورت  و  هستند  نظم  یک  لایهدارای  لایه  شوند.  نوع  از  و ششم،  های چهارم 

 باشند. های پنجم و هفتم، از نوع لایه تجمیع می و لایه   کانولوشنی

ها و به طور مجزا به هر کدام از لایه   ما یمستقتجمیع    ه یلا  نیاول  یخروجهارم و ششم،  های چدر لایه  

ها از است و در انتهای آن   stride   (1،1،1 )  اندازهو    (3،3،3)   اندازه هستهاین دو بخش،  در  شود.  وارد می 

 شده است. استفاده  ReLuتابع 

ها و به طور مجزا به هر کدام از لایه   ما یمستقی  کانولوشندوم    ه یلا  ی خروجهای پنجم و هفتم،  در لایه 

کاهش  است. از لایه تجمیع برای    (2،2،2)  اندازه گامو    (3،3،3اندازه هسته )   هالایه شود. در این  وارد می 

 شود.ی استفاده م ر یابعاد تصاو  ی کاهشبه وسیله محاسبات 

 لایه هشتم )لایه تمام متصل( 4-4-4
طور که در فصل  همان.  شودتبدیل می  ی بعد   کی   به   ی از بردار سه بعد   ی خروج  ، تجمیع ه یلا  ن یپس از آخر

. اما برای بهبود  شودی استفاده م  ماریسرطان ب  تی وضع  یطبقه بند   یمتصل برا  تماما  هیلاقبل اشاره شد،  

دهد. بندی را انجام می شود. این لایه، طبقه داده می   XGBOOSTبندی، خروجی این لایه به شبکه  طبقه 

 ها تا پایان لایه هشتم آورده شده است.، تمام جزئیات لایه 1-4در جدول 

 یشبكه کانولوشن  هی هشت لا  ات یجزئ  .1-4جدول  

 هالایه نام قلم  سازفعال روجی خ 

96𝑥96𝑥20   ورودی 

96𝑥96𝑥20𝑥32 ReLu 1: گام𝑥1𝑥1 
 3𝑥3𝑥3:  کرنل اندازه

 کانولوشن اول 

48𝑥48𝑥10𝑥32  
 2𝑥2𝑥2: گام

 3𝑥3𝑥3:  کرنل اندازه
 لایه تجمیع اول 

48𝑥48𝑥10𝑥64 ReLu 1: گام𝑥1𝑥1 
 3𝑥3𝑥3:  کرنل اندازه

 کانولوشن دوم

24𝑥24𝑥5𝑥64  
 2𝑥2𝑥2: گام

 3𝑥3𝑥3:  کرنل اندازه
 لایه تجمیع دوم 
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24𝑥24𝑥5𝑥128 ReLu 1: گام𝑥1𝑥1 
 3𝑥3𝑥3:  کرنل اندازه

 کانولوشن سوم 

12𝑥12𝑥3𝑥128  
 2𝑥2𝑥2: گام

 3𝑥3𝑥3:  کرنل اندازه
 لایه تجمیع سوم 

 های خروجی : نورون
(1024) 

 ها : ورودری نورون 
12𝑥12𝑥3𝑥128 = 55 , 296 

 لایه تماما متصل 

 

 ( XGBOOSTلایه نهم )شبكه  4-4-5
طبقه همان بهبود  برای  شبکه  این  از  گرفت،  قرار  بررسی  مورد  فصل  این  و  قبل  فصل  در  که  بندی  طور 

بر    XGBOOSTشود و از اعمال شبکه  ی لایه تماما متصل استخراج می شود. ویژگی به وسیلهاستفاده می 

ویژگی  این  طبقه روی  بهبود  می ها،  حاصل  خروجشود.  بندی  کلاس  کلاس    ی،تعداد  به    باشد می دو  که 

 شود.ی شناخته م  ز ین ی نریبا یبند عنوان طبقه 

ما شامل نه لایه    شبکه عصبی کانولوشنی سه بعدی کامل شرح داده شد، طراحی    طور که به طور همان

است. شش لایه   گرادیان  تقویت  آن هم، لایه شبکه  و یک لایه  و خروجی  ورودی  آن  دو لایه  که  است 

شامل   هم  و    هیلا  سه بعدی  تحقیق   تجمیع  هی لا  سهکانولوشن  در  مختلف،  است.  عصبی  های  شبکه 

دارای تعداد لایه  بعدی  به دلیل  کانولوشنی سه  تفاوت  این  و  متفاوتی است  به  های  نحوه  و  طرز طراحی 

 کارگیری این شبکه است.  

لایه  تعداد  تحقیق  این  در  داده ما  تغییر  بار  چندین  را  شبکه  این  شبکه  های  دقت  کار،  این  با  و  ایم 

  دو کانولوشن و    هیلا   تر آمد. در تست اول، به جای استفاده از شش لایه، از چهار لایه که شامل دوپایین

ها را بالاتر بردیم و از  تر آمد. در تست دوم، تعداد لایه دیم و دقت کار پایینتجمیع بود، استفاده کر   هیلا

تجمیع بود، استفاده کردیم، که این شبکه هم دقت    هی لا  چهارکانولوشن و    هی لا  هشت لایه که شامل چهار

شده    های انجام شده و مقالات خوانده ای داشت. با توجه به این تست تری نسبت به حالت شش لایه پایین

 ایم. ای را استفاده کرده پیرامون این حوزه، شبکه کانولوشنی نه لایه 
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 بندی جمع 4-5
این فصل،  پیشنهادی  در  گفتیم که    روش  و  داده شد  بخش به طور کامل شرح  از سه  پیشنهادی    روش 

به  و استخراج ویژگی و طبقه   بندی تصاویر بخش   ،پردازش تصاویر پیش با توجه  بندی تشکیل شده است. 

های  پردازش ها انجام نشده است و پیش پردازش خاصی بر روی داده های یک دست هستند، پیش این داده 

 BCDU-Net  ی عصبی عمیقشبکه بندی تصاویر از  ها لحاظ شده است. برای بخش معمول بر روی داده 

گفته شد، این شبکه مزایای زیادی نسبت به دیگر    1-3-4که در بخش  استفاده شده است. همان طور  

، مقایسه و  U-Netها در این حوزه دارد. در فصل بعد، خروجی حاصل از این شبکه با شبکه اصلی  شبکه

از شبکه عصبی کانولوشنی سه بعدی استفاده شده است. این   برای استخراج ویژگی  بررسی خواهد شد. 

ترین نتیجه و خروجی را دارد. به طور کلی، با تغییرات در تعداد و طرز چینش این  شبکه در این حوزه به

بندی، از  توان خروجی این شبکه را بهبود بخشید. در این شبکه و در مرحله آخر و برای طبقه ها، می لایه

طبقه   XGBOOSTی  شبکه برای  متصل  تماما  لایه  از  کل،  طور  به  است.  شده  استفاده  استفاده  بندی 

پیوند  می  انتهای لایه تماما متصل،  به  را  این شیکه  نوآوری،  به عنوان یک  و  این تحقیق  در  ما  اما  شود، 

 دادیم تا درصد دقت را بالا ببریم.
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 سازی و نتایج پیاده  5فصل  
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 قدمه م 5-1
فصل همان در  که  شد،  طور  گفته  قبلی  تحقیق،های  پیش   این  بخش  سه  بخش از  و  پردازش،  بندی 

 ایم تا بهترینی عمیق استفاده کرده بندی تصاویر، از شبکه کیل شده است. در قسمت بخش بندی تشطبقه 

استفاده    BCDU-Netیعنی    UNETخروجی را برای ما داشته باشد. در این بخش از بهترین نسخه شبکه  

پیشکرده  این شبکه،  می پردازش ایم.  انجام  تصاویر  روی  بر  را  توهایی  با  و  آخرین مرحله  در  به  دهد.  جه 

کرده برچسب استفاده  شده  نظارت  عمیق  یادگیری  از  تصاویر،  بودن  بزرگترین  دار  و  بهترین  از  یکی  ایم. 

اعمال  های این حوزه، شبکه عصبی کانولوشنی سه بعدی است و ما تغییراتی را بر روی این شبکه  الگوریتم 

بندی نهایی، از شبکه  یرات، برای طبقه که خروجی بهتری را در اختیار ما بگذارد. علاوه بر این تغی  ایمکرده 

XGBOOST   بهبود میایم که طبقه استفاده کرده را  به معرفی مجموعه    بخشد.بندی  ابتدا  این فصل  در 

نامه خواهیم پرداخت و به طور کامل آن را بررسی خواهیم کرد. در  های استفاده شده در این پایانداده 

ارزیابی در این حوزه داده خواهد شد. در انتهای این فصل، نتایج  ادامه توضیحات کاملی پیرامون معیارهای 

های دیگر مقایسه  آزمایش به طور کامل شرح داده خواهد شد و در بخش بعدی، این نتایج را با نتایج روش 

 خواهیم کرد. 

 نامهدر این پایاناستفاده شده  دادگانمجموعه  5-2
از مجموعه باید  از قفسه سینه  ه استفاده کرد. مجموعه های قفسه سینداده   در این تحقیق  های مختلفی 

است. این مجموعه داده یک بخش کوچکتری از    LUNA -16ها، مجموعه داده  موجود است که یکی از آن 

  LUNA-16و    LIDC-IDRIاست. در ادامه توضیح مختصری از پایگاه داده    LIDC-IDRIمجموعه داده  

 داده خواهد شد.

  LIDC-IDRIمجموعه دادگان  5-2-1
شامل   تعداد    قفسه سینه  اسکنی تی س تصویر    1018این مجموعه،  این می مختلف    ماریباز همین  باشد. 
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طور کلی، این مجموعه دادگان را با  به   رود. کار می منبع تحقیق تصویربرداری پزشکی به مجموعه به عنوان  

به   برش توجه  دسته   ضخامت  زیر  می به  تقسیم  مختلف  ازهای  یکی  دسته   کنند.  مجموعه  زیر  این  های 

ها بر اساس بندی طور که گفته شد، تقسیمتصویر است. همان  888است که دارای    LUNA-16دادگان،  

  ، متر  یل یم  5/2از    شتر یضخامت ب    باگیرد. از مجموعه دادگان اصلی، تصاویری  صورت می   ضخامت برش 

دادگان  شدهحذف   مجموعه  و  که    LUNA-16اند  است  آمده  وجود  خواهیم  به  آن  بررسی  به  ادامه  در 

  .پرداخت

  LUNA-16مجموعه دادگان  5-2-2
باشد که  می   LUNA-16های قبلی، پایگاه داده مورد استفاده در این تحقیق  با توجه به توضیحات بخش 

طور که گفته شد، ملاک و  است. همان   LIDC-IDRIاین پایگاه داده یک زیر مجموعه از مجموعه داده  

در نظر گرفته شده  ضخامت برش ، LIDC-IDRIدسته در مجموعه داده  ا و ایجاد زیرهبندیمعیار تقسیم 

سی با  اسکنتیاست.  برش  هایی  ازضخامت  شده میلی  5/2بیش  حذف  داده متر،  کل  از  موجود،  اند.  های 

مختلفی توسط چهار    هایاند. پردازش را تشکیل داده   LUNA-16تصویر باقی ماندند که پایگاه داده    888

ها پرداخته خواهد شد.  بر روی این مجموعه داده انجام شده است که در ادامه به بررسی آن   رادیولوژیست

تمام نتایج بررسی را    و سپس  مورد بررسی قرار دادند   را  اسکنتیتصاویر سی این چهار رادیولوژیست، تمام  

دوم،  جمع بررسی  در  و  ادامه  در  کردند.  گزارش گزارش   هاژیسترادیولوآوری  با  را  خود  دیگر  های  های 

را  به عنوان ندول    تشخیص داده شده  عاتیضا  ستیولوژیهر راددر ادامه،  مقایسه کردند.    هارادیولوژیست

استاندارد مرجع  متر قرار داد.  متر و کوچکتر از سه میلی و در دو دسته بزرگتر از سه میلی   مشخص کرد 

  3  ست یولوژیراد  4که حداقل از هر  متر است  ی بزرگتر مساوی سه میلیهاندول  یشامل همه   ،چالش ما

 [. 86اند]رفته ینفر آن را پذ 

کلینیکی تیسیهر   فایل  دارای    اسکن  فایل    XMLیک  این  در  که  دو  است  تصویر  تفسیر  نتایج 

قفسه سینهمرحله  رادیولوژیست  توسط چهار  این مجموعه،    ای  تصاویر  تمام  قالب  دارد.   DICOMوجود 
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، یک نمونه از  1-5در شکل   پیکسل هستند. 512×512در اندازه  و  دارای سه کانال بودهاست. این تصاویر 

 تصاویر این مجموعه داده قابل مشاهده است.

 

 

 LUNA 16داده از مجموعه  ماریب  کیمربوط به  یتی س ری تصاو . 1-5شكل  

باشند. خود و نیز دارای یک برچسب گره می  ، دارای برچسبLUNA-16تمام تصاویر مجموعه داده  

-1باشند. یک نمونه برچسب گذاری در جدول  می  مختصات و قطر مرکز گره   ستیلها شامل  این برچسب

 [. 84]قابل مشاهده است  5

 [ 84بدون سرطان( ]  0سرطان و    یدارا   1)برچسب   یگذارنمونه برچسب  .1-5جدول  

در   یصتشخ

 سرطان 
 یر شماره تصو کد منحصر به فرد

1 0015ceb851d7251b8f399e39779d1e7d 1 

0 0030a160d58723ff36d73f41b170ec21 2 

0 003f41c78e6acfa92430a057ac0b306e 3 

1 006b96310a37b36cccb2ab48d10b49a3 4 

1 008464bb8521d09a42985dd8add3d0d2 5 

 

 معیارهای ارزیابی  5-3
مهم  از  کارآیی یکی  ارزیابی  الگوریتم،  یک  یا  مدل  یک  ساخت  و  طراحی  از  پس  مراحل  و  1ترین  دقت   ،

 
1 performance 
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معیارهای متنوعی برای    .شودمی پیشنهادی ارائه  هایی برای ارزیابی مدل  ش حت آن است. در ادامه رو ص

بایست دلایل قانع کننده  در انتخاب معیارهای ارزیابی کارایی می   و  ها وجود داردارزیابی کارایی الگوریتم 

باشد  داشته  اندازه  ،وجود  چگونگی  که  الگوریتم چرا  کارایی  مقایسه  و  که  گیری  معیارهایی  به  کاملا  ها، 

است  شده انتخاب   به  وابسته  ابتدا  در  از  .  بهتری  درک  تا  شد،  خواهد  پرداخته  اصطلاح  چندین  معرفی 

 ارزیابی صورت گیرد. 

 پذیریحسایست و تشخیص 5-3-1
  بندی طبقه   هایآزمون  نتایج  عملکرد   آماری  ارزیابی  برای  مهم   شاخص  دو  پذیریتشخیص   و   حساسیت

نتایج را  ه طور کل  بشوند.  ته می شناخ  بندیطبقه   توابع  عنوان  به  آمار  در  که  هستند   دوحالته  یا  دودویی

نتایج  این  های آزمون و ارزیابی،  روش که    توان به دو گروه داده مثبت و منفی تقسیم کرد بعد از تحلیل می 

می  تقسیم  دسته  دو  این  به  شاخص  سپس   و  کند را  از  استفاده  با  الگوریتم  و  کیفیت  حساسیت  های 

اندازه  ،پذیریتشخیص  می قابل  توصیف  و  داده شونگیری  روی  بر  گرفته  صورت  تحلیل  از  بعد  ها، د. 

 پذیرد.ها داده به صورت زیر انجام می بندیدسته 

اس  (True Positive) مثبت صحیح (1 مثبت  معیار  یک  دسته،  که  این  در  در  ت.  را  نمونه  الگوریتم 

 . هم مثبت است و نمونه  کند می بندی  دسته مثبت طبقه 

کاذب (2 معی (False Positive) مثبت  یک  استکه  منفی  دسته،  ار  این  در  در  .  را  نمونه  الگوریتم 

 .اما نمونه منفی است ،کند می بندی  دسته مثبت طبقه 

معیار مثبت است (True Negative) منفی صحیح (3 این دسته،    .که یک  را در  در  نمونه  الگوریتم 

 .و نمونه هم منفی است کند می بندی دسته منفی طبقه 

کاذب (4 ی  (False Negative) منفی  استکه  منفی  معیار  دسته،    .ک  این  در  در  را  نمونه  الگوریتم 

 .اما نمونه مثبت است کند،می بندی دسته منفی طبقه 
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خواهد بود   FP یا FN کند، نتیجهبینی می کلاس نمونه را اشتباه پیش الگوریتم کهبه بیان دیگر، زمانی 

 .خواهد بود TP یا TN کند، نتیجهبینی می که الگوریتم کلاسِ نمونه را به درستی پیشل، زمانی بو در مقا

 ماتریس اختلاط یا درهم ریختگی  5-3-2
الگوریتم  حوزه  ماتریسیدر  به  ریختگی  هم  در  ماتریس  مصنوعی،  هوش  می   های  نتیجه  گفته  که  شود 

های یادگیری  معمولا  چنین نمایشی برای الگوریتم .  شودیش داده می اها در آن نمارزیابی عملکرد الگوریتم 

معمولا  به کاربرد این ماتریس در    و  اگرچه در یادگیری بدون ناظر نیز کاربرد دارد   .شودبا ناظر استفاده می 

ناظر الگوریتم  بدون  تطابق   های  می   ماتریس  از  شودگفته  ستون  هر  نمونه این  .  مقدار  ماتریس،  از  ای 

 . [92]  ای واقعی را در بر داردهر سطر نمونه و  دهد بینی شده را نشان می پیش

 
 [. 92]یختگ یدرهم ر سیماتر ی شكل کل . 2-5شكل  

،  مثبت کاذب،  مثبت صحیح   آمده را باید در چهار گروه دستنتایج به   ،بعد از هر تحلیلیبه طور کلی  

ارزیابی قرار داد. همچنین  ، دسته منفی کاذبو    منفی صحیح  بتوان کیفیت تحلیل را مورد  تا  بندی کرد 

استفاده  برای  را  الگوریتم  نمود  ، مختلف  هایکارایی  توصیف  و  نتایج  .تفسیر  ارزیابی  از    معمولا ،  در  بعد 

ما ریختگی،تشکیل  هم  در  آنمتصور    ی معیارهای  تریس  بررسی  به  ادامه  در  که  شده  هستند  پرداخته  ها 

https://hooshio.com/%d8%a7%d9%84%da%af%d9%88%d8%b1%db%8c%d8%aa%d9%85-%da%86%db%8c%d8%b3%d8%aa-%d8%a8%d8%b3%d8%aa%da%af%db%8c-%d8%af%d8%a7%d8%b1%d8%af-%d8%a7%d8%b2-%da%86%d9%87-%da%a9%d8%b3%db%8c-%d8%a8%d9%be%d8%b1%d8%b3/
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 .د نهای ارزیابی دیگر داربیشترین استفاده را نسبت به معیار است. این معیارها، 

 (Accuracy) دقت ➢

اه  کند. با نگ بینی می به طور کلی، دقت به این معناست که مدل تا چه اندازه خروجی را درست پیش 

درست آموزش دیده است یا خیر و کارآیی آن به  ،  توان دریافت که آیا مدلکردن به دقت، بلافاصله می 

دقت را  (  1-5رابطه )  .دهد این معیار اطلاعات جزئی در مورد کارآیی مدل ارائه نمی   . طور کلی چگونه است

 . [93] کند محاسبه می 

Accuracy = (TP+TN) / (TP+FN+FP+TN)                              (1 − 5) 

 

 ( recallیا یادآوری ) )Sensitivity( حساسیت ➢

معیار   بر  نیز علاوه  از ماتریسوجود دارد که می   دقتپارامترهای دیگری  به سادگی    ریختگی درهم   توان 

نیز  1درست مثبت    هایاست که آن را نرخ پاسخ ها، معیار حساسیتترین آن استخراج کرد. یکی از متداول 

ها را به درستی به عنوان نمونه  آن   ،گویند. حساسیت به معنی نسبتی از موارد مثبت است که آزمایشمی 

بند، به چه اندازه در تشخیص تمام افراد مبتلا  کند دسته مشخص می   این معیار  است.  مثبت تشخیص داده 

بوده  موفق  بیماری  رابطه  به  از  که  همانگونه  توسط م(  2-5)است.  که  سالمی  افراد  تعداد  است،  شخص 

.  اند، هیچ تاثیری در محاسبه این پارامتر نداردبند به اشتباه به عنوان فرد بیمار تشخیص داده شدهدسته 

کند،  بند خود استفاده می گر از این پارامتر به عنوان پارامتر ارزیابی برای دسته هشدر واقع زمانی که پژو

به نهایت صح پارامتر به صورت  .  [93]های کلاس مثبت استت در تشخیص نمونه هدفش دستیابی  این 

 .شودمحاسبه می (  2-5رابطه )

Sensitivity (TPR) =TP / (TP+FN)                                (2 − 5) 

 

 
1 True Positive Rate 
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 (Specificityپذیری )تشخیص  ➢

. حائز اهمیت باشد ، ممکن است در مواقعی صحت تشخیص کلاس منفی  تحساسی  پارامتر   مقابل در نقطه  

متداول   به همین علت  بررسی می از  کنار حساسیت  پارامترها که معمولا در  پارامتر خاصیتترین   شود، 

گویند. خاصیت به معنی نسبتی از موارد منفی است  نیز می  1های منفی درست است که به آن نرخ پاسخ

آزمایش داده آن   ، که  تشخیص  منفی  نمونه  عنوان  به  درستی  به  را  به صورت    .[93]است  ها  پارامتر  این 

 د.شومحاسبه می (  3-5رابطه )

➢ Specificity (TNR) = TN / (TN+FP)                               (3 − 5) 

 

 (Precision) صحت ➢

برای مثال اگر    بالا باشد، معیار صحت، معیار مناسبی خواهد بود.مثبت کاذب   زمانی که ارزش   به طور کلی 

تحقیق   این  باشد پیشنهادی صحت    مدلدر  بیماری  ،  پایینی داشته  مدل،  این  که  است  این  امر  نتیجه  

می  تشخیص  سرطان  اشتباه  به  را  افراد  از  در    دهد بسیاری  آزمایشو  زیاد،  استرس  و  نتیجه  فراوان  های 

 .[ 94های گزافی را برای بیمار به دنبال خواهد داشت] هزینه 

طبقه ،  واقع صحتدر   موارد صحیح  به بندی نسبت  یک کلاس مشخص،  از  الگوریتم  توسط  کل    شده 

 .( قابل مشاهده است4-5رابطه )  در که  ، استبندی کردهتعداد مواردی که الگوریتم در آن کلاس طبقه 

Precision =TP / (TP+FP)                               (4 − 5) 

 ( Measure-F) معیار ➢

پارام دسته   ارزیابیبرای    تراین  می عملکرد  قرار  استفاده  مورد  بسیار  پارامتر  بندها  دو  ترکیب  از  و  گیرد 

   د.شوتعریف می ( 5-5رابطه ) به صورت  Measure-F معیار . [94شود]حاصل می حساسیت و صحت

➢ (5 − 5)* (Recall * Precision) / (Recall + Precision)                  2 measure=-F 

 

 
1 True Negative Rate 
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 برای مدل پیشنهادی  ROCسطح زیر نمودار  ➢

شوند. واضح است  پارامتر حساسیت و خاصیت نیز مشابه معیار صحت، معمولا به صورت درصد بیان می  دو 

پیش   بینیپیش که   مقادیرعالی،  که  است  درصد   بینی  صد  دو  هر  آن،  به  مربوط  خاصیت  و  حساسیت 

واقعیت بسیار کم است و همیشه یک حداقل خطایی وجود دارد.   این اتفاق در  اما احتمال وقوع  باشند؛ 

پارامترهای حساسیت و خاصیت، بنابر ماهیتی که دارند همواره در رقابت با یکدیگر هستند. یعنی افزایش  

ه است.  همراه  دیگری  کاهش  با  کیفیت  یکی  ارزیابی  برای  دیگر  ابزاری  تولید  به  منجر  وضعیت  مین 

بارت است از منحنی که ارتباط بین دو پارامتر  ع 1منحنی مشخصه عملکرد سیستم .  بندها شده استدسته 

  .کند حساسیت و خاصیت را بیان می 

بت صحیح  دهنده نرخ مثکنید، محور عمودی این نمودار نشان مشاهده می   5-3در شکل    طور کههمان

بندی نشانگر نقاط مختلف بر  است. نتایج مختلف دسته   دهنده مقدار نرخ مثبت غلط و محور افقی نشان

نهایت یک منحنی را تشکیل می  با توجه به شکل  روی این نمودار هستند و در  ، در بهترین  5-3دهند. 

ت است از نقطه گوشه  بندی صد درصد صحیح در هر دو دسته، نقطه مربوطه عبارحالت و با فرض طبقه 

بندی به صورت تصادفی، نقطه متناظر در منحنی،  ( و نیز با فرض دسته 0,1بالای سمت چپ، یعنی نقطه )

( خواهد بود. در واقعیت، منحنی حاصل از  1,1( و نقطه )0,0یکی از نقاط موجود روی خط واصل نقطه ) 

 . [95]بندی، منحنی بین این دو حالت استیک دسته 

 
1 Characteristic | ROCReceiver Operating  
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 ستم یمشخصه عملكرد س یمنحن . 3-5شكل  

گیرد.  بند مورد استفاده قرار می ساحت زیر این نمودار، به عنوان یک معیار برای ارزیابی عملکرد دسته م

آل، مساحت زیر منحنی برابر با  ارائه شد، بدیهی است که در حالت ایده   تربا توجه به توضیحاتی که پیش

بیشترین مقدار خود، یعنی یک است. بنابراین، هر چه مساحت زیر نمودار به عدد یک نزدیکتر باشد، به  

بند است. علاوه بر دو پارامتر حساسیت و خاصیت، پارامترهای دیگری هم  معنای بهتر بودن عملکرد دسته 

شوند که هر یک بیان کننده مفهومی هستند و کاربردهای متفاوتی  ریختگی استخراج می تریس درهم از ما

هستند، که   2  بینی شده منفیو مقدار پیش  1بینی شده مثبتها، دو پارامتر مقدار پیش از جمله آن   .دارند 

ت، بیان کننده این  شوند. ارزش اخباری مثب های درست در هر دسته استفاده می برای بیان نسبت پاسخ

.  ها را مثبت تشخیص داده، در واقعیت هم مثبت هستند بند آن است که چند درصد از الگوهایی که دسته 

نشان می  اخباری منفی  ارزش  ترتیب،  نمونه به همین  از  که عضو دسته منفی    هاییدهد که چند درصد 

داده شده  روی  تشخیص  از  به سادگی  نیز  پارامتر  دو  این  واقعیت هم عضو همین دسته هستند.  در  اند، 

 شوند.تعریف می ( 7-5( و ) 6-5های )رابطه  باریختگی ماتریس درهم 

 
1 Positive Prediction Value 

2 Negative Predictive Values 



 

87 

 

PPV=TP / (TP+FP)                               (6 − 5) 

NPV=TN / (TN+FN)                            (7 − 5) 

 .به طور خلاصه آورده شده استمعیارهای ارزیابی روابط   4-5در شکل  

 

 ی هوش مصنوع یهاتم یالگور یابیارز یهاار یمع . 4-5شكل  

 هانتایج آزمایش  5-4
در این قسمت، مدل پیشنهاد شده را مورد بررسی قرار خواهیم داد و نتایج حاصل را بیان خواهیم کرد. در  

نمودار   و  ریختگی  درهم  ماتریس  بخش،  تحلیل    ROCاین  کامل  طور  به  پیشنهادی  روش  بررسی  برای 

 شود.  های دیگر مقایسه می شود و با روش می 

درصد از کل    90  .استفاده شده است  LUNA-16از پایگاه داده    ج برای ارزیابی نتاینامه،  در این پایان 

 است. ها برای قسمت آزمون در نظر گرفته شده  درصد از داده   10ها برای مرحله آموزش و  داده 

و   باشد نویسی پایتون می در زبان برنامه   1نامه، با استفاده از چارچوب کراس پایان  اینهای  سازیتمام پیاده 

 
1 Keras 
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نسخه   پایان  1تانسورفلو   6/3از  این  که  این  به  توجه  با  است.  یادگیری عمیق  استفاده شده  در حوزه  نامه 

به    .باشد می  اجرای کدها  آزمایش گرافیک:  در  .  است  نیاز  قوی   GPUبرای   NVIDIAشرایط محیط 

GTX 1050 ، : پردازندهIntel(R) Core(TM) i7-9750H  ت. اس  گیگابایت 16حافطه رم:   و 

 دقت مدل پیشنهادی در مرحله آموزش و آزمایش  5-4-1
برچسب  و  نظر  مورد  تصاویر  شامل  پیشنهادی  شبکه  ورودی  آموزش،  مرحله  آن در  فایل های  در  های ها 

ها  ناز طریق اصلاح وز  loss های عصبی کانولوشن، هدف اصلی کاهش مقدار تابعجداگانه است. در شبکه 

بهینه   .است تابع  طریق  از  وزن  اصلاح  می  Adam سازاین  بهینه انجام  الگوریتم  یک  که  بر  شود  سازی 

است. شیب  بهینه   اساس  این  که  می هدفی  دنبال  طراحیکند،  سازی  متغیرهای  یا  برای    تعیین  کمینه 

است  کردن   بیشینه هدف  تابع.  تابع  یک  توسط  شبکه  انرژی  در   softmax تابع  که  پیکسل  سطح  در 

تابع هزینه ترک با  در مرحله    .شودشود، محاسبه می به نقشه خروجی اعمال می   cross-entropyی  یب 

انتظار آن،  خروجی  در  و  داده  شبکه  به  ورودی  عنوان  به  تصویر  یک  ما  را    بندیطبقه   آزمایش،  صحیح 

ها ارزیابی شود و دقت مدل در پیش بینی برچسبداریم. پس از مرحله آموزش، مرحله آزمایش انجام می 

در مرحله آزمایش یک تصویر جدید به شبکه تغذیه شده و همه کارهایی که در فاز آموزش انجام   .شودمی 

حله آموزش این است که دیگر فاز  شود. تنها تفاوت این مرحله با مرشود، در این مرحله هم انجام می می 

وزن مقادیر  ورودی در  ندارد. صرفا  وجود  انتشار خطا  فاز    .شوند ها ضرب می پس  در  دقت شبکه  نمودار 

 است. نشان داده شده  5-5 شکلآموزش و آزمایش در

 
1 Tensorflow 
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 بر اساس تعداد تكرار  شی نمودار دقت در مرحله آموزش و آزما . 5-5شكل  

که همان دوره،   5-5  شکل  طور  یا  تکرار  تعداد  مشاهده    50مشخص شده،  نمودار،  و طبق  بوده  مرتبه 

، دارای سیر صعودی شدید بوده و پس از آن، روند تدریجی  8شود که دقت فاز آموزشی، تقریبا تا دوره  می 

رسد و این،  درصد می  97  دقت شبکه به بالای،  50تا    40گیرد تا جایی که از تکرار  خود می صعودی به 

دارای سیر صعودی و   ،  30دهنده آموزش مناسب شبکه است. در فاز آزمایش نیز، از تکرار صفر تا  نشان

نشان  که  است  وزن نزولی  انتخاب  ازدهنده  اما  است.  نامناسب  سی  های  به تکرار  صورت   بعد،ام  به  دقت 

از تکرار  ده تدریجی، سیر صعودی پایداری را طی کر  با  50تا    35است.  آزمایش،  ، نمودار دقت آموزش و 

 گیرد.  خوبی صورت می پوشانی داشته و روند آموزش شبکه به یکدیگر هم

 ماتریس درهم ریختگی مدل پیشنهادی 5-4-2
فایل اول شامل تصاویر مورد نظر و فایل دوم   مدل وجود دارد.دو فایل به عنوان ورودی    ، در مرحله آموزش 

است که این    هزینه   کاهش مقدار تابع   های عصبی کانولوشنی، شبکه ها است. هدف اصلی  ی آن هابرچسب

شود.  انجام می  Adam سازی تابع بهینه وسیله گیرد. اصلاح وزن نیز به ها صورت می نامر از طریق اصلاح وز 

بهینه  الگوریتم  این  کار  و  پایه ساز  بر  بهینه سازی،  این  از  و هدف  است  بیشینه    سازی،ی شیب  یا  کمینه 

کردن تابع هدف است. با توجه به توضیحات داده شده در ابتدای این فصل، برای ارزیابی مدل پیشنهادی،  

معیارهای صحت، دقت و  توان  است و با تشکیل این ماتریس، می   ماتریس درهم ریختگی نیاز به تشکیل  
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ستون از  است که هر    ن داده شدهنشا ماتریس درهم ریختگی،  6-5را به دست آورد. در شکل    یادآوری 

طور که ذکر شد،  را دربر دارد. همان  ای واقعیهر سطر، نمونه و  شده  بینیای از مقدار پیشنمونه   ماتریس،

شود و طبق این ماتریس،  از این ماتریس استفاده می   صحت و یادآوری  ،دقتبرای به دست آوردن مقادیر  

، برابر  Measure-Fمقدار باشند و در ضمن می  %79/ 59، %93/99 ، %94/97 این سه معیار به ترتیب برابر با

 . است 3/95%

 

 ی شنهادیمدل پ یختگ یدرهم ر سی ماتر . 6-5شكل  

 پیشنهادی مدل برای  ROC نمودار زیر سطح 5-4-3

مورد بررسی قرار گرفت و گفته    AUC1میزان  ارزیابی یعنی    هایهای قبل یکی از مهمترین معیار در بخش 

که نمودار  نشان  شد  زیر  سطح  باشد،    و  است  ROC2دهنده  یک  به  نزدیک  آن  مقدار  چه  بند دسته هر 

ارزیابی می مطلوب  معیار    [. 95]   شودتر  تصمیم این  آستانه  از  و    بند گیری دسته مستقل  قابل  است  میزان 

 
1 Curve Area Under 

2 Receiver Operating Characteristic 
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ازای مجموعه داده اعتماد بودن خروجی یک دسته به  دهد. نمودار  را نشان می   های متفاوت بند مشخص 

ROC    شکل در  پیشنهادی  مدل  همان  7-5برای  است.  شده  داده  شکل  نشان  در  که  قابل    7-5طور 

روش پیشنهادی  دهنده کارا بودن  به یک بسیار نزدیک است و این نشان   سطح زیر نمودارمشاهده است،  

 باشد. می 

 

 یشنهادی مدل پ ROCنمودار  . 7-5شكل  

به دست آمده    9732,0است، برابر با    ROC که برابر سطح زیر نمودار  AUC، مقدار  7-5شکل    مطابق

 که این مقدار، بر کارا بودن عملکرد مدل پیشنهادی دلالت دارد. 

 های دیگر مقایسه روش پیشنهادی با روش  5-5

چهارمهمان فصل  در  که  شد،    طور  بررسی  و  بیان  کامل  طور  پیشنهادی به  اصلی    روش  بخش  دو  از 

طبقه بخش و  بخشبندی  قسمت  در  است.  شده  تشکیل  عصبی  بندی  شبکه  از  ما  تصویر،  -BCDبندی 

UNET   اولین برتری آن،    .برتری محسوس داردها دیگر دو  ایم که این شبکه نسبت به شبکه استفاده کرده

از   کانولوشنیادگیری ویژگی جلوگیری  اضافی در مسیر  پیوستههای  از    با  های  های  مکانیزم لایه استفاده 
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کدگذاری مسیر  کانولوشنی  لایه  آخرین  در  متراکم  آن    است.  کانولوشنی  برتری  عملکرد، دومین    بهبود 

سرعتو    پایداری از  عصبی  شبکه  افزایش  استفاده  با  امر  این  که  دسته نرمال   است  صورت    ایسازی 

بندی و استخراج ویژگی است که از یک کانولوشن سه بعدی  طبقه  ،روش پیشنهادیپذیرد. قسمت دوم می 

دارد که این تغییرات باعث بهبود عملکرد  کانولوشن سه بعدی  ایم. تغییراتی نسبت به شبکه  استفاده کرده 

می  شبکه  داین  طبقه شود.  برای  و  آخر  بخش  از  ر  طبقه   XGBOOSTبندی،  بهبود  استفاده  برای  بندی 

 ایم.ایم و این شبکه را به لایه تماما متصل پیوند داده کرده 

 ها روش  ریبا سا  یشنهادیروش پ  سهیمقا  .2-5جدول  

 F1امتیاز  صحت یادآوری  دقت ها و مراجع وش ر
Deep Convolutional Neural Networks for 

Lung Cancer Detection[96] 
75.1 77 74.1 75.52 

Lung cancer detection using Convolutional 
Neural Network (CNN)[84] 

76.7 - - - 
Lung cancer detection and classification 

using 3D-CNN[4] 
86.6 85.3 88.1 86.67 

 98.74 99.93 97.59 97.94 پیشنهادی روش 

 

به روش است  قابل ملاحظه   2-5طور که در جدول  همان برتری  ، روش پیشنهادی نسبت  های دیگر 

در تشخیص سرطان می  را  بهتری  و خروجی  می دارد  از جدول  دهد. همچنین  را  زیر  نتایج  و    2-5توان 

 روش پیشنهادی گرفت.خروجی 

از   (1 استفاده  دلیل  لایه   BConvLSTMبه  مکانیزم  نیز  متراکمو  کانولوشنی  در  ،  های 

از  BCDU-Netمدل  مجموع   بهتر  اصلین،  مقاله    .کند میعمل    U-Netشبکه    سخه  در 

بندی استفاده شده است و باعث پایین آمدن  در قسمت بخش   U-Netاز شبکه اصلی    [4]

 دقت در این تحقیق شده است.

ی کانولوشنی سه بعدی، دقت را به طور  تغییرات به وجود آمده در ساختار اصلی شبکه (2

 ای افزایش داده است. قابل ملاحظه 
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پیش طوهمان (3 که  طبقه ر  برای  متصل  تماما  لایه  از  عادی  حالت  در  شد،  گفته  بندی  تر 

بندی به طور  ، طبقه XGBOOSTبا استفاده از  روش پیشنهادی    اما در   .شوداستفاده می 

 تری انجام شده است. دقیق 

طور بندی صورت گرفته است. همانگیری کامل، یک مقایسه کوچک در قسمت بخشبرای یک نتیجه 

های موجود رسم  ، تصویر یک ریه از پایگاه داده با استفاده از کتابخانه شودمی  مشاهده  8-5شکل  که در  

 .شده است

 

 داده گاهیاز پا  هیر  ریتصو . 8-5شكل  

خیلی  بندی شده است و  بخش  U-Netکنید، ریه توسط شبکه  مشاهده می  9-5طور که در شکل  همان

ی ریه را حذف کرده و  های متصل به دیواره ندولیکی از مشکلات آن این است که    .استموفق عمل نکرده 

 تواند حفظ کند. نمی

 

 U-Netشده توسط  یبندقطعه  ری تصو . 9-5شكل  
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شد  همان گفته  که  از    ،BCDU-Netمدل  طور  و  ضعف بسیاری  تصویر  کاستی ها  در  موجود  های 

  روش ، مشکل   این  درکند.  و به درستی و کامل عمل می   را از بین برده   U-Netبندی شده توسط  قطعه 

بالا  در  شده  قطعه   ذکر  تصویر  و  شده  رفع  زیادی  حد  تا  به  هم  زیادی  بسیار  شباهت  نهایی،  شده  بندی 

 بندی شده است. بخش BCDU-Netریه توسط شبکه   10-5در شکل  تصویر ماسک متناظرش دارد. 

 

 BCDU-Netشده توسط  یبندقطعه  ری تصو . 10-5شكل  

 بندی جمع 5-6
به طور کامل مورد بررسی قرار    روش پیشنهادیدر این فصل، نتایج به دست آمده از مراحل مختلف  

بخش مرحله  خروجی  و  طبقه گرفت  و  با  بندی  شد.  بیان  جزئیات  ذکر  با  پیاده بندی  و  انجام  سازی 

،  BCDU-Netیعنی    U-NETبندی، استفاده از بهترین نسخه  دیدیم که در قسمت بخش   ها،آزمایش

مرحله طبقه  برای  را  می بهترین خروجی  در بخش طبقه بندی  روی  بند دهد.  بر  تغییرات  ایجاد  با  ی، 

بندی با دقت بسیار بالایی صورت گرفته است. برای بالا بردن  شبکه اصلی کانولوشنی سه بعدی، طبقه 

از   دقت،  گرادیاناین  روش    تقویت  طبقه   XGBoostو  دقت  و  کردیم  و  استفاده  رفت  بالاتر  بندی 

ها و ترکیب  ا تغییرات بر روی این شبکهبهترین خروجی و بالاترین دقت را در بر داشت.  به طور کلی ب

در مقایسه با  گیری افزایش یافته است و  داده مناسب، دقت به طور چشمها با هم و با داشتن پایگاهآن

 . عمل کرده استهای دیگر بهتر روش 
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 گیری و پیشنهاده  برای کارهی آتی نتیجه  6فصل  
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 مقدمه  6-1
کنیم.  بندی می طور مختصر توضیح داده و جمعنامه را به شده در این پایان ارائهدر این فصل، ابتدا الگوریتم  

 .دادسپس پیشنهادهایی برای کارهای آتی در این حوزه ارائه خواهیم

 گیری بندی و نتیجه جمع 6-2

از کشنده  یکی  بیماریسرطان  از  ترین  یکی  بیماری،  این  تشخیص  در  پزشک  اشتباه  و  است  های جهان 

توان از  کلات این حوزه است. برای کمک به پزشکان و برای بالا بردن قدرت تشخیص، می بزرگترین مش

همانسیستم نمود.  استفاده  حوزه  این  در  خودکار  نیمه  و  خودکار  کاملا  این  های  شد،  گفته  که  طور 

بخشسیستم هر  ها  خروجی  و  هستند  متصل  یکدیگر  به  کاملا  که  دارند  مختلفی  ورودی  مرحلههای   ،

است.    مرحله  پایانبعدی  این  داده پردازش پیش   ،نامهدر  انجام  تصاویر  روی  بر  در  هایی  تصاویر،  که  ایم 

بخش به مرحله  برسند.بهترین حالت  بخش   بندی  مرحله  بعدی،  اهمیت  مرحله  از  که  است  تصویر  بندی 

به  ویژه  توجه  با  برخوردار است.  از  مرحلهاین    دقت و حساسیتای  از یکی   U-NETهای  بهترین نسخه ، 

کرده   BCDU-Netیعنی   چالش استفاده  از  یکی  بخشایم.  قسمت  در  که  بزرگی  دارد،  های  وجود  بندی 

بافت  ریه  وجود  ناحیه  اطراف  در  بافت هایی  این  ریوی    وجز  هااست.  اغلب    استبافت  های روش اما 

حله بعدی که از  کنند. این نسخه این مشکل بزرگ را برطرف کرده است. مرآن را لحاظ نمی   بندی،بخش

بندی است. در این قسمت ما  کند، قسمت استخراج ویژگی و طبقه بندی تغذیه می خروجی قسمت بخش 

سه کانولوشنی  عصبی  شبکه  کرده از  استفاده  وجود  بعدی  به  آن  الگوریتم  روی  بر  که  تغییراتی  با  و  ایم 

میآورده  قرار  ما  اختیار  در  را  بهتری  بسیار  خروجی  آخر ایم،  در  دقت  دهد.  بردن  بالا  برای  مرحله،  ین 

ایم و  استفاده کرده   XGBOOSTایم. در این مرحله از شبکه  بندی، از تقویت گرادیان استفاده کرده طبقه 

با توجه به درصد دقتی که در فصل پنجم به    ایم.خروجی لایه تماما متصل را به این شبکه متصل کرده 

شبکه  این  ترکیب  با  شد،  داده  شرح  کامل  بدنه طور  روی  بر  تغییرات  با  و  الگوریتم ها  این  یک  ی  به  ها 
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یکی از معایبی که این تحقیق دارد،    ایم.را به دست آورده   94/97خروجی کامل رسیدیم و درصد دقت  

پوشی  توان چشم نمیخطای انسانی  از  ر است. به طور کلی  گذاری تصاویدخالت جزئی در بخش برچسب

 تواند باعث پایین آمدن دقت در سیستم شود. کرد و همین امر می 

 های آتی پیشنهاد برای کار  6-3

توان با تغییرات روی مراحل مختلف آن،  های مختلفی است، می با توجه به این که این تحقیق دارای بخش 

بندی را بهبود  های دیگر استفاده کرد و بخشتوان از مدلبندی، می ی بخش در مرحله  . خروجی را ارتقا داد

توان بر روی شبکه کانولوشنی، تغییراتی دیگری به وجود آورد و  بخشید. در مرحله استخراج ویژگی، می 

های افزایش  توان روی آن تمرکز کرد، استفاده از روش های دیگر که می تر کرد. یکی از راه تشخیص را قوی 

باشد، خروجی بهتر و تشخیص   بالارفتن تعداد تصاویر شده و هر چه تصاویر بیشتر  باعث  داده است که 

بودقوی  خواهد  همان تر  فصل .  در  که  این  طور  و  هستند  برچسب  دارای  تصاویر  شد،  گفته  قبل  های 

عکس برچسب روی  بر  متخصصان  توسط  زده ها  عشده  ها  یادگیری  روش  از  ما  علت،  همین  به  میق  اند. 

کرده  استفاده  تحقیق  این  در  شده  پیشنهادنظارت  از  یکی  می ایم.  که  تحقیق  هایی  این  در  آن  از  توان 

برچسب   دارای  تصاویر  که  صورت  این  به  است.  نظارت  بدون  عمیق  یادگیری  از  استفاده  کرد،  استفاده 

این باعث از بین  گیرد که کدام تصویر دارای سرطان است و کدام نیست.  نیستند و خود سیستم یاد می

 شود. گذاری می رفتن خطای انسانی در زمان برچسب
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 فهرست واژگان
 

 عنوان انگلیسی  عنوان فارسی 

 Size اندازه

 Label برچسب

 Segmentation   یبند م یتقس

 Region based segmentation ی گذارآستانه ه یبر پا یمبتن  یبند م یتقس

 Thresholding based segmentation یبند خوشه بر  یمبتن  یبند م یتقس

 Edge based segmentation   یهابر لبه  یمبتن  یبند م یتقس

 Edge based segmentation   ه یبر ناح یمبتن  یبند م یتقس

 Structure ساختارها 

 Dilation گسترش 

 Prewitt edge detector سوبل ابیلبه 

 Sobel edge detector ی کن ابیلبه 

 Deep learning ق یعم ی ریادگی

 thresholding گذای آستانه

 Nodule    ندول

 lungs ریه 

 Bronchial Tree درخت برونشی 

 Bronchi برونش 

 Bronchioles برونشیول 

 Alveoli آلوئول 

 Diaphragm دیافراگم 

 Tag برچسب

 Header سرصفحه 

 Erosion فرسایش

 Dilation گسترش 

 Opening کردن باز 

 Closing بستن

 Smooth صاف

 Veins هارگ
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 Recognition آشکارسازی 

 Detection تشخیص 

 Blood vessels     عروق خونی 
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 فهرست اختصارات
 

 

  

شده  عنوان مختصر  عنوان اصلی   

Computer Aided Design CAD 

United States US 

DICOM Communication in Digital Imaging and 

Medicine 

ACR Radiology American College of 

NEMA National Electrical Manufacturers 

Association 

AAPM American Association of Physicists in 

Medicine 

 

Computed Tomography CT 

and Ppressure Standard Temperature STP 
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Abstract 
Cancer is one of the deadliest diseases in the world. One of the reasons for the 

high mortality of this disease has been the wrong diagnosis of the doctor or 

the delay in diagnosing this disease. Among all cancers, lung cancer is 

difficult to diagnose due to its uneven and uncoordinated structure. With the 

advancement of science and technology, the diagnosis of this type of disease 

can be taken out of the traditional mode and done with automatic and semi-

automatic systems. In order to have a system that can diagnose the disease 

without human intervention, deep learning techniques must be used. This 

implementation consists of two very important parts: segmentation and 

classification. The output of the segmentation part is the input of the feature 

extraction and classification part. There are many problems with 

segmentation, the most important of which is the uneven structure of the 

lungs. To eliminate this problem, many methods have been proposed, and the 

problem with most of these methods is the high level of false positives. In this 

research, a new U-Net network structure has been used for segmentation, 

which has had the best segmentation result to date. After this step, to extract 

the feature, the convolutional neural network is used, which is a suitable 

structure for extracting the visual features. Then, gradient amplification is 

used to increase the classification accuracy and the output of the convulsive 

neural network is connected to another network.  In summary, to diagnose 

lung cancer, pre-processing images were performed and then lung images 

were segmented using the BCDU-Net neural network. Then, using three-

dimensional convolutional neural network and with changes on the layers of 

this network, feature extraction is performed and in the last step, the fully 

connected layer is connected to the XGBOOST network to finally classify 

with high accuracy. 
 

Keywords: segmentation, convulsive neural network, lung, U-Net, CNN 

3D, cancer diagnosis, deep learning 
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