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  :تقدیم به پدر و مادرم

کار نسبیم ساخته تا در سایه درخت پربار وجودشان بیاسایم و از ریشه آنها  ی را بسی شاکرم که از روی کرم، پدر و مادری فدا خدا

از سایه وجودشان در راه کسب علم و دانش تلاش نمایم. والدینی که بودنشان تاج افتخاری است بر شاخ و برگ گیرم و 

سرم و نامشان دلیلی است بر بودنم، چرا که این دو وجود، پس از پروردگار ، مایه هستی ام بوده اند دستم را گرفتند و راه رفتن 

 .وزگارانی که برایم زندگی، بودن و انسان بودن را معنا کردندرا در این وادی زندگی پر از فراز و نشیب آموختند. آم 

 

 

 

 

 

 

 

 

 

 

  



 

 

 

که زحمت راهنمایی این پایان نامه را عهده دار گردیدند و در دکتر فاتح  تشکر قلبی و لسانی خود را از استاد عالی قدر جناب آقای 

انه ایشان استفاده  ر
نمودم ابراز می دارم و توفیقات روز افزون ایشان را توأم با تمامی مراحل انجام رساله از راهنمایی های مدبر

 .صحت و سعادت خواستارم

نژاد  که در امر مشاوره این رساله مساعدت نمودند و در این امر نهایت مراقبت، توجه از جناب آقای دکتر رضوانی و دکتر علی

وند سلامت و سعادت ابدی را خواهانمو دقت خود را مبذول فرموده اند کمال تشکر و امتنان را دارم و برا   .ی ایشان از خدا

تصحیح این پایانامه را به عهده داشتند کمال سپاس را دارم
 .از داوران گرامی  که زحمت داوری و 

تحصیلی به من علم آموخته و مرا از سرچشمه دانایی سیراب 
خالصانه از تمامی اساتید و معلمان و مدرسانی که در مقاطع مختلف 

 .اند متشکرمکرده

 



 

 

 

 تعهد نامه

دانشکده  هوش مصنوعی و رباتیکز رشته دانشجوی دوره کارشناسی ارشد پوریا پرهامیاینجانب 

های شبکه عصبی عمیق مقایسه مدلنامه دانشگاه صنعتی شاهرود نویسنده پایان کامپیوتر

 فاتح دکترتحت راهنمائی  های نقطه سوماتیکبندی سرطان براساس جهشبرای زیر گروه

 .شوممتعهد می

  برخوردار است . توسط اینجانب انجام شده است و از صحت و اصالت نامهپایانتحقیقات در این 

 . در استفاده از نتایج پژوهشهای محققان دیگر به مرجع مورد استفاده استناد شده است 

  تاکنون توسط خود یا فرد دیگری برای دریافت هیچ نوع مدرک یا امتیازی در هیچ  نامهپایانمطالب مندرج در

 جا ارائه نشده است .

   دانشگاه صنعتی » و مقالات مستخرج با نام  باشدمیکلیه حقوق معنوی این اثر متعلق به دانشگاه صنعتی شاهرود

 خواهد رسید . به چاپ«  Shahrood  University  of  Technology» و یا « شاهرود 

  تأثیرگذار بوده اند در مقالات مستخرج از  نامهپایانحقوق معنوی تمام افرادی که در به دست آمدن نتایح اصلی

 رعایت می گردد. نامهپایان

  در مواردی که از موجود زنده ) یا بافتهای آنها ( استفاده شده است ضوابط  نامهپایاندر کلیه مراحل انجام این ،

 خلاقی رعایت شده است .و اصول ا

  در مواردی که به حوزه اطلاعات شخصی افراد دسترسی یافته یا استفاده شده نامهپایاندر کلیه مراحل انجام این ،

                                                                                                                                                                      است اصل رازداری ، ضوابط و اصول اخلاق انسانی رعایت شده است .

 تاریخ                                                 

 امضای دانشجو                                                 

 

 

 مالکیت نتایج و حق نشر
کلیه حقوق معنوی این اثر و محصولات آن )مقالات مستخرج ، کتاب ، برنامه های رایانه ای ، نرم افزار ها و تجهیزات ساخته 

 در تولیدات علمی مربوطه ذکر شود .. این مطلب باید به نحو مقتضی  باشدمیشده است ( متعلق به دانشگاه صنعتی شاهرود 

 .باشدمیبدون ذکر مرجع مجاز ننامه پایاندر استفاده از اطلاعات و نتایج موجود 

 



 

 

 

 چکیده

 درمان روند صحیح در بسزایی ریتأثبیماران  در های آنرگروهیزن یا سرطا صحیح نوع سریع و صیتشخ

های آن وجود دارد های متنوعی برای تشخیص سرطان و زیرگروهروش. های درمانی داردو کاهش هزینه

های روش همچنین. دچار تحول شدند قیعم یریادگیو  نیماش یریادگیدر  های اخیرتشرفیپکه با 

 ینیبشیپدر  یخوب جینتا و یادگیری عمیق معرفی شده است که ماشیناز یادگیری  مندیبهره با یجدید

داشته  در بیماران سرطانی میبدخو  میخخوشی تومورها صیو تشخ ی آنهایا زیرگروه سرطان انواع

، قرار گرفته موردتوجه های آنبرای تشخیص سرطان و زیرگروه امروزهکه  ییهااز روش یکیاست. 

در معرض اشعه ماوراء بنفش یا برخی  قرارگرفتن. است کیبر جهش سومات یسرطان مبتن یبندطبقه

 لهیوسبهکه  یعیرطبیغهای های بدن شود. به این جهشتواند موجب جهش در سلولمواد شیمایی می

بندی سرطان مبتنی بر طبقه وجودنیبااگویند. های سوماتیک میشود جهشعوامل محیطی ایجاد می

 ادیز ی، پراکندگمانند حجم کم داده نمونه هاییمواجه است. چالش ییهاچالشجهش در سوماتیک با 

 عملکرد شیاز افزا عواملی هستند که ساده خطی یهاکنندهیبندطبقهو استفاده از  برازش شیب، داده

ها ارائه شده است. این هایی برای حل این چالشدر این رساله روش د.نکنیم یریجلوگ یبندطبقه

 قاعده یهاروش ،شده هینما یپراکندگکاهش ، یاخوشه ژن لتریف یهاپردازششیپ ها شامل،روش

سه در این رساله  نیهمچن .است embedding هیلااستفاده از  و Global-Max-Pooling هی، لایگذار

 TCGA-DeepGene دادهمجموعه بر روین دو مدل یو ترکیب ا CNN  ،LSTM قیعم یریادگیمدل 

است. این  embeddingبه همراه لایه  هیلاتک CNNمدل پیشنهادی ما یک مدل . آزمایش شده است

 مرجع مورد استناد در این رساله در مقایسه بادست پیدا کرد.  accuracyدرصد  66.45 به دقت مدل

 درصدی داشته است. 1.45افزایش  دقت

   CNN  ،LSTM، قیعم ی، شبکه عصبDe novo ی، جهش هانوع سرطان یطبقه بند کلمات کلیدی:
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 مقدمه 1-1
چرخه شود. های بدن میها است که باعث اختلال در روند تولید و مرگ سلولای از بیمارینام دستهسرطان 

های شوند و سلولتقسیم می های بدن انسان رشد کرده،سلولها به این شکل است که تولد و مرگ سلول

شوند که یا قدیمی می دهیدبیآسهای های جدید جایگزین سلولدهند. این سلولرا تشکیل می یجدید

 دهیدبیآسیا های قدیمی سلول روند به این معنا است که نگفته شده در ایاختلال . در شرف مرگ هستند

نام  به این ترتیب بافتی به که یابدمی ادامههای جدید بدون توقف سلول اما روند تولیدروند میاز بین ن

خیم یا بدخیم باشند. تومورهای بدخیم توانند خوشتومورها میتومور یا این  .دادد نرا تشکیل خواه تومور

از  های آنهاها قسمتی از سلولبا رشد این تومور د.یابنهای اطراف خود حمله کرده و گسترش میبه بافت

این شوند. می منتقلهای بدن جدا شده و با کمک جریان خون یا سیستم لنفاوی به سایر قسمت تومور

به این تکثیر شده و تومورهای دیگری را در سایر نقاط بدن بیمار ایجاد کنند.  به سرعتنند تواها میسلول

به علت وجود  .و جان بیمار را به خطر اندازند توانند در سرتاسر بدن پراکنده شوندترتیب این تومورها می

دوباره در همان محل  خارج شوند امکان داردی بدخیم اگر این تومورها از بدن چنین قابلیتی در تومورها

های به بافتبر خلاف تومورهای بدخیم  میخخوشتومورهای  رشد کنند و یا در سایر نقاط بدن دیده شوند.

. اگر این توانند بسیار بزرگ شونداما می شوند.و در سرتاسر بدن پراکنده نمی کننداطراف خود حمله نمی

تواند منجرب ته باشند رشد بیش از حد این تومورها میحیاطی مانند مغز وجود داش یهااندامتومورها در 

تومورهای بدخیم در صورتی که از بدن خارج شوند دوباره رشد  برعکسهمچنین  به مرگ بیمار شود.

 .[1] نخواهند کرد

های فراوانی ها و زیرگروهیک بیماری واحد نیست و دارای گروه های دیگر،مانند بسیاری از بیماری سرطان 

ها سرطان انواع تریناند. شایعسرطان را شناسایی کرده دانشمندان بیش از صد نوع مختلف ازاست. امروزه 

سرطان  سرطان پستان، سرطان پروستات و به ترتیبت ز آنبعد اباشد. ، سرطان ریه میدر مردان و زنان

به  دو جنسبیماران نیز بعد از سرطان ریه برای هر در بین  ریوممرگاز نظر آمار  قرار دارند. روده بزرگ
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در  ریوممرگترین علت اصلی شایع. قرار دارندکبد  سرطان ، سرطان روده بزرگ، سرطان معده وترتیب

 ترینروده بزرگ شایع سرطان دنبال آن به ترتیب سرطان پروستات وبه  بیماران مرد سرطان ریه است.

بعد از  سرطانانواع ترین معده کشندهسرطان سرطان کبد و  انواع سرطان در مردان هستند. همچنین

ترین نوع سرطان در بیماران زن سرطان پستان است. ترین و کشندهشایع. هستندسرطان ریه در مردان 

تخمین زده شده است که تنها . رار داردریه ق سرطان به ترتیب سرطان روده بزرگ و بعد از سرطان پستان

 300،000میلیون نفر در دنیا بوده است. در این بین هرساله  9.6سرطان علت مرگ تعداد   2018در سال 

 50تا  30تا به امروز فقط  کهشود تشخیص داده می سال 19یک تا مورد جدید ابتلا به سرطان بین افراد 

  .[1] ستدرصد از انواع سرطان قابل پیشگیری ا

وارد شده  از زندگی انسان های مختلفییادگیری عمیق در زمینه ژهیو به و های اخیر هوش مصنوعیدر سال

. مفهوم یادگیری عمیق در اواخر قرن ها داشته استگیری در بهبود کیفیت زندگی انسانچشم راتیتأثو 

های یادگیری ماشین است. این نوع یادگیری، ای از الگوریتممجموعهزیریادگیری عمیق، بیستم مطرح شد. 

به های مخفی زیاد است. در یادگیری عمیق، با تعداد لایه محوردادههای عصبی به معنی استفاده از شبکه

نیاز به و بدون  خودکار به صورتشود. بدین معنا که شبکه، خودکار، مهندسی ویژگی انجام می صورت

در نهایت، با استفاده از  گردد.های مختلف داده میها برای تمیز دادن کلاسدنبال بهترین ویژگی ، بهانسان

. کندبندی ورودی را با بیشترین دقت و بالاترین کیفیت طبقه هایداده دتوانهای بدست آمده، میویژگی

مرحله استخراج ویژگی  تم به انسان درسیس وابستگیشود باعث می ین ویژگی اساسی یادگیری عمیق،ا

 2006در سال  1. موفقیت چشمگیر در یادگیری عمیق زمانی رخ داد، که هینتون]2[ کاهش پیدا کند

برخلاف . ]3[را ارائه کرد  DBN( 2(های باور عمیقمعماری جدیدی از یادگیری عمیق به نام شبکه

های چشمگیری های یادگیری عمیق پیشرفترویکردهای سنتی یادگیری ماشین و هوش مصنوعی، فناوری

های در کاربردهای تشخیص گفتار، پردازش زبان طبیعی، بینایی ماشین، تجزیه و تحلیل تصاویر، مراقبت

                                                 
1  Hinton 

2 Deep belief network 
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 .[4] اندشتهبهداشتی و بازیابی اطلاعات دا

های متفاوت برای درمان هر یک از انواع سرطان و روش های آنو زیرگروه تنوع زیاد انواع سرطان بهباتوجه

سریع و صحیح نوع  ینیبشیپدر بیماران، تشخیص یا  بالا ریوممرگمبتلایان و خطر  زیادتعداد  همچنین

به این  مبتلایان ریوممرگهش تواند، در تعیین نوع درمان و کامیها های آنو زیرگروهیا انواع سرطان 

های یادگیری عمیق با استفاده از روش تشخیص سرطان و تومورهای سرطانی نیبنیدراباشد.  مؤثر بیماری

 یبندطبقهی هاروش نیترمهماز  دیگر یکیدر تصاویر پزشکی گامی مهم در درمان این بیماری بوده است. 

های که دارای چالش ]5[ باشدمی )SMCC(1 مبتنی بر جهش در نقطه سوماتیک یبندطبقهسرطان، 

های توان به راحتی روشبوده و نمیهای تشخیص سرطان در تصاویری پزشکی جدیدی نسبت به روش

  ها استفاده کرد.دادهاستفاده شده در تصویر را بر روی این 

های های ارثی و جهشجهش هایکلی به نام دودستهتوان به های ژنتیکی در بدن انسان را میجهش

یک موجود نر و  مثلد یتولهایی هستند که به دلیل ارثی، جهش تقسیم کرد. منظور از جهشسوماتیک 

های بعدی دهد و به نسلاسپرم فرد رخ می در تخمک یا معمولاًها دهد. این جهشماده در فرزند آنها رخ می

ها هستند که بر اثر وجود عوامل های اکتسابی )سوماتیک( آن دسته از جهشنیز منتقل شود. اما جهش

دهند. برای مثال هنگامی که افراد در معرض اشعه ماوراء بنفش، مواد ها رخ میدر بدن انسان یطیمحستیز

شوند. یا اگر خطایی در های بدن آنها دچار جهش میگیرند، سلولقرار می شیمیایی قوی یا مواد رادیواکتیو

توانند در هر قسمت ها میتواند منجرب به جهش در آن سلول شود. این جهشتقسیم سلولی رخ دهد می

ل هایی به غیر از تخمک و اسپرم رخ دهند به نسل بعدی منتقها در سلولاز بدن رخ دهند. اگر این جهش

 باشند. ها میها علت بروز انواع سرطان در انسانشوند. معمولا این جهشنمی

                                                 
1 Somatic point mutation based cancer classification 



 

5 

 

 بیان مسئله 2-1
ها استفاده از های اخیر و دسترسی گسترده به این دادهدر سال DNA یابییتوالکاهش هزینه  بهباتوجه

SMCC  هایروش هدف اصلیاست.  افتهی گسترشبرای تشخیص انواع سرطان SMCC  انواع تشخیص

های در مقایسه با روش ی سوماتیک است.های ژنهای آن بر اساس جهشزیرگروه مختلف سرطان یا

بندی را تومور عمل دسته 2یا بیان ژن 1مرسوم سرطان که بیشتر بر اساس ظاهر مورفولوژیکی یبندطبقه

عملکرد خوبی داشته  مشابه 3در تشخیص و تمایز تومورها با ظاهر هیستوپاتولوژیک SMCCدهند. انجام می

تواند درمان و تشخیص سرطان را می SMCCمحیطی مقاوم است. از نظر بالینی،  راتیتأثو در برابر  است

توان می .شودهای تشخیص و درمان میکه همین امر موجب کاهش هزینه تر کندسرعت ببخشید و ساده

به استفاده شود و  [7] داروهای ترکیبی ساخت و [6] در کارهایی مانند، تومور درمانی هدفمند SMCC از

 .]8 ,9[ کمک کند نیز CED( 4(سرطان  تشخیص زود هنگام

و پژوهش  مطالعهد مورای به طور گسترده مختلف در تحقیقات SMCC، امروزه شدهذکر بر اساس دلایل  

های های اخیر در زمینه یادگیری ماشین باعث شده است که الگوریتمرفتپیش .[11 ,10] گرفته استقرار 

 هایدر زمینه ی یادگیری ماشینها. الگوریتمبه کار گرفته شوند SMCCهای این حوزه برای بهبود روش

اند. با این حال کسب کرده را هاییموفقیت [13]پستان  تومور و [12] گربز تومور روده تشخیص مربوط به

 SMCCهای های یادگیری عمیق و تاثیر آن در بهبود عملکرد روشدر مورد روشهنوز تحقیقات جامعی 

در این رساله قصد داریم تا تاثیر سه مدل یادگیری عمیق را برای تشخیص سرطان بر انجام نشده است. 

 ها سوماتیک مورد بررسی قرار دهیم.اساس جهش

                                                 
1 Morphological 

2 Gene Expressions 
3  Histopathological 

4 Cancer early diagnosis 
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  SMCC هایهای موجود در روشچالش  3-1
بر روی  نامناسبکارایی  این مشکلات شامل:با مشکلاتی مواجه هستند.  SMCC در های پیشینروش 

 ماشین بردارپشتیبان هسته خطی مانندساده خطی،  بندهایاستفاده از طبقه ،1دودویی یهادادهمجموعه

)SVM( 2 ، منظور  .بندی استدر کار دسته رگذاریتأثهای و تشخیص ژن های عمیقدر مدل 3بیش برازش

جهش در ژن و صفر به وقوع های یک و صفر است. یک به معنی های دودویی در این رساله دادههاز داد

 معنی عدم وقوع جهش در ژن است.

تواند ها میشامل تعداد بسیار زیادی ژن است که فقط یک زیرمجموعه کوچک از این ژن DNAیک توالی 

ای انجام برای ساخت چنین زیرمجموعه هاییبندی سرطان کمک کند. فعالیتشخیص و دستهبه ما در ت

اعمال میانگین و انحراف معیار استاندارد بر روی فاصله هر نمونه تا مرکز کلاس یا انتخاب  شده است مانند

های برتر هر خوشه دهد و ژنانجام می 4یانگینم -ا ک لهیوسبهرا  یبندخوشهکه  شدهیبندخوشههای ژن

پیوسته ساده  یهاها بر روی برخی دادهکند. این روشند را انتخاب میتر هستکه به مرکز خوشه نزدیک

ندارند  های دودویی عملکرد مناسبیداده مخصوصاًهای گسسته شدن با داده روروبههستند اما هنگام  مؤثر

به نام فیلتر ژن خوشه بندی  [5]ده شده در مرجع برای رفع این مشکل ما از پیش پردازش استفا .[15 ,14]

 کنیم.استفاده می 5شده و لایه جاسازی

 فرص ادیزها، همه اطلاعات موجود در آن به دلیل وجود تعداد خاص از ژن رگروهیزحتی پس از ایجاد یک  

 کاراییهای ما شده و مناسب نیست. این تعداد زیاد صفر باعث پراکندگی در داده یبنددستهدر آن برای کار 

به نام کاهش  [5]معرفی شده در مرجع  پردازششیپدهد. برای حل این مشکل ما از ها را کاهش میمدل

 کنیم.پراکندگی فهرست شده و لایه جاسازی استفاده می

                                                 
1 Binary 
2 Support vector machine 

3 Overfitting 
4 K-means 

5 Embedding 
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ارتباط دارند و دارای  گریکدیبا  عموماًها هایی حضور دارند که این ژنر هر یک از انواع خاص سرطان ژند

ها مانع از عملکرد مناسب پیچیده و ارتباطات ژن وانفعالاتفعلای هستند. این پیچیده انفعالات و فعل

ای نیاز است که بتوانند پیشرفتهبندهای به طبقه نی؛ بنابراشودمی SVMبندهای ساده خطی مانند طبقه

های سطح بالا را از زیرمجموعه منتخب ایجاد شده استخراج کنند. در این رساله ما برای رفع این ویژگی

 و ترکیب این دو مدل را مورد بررسی قرار دادیم. 1CNN ،2LSMمشکل سه مدل یادگیری عمیق  

های است. برای حل این مشکل در مدل 3برازش شیبهای عمیق مشکل های رایج در مدلیکی از چالش

 کنیم.استفاده می 5و لایه پولینگ حداکثر سراسری 4یدهنظمهای خود ما از روش

 نامهانیپاهدف  4-1
های متنوعی با استفاده از یادگیری ماشین در ، روشکه در بخش قبل گفته شد طورهمان SMCC ایجاد  

نیستند  نقصیبها کامل و شده است که هر یک قصد رفع یک چالش را داشتند. اما هیچ یک از این روش

توان برای رفع یا بهبود آنها تلاش کرد. مشکلاتی مانند ای باقی است که میهای حل نشدهو هنوز چالش

 یبنددستهدر کار  رگذاریتأثای هها و یافتن ویژگیبندهای ساده خطی، پراکندگی دادهاستفاده از طبقه

دقیق  به صورتدر این زمینه هنوز  قیعمهای یادگیری مدل ریتأثهمچنین  .ها هستندمواردی از این چالش

های ذکر راهکاری هوشمند و دقیق برای رفع چالش ارائة نامهانیپانگرفته است. هدف این  قرار موردمطالعه

بر روی موارد زیر تمرکز دارد: نامهانیپااین  اساسنیبرااست.  یبنددستهشده، به همراه افزایش دقت   

  هاپراکندگی زیاد داده بردننیازبیافتن راهی برای 

  یبنددستهعملکرد آنها در کار  ریتأثآزمایش سه مدل یادگیری عمیق و 

                                                 
1 Convolutional Neural Network 
2 Long Short - Term Memory 

3 Overfitting 
4 Regularization 
5 Global Max Pooling 
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 یبنددستههای سطح بالاتر برای بهبود عملکرد یافتن روشی برای استخراج ویژگی 

 پیشنهادی هایی کارآمد برای کاهش اثر بیش برازش در مدلروش استفاده از 

 روش تحقیق 5-1
ها برای مقایسه نتایج و عملکرد مدل را مبنای کار خود قرار دادیم. به این ترتیب [5] مرجع در این تحقیق ما

به نام گرد آوری شده  هایدادهمجموعهاز  ،نتایج ناسبم و مقایسه هاای رعایت عدالت در انجام آزمایشبرو 

TCGA-DeepGene  های سوماتیک دوازده نوع مختلف داری جهش داده مجموعهاین . کردیماستفاده

  .باشدسرطان می

ها به دودویی و اعمال دو کنیم. تغییر نوع دادهها اعمال میرا بر روی داده پردازششیپابتدا مراحل 

از جمله  یبنددستهدر کار  مؤثرهای ای از ژنبرای کاهش پراکندگی داده و یافتن زیرمجموعه پردازششیپ

 باشد.می پردازششیپمراحل 

و تشخیص  یبنددستهبرای  های یادگیری عمیقمدل با دررابطهتحقیق و پژوهشی  ،سپس در مرحله بعد

سرطان،  یبنددستهدر کار  ن کاربرد راکه بیشتریسرطان انجام شده است. بر اساس این تحقیق سه مدل 

. در قدم بعدی اندشدهبرای این تحقیق انتخاب  .اندداشته خیم و بدخیمخوش یهابافتتشخیص تومور و 

های ها را برای ورود به مدلدادهاعمال شده بر روی آن،  یهاپردازششیپو  هادادهمجموعهبا استفاده از 

 نتایج مرجعهای خود را با مدل جینتاهای آنها ها و تنظیم پارامترمدل یسازادهیپکنیم. بعد از خود آماده می

 کنیم و بهترین مدل را برای تحقیق در آینده معرفی خواهیم کرد.مقایسه می [5]

 نوآوری مسئله 6-1
که  های سوماتیک ارائه شده استجهشاساس بندی سرطان بر برای دسته یروش جدید این رساله،در 

 یهادادهمجموعهاین روش بر روی . است شدهدرصد  1.45به میزان  یبنددستهافزایش دقت  منجر به

TCGA-DeepGene مال کرد. اع ،دودوییبا مقادیر  ییهادادهمجموعهتوان آن را بر روی آزمایش شده و می
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ای، کاهش پراکندگی فهرست فیلتر ژن خوشه پردازششیپدو  ها ازپراکندگی داده در این روش برای رفع

برای رفع  1سراسری حداکثر پولینگ و لایهدهی نظمهای روش استفاده شده است. embeddingلایه  شده و

ایم. همچنین در انتها، کردهاستفاده  CNNاز مدل سطح بالاتر ها و برای استخراج ویژگی برازش شیب

 شود.وارد می یبنددستهبرای  2متراکم هیلاکیایجاد شده به خروجی 

 نامهانیپاساختار  7-1
تشخیص سرطان  با رابطه در های پیشینشامل پنج فصل است. در فصل دوم تعدادی از فعالیت نامهانیپااین 

روش پیشنهادی ارائه شده معرفی  هایتمامی قسمت و بررسی قرار خواهد گرفت. در فصل سوم موردبحث

پردازیم و در فصل ها میفصل چهارم به بیان نتایج حاصل از روش پیشنهادی و مقایسه مدل گردد، درمی

توانند در این زمینه هایی که در آینده میبندی کلی از موضوع، به همراه فعالیتپایانی به بیان یک جمع

 پردازیم. انجام گیرند، می

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                 
1 Global Max Pooling 

2 Dense Layer 
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 مقدمه 1-2
 صحبتصحیح این بیماری کلی در مورد بیماری سرطان و اهمیت تشخیص سریع و  صورتبه در فصل قبل 

باعث یادگیری عمیق  مخصوصاًهوش مصنوعی،  زمینه رد ریچشمگهای های اخیر پیشرفتکردیم. در سال

 مورداستفادههای مختلف های این حوضه در بسیاری از فعالیتها و مدلشده است بسیاری از الگوریتم

یادگیری عمیق  که باشدها میهای پزشکی و بهداشتی نیز یکی از همین زمینه. سیستمه قرار گیرندگسترد

های یادگیری عمیق که داشته است. مدل هاکمک شایانی به پزشکان در تشخیص صحیح و سریع بیماری

 ،اندقرار گرفته مورداستفادهسرطان  یبنددستهدر تشخیص و  مخصوصاًها بیماری یبنددستهدر تشخیص و 

ها پرداخته سپس به مدل رسانند. در این فصل ابتدا به توضیح یاریخودهای توانند ما را در انتخاب مدلمی

و تشخیص سرطان  یبنددستهها در حوزه های انجام شده با استفاده از این مدلبرسی برخی از پژوهش

 پردازیم.می

 (CNN)شبکه عصبی کانولوشنی  2-2
 یدوبعدهای عملکرد خوبی روی داده که است CNN یادگیری عمیق و موفق های متمایزهیکی از زیرگرو

از قشر بینایی حیوانات و مفهوم آن از  CNNمعماری از خود نشان داده است.  1ایشبکه یتوپولوژبا 

لایه  CNNهای الهام گرفته شده است. یکی از ویژگی TDNN( 2(در زمان  ریتأخهای عصبی با شبکه

شود. همچنین یک تصویر ها و در نتیجه کاهش پیچیدگی میباعث کاهش تعداد وزن که باشدکانولوشن می

 .[17 ,16] مستقیم وارد این مدل شود به صورتیک داده خام  عنوانبهتواند می

CNN  خود اولین معماری یادگیری عمیق موفق بود.  یبمراتسلسلهبه دلیل ساختارCNN روابط  با تقویت

های استاندارد دهد و عملکرد خود را با استفاده از الگوریتمخاص تعداد پارامترهای شبکه را کاهش می

                                                 
1 Grid-like topology 

2 Time-delay neural networks 
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 پردازششیپاین است که به حداقل  CNNهای بخشد. یکی دیگر از ویژگیبهبود می 1انتشار رو به عقب

، تشخیص 3، تشخیص چهره2هایی نظیر، تشخیص دست خطنیاز دارد. این مدل توانسته است در فعالیت

 )NLP( و پردازش زبان طبیعی 7تصاویر یبندطبقه، 6شنهاددهندهیپهای ، سیستم5، تشخیص گفتار4رفتار

 .]16 ,17[ عملکرد خوبی داشته باشد 8

 CNN ساختار شبکه 1-2-2
CNN  9های، لایه کانولوشناصلی به نام هیلاسهاست که این ساختار شامل  یمراتبسلسلهدارای ساختاری، 

ن شکل یبه ا ها معمولاباشد. ساختار قرار گیری این لایهمی FC( 11(، و لایه تمام متصل ]18[ 10لایه پول

و در انتهای  ،گیردقرار می بعد از لایه کانولوشن ، سپس لایه پولگیردقرار می که ابتدا لایه کانولوشن ،است

دین بار تکرار شوند و به توانند چنهای کانولوشن و پول میمدل یک یا چند لایه تمام متصل قرار دارد. لایه

لایه کانولوشن وجود داشته باشد و سپس لایه پول و در آخر یا ابتدا چندین  ،ت سرهم قرار گیرندترتیب پش

در یک  های مختلف متفاوت باشد.تواند در کاربردها میشکل قرار گیری لایه قرار گیرد. لایه تمام متصل

شود به این شکل که خروجی استفاده می 12معمولا از طراحی رو به جلو CNNمدل استاندارد و معمولی 

 .[17 ,16] شودورودی به لایه بعدی داده می لایه قبل به عنوان

                                                 
1 Back-propagation alghorithms 

2  Handwrite Recognition 
3  Face Detection 

4  Behavior Recognition 
5  Speech Recognition 

6  Recommender Systems 
7  Image Classification 

8 Natural Language Processing 
9 Convolutional Layer 

10  Pooling Layer 
11  Fully Connected 

12  Feed-Forward 
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 لایه کانولوشن 2-2-2
محاسبات بر عهده این  اعظماست و بیشترین استفاده را دارد. بخش  CNNلایه در  نیپرکاربردتراین لایه 

های هایی است که توسط لایه یا لایهیا نقشه ویژگی ها از تصویرلایه است و نقش اصلی آن استخراج ویژگی

 1هر لایه کانولوشن با استفاده از چند فیلتر یا هسته. شوداین لایه می ورودی وارد عنوانبهقبلی ایجاد شده و 

 کند.خروجی تولید می عنوانبهها را این نقشه ویژگی Sبا اندازه گام 

ها، خروجی دهندهنشان mدهد. در این فرمول نحوه محاسبه عمل گفته شده را نشان می 2-1فرمول شماره 

𝐾1  و𝐾2 ع و عرض هسته کانولوشن، نشان دهنده ارتفاS  نشان دهنده اندازه گام وf که  تابع فعال ساز است

 .]16 ,17[ هیپربولیک باشد 4یا تانژانت 3، سیگموید2تواند رلومی

 لایه پولینگ 3-2-2
 هیلاکیهای نرون در خوشه ترکیب خروجیآید و با کانولوشن می هیچندلابعد از یک یا  معمولاًلایه پولینگ 

جلوگیری  از پردازش زیادهمین امر  .دهددر لایه بعد ابعاد نقشه ویژگی را کاهش می ،به یک نرون واحد

از  د. دو روش پرکاربرشوندو مابقی حذف می مانندهای مهم باقی میویژگی در این عمل همچنین کند،می

 نام دارند.  6و پولینگ میانگین 5لایه پولینک، پولینگ حداکثر

Average Pooling  مقدار میانگین یک محدوده وMax Pooling از یک  را بیشترین مقدار یک محدوده

 دهد.این دو روش را نشان می 1-2شماره  شکل د.کنمنطقه از نقشه ویژگی محاسبه می

                                                 
1 kernel 

2  Relu 
3  Sigmoid 

4  Tangent Hyperbolic 
5  Max Pooling Layer 

6  Average Pooling Layer 

output [m][r][c] = f(∑ ∑ ∑ weight[m][n][i][j] × Input[n][S × r + i][S × c + j] + bias[m]) 

K2

j=0

K1

i=0

N

n=0

 (1 − 2) 
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𝑂𝑢𝑡𝑝𝑢𝑡[𝑚] = 𝑓(∑ 𝑤𝑒𝑖𝑔ℎ𝑡[𝑚][𝑛] × 𝐼𝑛𝑝𝑢𝑡[𝑛] + 𝑏𝑎𝑖𝑠[𝑚])    (2 − 2)

𝑁

𝑛=0

 

 لایه تمام متصل

های بندی را به عهده دارد. برای اینکه نقشهوظیفه دسته تمام متصل هیلاکی CNN در انتهای مدل معمولاً

ابتدا باید به یک وکتور تبدیل شوند. محاسبات انجام  ،بشودوارد این لایه  CNNویژگی تولید شده توسط 

 .[17 ,16] دید 2-2توان در فرمول شده در این لایه را می

 

 

 

 

 دهد.ی آن نشان میهارا همراه با لایه CNNای از مدل ساده 2-2شماره  شکل

 

 

باشد. ماتریس سمت راست نتیجه اعمال پولینگ میانگین بر ماتریس سمت چپ نتیجه اعمال پولینگ حداکثر بر روی ماتریس وسط می 1-2شکل  

 . [16]مرجع  باشدروی ماتریس وسط می

 .[17 ,16] استاندارد CNNساختار مدل  2-2شکل  
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 LSTMشبکه عصبی  3-2
 2توسط هوخرایتر 1997در سال  که باشدمی RNN(1(عصبی بازگشتی نوع خاصی از شبکه  LSTMشبکه 

به صورت  را جمله مانند یککه یک ورودی با طول غیرثابت  ،تابعی است RNN معرفی شد. 3و اشمیت هوپر

 د. فرمولگردانرا بازمی 𝑑𝑜𝑢𝑡 با ابعاد  𝑦 و یک بردار خروجیکند بعدی دریافت می 𝑑𝑖𝑛 بردار 𝑛 ای ازدنباله

 .[19] دهداین رابطه را نشان می 2-3

 

 

 
 

RNN های بزرگ دچار خطا در یادگیری دنباله این شبکه ،دبینخطا آموزش می پس انتشارتوسط ستاندارد ا

 د. برای حل این مشکلشومی 5شیبیا انفجار  4موجب ایجاد مشکل ناپدید شدن ،روند آموزشاین  شود.می

 رندیبگ ادیرا  مدتیطولانهای توانند وابستگیمی ها LSTM .شودبا چند دروازه جایگزین می RNNسلول 

عمل  یطولانسپردن اطلاعات برای مدت  خاطربه .اندصریح برای همین منظور طراحی شده به صورتو 

ناپدید این مدل مشکل  کنند. همچنینمینه چیزی که برای یادگیری آن تلاش  ،در آنها است فرضشیپ

  .است کردهبه آن دچار هستند را حل  ها RNNکه  شدن شیب

 LSTMساختار شبکه عصبی  1-3-2
های شبکه عصبی هستند. در از ماژول تکرارشوندهای( ای )زنجیرهبه شکل دنباله های عصبیهمه شبکه

های تکرارشونده ای دارند. ماژولساختار ساده تکرارشوندههای استاندارد، این ماژول مکررهای عصبی شبکه

ای، با هم در تعامل و ارتباط هستند. توانند ساختار متفاوتی داشته باشند. این ساختارها، طبق قواعد ویژهمی

                                                 
1  Recurrent Neural Network 
2  Hochreiter 

3  Schmidhuber 
4 Vanishing Gradient 

5 Exploding Gradient 

(3-2) 𝑦 n = RNN (x1∶n) 

 𝑥𝑖  ∈  𝑅𝑑𝑖𝑛     𝑦𝑖  ∈  𝑅𝑑𝑜𝑢𝑡  
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𝑓𝑡 =  𝜎(𝑥𝑡𝑈𝑓 +  ℎ𝑡−1𝑊𝑓)       (4 − 2) 

ها وظیفه باشد. این دروازهمی 3و خروجی 2، فراموشی1های ورودیزه به نامسه دروا یدارا LSTMمدل 

 دهدرا نشان می LSTM ی از سلولشکل 3-2بعدی برود. شکل  4انتخاب سیگنالی را دارند که باید به گره

[20]. 

 

 

ابتدا باید تصمیم گرفته شود کدام اطلاعات  ،دهد به این شکل استمحاسباتی که در یک سلول روی می

نام  Forget Gate Layerلایه سیگموید که  لهیوسبهاین تصمیم  ،در وضعیت فعلی سلول دور انداخته شود

 دهد.این محاسبه را نشان می 4-2شود، فرمول شماره دارد انجام می

 

 

 قسمتشامل دو  مرحلهاین  اطلاعاتی را در سلول ذخیره کنیم، قدم بعدی این است که تصمیم بگیرم چه

 روزبهگیرد چه مقادیری نام دارد و تصمیم می Input Gate Layerاست. قسمت اول لایه سیگموید که 

تواند می کند. این وکتوریک وکتور از مقادیر کاندید را ایجاد می شوند و قسمت دوم لایه تانژانتی است که

                                                 
1  Input Gate 

2  Forget Gate 
3  Output Gate 

4  Node 

 .[19]مرجع  و نمای داخلی از یک سلول LSTMهای سلول 3-2شکل  
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𝑖𝑡 =  𝜎(𝑥𝑡𝑈𝑖 +  ℎ𝑡−1𝑊𝑖)                        

 
𝐶̃𝑡 =  𝑡𝑎𝑛ℎ(𝑥𝑡𝑈𝑔 +  ℎ𝑡−1𝑊𝑔)            (5 − 2) 

برای حالت فعلی  یروزرسانبهشوند تا یک سپس این دو با هم ادغام می .دبه حالت فعلی سلول اضافه شو

  دهد.این محاسبه را نشان می 5-2ایجاد شود فرمول 

 

 

 

در آخر تصمیم و  .را به روز رسانی کنیم 𝐶𝑡−1 بعد از این محاسبات زمان آن است تا وضعیت قدیمی سلول

 W هافرمول این در دهد.این محاسبات را نمایش می 6-2ه رفرمول شما بگیرم چه خروجی تولید شود،

 Cها و دهنده کاندیدنشان  𝐶̌ها، ماتریس وزن Uبین لایه قبلی و لایه مخفی فعلی است، نشان دهنده ارتباط 

 حافظه داخلی واحد مورد نظر است.

 کارهای انجام شده 4-2
بندی سرطان با استفاده از در این بخش، به بررسی برخی از کارهای انجام شده در زمینه تشخیص و دسته

 پردازیم.یادگیری عمیق می

های های سرطان ریه به نامو دسته بندی دو نوع از شایع ترین زیر گروه برای تشخیص [21] در مرجع

LUAD 1  وLUSC 2  3از یک شبکه کانولوشنی به نامInception V ]22[  .برای دسته استفاده شده است

اما مدل ساخته شده عملکردی  ،نیاز استای بندی این دو نوع سرطان معمولا به یک آسیب شناس حرفه

                                                 
1  Lung Adenocarcinoma 

2  Lung Squamous cell carcinoma 

𝐶𝑡 =  𝜎(𝑓𝑡 ∗  𝐶𝑡−1 +  𝑖𝑡 ∗  𝐶̃𝑡)    

 
𝑜𝑡 =  𝜎(𝑥𝑡𝑈𝑜 +  ℎ𝑡−1𝑊𝑜)         

 
ℎ𝑡 =  𝑡𝑎𝑛ℎ(𝐶𝑡) ∗  𝑜𝑡             (6 − 2) 
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ترین ده ژنی که عموما ای دارد. همچنین مدل را آموزش دادند تا رایجمشابه با یک آسیب شناس حرفه

 کنند را پیش بینی کند. جهش پیدا می

Inception v3  کهو تشخیص جسم است  شکل لیوتحلهیتجزیک شبکه عصبی کانولوشنی برای کمک به 

. این مدل سومین نسخه از شبکه عصبی مبتنی بر کارکردشروع به  GoogleNetاژولی برای م عنوانبه

Google’s inception convolutional neural network  باشد.لایه می 48است و دارای 

مستقل است. دو  یهادادهمجموعهیکی از موارد مهم در این مدل حفظ عملکرد هنگام آزمایش در 

 FFPE(1(های حاوی پارافین منجمد و ثابت شده با فرمالین در این کار بافت هشد هاستفاد دادهمجموعه

روند انجام استراتژی آموزش  4-2شکل شماره  باشد.می یبردارنمونهاست و دیگری تصاویر بدست آمده از 

 دهد.خلاصه نمایش می به صورترا 

 
 

تصاویر  b(i)، است استراتژی آموزش b، است در هر کلاس دیاسلاتعداد تصاویر کل  aبه ترتیب حروف الفبا، 

                                                 
1  Formalin-fixed Paraffin Embedded 

 [21]استراتژی استفاده شده در مرجع  4-2شکل  
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-بارگیری می Genomic Data Commons دادهگاهیپااز  بارنیاولبرای  هستند که هسرطانی ری یهابافت

 15 یاعتبارسنجدرصدی، یک مجموعه  70اسلایدها به یک مجموعه آموزش  b(ii) شوند. در قسمت

هایی با ابعاد اسلایدها توسط پنجره b(iii) در شوند.درصدی تقسیم می 15درصدی و یک مجموعه آزمون 

درصد  50که بیش از  ییهاآنسپس  ،شوندمی یکاریکاشندارند  یپوشانهم گریکدیکه با  512در  512

به طور  inception v3 بعد از انجام مراحل گفته شده b(iv) در قسمت. شونددارند حذف می نهیزمپس

 یبنددسته b(v)در قسمت شود. بازآموزش می یاعتبارسنجا کامل با استفاده از مجموعه آموزش و یجزئی 

زیر  سطحو  1های حرارتیدر نهایت نتایج برای استخراج نقشه شود وبر روی یک مجموعه آزمون انجام می

صاویر )خاکستری( و ارتفاع توزیع اندازه عرض ت c . علامتشوددر هر اسلاید جمع می 2 )AUC( نمودار

 .استها در هر اسلاید داد کاشیعتوزیع ت d باشد و علامت)سیاه( می

برای تشخیص تومورهای عادی و سرطانی  (AUC 0.99) دقتبهدر این مطالعه توانست  استفاده موردمدل 

این مدل به دقتی  برای تشخیص چند نوع گفته شده از سرطان ریه دست پیدا کند. (AUC 0.97) دقتبهو 

 است. افتهیدستنیز  LUADها در ترین جهشمورد از رایجدر تشخیص ده   0.856تا  0.733بین 

متخصصان  معمولاًها هستند. های سفید و پلاکتقرمز، گلبولهای شامل گلبول عمدتاًهای خونی سلول

سفید  یهاگلبولسفید برای تقسیم  یهاگلبولو اطلاعات مربوط به شکل  شدهیبنددانهاز اطلاعات  خون

ها در بیماران و افراد سالم نسبت وجود این سلول کنند.ای استفاده میای و غیر دانههای دانهبه سلول

به همین  .کنندبیماری استفاده می و شدتو پزشکان اغلب از این اطلاعات برای تعیین نوع  متفاوت است

های سفید خون از اهمیت و ارزش مهمی برای تشخیص پزشکی برخوردار گلبول یبندطبقهدلیل مطالعه و 

 است.

 LSTMو  Xception[24]از ترکیب  خون در تصاویر پزشکیهای برای دسته بندی سلول [23] رجعم 

های است که در آن ماژول Inceptionیک مدل تعمیم یافته از معماری  Xception کند.میاستفاده 

                                                 
1  Heat-map 

2  Area Under Curve 
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 شوند.های کانولوشنی قابل تفکیک عمقی جایگزین میماژولبا  Inceptionاستاندارد 

 یهادادهمجموعه یبر رو Xception دهیدآموزشروش کار مدل پیشنهادی به این شکل است که از یک مدل 

ImageNet را استخراج کند. پزشکی های تصاویرتا ویژگی کنداستفاده می LSTM بر  جداگانه به صورت را

دیگر را یا یک LSTMو  Xceptionهای بدست آمده از سپس وزن .دهیمآموزش می خام روی تصاویر پزشکی

روند کار این مدل را نمایش  6-2و  5-2کنیم. شکل شماره استفاده می یبنددستهادغام کرده و برای 

 د.ندهمی

 

 

 

 

 

 

 

 

 

 

جداگانه  LSTMو  Xceptionتوان ساختار کلی مدل پیشنهادی را دید که در آن می 5-2در شکل شماره 

 .نندیبیمآموزش  هادادهمجموعهبر روی 

 

 

 

 [23] ساختار مدل استفاده شده در مرجع 5-2شکل  
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در  های خوندرصد برای دسته بندی سلول 90.79توانسته است به دقت  [23]مرجع  مدل پیشنهادی

دهد که مدل پیشنهادی عملکرد بهتری نسبت به نشان می 1-2تصاویر دست پیدا کند. همچنین جدول 

 های آزمایش شده دیگر دارد.مدل

 [23]نتایج دسته بندی در چند مدل مختلف و مدل پیشنهادی توسط مرجع  1-2جدول  

Four-classification accuracy Sub-Models Model 

08/84 Inception V3 

CNN 62/86 ResNet50 
70/88 Xception 
45/87 Inception V3-LSTM 

CNN-RNN 
38/89 ResNet50-LSTM 
79/90 Xception-LSTM 
58/88 Xception-ResNet50-LSTM 

 دهیآموزش د شیاز پ Xceptionکه در آن  LSTMو  Xception بیترک یبرا [23] در مرجع یشنهادیساختار مدل پ 6-2شکل  

 است
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انواع سرطان را دسته  بتوان تا با استفاده از آن ،است دادهپیشنهاد  SMCCیک روش جدید برای  [5]مرجع 

های خوشه بندی های فیلتر کردن ژنازش منحصر به فرد به نامبندی کرد. در این روش از دو پیش پرد

استفاده شده است. عملکرد روش پیشنهادی به  ISR(2(و کاهش پراکندگی فهرست شده  1)CGF(شده 

با استفاده از پیش پردازش اند ها ما داشتهها را در نمونهکه بیشترین جهشهای نژاین شکل است که ابتدا 

CGF  کمتر از حد  درون آنها هایهایی که تعداد دادهگروه کنیم. سپسگروه بندی میو تفکیک کرده

سپس تمامی  باشد.حد آستانه در مرحله گفته شده پنج می شوند.آستانه مشخص شده باشند حذف می

های خام در مرحله بعد داده دهیم.های باقی مانده را به صورت یک ماتریس کنار هم قرار میهای گروهداده

بیش از  جهش که مقدار ها در هر نمونهژناز  شماره مکان هر یکدر این مرحله  ،شوندداده می ISRبه 

مشخص شده کمتر باشد به  ه )هشتصد(آستان ها از حدآید، اگر تعداد این شمارهصفر دارد به دست می

ها شود. در آخر دادهشتر باشد به مقدار حد آستانه داده انتخاب مییشود و اگر بانتهای آنها صفر اضافه می

پیشنهادی یک شبکه تمام شود. مدل اضافه می CGFها بدست آمده از به انتهای داده ISRبدست آمده از 

                                                 
1  Clustered Gene Filtering 

2  Indexed Sparsity Reduction 

 و سه روش یادگیری ماشین. [5]مقایسه روش پیشنهادی در مرجع  7-2شکل  
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نوع  12درصد در تشخیص  65.5توانسته به مقدار دقت  للایه مخفی است. این مد چهارمتصل با تعداد 

 دهد.ت روش پیشنهادی با سه روش دیگر را نمایش میتفاوت دق 7-2دست پیدا کند. شکل  سرطان

 .در سرتاسر جهان است ساله 59تا  20 در بین زنان ریوممرگترین دلایل سرطان پستان یکی از شایع

 تواند به درمان بیماران کمک فراوانی کند. در مرجعآن در مراحل اولیه رشد می یبندطبقهتشخیص و 

برای تشخیص و  یجدید  ]26 ,27[چارچوب 1و روش یادگیری انتقالی CNNبا استفاده از معماری  ]25[

 .دهدمیدی سرطان پستان ارائه ندسته ب

شوند به این شکل که های یادگیری عمیق برای یک هدف خاص ایجاد و آموزش داده میمدل یطورکلبه

جدا هستند.  هم است از دهیدآموزشاست با مدلی که برای هدف ب  دهیدآموزشمدلی که برای هدف الف 

شود، هدف از یادگیری انتقال استفاده به طور جداگانه توسعه و تولید میبر خلاف این الگوی کلاسیک که 

 یک مسئله مرتبط دیگر است. برای حل در هنگام حل یک مسئله آمدهدستبهاز دانش 

های مختلف سطح ابتدا ویژگی که کندپیشنهادی در این مرجع به این شکل عمل میروش چهارچوب 

که از قبل  GoogleNet, [28]VGGNet, [29]ResNet [22]عماری توسط سه م جداگانه به صورتپایین 

استخراج های شوند. سپس ویژگیاند استخراج میزش داده شدهآمو ImageNetهای دادهمجموعهبر روی 

این سازو کار  8-2شود. شکل دی داده میه یک شبکه تمام متصل برای دسته بنشده با هم ادقام شده و ب

 دهد.را نمایش می

 GoogleNet  لاح شده، های عملیاتی خطی اصکانولوشن، لایه هیلاسهیک مدل کوچک است که دارای

 VGGNet. دهداین معماری را نمایش می 9-2شکل  .متصل است کاملاًو دولایه  کنندهجمعهای لایه

باشد، این شبکه از فیلترهایی تمام متصل می هیلاسهلایه کانولوشنی و  13شامل  که است AlexNetمشابه 

. دهداین معماری را نمایش می 10-2شکل  .کنداستفاده می دودر  دوبا اندازه  poolingو  سهدر  سه اندازهبه

ResNet تواند دارد یا می دوراهاند، ماژول رسوبی سوار شده همیبر رون ماژول رسوبی است که شامل چندی

                                                 
1  Transfer Learning 



 

25 

 

این معماری را  11-2یا تمام این مراحل را رد کند. شکل  ،ورودی انجام دهد یبر رویک سری عملیات 

 دهد.نمایش می

 

 

 .[25] ساختار مدل در مرجع 9-2شکل  

 [25]مرجع GoogleNetمعماری پایه  8-2شکل  
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استفاده شده و ]30[ 1ا( هها )افزایش دادهاز تکنیک تقویت داده دادهمجموعهها در برای افزایش تعداد داده

ر ایجاد شده است. میزان دقت مدل پیشنهادی برای دسته بندی تصاویر به دو دسته خوش تصوی 8000

 درصد بوده است. 97.52خیم و بد خیم 

توان میزان با تشخیص زود هنگام می ،از سرطان در مردان است ترین علت مرگ ناشیسرطان ریه شایع

 تشخیص سرطانکاملا خودکار یک سیستم  [31] سرطان ریه را کاهش داد. در مرجع مرگ و میر ناشی از

 هاتشخیص گره و طبقه بندی گره است. این سیستم دارای دو بخش رائه شده CT( 2(توموگرافی ریه  در

 Three D Faster R-CNNکه ابتدا تصاویر سه بعدی را به یک روش کار سیستم به این شکل است. باشدمی

 برای DPN( 3(های کاندید را تولید کند. سپس از دو شبکه عمیق دو مسیره تا گره]32 ,33[شود داده می

                                                 
1  Data Augmentation 
2  Computed Tomography 

3  Dual-Path Network 

 VGGNetمعماری پایه  10-2شکل  

 .[31]مرجع ResNetمعماری پایه  11-2شکل  
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شود، در آخر برای طبقه بندی گره از ماشین تقویت کننده ها استفاده میهای عمیق در گرهاستخراج ویژگی

به ترتیب دو  CTبرای بهره برداری کامل از تصاویر سه بعدی   . ]34[خواهد شداستفاده  GBM( 1( شیب

ها طراحی شده است، اما از آنجا که شبکه شبکه کانولوشی سه بعدی برای تشخیص و طبقه بندی گره

ریه که عموما  CTهای دادهمجموعهکانولوشنی سه بعدی دارای پارامترهای زیادی است و آموزش آن روی 

با الهام از  این عملهای دو مسیره سه بعدی به کار گرفته شده است. نماید، شبکهکوچک است دشوار می

Faster R-CNN در این مرجع شبکه  ام شده است.انج برای تشخیص اشیاءThree D Faster R-CNN  را

-Uساختار رمزگشای رمزگذار  اند وبه کار برده های دو مسیر سه بعدیبرای تشخیص گره بر اساس شبکه

net ساختار  2-12شکل  اند. ها پیشنهاد دادهو شبکه دو مسیره عمیق سه بعدی را برای طبقه بندی گره

 دهد.کلی سیستم را نمایش می

استفاده شده است. مدل ارائه شده  Data Augmentationهای از روش دادهمجموعههای برای افزایش داده

درصد و میانگین دقت متخصصین  92.74در مقابل تشخیص سه متخصص تست شد و میانگین دقت مدل 

 دهد.این مقایسه را نمایش می 2-2درصد بوده است جدول  91.25

 

 [31]در مرجع  Deep Lungمقایسه دقت پزشکان و مدل  2-2جدول  

Average DR 4 DR 3 DR 2 DR 1  
91.25 86.03 91.82 93.69 93.44 Doctors 

92.74 90.89 93.19 93.30 93.55 DeepLung 

                                                 
1  Gradient Boosting Machine 

 [31]ساختار دو قسمتی پیشنهاد شده در مرجع  12-2شکل  
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همین  .است همراه های بالینی متنوعو ویژگی 1هابا پاتوژن گیرد،شکل میسرطان  ی که بر اثر یکتومور

های گذشته در طی دهه. های درمانی متفاوتی داشته باشندهای مختلف روشامر باعث شده است سرطان

های خاص در تحولات سرطانی های زیرگروههای سرطان و بررسی تومورهای آنها پاتوژنزیرگروه یبندطبقه

های ژنتیکی در اثر جهش غالباً ان تومورها یا انواع مختلف سرط که را آشکار کرده است و ثابت شده است

های ژنتیکی تولید شده است، انواع مختلفی از داده ،یابییتوالبا پیشرفت تکنولوژی شوند. مختلف ایجاد می

با  [35] های سرطان ایجاد شده است. مرجعهای مختلفی برای شناسایی زیرگروهها روشبر اساس این داده

یک چهارچوب یادگیری عمیق سلسله مراتبی را برای  ]SAE(2 ]37, 36(استفاده از شبکه رمزگذار انباشته 

 دهد.ارائه می مهمهای های سرطان با استفاده از یادگیری ویژگیشناسایی زیرگروه

در  SAEنمایش مربوط به هر نوع داده را به ترتیب با استفاده از ابتدا کند که ت کار میشبکه به این صور

های کند تا نمایشهای آموخته شده هر نوع داده را با هم تلفیق میگیرد، سپس نمایشسطح پایین یاد می

برای  k-means، سپس از روش ردیبگ ادی AEنهایی را در سطح بالا از طریق لایه دیگری از  یکپارچه

 دهد.این مدل را نمایش می 13-2شود. شکل بیماران استفاده می یبندخوشه

                                                 
1  Pathogenesis 

2  Stacked Auto Encoder Neural Network 
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توان این می معمولاًباشد. در میان زنان در سراسر دنیا می ریوممرگسرطان دهانه رحم دومین علت اصلی 

تشخیص داد و درمان کرد، به  Pap( 1(نوع سرطان را قبل از بدتر شدن با استفاده از آزمایش پاپانیکولائو 

کاهد. ناشی از این بیماری می ریوممرگاز  یمؤثرهمین دلیل غربالگری منظم و درمان زودهنگام به شکل 

نیاز است تا معاینه در سطح سلول و با  ریاسمپاپسنتی مانند آزمایش  2در آزمایش سنتی سیتولوژی

 شود. خطا در آزمون می کار باعثاین  که انجام شود شناسبیآساستفاده از میکروسکوپ توسط 

های دهانه رحم ارائه شده است. در این رویکرد سلولیک رویکرد جدید برای طبقه بندی  [38] در مرجع

 .های قوی ایجاد شده استبرای استخراج ویژگی Gabor+3GLCMیک روش استخراج ویژگی جدید به نام 

انتزاعی  هایبرای بدست آوردن سایر ویژگی CNNبه عنوان ماژول اسنخراج ویژگی  LetNet-5از همچنین 

وارد  SVMهای بدست آمده برای طبقه بندی به یک طبقه بندی کننده . در آخر ویژگیشده استاستفاده 

                                                 
1  Papanicolaou 
2  Cytology Test 

3  Gray-Level Co-occurrence Matrix 

 [35]در مرجع  SAEساختار پیشنهادی مدل  13-2شکل  
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 دهد.ساختار ارائه شده را نمایش می 14-2شود. شکل می

 

 GLCMشوند. می Gaborو  GLCM پردازششیپ دو و LetNet-5وارد  جداگانه صورتبه خام  تصاویر

جهت، فاصله مجاور و دامنه تغییر تواند اطلاعاتی جامع مانند: می که آماری است لیوتحلهیتجزیک روش 

برای تعیین فرکانس سینوسی و  Gaborدر اختیار کاربر قرار دهد.  در باره سطح خاکستری تصویررا 

 را ها آنهاشود. بعد از استخراج ویژگیییر در طول زمان استفاده میهای محلی سیگنال با تغمحتوای بخش

 درصد دست یابد. 99.3 دقتبه. این روش توانسته دهندمی SVMو به  کنندمیادغام  گریکدیبا 

 [38]ساختار ارائه شده در مرجع  14-2شکل  
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 با یربرداریتصومعاینه فیزیکی، ماموگرافی،  های تشخیصی مانند:ستان آزمایشبرای تشخیص سرطان پ

 لیوتحلهیتجزرود که در میان آنها به کار می یبردارنمونه، سونوگرافی و MRI( 1(تشدید مغناطیسی 

در طی این روش تشخیص  .کندایفا می یدیکلبا سوزن نقش بسیار  یبردارنمونهتصویر بافت ناشی از 

 )H&E(ئوزین ا -ن شده با هماتوکسیلی یزیآمرنگ 2مناطق سلولی تصاویر میکروسکوپی هیستوپاتولوژیک

، سرطان میخخوشتا نوع بافت پستان از جمله بافت طبیعی، ضایعه  ،شودتوسط متخصصان ارزیابی می 3

تصاویر میکروسکوپی زیاد  یدگیچیپ، به دلیل وجودنیباا. شود مشخص 5سرطان تهاجمی ،4درجا

بر مهارت و تمرکز بالایی نیاز دارد. این کار زمان کارسینوم توسط بیوپسی به شخیصهیستوپاتولوژیک، ت

های عصبی کانولوشنی چند مقیاسی شبکه [39] باشد. در مرجعو مستعد سوگیری متصدی می بوده

                                                 
1  Magnetic Resonance Imaging 
2  Histopathological 

3  Hematoxyling-Eosin 
4  Situ Carcinoma 

5  Invasive Carcinoma 

 .[38]ساختار کامل مدل ارائه شده در مرجع  15-2شکل  

 تصویر ورودی

 استخراج قطعات

 تغییر اندازه

ResNet 

استخراج  خروجی

 قطعات

استخراج 

 قطعات

 تغییر اندازه

ResNet 

ResNet 

ResNet 

ResNet 

ResNet 

Dense 

Dense 

انتخاب و ترکیب 

 هاخروجی مدل

Dense 
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)Net-EMS( 1 ته به روسکوپی هیستوپاتولوژیک پستان آغشبرای طبقه بندی خودکار تصاویر میکH&E 

 شده است.پیشنهاد 

های متعددی روش کار به این شکل است که ابتدا هر تصویر میکروسکوپی هیستوپاتولوژیک را به مقیاس

های آموزشی برش خورده و تقویت شده در هر مقیاس برای تنظیم دقیق سه سپس از تکه ،کنندتبدیل می

، انددهیدآموزشکه از قبل  ResNet-152, DenseNet-161, ResNet-101شبکه عمیق کانولوشنی، 

از بین آنها یک زیرمجموعه از  که وجود خواهد داست دهیدآموزشمدل  نهدر این حالت  شود.استفاده می

 عنوانبهاز تصاویر را  یتعداد رمجموعهیزبرای انتخاب این  .دنباید انتخاب شو ی بهتری دارندکه کارای هامدل

-2شکل  ها انتخاب و با هم ترکیب شوند.تا بهترین مدل دهندقرار می مورداستفاده یاعتبارسنجهای داده

درصد  91.75 دقتبهنهایی مدل  دهد.را نشان میمدل نهایی  16-2 شکلو الگوریتم مدل پیشنهادی  15

 است. افتهیدست

های شامل بافت ST هستند. 4یشناسبافتدو نوع بافت در تصاویر نام  ST( 3(و استروما  2 )EP(اپیتلیال 

                                                 
1  Ensemble Of Multi Scale Convolutional Neural Networks 

2  Epithelial 
3  Stromal 

4  Histological Images 

 .[38]مدل نهایی ارائه شده در مرجع  16-2شکل  

 تصویر ورودی

 تغییر اندازه

 تغییر اندازه

استخراج 

قطعات

استخراج 

قطعات

Dense 

 

Dense 

 

ResNet 
ترکیب 

 هامدل
 خروجی
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 این بافت .های خونی و عروق لنفاوی را احاطه کرده است، رگ2هالو بولاست که مجاری و  1چربی و الیافی

مجاری  3و در سیستم مجاری لوبولار ،بافتی سلولی است EPیک اندام هستند.  کنندهتیحماهای چارچوب

 اگرچهگیرند. می نشئتپستان  EPهای درصد تومورهای پستان از سلول 80شود. حدود شیر مادر یافت می

منجر به حمله  4شود، اما تغییرات در استرومابخشی از بافت بدخیم محسوب نمی STبه طور معمول بافت 

 مقیاس مهم براییک  عنوانبه یشناسبافتنسبت تومور به استروما در  نی؛ بنابراشودتومور می 5و متاستاز

 وابسته است. STو  EPهای زیرا رشد و پیشرفت سرطان به محیط ریز بافت شود.شناخته می یآگاهشیپ

دیجیتال به دلیل تراکم بالای داده،  یسشنابافتتشخیص استروما از محفظه بافت اپیتلیال در تصاویر 

، ایجاد نی؛ بنابرااست زیبرانگچالشبافت بسیار  یسازآمادهپیچیدگی ساختارهای بافتی و ناهماهنگی در 

 سریع بسیار مهم است. و ساختارهای مختلف بافت به روشی دقیق یبندمیتقسهای هوشمند برای الگوریتم

های اپیتلیال و استروما در تصاویر سرطان یک مدل عمیق کانولوشنی را برای تشخیص محفظه[40] مرجع

برای ساخت این تصوایر از  .خوردبه صورت زیر تصویرهایی برش می هر تصویر ابتدادهد. پستان ارائه می

به عنوان شود. سپس این تصاویر و یک پنجره مربع شکل با اندازه ثابت استفاده می SP( 6(سوپرپیکسل 

                                                 
1  Fibrous 

2  Lobules 
3  Lobular 

4  Stroma 
5  Metastasis 

6  Super Pixel 

 [40]رویکرد روش ارائه شده در مرجع  17-2شکل  
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استفاده شده است.  IHC 2و  H&E 1 دادهمجموعهاین مرجع از دو  در د.نشوورودی به مدل داده می

 دهد. را نمایش می دادهمجموعهمدل ارائه شده بر روی این دو رویکرد  17-2شکل 

 یبندجمع 5-2
 LSTMو  CNNفصل ابتدا به بیان مفهوم یادگیری عمیق و شرح کارکرد دو مدل استاندارد  این در

 دریافتیمیادگیری عمیق برای تشخیص سرطان  لهیوسبهپرداختیم. سپس با برسی انواع کارهای انجام شده 

 یطبقه بند ای [41] یبندمیتقسمانند  ییها در کارهاروش ریبا سا CNNاز  یبیو ترک CNN یکه ساختارها

در سرطان پروستات  3الیتلیبافت اپ صیتشخ ای  ]43 ,21[سرطان پستان صیمانند تشخ  ]42[یپزشک ریتصاو

و  CNN ،LSTMهای استاندارد و ساده از این رو در ادامه ما مدل. [44] است استفاده شده تیبا موفق

 مورد بررسی قرار خواهیم داد. برای کار خود را LSMTو  CNNترکیب 

 دهد.های شرح داده شده در مقالات را به طور خلاصه نمایش میروش 1-2جدول 
 

 نیشیپ یکارها یهاتیاز فعال یاشرح خلاصه 3-2جدول  

 روش پیشنهادی در هر مرجع مرجع

[21] 

با دقت  LUSCو LUADهای بندی دو نوع سرطان ریه به نامموفق به دسته Inceptionبا استفاده از شبکه 

 اندشده 97%

 شدند. %90.79های خون با دقت بندی سلولموفق به دسته Inceptionو  Xceptionهای با ترکیب مدل [23]

[5] 
پردازش منحصر به فرد ایجاد شده است و با ساخت یک مدل تمام متصل عمیق موفق در این مرجع دو پیش

 شدند. %65.5های سوماتیک با دقت نوع سرطان مبتنی بر جهش 12بندی به دسته

[25] 
موفق به  GoogleNetو  ResNet, VGGهای از پیش آموزش دیده در این مرجع با ترکیب مدل

 شدند. %97.52خیم و بدخیم با دقت تشخیص تومورهای خوش

در این مقاله یک سیستم خودکار تشخیص سرطان بر روی تصاویر سیتی اسکن ایجاد شده است که میان  [31]

                                                 
1  Hematoxylin and Eosin 
2  Immunohistological 

3 Epithelial 
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 است. %92.74گین دقت آن 

 اند.شده %90های سرطان با دقت موفق به شناسایی زیرگروه SAEبا استفاده از مدل  [35]

[38] 
موفق به  SVMو  LetNetو یک شبکه  Gaborو  GLCMهای پردازش به نامبا استفاده از دو پیش

 های دهانه رحم شدند. بندی سلولطبقه

[39] 
-EMSبرای تشخیص سرطان پستان با استفاده از تصاویر میکروسکوپی هیستوپاتولوژیک پستان و مدل 

Net اند.شده %91.75بندی خودکار این تصاویر با دقت موفق به طبقه 

[40] 
برای تشخیص اپتلیال و استروما در تصاویر پزشکیس استفاده شده است. این مدل دقت  CNNاز یک کدل 

 را کسب کرده است. 90%
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 : روش پیشنهادی 
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 مقدمه 1-3
را مورد بررسی قرار دادیم. با های پیشین و در ادامه تعدادی از فعالیتفصل اول مسئله را تعریف کردیم  در

بیشترین  و ترکیب این دو مدل یا یکدیگر CNN, LSTM هایدریافتیم که مدل برسی کارهای پیشین

 LSTM ،CNNمدل  نامه سهدر این پایان داشته است. تشخیص سرطان و تومورهای سرطانی در را استفاده

 یکدیگرنتایج بدست آمده از این سه مدل با  . سپس،شودمیمدل پیاده سازی و تنظیم  و ترکیب این دو

بهترین عملکرد را در مقایسه با دو مدل دیگر  CNNمدل  نتایج بدست آمدهبر اساس این  .شودمقایسه می

روش پیشنهادی ما  .شودمیبه عنوان روش پیشنهادی معرفی  CNNمدل در این پایان نامه بنابر این  دارد.

استخراج ویژگی و  پردازش،شامل چهار مرحله اصلی است. این چهار مرحله، شامل کسب داده، پیش

بندی انواع سرطان بر اساس ه شرح روش پیشنهادی برای طبقهابتدا ب . در این فصل،باشدمیبندی طبقه

م یک مدل در این پایان نامه تمرکز ما بر روی ساخت و تنظی .است پرداخته شده های سوماتیکجهش

 هایپردازش دادهپیشمراحل ، در ادامه است. یکدیگرا با ههای ژنیادگیری عمیق و پیدا کردن ارتباط جهش

های و داده باشدمیهای هر ژن در هر نمونه اد جهشنشان دهنده تعدخام ها داده .شودمیشرح داده خام 

به ترتیب به شرح  . سپس،باشدمیهر نمونه  ها درپرداز شده نشان دهنده وقوع یا عدم وقوع جهش ژنپیش

 5و لایه تمام متصل 4حذف تصادفی، لایه 3سراسری حداکثر لایه پولینگ ،2، لایه کانولوشنی1جاسازیلایه 

  بر روی مدل پرداخته شده. هابندی و تاثیرات آنبرای کار دسته

 

 

                                                 
1 Embedding Layer 
2 Convolutional Layer 

3 Global Max Pooling Layer 
4 Dropout Layer 

5 Fully Connected Layer 
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 روش پیشنهادی 2-3
 

این دو پیش دو پیش پردازش است.  به همراه تک لایهCNN  یک مدل در این پایان نامهروش پیشنهادی 

های موثر ساخت یک زیرمجموعه از ژن پردازشپیش که هدف این دونام دارند که  2ISRو  1CGFزش اپرد

پردازش با استفاده از زبان برنامه نویسی این دو پیش .باشدمی هادادهبندی و کاهش پراکندگی در در دسته

نتیجه  ند. سپس،شواعمال می ی هامهابه صورت جداگانه بر روی داده و هر یک شدهسازی پایتون پیاده

ISR  به انتهایCGF ند. این شومی جاسازیوارد لایه  پردازش شدهی پیشهادادهبعد از آن شود. الحاق می

را یافته و آنهایی که ارتباط معنا دارتری  هاییژنارتباط میان های صفر را کاهش داده و لایه تاثیر داده

شود. وارد یک لایه کانولوشنی می جاسازیخروجی لایه  سپس دهد.میدر یک خوشه قرار داشته باشند را 

برازش در مدل رفع اثر بیشبرای  کند.های سطح بالاتر کمک میاین لایه به ما در پیداکردن ویژگی

خروجی لایه  ،انتهادر  .شودمیدهی و لایه پولینگ حداکثر سراسری استفاده های نظماز روش یدپیشنها

   شود.بندی به یک لایه تمام متصل فرستاده میکانولوشنی برای دسته

 پردازشپیش 3-3
تعداد  اعداد مثبت صحیح هستند. این اعداد نشان دهنده مورد استفاده در این پایان نامه های خامهداد

در  شوند.میتبدیل  نوع دودوییبه  های خامهای هر ژن در هر نمونه است. در این بخش، ابتدا دادهجهش

صفر به معنای عدم جهش در ژن و یک  شوند.ها اطلاعات به صورت صفر و یک نشان داده میاین نوع داده

های دودویی تبدیل های خام به دادهزمانی که داده باشد.به معنای داشتن حداقل یک جهش در ژن می

∋ 𝐴در ابعاد  Aبه نام  شوند یک ماتریسمی {0، 1}𝑚 ×𝑛 دهند. تشکیل می راm ها و نشان عداد ردیفت

ها و به دلیل پراکندگی دادههمچنین . باشندمیها ها و نشان دهنده نمونهتعداد سطون nو  هادهنده ژن

                                                 
1 Clustered Gene Filtering 

2 Indexed Sparsity Reduction 
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دو مرحله پیش پردازش  ها خام به نوع دودویی،بعد از تبدیل داده بندی،تاثیر در کار دستههای بیوجود ژن

 . [5] شودهای خام به صورت جداگانه اعمال میر روی دادهب CGFو  ISRهای به نام

 CGF پیش پردازش 1-3-3
CGF ایی کند. در مرحله اول شناسدر سه مرحله را  بندیدر کار دسته بیشتر ریتأث باهایی تلاش دارد تا ژن

برای هر  Aدر ماتریس  برای این منظور،. محاسبه شودها های هر ژن در تمامی نمونهباید تعداد کل جهش

ها به صورت نزولی این دادهشود. جمع می یکدیگرها با ونهدر تمامی نمهای رخ داده شده تمامی جهش ژن

وکتور ایجاد  ،به این ترتیب. گیردقرار می ∗𝐴به نام  در یک وکتورهر ژن  1شوند سپس شاخصمرتب می

های شاخصهایی با بیشترین جهش، در ژنباشد و می Aشده شامل شماره جایگاه هر ژن در ماتریس 

 شوند.بندی میگروه یکدیگربر اساس میزان تشابه با  اهدومین مرحله ژندر  گیرند.قرار می وکتور ابتدایی

برای دو  دنحوه محاسبه ضریب جاکار ت.استفاده شده اس 2دبرای تعیین میزان تشابه دو ژن از ضریب جاکار

 شود.محاسبه می 1-3با فرمول  qو  pهای ژن به نام

p  وq 1 هایی با ابعادژن × 𝑛  (و)و  3قیطمن (یا)به ترتیب نشان دهنده  & و | و علامت های هستند 

براساس ترتیب قرار ابتدا  .های مشابه به این ترتیب استهایی از ژنگروهمراحل ساخت  باشند.می 4منطقی

 Aهای ژن از ماتریس تمامی اطلاعات مربوط به جهشبعد  کرده و اولین ژن را انتخاب ∗𝐴ها در گیری ژن

کنیم. استخراج می Aاطلاعات آن را از ماتریس  و انتخاب کرده ∗𝐴ژن را از سپس دومین. شودمی استخراج

بیشتر  7/0شود. اگر میزان تشابه دو ژن از بر اساس ضریب جاکارد میزان تشابه این دو ژن محاسبه میحال 

. به همین ترتیب شودهای دیگر از آن استفاده نمیو در مقایسهباشد ژن دوم در گروه ژن اول قرار گرفته 

                                                 
1 Index 

2 Jaccard Coefficient 
3 Logical OR 

4 Logical AND 

(1-3) 𝑑(𝑝، 𝑞) =  
𝑠𝑢𝑚 (𝑝&𝑞)

𝑠𝑢𝑚 (𝑝|𝑞)
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 ∗𝐴ها دهیم. تا زمانی که ژن اول با تمامی ژن... انجام می اول و سوم، اول و چهارم و هایمقایسه را برای ژن

سپس همین مراحل را برای  .شودژن اول تشکیل می مشابه هاین ترتیب گروهی از ژنبه ایمقایسه شود. 

مقایسه  یی که عضو گروهی نیستندهابا سایر ژن شود. تامیانجام  که به گروهی تعلق ندارد ∗𝐴ژن بعدی در 

ها در یک گروه شود که تمامی ژنکند. این کار تا زمانی انجام میرا ایجاد مشابه خود  یهاه ژنو گرو شود

شوند. اگر گروهی بیش عضو دادند حذف می 5هایی که کمتر از بندی، گروهبعد از پایان گروه قرار بگیرند.

وه دارند انتخاب شده و مابقی عضو که بیشترین جهش را در گر 𝐴∗  ،5عضو داشته باشد با استفاده از  5از 

های کمتر اما با تعداد ژن Aهای منتخب یک ماتریس مشابه ماتریس شوند. سپس تمامی ژنها حذف میژن

را نمایش  CGFمراحل انجام  2-3است. شکل  CGFدهند. این ماتریس خروجی مرحله را تشکیل می

 .[5] دهدمی

 

 .[5] مرجع  CGFپردازش مراحل انجام پیش 1-3شکل  

تبدیل به 

 دو دویی

استخراج 

 های برترژن

 CGFخروجی مرحله 
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شود. سپس با استفاده تمامی پارامترهای مدل ثابت در نظر گرفته می 5و  7/0برای تعیین دو حد آستانه 

ها و مقدار حد آستانه برای مقدار حد آستانه برای تشابه بین ژن 1صحت اعتبار سنجی متقابل ده برابراز 

گیرند. شکل مورد بررسی قرار می 10تا  1و  9/0تا  1/0های برتر در هر گروه به ترتیب در بازه انتخاب ژن

یر مختلف حدآستانه میزان تشابه دقت بدست آمده از صحت اعتبار سنجی متقابل ده برابر را برای مقاد 3-3

نشان دهنده میزان  Zدهد. محور های برتر در گروه نمایش میها و حدآستانه برای انتخاب تعداد ژنبین ژن

 .[5] اندبیشترین میزان دقت را بین سایر مقادیر کس کرده 5و  7/0مقادیر . دقت است

 ISRپردازش پیش 2-3-3
که جهش  های استژنها با جایگذینی عدد شاخص کاهش میزان پراکندگی داده ISRپردازش پیشهدف 

پردازش پیش مراحل اعمال این .شوداعمال می Aبر روی ماتریس  CGFپردازش مانند این پیش اند.داشته

× 𝑛 دارای ابعاد که هر نمونهبه این ترتیب است. برای  Aبر روی ماتریس  عدد شاخص مقادیر غیر صفر  1

                                                 
1 Ten Fold Cross-Validation 

ها و حد آستانه دقت بدست آمده برای مقادیر مختلف حدآستانه میزان تشابه میان ژن 2-3شکل  

 .[5] مرجع های برتر در هر گروهانتخاب ژن
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عدد باشد با  800شود. اگر تعداد این مقادیر برابر یا بیشتر از استخراج شده و به صورت صعودی مرتب می

ژن که بیشترین جهش را در این مجموعه دارند انتخاب شده و در یک وکتور قرار  800تعداد  ∗𝐴استفاده از 

شود عدد باشد به انتهای مجموعه به میزانی صفر اضافه می 800از گیرند. اما اگر تعداد این مقادیر کمتر می

دهند که این های استخراج شده تشکیل یک ماتریس را میسپس تمامی وکتوربرسد.  800که طول آن به 

 دهد.را نمایش می ISRپردازش مراحل پیش 4-3باشد. شکل می ISRپردازش ماتریس خروجی پیش

 

به عنوان یک حدآستانه معرفی شده است. با برسی مقادیر غیر صفر در در  800عدد  ISRپردازش در پیش

مقدار غیر صفر دارند.  800ها کمتر از از نمونه %97شود که بیش از هر نمونه ازمجموعه داده مشخص می

 به عنوان 800به همین دلیل عدد  ژن در هر نمونه وجود دارد که جهش کرده است. 800یعنی کمتر از 

بر روی  ISRو  CGFهای پردازشبعد از اعمال پیش انتخاب شده است. ISRپردازش حدآستانه در پیش

شود. این ماتریس جدید به عنوان اضافه می CGFبه انتهای ماتریس نتیجه  ISR، ماتریس نتیجه Aماتریس 

 [5]. مرجع ISR پردازش شیپ مراحل 3-3شکل  

 های خامداده

 عدد شاخص مقادیر غیر صفر
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 ورودی برای مدل مورد استفاده قرار گرفته است.

 Eembeddingلایه  4-3
 فهرستداده شوند، ترکیبی از صفر، یک و شماره ورودی به مدل پیشنهادی  عنوانبهاست رار هایی که قداده

 CGFو  ISR پردازششیپبدست آوردیم. با وجود استفاده از دو  CGFو  ISRهایی است که در مرحله ژن

همچنین در انتهای کند، را پراکنده می دادهمجموعهوجود دارد، و  سفر یادیزهای ما مقادیر در دادههنوز 

ها تعدادی صفر اضافه شده است که مدل در ها برای هماهنگ کردن طول آنها با سایر نمونهبعضی از نمونه

ما  هاو یافتن ارتباط و روابط مخفی بین جهش تبرای رفع این مشکلا ر نظر بگیرد.کار خود نباید آنها را د

 یم.خود استفاده کرد پیشنهادی مدلدر  جاسازیاز لایه 

انسانی بصورت متن ساده  1هایهغت ناملمخصوصا پردازش متن ، های عصبی مصنوعیدر زمینه شبکه

اما برای اینکه یک مدل یادگیری ماشینی قادر به فهم و پردازش زبان طبیعی باشد، نیازمند تبدیل  .هستند

، انجام فرایند کد کلماتتبدیل های ترین روشددی هستیم. یکی از سادهکلمات از متن ساده به مقادیر ع

است که در آن هر کلمه دارای یک جایگاه خاص در یک بردار است و مقادیر دودویی  2هات -وان  گذاری

هات  –وان  اما، کدگذاری.  ]45[ دباشنصفر و یک نشانگر عدم وجود یا وجود یک کلمه در یک بردار می

لغت نامه مواجه باشیم از نظر محاسباتی سربار بسیار زیادی بر ما تحمیل خواهد  در زمانی که با تمام یک

کرد و در نتیجه فرایندی غیرعملی خواهد بود چرا که بازنمایی حاصل در اینجا نیازمند صدها هزار بعُد 

کلمات و عبارات را در قالب . ]46[ است 4های نمایش کلماتیکی از روش 3جاسازی کلمات. خواهد بود

با ابعادی به مراتب شود هات انجام می –آنچه در کدگذاری وان غیر دودویی برخلاف  بردارهایی عددی

های بین سازد تا روابط و شباهتالگوریتم ما را قادر میجاسازی کلمات  .کندکوچکتر و متراکمتر ارائه می

                                                 
1 Dictionary 

2 One-Hot Encoding 
3 Word Embedding 

4 Word Representation 
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 هاآناز  لغت نامهیک کلمات  برای تشخیص این صورت که ابتدا . بهکلمات را به صورت خودکار متوجه شود

که اکنون کند. سپس به هر کلمه هر کلمه یک عدد صحیح منحصر به فرد دریافت می شود وایجاد می

شود. بعدی اختصاص داده می nیک بردار ویژگی از اعداد اعشاری دارای یک عدد منحصر به فرد است 

 .[48 ,47] دهدنمایش می را 4با طول بردار درخت  و ای مرد، زنجاسازی کلمات بر 5-3جدول 

 

 نحوه تخصیص بردار ویژگی به کلمات موجود در لغت نامه در جاسازی کلمات 4-3شکل  

 مرد

(120) 

 زن

(10) 

 درخت

(563) 

 در

(85) 

01/0 00/0 04/0 06/0 

12/0 14/0 26/0 5/0 

02/0 05/0 03/0 07/0 

22/0 19/0 2/0 9/0 

 

دهد. جاسازی کلمات این قدرت را دارد به هر کلمه یک بردار اختصاص میجاسازی کلمات  ترتیباین به 

های بزرگ شباهت و رابطه بین کلمات را یافته و آنها را دسته بندی کند. این کار موجب تا در لغت نامه

بندی کلمات مشابه و مرتبط ای از دستهنمونه 6-3 شکلشود. ها در پردازش متن میافزایش کارایی مدل

 دهد.را در جاسازی کلمات نمایش می

بندی آنها در این پایان نامه تلاش به دلیل قدرت لایه جاسازی کلمات در یافتن روابط بین کلمات و گروه 

و حل مسئله  های ژنیپیچیده بین جهش روابطبرای یافتن  جاسازیهای لایه شده است تا از ویژگی

پردازش شده های پیشبه دلیل وجود اعداد صحیح مثبت در داده استفاده شود. سیماترپراکندگی در یک 

از کتاب خانه  1جاسازیباشد. برای پیاده سازی لایه نیازی به مرحله ساخت لغت نامه در این مرحله نمی

                                                 
1 Embedding Layer 
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 استفاده  1کراس

 ورودی گرفته و یک بردار متراکم با طول ثابت برای هر  عنوانبهاعداد صحیح مثبت را  ،این لایهشده است. 

تصادفی تولید شده  به صورت در ابتدای آموزش مدل که ی استیهابردار دارای وزنکند. این عدد ایجاد می

 هیلاکیبه  [4 ,3 ,2 ,1 ,0]وکتور  رای مثال اگرب .[50 ,49] شوندمی یروزرسانبهو در طول روند آموزش مدل 

 داشت میخواه 1-3جدول دو ایجاد کند. خروجی مانند  هایی با طولبدهیم و بخواهیم وکتور جاسازی

 .با طول ثابت دو جاسازیوکتورهای ایجاد شده در لایه  1-3جدول  

 شاخص جاسازی

[2.1, 3.2] 0 

[0.5, 3.4] 1 

[1.2, 1.4] 2 

[0.7, 1.7] 3 

[3.0, 7.1] 4 

 

                                                 
1 Keras 

 

 

 مرد         زن

 شاه   

 ملکه 

 سگ 

 ماهی

 اسب      

 انار

 انگور 

 گیلاس

 چهار    دو     پنج

 .[48]مرجع جاسازی کلمات تلاش کرده است رابطه میان کلمات را یافته و کلمات هم معنی و مرتبط را کنار هم قرار دهد 5-3شکل  
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شود، به هر یک از اعداد صفر تا چهار که درون وکتور ما هستند که در جدول بالا مشاهده می طورهمان

 [3.2 ,2.1]]وکتور  جاسازیخروجی لایه  1-3ده است. بر اساس جدول یک وکتور با طول ثابت دو داده ش

 است. [[7.1 ,3.0] , [1.7 ,0.7] , [1.4 ,1.2] , [3.4 ,0.5] ,

ها طول یکسانی بسیار متداول است که بعضی نمونه ،یک توالی هستند به صورتهایی که در پردازش داده

و برخی دیگر ممکن است  کمی دارند )کوتاه هستند( طولها به علت کم بودن دادهنداشته باشند. بعضی 

ها برای ورود به شبکه عمیق از آنجا که تمامی داده .هستند(بلند ) طولانی باشند هابه علت زیاد بود داده

ها یکسان باشد به دادهاین برای اینکه طول  باید طول یکسانی داشته باشند باید طول آنها را یکی کنیم.

در بخش  ISR .گویندمی 1به این کار پدینگ .کنیمصفر اضافه می تری دارندکه طول کم ییهاآنانتهای 

سه بردار با  3-7 شکل .برای ایجاد بردارهایی با طول یکسان از این روش استفاده کرده است پردازششیپ

طول آنها را با  دهد که با استفاده از پدینگ و اضافه کردن صفر به دو بردارد اولطول متفاوت را نمایش می

 بردار سوم یکی کرده است.

دارند به همین علت مدل باید آنها را نادیده بگیرد. به این منظور ن بندیمقادیر پدینگ تاثیری در عمل دسته

آگاهی سازی برای  2از تکنیک ماسک زدنها با استفاده از تکنیک پدینگ بعد از یکسان سازی طول داده

                                                 
1 Padding 

2 Masking 

 
 

[123، 600، 51] 

 
[103، 80، 215، 46، 546] 

 
[43، 61، 12، 645، 456، 345] 

 

 اعمال پدینگ
 

[123، 600، 51، 0، 0، 0] 

 
[103، 80، 215، 46، 546، 0] 

 
[43، 61، 12، 645، 456، 345] 

 .[48]مرجع اعمال پدینگ با اضافه کردن صفر به انتهای دو بردار اول برای یکی کردن طول آنها با بردار سوم 6-3شکل  
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برای پارامتر  1درستمقدار  قراردادنبا  عملاین شود. ها استفاده میمدل از وجود پدینگ در داده

mask_zero  شودکراس ایجاد شده است انجام می کتابخانهکه توسط  جاسازیدر لایه .  

 Global max poolingو  Dropoutلایه  5-3
ساخته شده است.  4و تمام متصل 3، کانولوشنی2پولینگهای، از لایه استاندار یک شبکه کانولوشنی

 هااستخراج ویژگی هیدولااین نقش  .در ابتدای شبکه قرار دارندپولینگ و  کانولوشنیهای که لایه بیترتنیابه

 متصلهای تمام . از آنجا که لایه[51] شوندبندی استفاده میبرای دسته تمام متصلهای و در انتها لایه است

برای حل این مشکل  توانند مشکلاتی را در شبکه و عملکرد آن ایجاد کنند.می ،هستند بیش برازشستعد م

 .]52[ شده استاستفاده تصادفی  6و پولینگ حداکثر 5حذف تصادفییه در این پایان نامه از لا

 یهااز شبکه یادیآموزش تعداد ز در بهبود  باًیاست که تقر یروش منظم ساز کلایه حذف تصادفی ی

 دهیناد یبه طور تصادف هیلا هاینروناز  ی، تعدادطول آموزش در .نقش داردمختلف  یهایبا معمار یعصب

                                                 
1 True 

2 Pooling 
3 Convolutional 

4 Fully-Connected 
5 Dropout 

6 Global Max Pooling 

 شبکه عصبی تمام متصل بعد از اعمال حذف تصادفی عمال حذف تصادفیشبکه عصبی تمام متصل قبل از ا

سمت راست همان شکبه را بعد از اعمال  شکلدهد. سمت چپ شبکه عصبی تمام تصل را قبل از اعمال حذف تصادفی نمایش می شکل 7-3شکل  

 .[52]مرجع دهدحذف تصادفی نمایش می
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. حذف تصادفی بیندمیآموزش  در هر بروز رسانی مدل یا پیکربندی جدیدی به این ترتیب. شوندیگرفته م

یک  8-3توان آن را روی یک یا چند لایه اعمال کرد. شکل شود و میفقط در مرحله آموزش انجام می

 دهد.شبکه عصبی تمام متصل را قبل و بعد از اعمال حذف تصادفی نمایش می

 مستعد بیش برازش هستند.  دنشواستفاده می CNNکه به شکل سنتی در معماری تمام متصل  هایلایه

بر خلاف لایه پولینگ  .کردتعویض  1پولینگ حداکثر سراسریرا با لایه  هاآنتوان برای رفع این مشکل می

ترین اعداد درون پنجره را به عنوان خروجی که با استفاده از یک پنجره لغزان با ابعاد دلخواه بزرگ 2حدکثر

 شکل .گرداندرا بر می روشترین مقدار در هر ماتریس یا وکتبیاسری کند. لایه پولینگ حداکثر سرانتخاب می

 دهد.تفاوت لایه پولینگ حداکثر سراسری و پولینگ حداکثر رانمایش می 3-9

                                                 
1 Global Max Pooling 

2 Max Pooling 

 راسریپولینگ حداکثر س پولینگ سراسری

 دهدحداکثر سراسری را نمایش می سمت راست نتیجه اعمال پولینگ شکلسمت چپ نتیجه اعمال پولینگ حداکثر و  شکل 8-3شکل  

 .[52]مرجع
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نیتجه اعمال این لایه را بر روی وکتوری  10-3 شکل پولینگ حداکثر سراسری درک بهتر عملکرد لایهبرای 

بردار حاصل از اعمال  11-3 شکلهمچنین  خواهد بود. 6آن خروجی  دهد کهینشان م 4، 2، 6، 4 اعداد از

نیازی  نیز 1به این ترتیب به لایه صاف کننده دهدرا نشان می CNNهای خروجی این لایه بر روی ماتریس

 .نیست

 

در لایه آخر مقدار بیشترین  یبنددستهکنیم و برای ما یک نقشه ویژگی برای هر دسته ایجاد می بیترتنیابه

 ریتأثتوانیم به می شکل نیابهدهیم. می softmax سازفعالتابع  به ماًیمستقاز هر نقشه ویژگی را گرفته و 

 .کاهش دهیمشود را ایجاد می وی مدلر بر چند لایه تمام متصلاز بیش برازش که به دلیل استفاده 

 

                                                 
1 Flattern 

بزرگترین مقدار درون بردار سمت چپ است که با اعمال لایه پولینگ حدکثرسراسری به عنوان خروجی در سمت راست نمایش  6عدد  9-3شکل  

 .[52]مرجع داده شده است
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 پیشنهادی CNN مدل 6-3
های عصبی دهیم. این مدل بر اساس روش شبکهعمیق ارائه میدر این بخش، مدلی مبتنی بر یادگیری 

کند. از این عمل می هاداده بندیها و شبکه عصبی تمام متصل برای طبقهکانولوشنی برای استخراج ویژگی

کنیم و ساختار این مدل های سوماتیک استفاده میسرطان بر اساس جهشنوع  12بندی مدل برای دسته

3122با اندازه  پردازش شدههای پیشدهیم. در این ساختار ابتدا دادهمیرا با جزئیات شرح  × وارد  4495

دو بعدی دریافت کرده و یک تنسور سه  1یک تنسور ،این لایه به عنوان ورودی  شوند.می جاسازیلایه 

اما در  کندلایه جاسازی در ابتدای آموزش اعداد تصادفی ایجاد می .کندبعدی به عنوان خروجی ایجاد می

هایی نزدیک های مشابه را یافته و آنها را در بعددهد تا بتواند جهشاین اعداد را تغییر میروند آموزش  لطو

                                                 
1 Tensor 

 عرض

 ارتفاع

 عمق
 عمق

با عمق سه، یک وکتور به عمق سه خواهد بود که در  CNNنتیجه اعمال لایه پولینگ حداکثر سراسری بر روی سه ماتریس خروجی  10-3شکل  

 .[52]مرجع است نمایش داده شده شکلسمت چپ 
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تنسور سه بعدی د. رگیها را نیز نادیده میهمچنین این لایه پدینگ ایجاد شده در دادههم قرار دهد. 

تعداد شود. می 1لایه کانولوشنی یک بعدیهای مهم وارد برای استخراج ویژگی جاسازیخروجی از لایه 

به دلیل خروجی سه تنظیم شده است.  4495و طول ورودی برای این لایه  512 جاسازیابعاد برای لایه 

های استفاده کرد که ورودی سه بعدی را قبول کند. در بین لایه باید از لایه کانولوشنی جاسازیبعدی لایه 

لایه کانولوشنی یک بعدی است که ورودی سه بعدی  فقطخانه کراس توسط کتاب ساخته شده کانولوشنی

برای تک لایه  2اندازه هسته. کنددریافت کرده و به عنوان خروجی نیز یک تنسور سه بعدی تولید می

است. خروجی این لایه برای کاهش اندازه  3فیلتر 512. این لایه دارای باشدمی سهکانولوشنی یک بعدی  

شود. بعد از کاهش اندازه این لایه یک تنسور دو بعدی به عنوان نگ حداکثر سراسری میوارد لایه پولی

توان این تنسور دو بعدی را به صورت مستقیم به عنوان ورودی به یک لایه کند که میخروجی ایجاد می

این  اکثر سراسریدتمام متصل ارسال کرد. قبل از ارسال تنسور دو بعدی خارج شده از لایه پولینگ ح

ن ونور 12لایه تمام متصل با  یکشود و در آخر می %50تنسور وارد یک لایه حذف تصادفی با مقدار نرخ 

 .را به عهده دارد بندیدسته ظیفهو

 دهد.میچهارچوب روش پیشنهادی را نشان  1-3شکل 

 

                                                 
1 Conv1D 
2 Kernel_Size 

3 Filters 

 CNNساختار روش پیشنهادی، مدل  11-3شکل  
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بر فعالیت مدل دارد.  ساز تاثیر زیادیساز و بهینهساختار مناسب، انتخاب توابع فعالعلاوه بر طراحی یک 

با نرخ یادگیری  RMSprop. با این حال، تابع بهینه ساز باشدساز زیادی موجود میساز و بهینهتوابع فعال

ا بجز لایه آخر از تابع هبهترین عملکرد را برای این مدل نشان داد. همچنین، برای همه لایه 0،0001

بینی احتمالی برای پیش 1ساز بیشینه همواریز از تابع فعالدر لایه آخر ناستفاده شده است.  Reluساز فعال

. که در دهدرا نمایش می تابع بیشینه هموارنحوه محاسبه  2-3فرمول شود. نهایی هر کلاس استفاده می

تابع نمایی استاندارد برای بردار  𝑒𝑧𝑖بندی چند کلاسه، ها در طبقهتعداد کلاس Kوکتور ورودی،  𝑧آن 

 باشد.تابع استاندارد نمایی برای بردار خروجی می 𝑒𝑧𝑗ورودی و 

(2-3) σ(𝑧⃗) =
𝑒𝑧𝑖

∑ 𝑒𝑧𝑗𝐾
𝑗=1

  

 کند.پیشنهاد شده در این پایان نامه را به صورت خلاصه بیان می CNNجزئیات داخلی ساختار  5-3جدول 

 ساخته شده در این پایان نامه CNNجزئیات مدل  2-3جدول  

 مقدار نام پارامتر

 512 جاسازیتعداد بعد خروجی لایه 

 4495 جاسازیطول ورودی به لایه 

 TRUE جاسازیماسک صفر در لایه 

 512 تعداد فیلتر لایه کانولوشن

 1 اندازه قدم در لایه کانولوشن

 3 اندازه هسته در لایه کانولوشن

 Relu لایه کانولوشنتابع فعال ساز در 

 2 حداکثر هنجار در لایه کانولوشن

 valid پدینگ در لایه کانولوشن

 %50 نرخ حذف در لایه حذف تصادفی

 12 ها در لایه تمام متصلگرهتعداد 

 Softmax تابع فعال ساز در لایه تمام متصل

 Sparse Categorical Crossentropy تابع خطا

 RMSprop تابع بهینه ساز

 256 اندازه بخش

 50 تعداد دور

                                                 
1 Softmax 
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 یبندجمع 7-3
. روش پیشنهادی دارای دو در این فصل، روش پیشنهادی و نوآوری ارائه شده مورد بررسی قرار گرفت

 استفاده ایجاد و [5] مرجعدر  پردازششیپست. این دو ایک لایه  CNN شبکه عصبیو یک  پردازششیپ

بندی و کاهش پراکندگی های موثر در دستهانتخاب زیرگروهی از ژن این دو پیش پردازش هدف است. شده

 نامهها دراین پایانهای پیچیده و مخفی بین ژنو یافتن ارتباطبرای کاهش تاثیر پراکندگی  .باشدمی هاداده

 CNNها به یک مدل سپس داده .شوداستفاده می های گفته شدهپردازشدر کنار پیش جاسازیاز لایه 

به  بندی نهاییدسته ها برای کارهای سطح بالاتر را استخراج کند. این ویژگیویژگی شوند تافرستاده می

برازش بر روی مدل پیشنهادی از بیش چنین برای کاهش تاثیرشود. همتاده میلایه تمام متصل فرس

 .شده استستفاده های نظم دهی و لایه پولینگ حداکثر سراسری اروش
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 هاو آزمایش نتایج:  
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 مقدمه 1-4
 و آزمایش یاعتبارسنج ،. در این فصل نحوه آموزشسی قرار گرفتردر فصل قبل روش پیشنهادی مورد بر

ها با سپس نتایج مدلشرح داده شده و  CNN – LSTMو ترکیب  LSTM پیشنهادی، CNN مدل سه

مرحله اصلی است.  چهارها دارای روند آموزش و آزمایش مدل ،کلی به صورت مقایسه خواهد شد. یکدیگر

پایتون انجام شده است. برای  یسینوبرنامهها توسط زبان تمامی مراحل آموزش، آزمایش و ساخت مدل

ها از برای ساخت مدل و scikit-learn و pandasهای ها از کتاب خانهو تقسیم آن هادادهمجموعهایجاد 

Tensorflow  وKeras  شودمیاستفاده.  

 مجموعه دادگان 2-4
ایم. این استفاده کرده [5] ارائه شده در مرجع دادهمجموعهاز  ،هابرای مقایسه عادلانه عملکرد مدل

 ما است. ]1TCGA ]53 دادهمجموعهاز  اینام دارد که زیرمجموعه DeepGene-TCGA دادهمجموعه

یک برای  نیافته وهای جهش مقدار صفر برای ژن دهیم،را با مقادیر دودویی نمایش می هاهای ژنجهش

 باشدمینمونه  3122 وژن  22834دارای  TCGA-DeepGeneاستفاده خواهند شد.  یافتههای جهش ژن

کند. هر نمونه در یک ستون و هر ژن در یک سطر قرار دارد. میرا ایجاد  3122×22834با ابعاد  یکه ماتریس

نوع مختلف سرطانی است  12که علت آن  است 12تا  1یک برچسب از  دارای ها(ها)ستونهر یک از نمونه

 دهد.جزیات بیشتری از این مجموعه  داده را نمایش می 1-4که در اختیار داریم. جدول 

  

 

 

 

 
 

                                                 
1 Cancer Genome Atlas  
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 .[5]مرجع  TCGA-DeepGene دادهمجموعههای استفاده شده در اطلاعات مربوط به نمونه 1-4جدول  

نام 

 سرطان

تعداد 

 نمونه

هایجهش  

Missense 

 هایجهش
Nonsense 

 هایجهش
Nonstop  

RNA Silent Splice_Site 
Translation 

start site 

مجموع 

 هاجهش

ACC 91 6741 501 15 368 2534 344 42 10545 

BLCA 130 24067 2142 46 0 9662 528 55 36500 

BRCA 992 55063 4841 133 3998 17901 1424 0 83360 

CESC 194 26606 2716 84 5595 9765 527 0 45293 

HNSC 279 31416 2545 44 0 12149 776 0 46930 

KIRP 171 8910 499 17 394 3411 524 0 13755 

LGG 284 5341 378 7 102 2074 294 0 8196 

LUAD 230 44800 3477 46 0 15594 1377 99 65393 

PAAD 146 21067 1496 19 859 7936 1005 111 32493 

PRAD 261 9628 563 15 652 3750 513 55 15176 

STAD 288 82265 4200 92 48 3334 1868 227 122044 

UCS 56 3070 187 2 234 1114 171 0 4778 

 484463 598 9351 119234 12250 520 23545 318974 3122 مجموع

 و هایپرپارامترها دادهمجموعهنحوه تقسیم  3-4
 هاپردازششیپصحبت کردیم. این  نامهاین پایاندر  استفاده شده پردازششیپقبل در مورد دو  فصلدر 

را برای آموزش و آزمایش  هاپردازششیپخروجی حاصل از و  شوندهای خام اعمال میبر روی داده

و به آن  کنیممی ها را برای آزمایش جداصد از کل دادهدهیم. به این منظور ده درقرار می مورداستفاده

را برای آموزش استفاده خواهیم کرد و به آن  ماندهیباقدرصد  90 .میگویمی 1آزمایش دادهمجموعه

 کتابخانهتوسط  که  train_test_splitاین کار را با استفاده از روش  .خواهیم گفت 2آموزش دادهمجموعه

sklearn دهیم. انجام میشده است  یسازادهیپ 

 ده درصد از کل این مجموعه ،آموزش هستیم دادهمجموعههای خود بر روی زمانی که در حال آموزش مدل

 دادهمجموعهبه آن  که مینکاستفاده میهای خود عملکرد مدل یجاعتبارسنآن برای  را جدا کرده و از داده

ابتدا مدل را بر روی  ،برابر 10اعتبار متقابل . در هنگام استفاده از شودنیز گفته می 3یاعتبارسنج

                                                 
1 Test Data Set 
2 Train Data Set 

3 Validation Set/Cross Validation Set 
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مجموعه  عنوانبه قسمتی از داده مرتبه از روند آموزش،در هر  دهیم.میآموزش  ،آموزش دادهمجموعه

. ند شدذخیره خواه یاعتبارسنجبیشترین مقدار دقت در  باهایی وزن و شودکنار گذاشته میی اعتبارسنج

آزمون، مورد آزمایش قرار  دادهمجموعهو با استفاده از  شوندها بر روی مدل بارگذاری میزنو انتها،در 

تمرکز  هاشیآزمادر این  .شوندآزمون گزارش می یهادادهمجموعهمقدار دقت بر روی  ن. بیشتریگیرندمی

 ,16, 8 ,4 ,2 ,1]بین مقادیر  یجاسازبرای لایه  خروجی دعبتعداد  باشد:میابرپارامترهای زیر ما بر روی 

 ,0.8 ,0.7 ,0.6 ,0.5]بین مقادیر  تصادفیحذف برای لایه نرخ حذف مقدار  ،[1024 ,512 ,256 ,128 ,64 ,32

 ,0.01 ,0.1]بین مقادیر  نرخ یادگیری، مقدار [4 ,3 ,2 ,1]در بین مقادیر حداکثر هنجار  ،پارامتر ، مقدار[0.9

 و [50 ,45 ,40 ,35 ,30 ,25 ,20 ,15 ,10 ,5 ,1]بین مقادیر  LSTMهای لایه ، تعداد سلول[0.0001 ,0.001

 .هستند [512 ,128 ,64 ,32 ,16 ,8 ,4 ,2]بین مقادیر  CNNلایه  یلترهایفتعداد 

وجود  3جوی تصادفیو جست 2جوی شبکههایی مانند تنظیم دستی، جستروش ،1ابرپارامترهابرای تنظیم 

جوی تصادفی و جست 4کراس کنندهمیتنظ کتابخانهاز  ابرپارامترهابرای تنظیم  خود یهاشیآزماما در  .دارد

جو ای جستضفدر  یزیشبکه به طور شگفت انگ یبا جستجو سهیدر مقاجو این روش جست. ایمکردهاستفاده 

اگر مقادیر پارامترهای بهینه در فضای جستجوی ما موجود شبکه  یاست. در جستجو ترکارآمدبا ابعاد بالا 

و جوی شبکه استفاده کنیم ممکن است از جستاما  .شودیم دایپارامترها پ نهیمقدار به تیدر نهاباشند 

. به وجود نداشته باشند جوی ماضای جستاین دلیل که مقادیر در ف بهینه نهایی یافت نشود بههرگز مقدار 

جوی شبکه از آنجا همچنین در جست در رفته است.هاین ترتیب زمان زیادی برای آزمایش تمامی مقادیر به 

هایی که باید انجام شود از های ممکن از مقادیر ابرپارامترها باید چک شود. تعداد آزمایشکه تمامی ترکیب

تعداد کل مقادیر در هر ابرپارامتر  𝐿𝑘عداد کل ابرپارامترها و ت Kن فرمول آید. در ایبدست می 1-4فرمول 

 [54] است.

                                                 
1 Heyperparameter 

2 Grid Search 
3 Random Search 

4 Keras - Tuner 
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(1-4) 𝑆 = Π𝑘=1
𝐾 |𝐿(𝑘)|  

تعداد  رایرنج ببرد ز 1ابعاد نیشبکه از نفر یشود جستجویباعث م K یهامجموعه یبر رو حاصل ضرب نیا

این موضوع باعث افزایش هزینه . ابدییم شیافزا یبه طور تصاعد ابرپارامترها مشترک با تعداد ریمقاد

مقدار به  ،کمتر اریبس یمعمولاً در تکرارها یتصادف یاما جستجو شود.محاسباتی در جستوجوی شبکه می

یا مدل  ری ماشیندر هنگام تنظیم یک مدل یادگیکند. یم دایرا پبه مقدار بهینه  ،کینزد یاندازه کاف

روی مجموعه  تعداد کمی از ابرپارامترها هستند که تنظیم آنها باعث بهبود عملکرد مدل بر یادگیری عمیق

 یادیشبکه زمان ز یجستجو های متفاوت یکی نیستند.شود و این ابرپارامترها در مجموعه دادهمی هاداده

در شبکه را  بیهر ترک دیبا رایکند زیپارامترها مابر یجستجو یفضا رمعمولیمناطق غ یابیرا صرف ارز

با  با این فرضیه که تمامی پارامترها به یک اندازه مهم نیستند یتصادف ی، جستجوکند. در مقابل یابیارز

ترکیب تصادفی مقادیر ابرپارامترها شانس بیشتری دارد تا در زمان کمتر مقدار نزدیک به بهینه نهایی را 

 [54] جوی ما وجود نداشته باشد.ی در فضای جستر مقدار بهینه نهایبیابد حتی اگ

را دو قرار  3اجرا در هر آزمایشو تعداد  20 یبر رورا  2هاشیآزماحداکثر جوی تصادفی مقدار جستبرای 

در این مرحله جدا کردیم. به دلیل  یاعتبارسنجهمچنین مقدار ده درصد از مجموعه آموزش را برای  دادیم.

از برابر  10اعتبار متقابل است، برای مرحله  مشاهدهقابل 1-4که در جدول  دادهمجموعهعدم تعادل در 

که به مقدار مساوی از هر دهد این روش به ما اطمینان می ایم.استفاده کرده 4یتائ -ا بندی کطبقهروش 

 .خواهد داشتوجود  هادادهمجموعهاز نمونه در هر یک 

                                                 
1 Curse Of Dimensionality 

2 Max Trials 
3 Executions Per Trial 

4 Stratified-K-Fold 
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 پیشنهادی CNNساخت و تنظیم مدل  4-4
مربوط به مقدار نرخ یادگیری، تعداد  ابرپارامترهای 1کراس کنندهتنظیمدر مرحله اول، ابتدا با استفاده از 

ده مورد از بهترین  2-4کنیم. جدول تنظیم می یجاسازو لایه  CNNرا برای  2عدب - ی، مقدار خروجهافیلتر

اند نمایش را داشته 3یاعتبارسنجرا در مرحله اول که بیشترین مقدار دقت  پارامترهاابربه  مقادیر مربوط

 باشد.می  001/0و  512، 512به ترتیب  ابرپارامتردهد. بر اساس این جدول بهترین مقادیر برای این سه می

  

 CNN در مرحله اول ساخت مدل ابرپارامترهاده مورد از بهترین مقادیر  2-4جدول  

 یاعتبارسنجدقت  نرخ یادگیری ابعاد خروجی تعداد فیلتر

512 512 001/0 6601/0 

512 64 01/0 6245/0 

256 1024 0001/0 5907/0 

128 1024 01/0 5658/0 

16 32 01/0 4163/0 

16 128 0001/0 411/0 

512 4 001/0 4092/0 

256 4 01/0 40/0 

16 1024 001/0 3967/0 

64 4 001/0 3825/0 

 

 یجاسازاز لایه های مشابه و یافتن جهشها در بخش قبل توضیح داده شد که برای کاهش پراکندگی داده

 پارامترهاابر بررسی عملکرد  طورنیهمو  CNNی مدل بر رواین لایه  ریتأثکنیم. برای نمایش استفاده می

 جاسازیساخته شده در مرحله قبل را بدون لایه  CNNکراس مدل  کنندهتنظیمپیشنهاد شده توسط 

استفاده کرده است و مدلی که از این لایه استفاده  جاسازیکنیم. سپس عملکرد مدلی که از لایه آزمایش می

                                                 
1 Keras-Tuner 
2 Output-Dim 

3 Validation Accuracy 
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قادیر دقت و خطا را در مدل دارای روند م 2-4 و 1-4نکرده است را مورد بررسی قرار خواهیم داد. تصاویر 

کند نشان استفاده نمی جاسازیهمین مقادیر را در مدلی که از لایه  3-4و 4-4و تصاویر  جاسازیلایه 

 دهد.می

است  %60 جاسازیتوان مشاهده کرد که مقدار دقت در مدل دارای لایه می 4-4و  1-4با مقایسه تصاویر 

-4باشد. همچنین با مقایسه تصاویر می %35کند استفاده نمی جاسازیو همین مورد در مدلی که از لایه 

و کمترین مقدار خطا در مدلی  1.5است  جاسازیی لایه دارابیشترین مقدار خطا در مدلی که  3-4و  2

آمده در این مرحله همواره در  مقادیر بدست بهباتوجهاست.  500کند استفاده نمی جاسازیکه از لایه 

کنیم که روند کاهش مقدار خطا مشاهده می 2-4 شکلکنیم. در استفاده می جاسازیهای خود از لایه مدل

 CNNروند دقت در آموزش و دقت در اعتبار سنجی در ساخت  4-4شکل  

 بدون لایه جاساز

 CNNروند خطا در آموزش و خطا در اعتبار سنجی در ساخت  3-4شکل  

 بدون لایه جاساز

 CNNروند خطا در آموزش و خطا در اعتبار سنجی در ساخت  2-4شکل  

 دارای لایه جاساز

در ساخت مدل  یروند دقت در آموزش و دقت در اعتبار سنج 1-4شکل  

CNN جاساز هیلا یدارا 
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گیری بین یابد تا جایی که تفاوت بسیار چشمدر دوره پانزده شروع به افزایش کرده و این افزایش ادامه می

 برازش شیبمشکل  انگریبشود. این تصویر ی دیده میتبارسنجاعمقدار خطا در آموزش و مقدار خطا در 

 کنندهتنظیمدهی را توسط های نظممربوط به روش ابر پارامترهایاست. در مرحله دوم برای رفع این مشکل 

 1ده مورد از بهترین مقادیر برای مقدار حذف تصادفی و حداکثر هنجار 3-4آوریم. جدول کراس بدست می

است. در مرحله سوم با استفاده از مقادیر بدست آمده از   2و  5/0دهد که به ترتیب مقادیر را نمایش می

مورد  2سازیم تا عملکرد مدل قبل از اعمال روش اعتبار متقابل ده برابرمدلی اصلی را می 3-4و  2-4جدول 

 5-4در  یعتبارسنجاتوان مشاهده کرد که روند خطا در می 5-4و  2-4دهیم. با مقایسه شکل  برسی قرار

کاهش خطای  وندر 2-4گیرد، اما در شکل ی دوباره اوج میآرامبهیابد و بعد از آن کاهش می 20تا دوره 

 6-4و  1-4همچنین با مقایسه شکل یابد. است و بعد از آن افزایش می 15ی فقط تا دوره اعتبارسنج

 باشد.های نظم دهی میل استفاده از روشتوان افزایش دقت اعتبار سنجی را مشاهده نمود که به دلیمی

 CNNده مورد از بهترین مقادیر برای هایپرپارامترها در مرحله دوم ساخت مدل  3-4جدول  

 یاعتبارسنجدقت  حداکثر هنجار حذف تصادفی دوم حذف تصادفی اول

0 5/0 2 7135/0 

0 6/0 2 6939/0 

0 8/0 1 6921/0 

0 5/0 4 6921/0 

0 7/0 3 6921/0 

0 6/0 4 6921/0 

5/0 5/0 1 6868/0 

0 8/0 2 6850/0 

0 7/0 4 6832/0 

5/0 8/0 3 6797/0 

 

                                                 
1 Max-Norm 

2 Ten Fold Cross-Validation 
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به مقدار  0.6601ی از تبارسنجاعتوان دریافت که مقدار دقت در می 3-4و  2-4همچنین با مقایسه جداول 

 CNNاست. با تنظیم مقادیر حذف تصادفی و حداکثر هنجار توانستیم عملکرد مدل  افتهیشیافزا 0.7135

مدل را با  3-4و  2-4های خود را بهبود ببخشیم. اکنون با استفاده از بهترین مقادیر معرفی شده در جدول

کنیم. به این صورت آموزش داده، اعتبارسنجی کرده و آزمایش میاستفاده از تکنیک اعتبار متقابل ده برابر 

ی را داشته باشد ذخیره اعتبارسنجها را که بیشترین مقدار دقت در مرحله بهترین وزن 10که در هر یک از 

آزمایش، آزمایش  دادهمجموعهها را با استفاده از کرده و بعد از تمام شدن آموزش هر یک از این وزن

کنیم. این مرحله چهارم نتیجه نهایی اعلام می عنوانبهبیشترین مقدار دقت در آزمایش را  سپسکنیم. می

 باشد.می مشاهدهقابل 4-4است که نتیجه آن در جدول  CNNو آخرین مرحله در روند آموزش 

 

 CNNآخرین مرحله از ساخت  ده برابر،اعتبارمتقابل در بهترین نتیجه  4-4جدول  

 انحراف معیار دقت آزمون متوسط دقت آزمون خطای آزمون دقت آزمون

6645/0 2207/1 35/63  246/1 /+- 

 

 

روند دقت در آموزش و دقت در اعتبار سنجی در مرحله سوم  5-4شکل  

 CNNساخت مدل 
روند خطا در آموزش و خطا در اعتبار سنجی در مرحله دوم  6-4شکل  

 CNNساخت سوم 
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 LSTMساخت و تنظیم مدل  5-4
 

 ابر پارامترهاتمامی . باشددارای چهار قسمت می LSTMساخت و تنظیم مدل  CNNهمانند ساخت مدل 

مقادیر  کراس کنندهتنظیمابتدا با استفاده از شود. کراس برای هر مدل انتخاب می کنندهتنظیمبا استفاده از 

 5-4کنیم. جدول میدگیری را تنظیم و نرخ یا جاسازیلایه  تعداد بعد خروجی، LSTM واحدهایتعداد 

هایی آن ابر پارامترهابهترین  دهد.را به ترتیب نمایش می ابر پارامترهاده مورد از بهترین مقادیر برای این 

بهترین مقادیر برای هایپرپارامترهای ذکر شده دهد. را به ما می یاعتبارسنجهستند که بیشترین دقت در 

 باشند.می 0.01و  1024، 64به ترتیب 

 LSTM ده مورد از بهترین مقادیر هایپرپارامترها در مرحله اول ساخت مدل 5-4جدول  

 یاعتبارسنجدقت  نرخ یادگیری بعد خروجی سلول

64 1024 01/0 4448/0 

32 32 01/0 427/0 

32 64 01/0 4234/0 

32 512 001/0 4163/0 

32 4 001/0 395/0 

32 256 0001/0 3843/0 

16 1024 0001/0 3807/0 

2 32 01/0 3807/0 

4 1024 001/0 3754/0 

16 4 01/0 3 

 

نامه استفاده شده های ساخته شده در این پایانبرای بهبود مدل جاسازیدر فصل قبل گفته شد که از لایه 

بدست  ابر پارامترهایمقادیر بهترین با استفاده از  LSTMبر روی مدل  تاثیر این لایهاست. برای بررسی 

کنیم. در این آموزش داده و اعتبار سنجی می جاسازییک بار بدون لایه مدل را  5-4آمده در جدول 

دارای دقت  جاسازیو مدل بدون لایه  48/44%دقت اعتبار سنجی دارای  جاسازیآزمایش مدل دارای لایه 

است. این اختلاف نشان دهنده  1736/0اختلاف این دو مقدار برابر  .باشدمی %90/37اعتبار سنجی 
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در مدل  جاسازیبر همین اساس از لایه است.  %48/44به  %90/37دقت اعتبار سنجی از  %17.36رشد

LSTM  وند دقت و خطا را برای مدلی که ر ،مرحله دومدر  .شده استاستفاده در تمامی مراحل پیش رو

روند دقت را نمایش  8-4. شکل کنیمدر مرحله یک تعلیم دیده و اعتبارسنجی شده است بررسی می

و دقت در  %100 در چند دوره اول به دقت در آموزش ،شودمشاهده میدر شکل همان طور که  .دهدمی

توان مشاهده کرد می 7-4با بررسی شکل همچنین  است. %40در حدود  هبا وجود پنجاه دوراعتبار سنجی 

ها نسبت به دلیل وجود تعداد زیاد ویژگی سنجی شش است.که مقدار خطا در آموزش صفر و خطا در اعتبار 

 همچنین ها این اختلاف شدید بین دقت در آموزش و دقت در اعبارسنجی ودادهمجموعهها در به تعداد نمونه

 LSTMبرازش در مدل دهد که نشان دهنده مشکل بیش خطا در آموزش و خطا در اعتبار سنجی رخ می

را توسط  دهینظمهای هایپرپارامترهای مربوط به روش ،در مرحله سوم ،کلبرای رفع این مشباشد. می

حداکثر و  حذف تصادفیده مورد از بهترین مقادیر را برای  6-4کنیم. جدول تنظیم می کراس کنندهتنظیم

 ،شودمشاهده می 4-6 که در جدول طورهمان .دنباشمیشش دهم و دو دهد که به ترتیب نمایش می هنجار

توان نتیجه گرفت که با استفاده می 6-4و  5-4دول جبا مقایسه  رسیده است. %44/46به  یاعتبارسنجدقت 

 .است افتهیشیافزا %44/46به  %48/44از  یاعتبارسنجدهی مقدار دقت در های نظماز روش

 

روند دقت در آموزش و دقت در اعتبار سنجی در مرحله  8-4شکل  

 LSTMدوم ساخت مدل 
روند خطا در آموزش و خطا در اعتبار سنجی در مرحله دوم  7-4شکل  

 LSTMساخت مدل 
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 در مراحل قبل و بهترین مقادیر بدست آمده برابر 10اعتبار متقابل با استفاده از تکنیک  چهارمدر مرحله . 

کنیم. کرده و سپس آزمایش می یاعتبارسنجبرای هایپرپارامترهای استفاده شده، مدل خود را آموزش داده، 

ها را بر روی این وزن سپسداریم. را نگه می یاعتبارسنجبهترین دقت در  با هابهترین وزن ه،در هر دور

نتایج مربوط به 7 -4جدول کنیم. کنیم و بالاترین دقت آزمون را گزارش میآزمایش می ،آزمون یهاداده

 است. LSTMساختار مدل نهایی مدل  9-4را نمایش داده و شکل این مرحله 

 

 LSTMده مورد از بهترین مقادیر هایپرپارامترها در مرحله سوم ساخت مدل  6-4جدول  

 یاعتبارسنجدقت  حداکثر هنجار حذف تصادفی

0/6 2 0/4644 

0/5 4 0/4626 

0/5 3 0/4572 

0 4 0/4551 

0/5 2 0/4537 

0 3 0/4537 

0/6 3 0/4519 

0/7 2 0/4519 

0/8 4 0/4483 

0 1 0/4483 

 

 

 

 LSTMآخرین مرحله از ساخت مدل  برابر 10اعتبار متقابل نتیجه بهترین مدل در  7-4جدول  

 انحراف معیار دقت آزمون متوسط دقت آزمون خطای آزمون دقت آزمون

4089/0 1386/2 6453/36 2952/2+/- 
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 CNN + LSTMساخت و تنظیم مدل  6-4
با  .وردیمبدست آ LSTMو  CNNهای بهترین پارامترها را برای ساخت مدل ،4-4و  4-3های در بخش

ساختار این مدل  ،10-4شکل در سازیم. را می LSTMو  CNN یبیترکمدل  ،از این مقادیر استفاده

وارد  CGFو  ISR پردازششیپها بعد از دو داده ،برای ساخت این مدل .است شدهدادهشینماترکیبی 

 سومین لایه .شودداده می CNNورودی به لایه  عنوانبهسپس خروجی این لایه  .شوندمی جاسازیلایه 

  

 LSTM ساختار نهایی مدل 9-4شکل  

ده
دا

ام
 خ

ی
ها

 

 CGFمرحله 

 ISRمرحله 

ساز
جا

ه 
لای

 

ه 
لای

L
S

T
M

ی 
دف

صا
ف ت

حذ
ه 

لای
 

ل
ص

مت
م 

ما
ه ت

لای
ی 

ند
ه ب

ست
 د

جه
تی

ن
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 LSTM خروجی  که استCNN تمام  هیلاکیبه  یبنددستهها برای شود. در نهایت دادهوارد آن می

 را در هر دوره ذخیره  هاوزنما بهترین برابر  10اعتبار متقابل شوند. با استفاده از روش متصل ارسال می

را گزارش کنیم و بهترین دقت آزمون آزمایش می ،آزمون دادهمجموعهها را بر روی سپس این وزن .کنیممی 

 .ه استافتیدست %41.20آزمون  دقتبهمدل ساخته شده  .دهیممی

 ارزیابی عملکرد مدل پیشنهادی 7-4
 LSTM دو مدلدر مقایسه با  (CNN)ارزیابی عملکرد مدل پیشنهادی  در ادامه این بخش، به بررسی دقت و

پردازیم. از آنجا می [5]نامه و مدل ارائه شده در مرجع ساخته شده در این پایان  CNN – LSTMو ترکیب

برای  از معیار دقت در آزمون استفاده شده است. NBو  SVM, KNNبا  DeepGeneکه برای مقایسه 

بعد از کنیم. ها استفاده میرعایت عدالت در مقایسه نتایج ما از همین معیار برای مقایسه عملکرد روش

های یکسان نتایج حاصل شده در پردازشها و پیشبر روی مجموعه داده ههای مربوطپیاده سازی الگوریتم

 باشد.قابل مشاده می 8-4جدول 

 
 هامقایسه دقت در روش پیشنهادی و سایر روش 8-4جدول  

 نام مدل دقت آزمون

66/45 CNN 

40/89 LSTM 

41/20 CNN + LSTM 

65/50 DeepGene 

52/70 SVM 

40/80 KNN 

9/23 NB 

 

 را مدلهای دیگرپیشنهادی بیشترین مقدار دقت آزمون در مقایسه با  CNNمدل  8-4جدول به با توجه 

های پیچیده بین پیشنهادی با استفاده از لایه جاساز برای یافتن ارتباط CNNمدل ورده است. بدست آ

های ویژگیو استخراج به شبکه کانولوشنی در یافتن  یکسانهای های مشابه در دستهها و قرار دادن ژنژن
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های نام پیشنهادی نسبت به سایر روشکند. این همکاری موجب افزایش دقت مدل سطح بالاتر کمک می

 باشد.برده شده می

 یریگجهینت 8-4
را شرح داده و  CNN + LSTMو مدل  LSTMروش پیشنهادی، مدل  یسازادهیپدر این فصل نحوه 

توان مشاهده می 8-4جدول  بهباتوجهدادیم. همچنین  نهای حاصل از آنها را در مراحل مختلف نشاخروجی

 های یادگیری ماشین، روش[5] بیشتر از روش ارائه شده در مرجع روش پیشنهادی کرد که دقت حاصل از

به عنوان روش پیشنهادی ارائه  CNNبه همین دلیل مدل  .باشدمی دیگر عمیق آزمایش شده دو مدل و

 شده است. 
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 شنهادهای پ و  یبندجمع  
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 گیرینتیجهو  یبندجمع 1-5
بندی سرطان بر و ترکیب این دو برای دسته CNN, LSTMسه مدل یادگیری عمیق  ،نامهانیپادر این 

 CNNهای سوماتیک مورد آزمایش و بررسی قرار گرفته است. از بین این سه مدل، مدل اساس جهش

نامه تمرکز ما بر روی یافتن ارتباطات پیچیده را از خود نشان داد. در این پایانپیشنهادی بهترین عملکرد 

های مشابه، ساخت و تنظیم یک مدل یادگیری عمیق برای کار جهش کردنمشخصبرای های ژنی جهش

 جاسازیموجود در مدل پیشنهادی بود. این سیستم با استفاده از لایه  برازش شیببندی و رفع دسته

. همچنین لایه پولینگ حداکثر دهددر ابعاد نزدیک به هم قرار میرا  آنهامشابه را یافته و  هایجهش

 شدند. برازش شیبدهی باعث بهبود عملکرد مدل پیشنهادی در مواجهه با مشکل های نظمسراسری و روش

دهد. سپس، قرار میهای ورودی را در بعدهای تعیین شده این سیستم ابتدا با استفاده از لایه جاسازی داده

 بیترتنیابهدهد. قرار می یکدیگرهای مشابه را نزدیک به در طول مدت یادگیری مدل این لایه داده

همچنین این لایه موجب  گیرند.در ابعاد مختلف قرار می یکدیگرهایی نزدیک به های مشابه در دستهجهش

ها آن بر روی مدل پیشنهادی شده و پدینگ موجود در داده ریتأثها و کاهش اثر پراکندگی بیش از حد داده

به  کند تا در عملکرد مدل خللی ایجاد نشود.را خنثی می کاررفتهبهها طول آن یسازکسانیبرای را که 

پولینگ حداکثر سراسری استفاده از لایه  برازش شیبهای تمام متصل برای ایجاد دلیل مستعد بودن لایه

های بندی ارسال شود. همچنین از روشبه لایه آخر برای دسته ماًیمستقه کانولوشنی شد تا خروجی لای

 استفاده شد. برازش شیبمانند لایه حذف تصادفی برای کاهش اثر  یدهنظم

 مؤثرهای سطح بالا و ها و استخراج ویژگیبندی دادهدر ادامه مدلی مبتنی بر یادگیری عمیق جهت طبقه

های سطح بالا و برای استخراج ویژگی هیلاتک CNNائه شد. این مدل، یک شبکه بندی اردر کار دسته

 بود. Softmaxبند استفاده شده در این مدل بندی است. طبقهتمام متصل برای انجام دسته هیلاکی

بود. این روش در مقایسه با   1-1 های ذکر شده در بخشقادر به رفع چالش یخوببهروش پیشنهادی 

مرجع  های ارائه شده باهدف ما مقایسه عملکرد مدل ازآنجاکهدیگر، دقت بالاتری را بدست آورد. های روش



 

73 

 

دادگان معرفی شده در این مرجع استفاده شده ها و در مقایسه از پیش پردازشاست. برای حفظ عدالت  [5]

نتایج نشان داد که استفاده از لایه جاسازی دقت تشخیص را به صورت قابل توجی در مدل پیشنهادی  است.

 افزایش داد. 

 برای ادامه فعالیت شنهادهایپ 2-5
سرطان ارائه نشده در ایجاد  مؤثرهای ژن های ژنی وجهش ، هیچ الگوریتمی جهت انتخابنامهانیپادر این 

تر انواع بندی دقیقتواند کمک بزرگی به دستهر ایجاد انواع سرطان مید مؤثرهای است. یافتن ژن و جهش

های توان با استفاده از الگوریتمهای عمیق کند. در کارهای آتی میسرطان و سرعت بخشیدن به آموزش مدل

 در ایجاد انواع مؤثرهای های ژنی و ژنها برای کشف جهشهای نظریه بازیو تئوری مختلف انتخاب ویژگی

در  مؤثرها در صورت موفقیت در ایجاد الگوریتمی داده کمبودسرطان دقت را بهبود داد. همچنین به دلیل 

 نیز استفاده کرد. SVMلایه تمام متصل در مدل پیشنهادی از لایه  یجابهتوان ها میانتخاب ویژگی
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 الفبای فارسی مرتب بر اساس حروف
 یسیعنوان انگل یعنوان فارس

 Hyperparameter پارامتر ابر

 Output-Dim ابعاد خروجی

 Executions per trial اجرا در هر آزمایش

 Schmidhuber اشمیت هوپر

 Cancer Genome Atlas اطلس ژنوم سرطان

 Ten Fold Cross Validation اعتبار متقابل ده برابر

 Back-propagation alghorithms انتشار رو به عقب هایالگوریتم

 Fibrous الیافی

 Batch Size اندازه بخش

 Kernel Size اندازه هسته

 Exploding Gradient انفجار شیب

 Vector بردار

 Formalin-fixed Paraffin Embedded پارافین منجمد و ثابت شده با فرمالین

 Padding پدینگ

 Natural Language Processing طبیعیپردازش زبان 

 Max Pooling پولینگ حد اکثر

 Global Max Pooling پولینگ حداکثر سراسری

 Optimizer Function تابع بهینه سازی

 Loss Function تابع خطا

 Activation Function تابع فعال ساز

 Tangent Hyperbolic تانژانت هیپربولیک

 Face Detection تشخیص چهره

 Handwrite Recognition تشخیص دست خط

 Behavior Recognition تشخیص رفتار

 Cancer early diagnosis تشخیص زودهنگام سرطان

 Speech Recognition تشخیص گفتار

 Histological Images شناسیتصاویر بافت

 Magnetic Resonance Imaging تصویربرداری با تشدید مغناطیسی
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 Data Augmentation هاتقویت داده

 Masking تکنیک ماسک کردن

 Fully Connected تمام متصل

 Keras Tuner کراس کنندهتنظیم

 Grid-like topology ایهای شبکهتوپولوژی

 Embedding جاسازی

 Word Embedding جاسازی کلمات

 Max Trials حداکثر آزمایش

 Max-Norm حداکثر هنجار

 Dropout تصادفیحذف 

 Feed-Forward جلوحرکت روبه

 Output Gate دروازه خروجی

 Forget Gate دروازه فراموشی

 Input Gate دروازه ورودی

 Validation Accuracy دقت اعتبار سنجی

 Epoch دور

 Relu رلو

 Invasive Carcinoma سرطان تهاجمی

 Situ Carcinoma سرطان درجا

 Recommender Systems پیشنهاددهندههای سیستم

 Sigmoid سیگموید

 Time-delay neural networks های عصبی با تأخیر در زمانشبکه

 Deep belief network شبکه باور عمیق

 Dual-Path Network شبکه دومسیره

 Recurrent Neural Network شبکه عصبی بازگشتی

 Stacked Auto Encoder Neural Network شبکه عصبی رمزگذار انباشته

 شبکه عصبی کانولوشنی چند مقیاسی
Ensemble Of Multi Scale Convolutional 

Neural Networks 

 Image Classification بندی تصاویرطبقه

بندی سرطان مبتنی بر جهش در نقطه طبقه

 سوماتیک

Somatic point mutation based cancer 

classification 

 Input Lenght ورودیطول 
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 Filter فیلتر

 Clustered Gene Filtering شدهبندیهای خوشهفیلترکردن ژن

 Stride قدم

 Convolutional کانالوشنی

 Indexed Sparsity Reduction کاهش پراکندگی فهرست شده

 Keras کراس

 Node گره

 Max Pooling Layer لایه پولینگ حداکثر

 Average Pooling Layer میانگینلایه پولینگ 

 Flatten لایه صاف

 Dense Layer لایه متراکم

 Dictionary لغت نامه

 Support vector machine ماشین بردار پشتیبان

 Gradient Boosting Machine کننده شیبماشین تقویت

 Validation Set مجموعه ارزیابی

 Vanishing Gradient ناپدید شدن شیب

 Area Under Curve ناحیه زیر منحنی

 Dropout Rate نرخ حذف تصادفی

 Heat-map نقشه حرارتی

 kernel هسته

 Hochreiter هوخرایتر

 Hinton هینتون

 One-Hot هات –وان 

 Transfer Learning یادگیری انتقالی
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 مرتب بر اساس حروف الفبای انگلیسی
 یسیعنوان انگل یعنوان فارس

 Activation Function تابع فعال ساز

 Area Under Curve ناحیه زیر منحنی

 Average Pooling Layer لایه پولینگ میانگین

 Back-propagation alghorithms های انتشار رو به عقبالگوریتم

 Batch Size اندازه بخش

 Behavior Recognition تشخیص رفتار

 Cancer early diagnosis تشخیص زودهنگام سرطان

 Cancer Genome Atlas اطلس ژنوم سرطان

 Clustered Gene Filtering شدهبندیهای خوشهفیلترکردن ژن

 Convolutional کانالوشنی

 Data Augmentation هاتقویت داده

 Deep belief network شبکه باور عمیق

 Dense Layer لایه متراکم

 Dictionary لغت نامه

 Dropout تصادفیحذف 

 Dropout Rate نرخ حذف تصادفی

 Dual-Path Network شبکه دومسیره

 Embedding جاسازی

 شبکه عصبی کانولوشنی چند مقیاسی
Ensemble Of Multi Scale Convolutional 

Neural Networks 

 Epoch دور

 Executions per trial اجرا در هر آزمایش

 Exploding Gradient انفجار شیب

 Face Detection تشخیص چهره

 Feed-Forward جلوحرکت روبه

 Fibrous الیافی

 Filter فیلتر

 Flatten لایه صاف

 Forget Gate دروازه فراموشی
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 Formalin-fixed Paraffin Embedded پارافین منجمد و ثابت شده با فرمالین

 Fully Connected تمام متصل

 Global Max Pooling سراسریپولینگ حداکثر 

 Gradient Boosting Machine کننده شیبماشین تقویت

 Grid-like topology ایهای شبکهتوپولوژی

 Handwrite Recognition تشخیص دست خط

 Heat-map نقشه حرارتی

 Hinton هینتون

 Histological Images شناسیتصاویر بافت

 Hochreiter هوخرایتر

 Hyperparameter ابرپارامتر

 Image Classification بندی تصاویرطبقه

 Indexed Sparsity Reduction کاهش پراکندگی فهرست شده

 Input Gate دروازه ورودی

 Input Lenght طول ورودی

 Invasive Carcinoma سرطان تهاجمی

 Keras کراس

 Keras Tuner کراس کنندهتنظیم

 kernel هسته

 Kernel Size اندازه هسته

 Loss Function تابع خطا

 Magnetic Resonance Imaging تصویربرداری با تشدید مغناطیسی

 Masking تکنیک ماسک کردن

 Max Pooling پولینگ حد اکثر

 Max Pooling Layer لایه پولینگ حداکثر

 Max Trials حداکثر آزمایش

 Max-Norm حداکثر هنجار

 Natural Language Processing زبان طبیعیپردازش 

 Node گره

 One-Hot هات –وان 

 Optimizer Function تابع بهینه سازی



 

80 

 

 

 

 

 

 Output Gate دروازه خروجی

 Output-Dim ابعاد خروجی

 Padding پدینگ

 Recommender Systems های پیشنهاددهندهسیستم

 Recurrent Neural Network شبکه عصبی بازگشتی

 Relu رلو

 Schmidhuber اشمیت هوپر

 Sigmoid سیگموید

 Situ Carcinoma سرطان درجا

بندی سرطان مبتنی بر جهش در نقطه طبقه

 سوماتیک
Somatic point mutation based cancer 

classification 

 Speech Recognition تشخیص گفتار

 Stacked Auto Encoder Neural Network شبکه عصبی رمزگذار انباشته

 Stride قدم

 Support vector machine ماشین بردار پشتیبان

 Tangent Hyperbolic تانژانت هیپربولیک

 Ten Fold Cross Validation اعتبار متقابل ده برابر

 Time-delay neural networks های عصبی با تأخیر در زمانشبکه

 Transfer Learning یادگیری انتقالی

 Validation Accuracy دقت اعتبار سنجی

 Validation Set مجموعه ارزیابی

 Vanishing Gradient ناپدید شدن شیب

 Vector بردار

 Word Embedding جاسازی کلمات
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Abstract  
Prompt and accurate diagnosis of cancer or its subtypes in patients has a significant impact 

on the correct treatment process and reduction of treatment costs. There are a variety of 

methods for diagnosing cancer and its subtypes that have evolved with recent advances in 

machine learning and deep learning. Also, new methods have been introduced using machine 

learning and deep learning that have good results in predicting different types of cancer or its 

subgroups and diagnosing benign and malignant cancerous tumors in patients. One of the 

methods that is considered today for the diagnosis of cancer and its subtypes is the 

classification of cancer based on somatic mutations. Exposure to UV rays or certain chemicals 

can cause mutations in the body's cells. These abnormal mutations caused by environmental 

factors are called somatic mutations. However, the classification of somatic mutation-based 

cancers is challenging. Challenges such as low sample data volume, high data scatter, 

overfitting, and the use of simple linear classifiers are factors that prevent increased 

classification performance. This paper presents ways to solve these challenges. These 

methods include clustering gene filter preprocessing, indexed scatter reduction, regulatory 

methods, the Global-Max-Pooling layer, and the use of the embedding layer. Also in this 

dissertation, three deep learning models CNN, LSTM and a combination of these two models 

are tested on the TCGA-DeepGene data set. Our proposed model is a single-layer CNN model 

with an embedding layer. This model achieved 66.45% accuracy. Compared to the reference 

cited in this dissertation, the accuracy has increased by 1.45%. 

Keywords: Cancer classification, De novo mutations, Deep neural network, CNN, LSTM 
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