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چكيده
بسياري كتاب هاي اين، بر علاوه مي شود. منتشر اينترنت فضاي در متني اطلاعات از بالايي حجم هرروزه،

مي شود. نگهداري ديجيتال كتابخانه هاي در و است شده عرضه ديجيتالي صورت به مختلف، فرهنگ هاي از

استخراج اهميت كه مي شود باعث اين مي شوند. توليد طبيعي زبان صورت به داده ها اين از وسيعي مقدار

ارزيابي، اين دقت و زوج جمله شباهت محاسبه شود. پررنگ تر داده ها بالاي حجم از مهم اطلاعات

احساسات، ارزيابي استخراجي، خلاصه سازي معنايي، جستجوي است. فراوان كاربردهاي با مهمي مسئله

شوند. مدل زوج جمله شباهت مسئله عنوان به مي توانند همه ادبي سرقت تشخيص و اسناد رده بندي

ارزيابي رو، پيش پژوهش موضوع مي پردازد. جمله دو بين عبارت هاي شباهت محاسبه به شباهت ارزيابي

دو از كمتر به محدود جمله دو بين طول پيش فرض، صورت به نتيجه در است جمله دو بين شباهت

مي شود ارسال شده طراحي مدل به جمله دو زوج جمله، شباهت مسئله در مي شود. گرفته نظر در خط

دو يعني يك و نيستند شبيه اصلاً جمله دو يعني (صفر كند توليد يك و صفر بين عددي بايد سيستم و

صورتي به است رگرسيون بر مبتني روشي طراحي ما هدف دارند). معنايي شباهت تام صورت به جمله

باشد. داشته انساني داوران توسط داده شده تخصيص نمره هاي با را همبستگي بيشترين كه

سپس مي شود، بهينه سازي آموزش داده هاي روي توصيف گر ابتدا موجك، تبديل پيشنهادي روش در

بين متناظر كانال هاي كاسينوسي «شباهت ادامه، در است؛ شده گرفته موجك تبديل جمله توصيف روي

نشان دهنده نتايج مي شود. گرفته نظر در زوج جمله» ارتباط پيش بيني «ويژگي هاي عنوان به جمله» دو

تمامي به نسبت همبستگي مقدار همچنين و مي باشد RoBERTa-base روش به نسبت عملكرد بهبود

بهتري عملكرد ما رويكرد از SimCSE روش است. يافته بهبود هستند، پايه مدل هاي كه base روش هاي

نتيجه در و است SimCSE روش مدل از كوچكتر ما استفاده مورد توصيف گر مدل مقايسه، در اما دارد

مي باشد. كمتر آن در آزمون و آموزش زمان

واژه ها، شباهت رشته ها، تطابق متن، پيچيدگي واژه ها، هم وقوعي متن، شباهت كليدي: كلمات

رگرسيون.
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زوج واژگان شباهت ماتريس (۱) متفاوت روش دو و است واژگان شبكه اطلاعات بر مبتني كاملاً

مي شوند. تلفيق همديگر با كه شده اند محاسبه هرجمله، براي ويژگي بردار تشكيل (۲) و جمله ها

Reza Javadzadeh, Morteza Zahedi, Marziea Rahimi. ”Sentence similarity using

weighted path and similarity matrices”. Turkish Journal of Electrical Engineering

and Computer Sciences: Accepted, 2020

معيار دو با واژگان» شبكه بر مبتني «شباهت زمينه در اخير روش هاي از يكي پژوهش اين در .۲

و واژگان بين ربط ارزيابي زمينه در را شباهت نتايج و (۱ -۱۳ -۳ (بخش است شده تلفيق آماري

است. داده بهبود فعل ها بين ربط

Reza Javadzadeh, Morteza Zahedi, Marziea Rahimi. ”Improving verb similarity by

incorporating statistics to WordNet-based metrics”. under-review.

و شده تلفيق باهمديگر شده اند، داده توضيح ۱ -۱۴ -۳ بخش در كه توصيف گر چند روش اين در .۳

شده اند. استفاده زوج جمله شباهت ارزيابي براي Siamese عصبي شبكه معماري با

Reza Javadzadeh, Morteza Zahedi, Marziea Rahimi. ”Multi-aspect embeddings and

parallel training improve sentence similarity assessment”. under review

ح



̀Ϫطاϐ Χܧ܊ϔت
۱ مقدمه ۱
۳ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . كلي ديدگاه ۱ -۱

۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . واژگان ۲ -۱

۷ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . جمله ۳ -۱

۷ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . موضوع ۴ -۱

۸ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . واژگان تعامل ۵ -۱

۹ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . متن بافت ۶ -۱

۹ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . شباهت ۷ -۱

۱۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . هدف ۸ -۱

۱۱ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . چيست؟ زوج جمله شباهت ۹ -۱

۱۲ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . شباهت برابر در وابستگي ۱۰ -۱

۱۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . Feedforward Neural Networks ۱۱ -۱

۱۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پيچشي عصبي شبكه هاي ۱۲ -۱

۱۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . RecNN ۱۳ -۱

۱۸ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بلندمدت و كوتاه مدت حافظه هاي ۱۴ -۱

۱۹ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . دروازه اي بازگشتي واحد  ۱۵ -۱

۲۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نوآوري ۱۶ -۱

۲۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پژوهشي پرسش هاي ۱۷ -۱

خ



۲۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . چالش ها ۱۸ -۱

۲۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . رساله ساختار ۱۹ -۱

۲۷ پيشين كارهاي ۲
۳۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . آماري روش هاي ۱ -۲

۳۰ . . . . . . . . . . . . . . . . . . . . . . نظير به نظير هم رخدادي اطلاعات ۱ -۱ -۲

۳۱ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نهفته معناي آناليز ۲ -۱ -۲

۳۳ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . STS روش ۳ -۱ -۲

۳۵ . . . . . . . . . . . . . . . . . . . . . واژگان شبكه درختي ساختار بر مبتني شباهت ۲ -۲

۳۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پالمر و وو معيار ۱ -۲ -۲

۳۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . لي معيار ۲ -۲ -۲

۳۷ . . . . . . . . . . . . . . . . . . . . . . . . . . وزني مسير كوتاه ترين معيار ۳ -۲ -۲

۳۸ . . . . . . . . . . . . . . . . . . . . واژگان شبكه بر مبتني جمله دو شباهت محاسبه ۳ -۲

۳۸ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Feng ۱ -۳ -۲

۴۱ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پويا زماني پيچيدگي ۲ -۳ -۲

۴۳ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . HLA و LSS ۳ -۳ -۲

۴۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . STASIS ۴ -۳ -۲

۴۷ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Omiotis ۵ -۳ -۲

۴۷ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . CTS ۶ -۳ -۲

۵۳ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . SymSS ۷ -۳ -۲

۵۵ . . . . . . . . . . . . . . . . . . . . . . . . . عصبي شبكه هاي بر مبتني رويكردهاي ۴ -۲

۵۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Word2Vec ۱ -۴ -۲

۵۷ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Glove ۲ -۴ -۲

۵۹ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . FastText ۳ -۴ -۲

د



۶۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ROT ۴ -۴ -۲

۶۱ . . . . . . . . . . . . . . . . . . . . . . . جمله واحد بردار به واژگان بردارهاي تعميم ۵ -۲

۶۱ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Siamese ۱ -۵ -۲

۶۳ . . . . . . . . . . . . . . . . . . . . . واژگان نويسه هاي به توجه بر مبتني ۲ -۵ -۲

۶۳ . . . . . . . . . . . . . . . . . . . . . . . . . . . همسايگي واژگان به توجه ۳ -۵ -۲

۶۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Disan ۴ -۵ -۲

۶۴ . . . . . . . . . . . . . . . . . . . CNN-LSTM كدگذار-كدگشاي روش ۵ -۵ -۲

۶۶ . . . . . . . . . . . . . . . . . . . . . . . . محتوا بر مبتني توصيف گرهاي ۶ -۵ -۲

۷۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پژوهشي پيشنهادات ۷ -۵ -۲

۷۱ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . جمع بندي ۶ -۲

۷۳ پيشنهادي روش هاي ۳
۷۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . دوم درجه هم رخدادي اطلاعات ۱ -۳

۸۳ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . واژگان بين رشته ها تطابق ۲ -۳

۸۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . كل قدرت كميت ۳ -۳

۸۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . گوگل سه نويسه اي مدل ۴ -۳

۸۸ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Word2Set ۵ -۳

۸۸ . . . . . . . . . . . . . . . . مسير-ووپالمر-لي وزني فاصله ي وابستگي معيار معرفي ۶ -۳

۸۹ . . . . . . . . . . . . . . . . . . . . . مسير-لي وزني فاصله ي وابستگي معيار معرفي ۷ -۳

۸۹ . . . . . . . . . . . . . . . . . . . . . . . . . . PPDB دانش پايگاه بر مبتني شباهت ۸ -۳

۹۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Vico توصيفگر ۹ -۳

۹۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . SynGCN توصيفگر ۱۰ -۳

۹۱ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Dict2Vec توصيفگر ۱۱ -۳

۹۲ . . . . . . . . . . . . . . . . . . . . . شباهت ماتريس از محلي ويژگي هاي استخراج ۱۲ -۳

ذ



۹۶ . . . . . . . . . . . . . . . . . . . . . آماري اطلاعات بر مبتني پيشنهادي روش هاي ۱۳ -۳

۹۶ . . . . . . . . . . . . . . . . . . . . . . زوج واژگان تلفيقي شباهت محاسبه ۱ -۱۳ -۳

۹۷ (Weighted) شده وزن دهي همسايگي واژگان بر مبتني اول: پيشنهادي روش ۲ -۱۳ -۳

۹۸ . (Relative) مفهوم ها شباهت و واژه ها هم رخدادي دوم: پيشنهادي روش ۳ -۱۳ -۳

۹۸ . . . (GLP) محلي و عمومي ويژگي هاي بر مبتني سوم: پيشنهادي روش ۴ -۱۳ -۳

۱۰۰ (WordnetPPDB) PPDB و WordNet بر مبتني چهارم: پيشنهادي روش ۵ -۱۳ -۳

۱۰۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . عصبي مدل هاي ۱۴ -۳

۱۰۱ . . . . . . . . . . . . . . . . . . . چندوجهي توصيف - زوج جمله شباهت ۱ -۱۴ -۳

۱۰۲ . . . . . . . . . . . . . . . . . . جمله فشرده توصيف - زوج جمله شباهت ۲ -۱۴ -۳

۱۰۳ . . . . . . . . . . . . . . . . . . . . . موجك توصيف - زوج جمله شباهت ۳ -۱۴ -۳

۱۰۳ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . جمع بندي ۱۵ -۳

۱۰۷ پيشنهادي روش هاي ارزيابي ۴
۱۰۸ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . زوج واژگان شباهت ۱ -۴

۱۰۸ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . داده ها ۱ -۱ -۴

۱۱۱ . . . . . . . . . . . . . . . . . . . زوج واژگان شباهت داده هاي ارقام و آمار ۲ -۱ -۴

۱۱۲ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . زوج جمله گان شباهت ۲ -۴

۱۱۲ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . STSS65 ۱ -۲ -۴

۱۱۳ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . STSS131 ۲ -۲ -۴

۱۱۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . SICK ۳ -۲ -۴

۱۱۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Stsbenchmark ۴ -۲ -۴

۱۱۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ارزيابي معيارهاي ۳ -۴

۱۱۷ . . . . . . . . . . . . . . . . . . . . . . . . اسِپِيرمَن و پيرسون همبستگي ۱ -۳ -۴

۱۱۸ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . انحراف ميانگين ۲ -۳ -۴

ر



۱۱۸ . . . . . . . . . . . . . . . . . . . . . . (RSE) باقي مانده استاندارد خطاي ۳ -۳ -۴

۱۱۹ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . R2 آماري خطاي ۴ -۳ -۴

۱۱۹ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . زوج واژگان داده هاي روي آزمون ۴ -۴

۱۲۴ زوج واژگان تلفيقي شباهت - پيشنهادي روش ويژگي  هاي اهميت ارزيابي ۱ -۴ -۴

۱۲۵ . . . . . . . . . . . . . پيشنهادي سيستم هاي ارزيابي با ارتباط در مقدمه ۲ -۴ -۴

۱۲۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . STSS65 داده هاي روي آزمون ۵ -۴

۱۲۵ . . . . . . . . . . . . . . . . . . . . . . . . . همبستگي ديدگاه از مقايسه ۱ -۵ -۴

۱۲۹ . . (Weighted) شده وزن دهي همسايگي واژگان روش اجزاي همبستگي ۲ -۵ -۴

۱۳۰ (Relative) مفهوم ها شباهت و واژه ها هم رخدادي روش اجزاي همبستگي ۳ -۵ -۴

۱۳۰ . . (WordnetPPDB) PPDB و WordNet روش ويژگي هاي همبستگي ۴ -۵ -۴

۱۳۱ . . . . . . . . . . . انحراف ميانگين ديدگاه از پيشين روش هاي با مقايسه ۵ -۵ -۴

۱۳۲ . . . . . باقي مانده استاندارد خطاي ديدگاه از پيشين روش هاي با مقايسه ۶ -۵ -۴

۱۳۳ . . . . . . . . . . . . . . R2 آماري ديدگاه از پيشين روش هاي با مقايسه ۷ -۵ -۴

۱۳۵ . . . . . . . . . . . . . . . . . . . . STSS131 داده مجموعه روي آزمون ۸ -۵ -۴

۱۳۶ . . . . . . . . . . . . . . . چندوجهي توصيف گر عصبي شبكه روش نتايج ۹ -۵ -۴

۱۴۸ . . . . . . . . . . . . . . . . . . . . . كدگذار-كدگشا عصبي شبكه ارزيابي ۱۰ -۵ -۴

۱۵۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . بررسي و بحث ۶ -۴

۱۵۲ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . جمع بندي ۷ -۴

۱۵۵ نتيجه گيري ۵
۱۵۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . زوج واژگان شباهت ۱ -۵

۱۵۶ . . . . . . . . . . . . . . . . واژگان شبكه و آماري معيارهاي تلفيق با جمله شباهت ۲ -۵

۱۵۷ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . عصبي شبكه بر مبتني شباهت ۳ -۵

۱۵۹ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . آينده پژوهش هاي ۴ -۵

ز



نداول Χܧ܊ϔت
۳۲ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . برداري فضاي مدل ۱ -۲

۴۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . واژگان شباهت ماتريس ۲ -۲

۴۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . جمله ها بردار شكل گيري ۳ -۲

۴۵ . . . . . . . . . . . . . . . . . . . . . STASIS روش در جمله ويژگي بردار محاسبه ۴ -۲

۵۸ . . . . . . . . . . . . . . . . . . . Glove توسط شده محاسبه اطلاعات جدول نمونه ۵ -۲

۷۸ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . نمونه متن پيكره ۱ -۳

۷۹ . . . . . . SOC-PMI روش - همسايگي واژگان با هدف واژگان هم رخدادي بسامد ۲ -۳

۸۵ . . . . . . . . . . . . . . . . . . . . . . . . آماري روش سه تشخيص درستي مقايسه ۳ -۳

۱۰۵ . . . . . . . . . . . . . . . . . . آن ها مشخصه و پيشنهادي سيستم هاي از خلاصه اي ۴ -۳

۱۰۸ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . RG زوج واژگان داده پايگاه ۱ -۴

۱۰۸ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . MC زوج واژگان داده پايگاه ۲ -۴

۱۰۸ . . . . . . . . . . . . . . . . . . . . . شباهت ارزيابي WS353 زوج واژگان داده پايگاه ۳ -۴

۱۰۹ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . SCWS زوج واژگان داده هاي ۴ -۴

۱۰۹ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . RW زوج واژگان داده هاي ۵ -۴

۱۰۹ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . MEN زوج واژگان داده هاي ۶ -۴

۱۱۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . YP-130 زوج واژگان داده هاي ۷ -۴

۱۱۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . MTurk-287 زوج واژگان داده هاي ۸ -۴

ژ



۱۱۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . MTurk-771 زوج واژگان داده هاي ۹ -۴

۱۱۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Rel-122 زوج واژگان داده هاي ۱۰ -۴

۱۱۱ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Verb-143 زوج واژگان داده هاي ۱۱ -۴

۱۱۱ . . . . . . . . . . . . . . . . . . . . . . . . . . . . SimLex-999 زوج واژگان داده هاي ۱۲ -۴

۱۱۳ . . . . . . . . . . . . . . . . . . زوج واژگان ربط و شباهت آزمودن براي داده ها پايگاه ۱۳ -۴

۱۱۳ . . . . . . . . . . . . . . . . . . . . . . . . . . W1500 داده پايگاه آماري ويژگي هاي ۱۴ -۴

۱۱۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . STSS665 داده پايگاه داده هاي نمونه ۱۵ -۴

۱۱۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . STSS131 داده پايگاه داده هاي نمونه ۱۶ -۴

۱۱۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . SICK داده پايگاه داده هاي نمونه ۱۷ -۴

۱۱۶ . . . . . . . . . . . . . . . . . . . . . . . . Stsbenchmark داده پايگاه داده هاي نمونه ۱۸ -۴

۱۲۳ . اسپيرمن همبستگي درصد ديدگاه از پيشين روش هاي با پيشنهادي روش مقايسه ۱۹ -۴

۱۲۴ . . . . . . . . . . . . . p-value متناظر مقدار به توجه با ويژگي هر اولويت و اهميت ۲۰ -۴

۱۲۵ . . . . . . . . . . GLP پيشنهادي روش با مقايسه در پيشين روش هاي منابع ليست ۲۱ -۴

۱۳۵ . STSS131 داده مجموعه روي پيشنهادي روش هاي با پيشين رويكردهاي مقايسه ۲۲ -۴

۱۴۰ . . . . . . . . . . . . . . . . . . . . . Siamese عصبي شبكه براي بهينه پارامترهاي ۲۳ -۴

۱۴۰ . . . . . . . . . VSD پيشنهادي روش با مقايسه در پيشين روش هاي منابع ليست ۲۴ -۴

۱۴۰ . . . . . . . . . . . . . . . . . . . . . آن نتايج و VSD پيشنهادي روش آزمون نمونه ۲۵ -۴

۱۴۷ . . . . . . . . . . . . SICK آزمون داده هاي روي اخير روش هاي با ما روش مقايسه ۲۶ -۴

۱۴۷ . . . . . . . Stsbenchmark آزمون داده هاي روي اخير روش هاي با ما روش مقايسه ۲۷ -۴

س



зصاویـر Χܧ܊ϔت
۱۰ . . . . . . . . . . . . . . . . [۱۷] زبانشناسي بر مبتني توصيف به منظور متن تجزيه ۱ -۱

۱۳ . . . . . . . . . . . [۱۱۶] داده ها افزايش با عميق يادگيري روش هاي عملكرد قياس ۲ -۱

۱۳ . . . . . . . . . . . . . . . . . . . . . [۱۳۲] عميق با سنتي عصبي شبكه هاي قياس ۳ -۱

۱۴ . . . . . . . . . . . . . . . . . [۵۸] رده بندي مسئله حل براي پيش خور شبكه نمونه ۴ -۱

۱۵ . . . . . . . . . . . . . . . . . . . . . . . . . . [۷۰] پيچشي شبكه هاي عملكرد نحوه ۵ -۱

۱۵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . [۸۹] ورودي روي بر پنجره پيچش ۶ -۱

۱۶ . . . . . . . . . . . . . . . . . . . . . . . . . [۶۷] توصيفگر روي بر تجمعي عمليات ۷ -۱

۱۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . [۱۲] دوبعدي توصيفگر كردن تخت ۸ -۱

۱۷ . . . . . . . . . . . . . [۱۴۲] از شده گرفته الهام تصوير RNN بازگشتي شبكه هاي ۹ -۱

۱۸ . . . . . . . . . . . . . . . . . . . . . . . . . . [۱۱۱] LSTM حافظه واحد از نمايي ۱۰ -۱

۲۰ . . . . . . . . . . . . . . . [۱۰۳] GRU و LSTM حافظه دو بر تعريف شده عمليات ۱۱ -۱

۲۶ . . . . . . . . . . . . . . . . . . . [۸۳ ،۳۲] واژگان شبكه درختي ساختار از نمونه اي ۱۲ -۱

۲۹ . . . . . . . . . . زوج واژگان شباهت ارزيابي ديدگاه از شده بررسي پيشين روش هاي ۱ -۲

۳۰ . . . . . . . . . زوج جمله ها شباهت ارزيابي ديدگاه از شده بررسي پيشين روش هاي ۲ -۲

۳۲ . . . . . . . . . . . . . . . . . . . . . . . . . . . . [۳۰] منفرد مقدار فضاي در تجزيه ۳ -۲

۳۳ . . . . . . . . . . . . . . [۳۰] منفرد مقدار فضاي از استفاده با جديد فضاي تشكيل ۴ -۲

۳۳ . . . . . . . . . . [۱۵] داده ها در واريانس بيشترين سمت به مختصات محور گردش ۵ -۲

ش



۳۵ . . . . . . . . . . . . . . . [۱۰۰] واژگان شبكه در فاصله ها محاسبه نحوه از نمونه اي ۶ -۲

۴۲ . . . . . . . . . . . . . . . . . . [۱۳] پويا زماني الگوريتم با جمله دو هم ترازي مسير ۷ -۲

۴۴ . . . . . . . . . . [۲۹] آن  ها شباهت ميزان كردن صفر غير براي واژه ها به وزن دهي ۸ -۲

۴۹ . . . . . . . . . . . . . . . . . . [۵۴] مختلف مفهوم هاي بين ساختاري روابط مثال ۹ -۲

۵۰ . . . . . . . . . . . . . . . . . . . . . . . [۵۴] CTS روش در شباهت ارزيابي فرآيند ۱۰ -۲

مرتبط مفهوم هاي احاطه ي چپ) (سمت و اطلاعات محتواي احاطه ي راست) (سمت ۱۱ -۲

۵۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [۵۴]

۵۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [۹۵] جمله تجزيه درخت ۱۲ -۲

۵۶ . . . . . . . . . . . . . . . . . . . . . . . . . . [۱۴۰] همكاران و يانگ روش دياگرام ۱۳ -۲

۵۷ . . . . . . . . . . . . . . . . . . . . . [۱۴] Word2Vec روش هاي براي ويژگي بردار ۱۴ -۲

۵۷ . . . . . . . . . . . . . . . . . . . . . . . . Word2Vec روش با واژه بردار توليد مثال ۱۵ -۲

۵۸ . . . . . . . . . . . [۷] Word2Vec روش توسط واژه بردار توليد براي شناور پنجره ۱۶ -۲

۵۹ . . . . . . . . . . . . . . . . . . . . . [۱۰۱] Glove توسط واژگان بين برداري روابط ۱۷ -۲

۶۰ . . . . . . . . . . . . . . . . . [۱۶] FastText توسط واژه توصيف بردار تشكيل نحوه ۱۸ -۲

۶۰ . . . . . . . . . . . [۱۶] تصاوير بودن يكسان تشخيص براي موازي شبكه هاي مدل ۱۹ -۲

(ب) و جعلي امضاي (الف) همگشتي شبكه هاي از استفاده با امضا جعل تشخيص ۲۰ -۲

۶۲ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [۱۲۳] اصل امضاي

۶۳ . . . . . . . . . . . . . . . . . . [۹۰] زوج جملات شباهت ارزيابي براي سيامز شبكه ۲۱ -۲

۶۵ . [۳۸] جمله بردار توليد به منظور CNN-LSTM كدگذار-كدگشاي شبكه معماري ۲۲ -۲

۶۶ . [۱۲۱] MultiEmbedding روش در شباهت محاسبه و جمله ويژگي بردار تشكيل ۲۳ -۲

۶۷ . . [۱۰۹]Sentence-BERT روش در شباهت محاسبه و جمله ويژگي بردار تشكيل ۲۴ -۲

۶۹ . . . . . . . . . . . . . . . . . . . . [۱۲۹] StructBERT شبكه زيربخش دو تصوير ۲۵ -۲

۶۹ . . . . . . . . . . . . . . . . . . . . . . . . . . [۳۹] SimCSE باناظر سيستم تصوير ۲۶ -۲

ص



۷۵ . . . . . . . . . . . . . . . . . . . . . . . پيشنهادي سيستم هاي طراحي كلي فرآيند ۱ -۳

۹۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . PPDB دانش پايگاه از نمونه اي ۲ -۳

۹۱ . . . . . . . . . . . . . . . . . . . . . . . . . . [۴۱] vico با تصويرمرتبط از نمونه اي ۳ -۳

۱۰۱ . . . . . . . . . . . . . . . . . . . . . . . . چندوجهي توصيف عصبي شبكه معماري ۴ -۳

۱۰۲ . . . . . . . . . . . . . . . . . . . . . . رمزگشا - رمزگذار پيشنهادي سيستم ساختار ۵ -۳

۱۰۴ . . . . . . . . . . . . . . . . . . . . . . . موجك توصيف روش عصبي شبكه معماري ۶ -۳

از [۶۶] خمينز و [۱۰۱] پنينگتون روش با زوج واژگان تلفيقي شباهت روش مقايسه ۱ -۴

MC, RG, WS353, SCWS داده هاي روي اسپيرمن همبستگي ميانگين ديدگاه

۱۲۰ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .RW و

از [۶۶] خيمنز و [۶] استيونسون و التراس روش هاي با پيشنهادي روش مقايسه ۲ -۴

۱۲۱ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اسپيرمن همبستگي ديدگاه

۱۲۲ . . . . . . . . . . . . . . . [۱۱] بارُني پژوهش روش هاي با پيشنهادي روش مقايسه ۳ -۴

با GLP و Relative, Wordnet-PPDB, Weighted پيشنهادي روش هاي مقايسه ۴ -۴

۱۲۶ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . همبستگي ديدگاه از يكديگر

۱۲۷ . . . . . . . همبستگي ديدگاه از پيشين روش هاي با GLP پيشنهادي روش مقايسه ۵ -۴

۱۲۸ . . . . . . . . . . . . ويژگي نوع ديدگاه از GLP پيشنهادي روش اجزاي همبستگي ۶ -۴

۱۲۸ . . . STSS65 داده هاي با GLP پيشنهادي سيستم مستقل ويژگي هاي همبستگي ۷ -۴

۱۲۹ STSS65 داده هاي با Weighted پيشنهادي سيستم مستقل ويژگي هاي همبستگي ۸ -۴

۱۳۰ . STSS65 داده هاي با Relative پيشنهادي سيستم مستقل ويژگي هاي همبستگي ۹ -۴

۱۳۱ . . . . . . . . . . . . STSS65 داده هاي روي WordNetPPDB روش اجزاي مقايسه ۱۰ -۴

از GLP و Relative, WordnetPPDB, Weighted پيشنهادي روش هاي مقايسه ۱۱ -۴

۱۳۱ . . . . . . . . . . . . . . . . . . . . STSS65 داده هاي روي انحراف ميانگين ديدگاه

ض



با GLP و Relative, WordnetPPDB, Weighted پيشنهادي روش هاي مقايسه ۱۲ -۴

۱۳۲ . . . . . . . . . STSS65 داده هاي روي انحراف ميانگين ديدگاه از پيشين روش هاي

از GLP و Relative, WordnetPPDB, Weighted پيشنهادي روش هاي مقايسه ۱۳ -۴

۱۳۲ . . . . . . . . . . . . . . STSS65 داده هاي روي باقي مانده استاندارد خطاي ديدگاه

با GLP و Relative, WordnetPPDB, Weighted پيشنهادي روش هاي مقايسه ۱۴ -۴

۱۳۳ . . . STSS65 داده هاي روي باقي مانده استاندارد خطاي ديدگاه از پيشين روش هاي

از GLP و Relative, WordnetPPDB, Weighted پيشنهادي روش هاي مقايسه ۱۵ -۴

۱۳۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . STSS65 داده هاي روي R2 ديدگاه

۱۳۴ . . . . . . . . . . . . R2 ديدگاه از پيشين روش هاي با پيشنهادي روش هاي مقايسه ۱۶ -۴

۱۳۸ . . . . . . . . . . . . SICK داده هاي روي Word2Vec بر مبتني عصبي شبكه نتايج ۱۷ -۴

۱۳۹ . . . . . . Stsbenchmark داده هاي روي Word2Vec بر مبتني عصبي شبكه نتايج ۱۸ -۴

SICKداده هاي روي شده بهينه پيشين روش هاي پيشنهاديVSDبا روش مقايسه ۱۹ -۴

۱۴۱ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . اسپيرمن همبستگي ديدگاه از

از stsbenchmark داده هاي روي بهينه حالت هاي با RoBERTa روش مقايسه ۲۰ -۴

۱۴۲ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . پيرسون همبستگي ديدگاه

داده هاي روي شده بهينه پيشين روش هاي با VSD پيشنهادي روش مقايسه ۲۱ -۴

۱۴۳ . . . . . . . . . . . . . اسپيرمن و پيرسون همبستگي ديدگاه دو از stsbenchmark

۱۴۵ . . . . . . . . . . . . SICK داده هاي روي چندوجهي توصيف گر عصبي شبكه نتايج ۲۲ -۴

۱۴۶ Stsbenchmark آزمون داده هاي روي چندوجهي توصيف گر مبتني عصبي شبكه نتايج ۲۳ -۴

۱۴۹ . . . . . . . . . . . . . . . . . . . . . . . . . . SICK داده هاي روي خطا كاهش روند ۲۴ -۴

۱۴۹ . . . . . . . . . . . . . . . . . . . . . . . . . . . STS داده هاي روي خطا كاهش روند ۲۵ -۴

۱۵۰ . . . . . . . . . . . . . . . . شباهت ارزيابي زمينه در كدگذار-كدگشا سيستم نتايج ۲۶ -۴

ط



ωعادل واژگان ̶ׇ˘ت
۶۸ Adverserial training خصمانه آموزش

۴۸ Stanford Core NLP Tools استنفرد آماده ابزار

۵۶ SkipGram اسكيپ گرام

۱۳۸ Number of hidden states حافظه اندازه

۱۳۸ Batch size دسته ها اندازه

۲۵ Frequency بسامد

۱۳۸ Optimizer بهينه ساز

۱۳۸ Loss function خطا تابع

۳۱ Singular Value Decomposition ويژه مقدار به تجريه

۱۱۹ Canonical-correlation analysis (CCA) متعارف همبستگي تحليل

۱۳۸ Input dimension توصيف گر ابعاد تعداد

۱۳۸ Epochs تكرار تعداد

۶۷ BERT مبدل ها توسط متن فشرده توصيف

۶۶ Contextualized word embedding محتوا به وابسته توصيف گر

۶۳ Attention توجه تكنيك
ظ



۱۱۶ RSE باقي مانده استاندارد خطاي

۳ Classification رده بندي

۳۴ Lemmatization پسوند يا پيشوند بدون واژه شكل واژه، اصلي جزء كردن پيدا ريشه يابي،

۱۱ WordNet واژگان شبكه

۱۶ Recurrent neural networks همگشتي عصبي شبكه هاي

۱۴ Feedforward Neural Networks پيش خور عصبي شبكه هاي

۱۵۷ Transformers مبدل ها

۳۲ Orthogonal متعامد

۲۵ Information Content اطلاعات محتواي

۱۲۰ PMI نظير به نظير متقابل اطلاعات بر مبتني مدل

۵۶ CBOW پيوسته واژگان مجموعه مدل

۱۱ Concept مفهوم

۱۳ Backpropagation پس انتشار مقادير

۸۲ LCSS واژه دو بين مشترك نويسه دنباله طولاني ترين مقدار

۱۱۶ Mean Deviation انحراف ميانگين

۴۸ Name Entities موجوديت ها نام

۳۹ Aligning هم ترازي

۱۵ Convolutional neural networks پيچشي

ع



۳۶ Shortest Path Length مسير كوتاه ترين

۱۲ Deep Learning عميق يادگيري

غ



علاєم ̶ׇ˘ت
۱۱۴ هدف مقادير بردار X

۱۱۴ شده پيش بيني مقادير بردار Y

۳۶ تنظيم قابل پارامتر α

۱۱۴ هدف مقادير بردار عناصر ميانگين X̄

۱۱۴ شده پيش بيني مقادير بردار عناصر ميانگين Ȳ
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ωقدمـه : ۱ ԂΙل



دستگاه هاي از استفاده با را كارها از بسياري خودكارسازي زمينه موفقيت با بشريت گذشته، قرن دو طي

خدمت انسان به روزمره زندگي در به خوبي دستگاه ها اين و است نموده فراهم الكتريكي و مكانيكي

معطوف طبيعي زبان پردازش خودكارسازي به انسان توجه كه بود بيستم قرن دوم نيمه در مي كنند.

هستند. ماشين ها كمك خواهان نيز فكري زمينه هاي در بلكه مكانيكي، درزمينه نه تنها مردم اكنون شد.

در موجود دستورالعمل هاي بيازمايد، را آن درستي بخواند، را آماده غير متن بتواند دستگاه اينكه ازجمله

البته دهد ارائه معقولي پاسخ آن معني اساس بر كه كند درك به اندازه اي را آن حتي يا كند اجرا را متن

.[۱۷] باشند داشته عهده بر خود را نهايي تصميم گيري وظيفه مي خواهند انسان ها

توليدشده متن حجم با دو هر كه مي شود ناشي زير موقعيت دو از عمده به طور متن پردازش ضرورت

هستند: مرتبط جهان، در امروز مورداستفاده و

نيستند. برخوردار تخصصي تحصيلات و دانش از دارند، سروكار متون با كه جهان سراسر در بعضي -

تجاري نامه نوشتن براي را لازم مختلف قانون صدها بار هر نمي تواند دفتر منشي يك مثال، به عنوان

نباشد. او مادري زبان به كه اگر به ويژه بگيرد، نظر در ديگر شركت يك به خوب

بايد اطلاعات، يافتن يا و موضوع يك مورد در آگاهانه كاملاً تصميم گيري براي موارد، از بسياري در -

آني از بيشتر برابر هزاران است ممكن كه بگيريد نظر در و كنيد درك بخوانيد، را متن تعدادي

مي باشد. خود زندگي كل طول در آن خواندن به قادر تواني ازنظر فرد يك كه باشد

است. تبديل شده اطلاعات تبادل براي مباحث اصلي ترين از يكي به طبيعي زبان پردازش بنابراين

حتي كه مشكلاتي حل براي ايده ها از بسياري اجراي امكان گذشته دهه دو در رايانه ها سريع توسعه

است. كرده فراهم شوند، حل خودكار به طور آن ها نمي شد تصور

شناسي زبان است. محاسباتي شناسي زبان نام به علمي بر مبتني طبيعي زبان هوشمند پردازش

دارد. تنگاتنگي ارتباط شناسي زبان علوم با به طوركلي و كاربردي شناسي زبان با محاسباتي

۲



كلي ديدگاه ۱ -۱
نياز محتوا توليد پلتفرم هاي و اجتماعي شبكه هاي از بسياري در محتوا توليد و كاربران روزافزون رشد

شباهت ارزيابي روش هاي مي كند. ايجاد متون خودكار خلاصه سازي سيستم هاي توليد براي مبرمي

انجام خودكار خلاصه سازي ترتيب بدين و كنند انتخاب را يكي هم به شبيه جمله چند از مي توانند

مي تواند شباهت ارزيابي سيستم هاي پرسشي، جمله شبيه ترين به متناظر پاسخ انتخاب با همچنين دهند.

محتواهاي تشخيص باشند. داشته خودكار پاسخ و پرسش سيستم هاي طراحي درزمينه مهمي نقش

سيستم هاي توسط كه است مهمي بسيار مسئله نيز علمي و عمومي مقاله هاي در شده دوباره نويسي

روش هاي نظرات، رده بندي يا و احساسات ارزيابي درزمينه گيرد. قرار كاوش مورد مي تواند شباهت ارزيابي

ابتدا جمله، شباهت مسئله حل براي كنند. فراهم مناسبي اوليه ارزيابي مي توانند شباهت محاسبه

شباهت ارزيابي روش هاي ابتدا منظور بدين كرد. محاسبه زوج واژگان شباهت ارزيابي براي روشي بايد

بررسي و بحث زوج واژه شباهت ارزيابي به مسئله تعميم روش هاي سپس مي شود، بررسي زوج واژگان

بخواهيم اگر مي شود، داده آموزش ثابت كلاس چند يادگيري براي عميق شبكه وقتي همچنين مي شود.

اگر اما باشيم شبكه كل وزن هاي به روزرساني نيازمند است ممكن كنيم ايجاد جديدي كلاس نمونه

مقايسه آموزش دسته هاي در موجود داده هاي با را متن) يا (تصوير جديد داده شباهت كار اين به جاي

جديد داده به را آموزشي داده شبيه ترين كلاس شباهت، ارزيابي معيار يك پيشنهاد با مي توانيم كنيم

بين ارتباط برقراري براي قدرتمندي پتانسيل انگليسي زبان مانند يك زبان .[۱۲۰] دهيم اختصاص

البته كرد. بيان مختلفي شكل هاي به را مسئله يك مي توان آن از استفاده با كه دارد مختلف جوامع

معني نتيجه، در و باشد مشكل ماشين براي گفتار تحليل مي شود باعث واژگان، از استفاده آزادي همين

است. مشكل جمله، نامحدود تعداد وجود دليل به زبان از برگرفته

مي شود گفته اما است، باقي مانده راز يك به عنوان هنوز انسان ذهن در معنا درك كار و ساز بااينكه

.[۴۳] مي كند توصيف را آن ها انسان كه است روشي بر مبتني شي ء يا رخداد دو بين شباهت كه

هميشه ،[۴۶] مي شوند ديده باهم «مشابه» متون در معمولاً هم به شبيه واژگان كه: فرضيه اين اما

۳



براي كه باشند واژگاني با تناقض در بو و نويز تكانه، مانند واژگاني است ممكن كه زيرا نيست. درست

است. جوان/زيبا/فعال او مثل مي رود كار به فرد يك توصيف

مي شود. گفته رايانشي زبان شناسي زبان، تخصصي و عمومي مهارت هاي كردن ماشيني فرآيند به

ندارند رسمي آموزش به نيازي كه است گفتار درك و توليد چون مواردي شامل زبان عمومي مهارت هاي

آموزش به نياز كه است كردن ترجمه و نوشتن خواندن، چون مواردي شامل نيز تخصصي مهارت هاي و

فنّاوري دنبال به كه است رفاهي نيز زبان تخصصي و عمومي مهارت هاي اين كردن ماشيني اهميت دارند.

مي آيد. وجود به بشر براي آن از حاصل

اعضاي كه مي پردازند، فعاليت به ميان رشته اي گروه هاي اعضاي به عنوان رايانشي شناسان زبان امروزه

كارشناسان دارند)، تخصص همگاني زبان شناسي (درزمينه زبان شناسان شامل مي توانند گروه ها اين

دانشمندان و موردنظر)، پروژه با مرتبط عملي مهارت هاي داراي حدي تا و پيش زمينه با (افرادي زبان

رشته هاي كارشناسان و دانشمندان همكاري از رايانشي زبان شناسي به طوركلي، باشند. كامپيوتر علم

روان شناسي شناختي، علوم منطق، رياضي، مصنوعي، هوش زمينه متخصصين رايانه اي، علوم زبان شناسي،

مي شود. تشكيل رشته ها ديگر برخي و عصب شناسي مردم شناسي، روان-زبان شناسي، شناختي،

بزرگي مجموعه در واژگان هم رخدادي آماري اطلاعات بر مبتني واژگان معنايي و توزيعي مدل هاي

واژه بااينكه مثال براي است. آماري اطلاعات اين از بهينه استفاده اصلي چالش .[۸۵] هستند متون از

بردار تشكيل در بايد و نيست خيابان واژه توصيفگر اما شود ديده است ممكن ”خيابان” واژه كنار در ”و”

نگيرد. قرار استفاده مورد خيابان توصيفي

است. امروزه فعال پژوهشي حوزه هاي از واژه، چند از متشكل عبارت هاي از استفاده با شباهت ارزيابي

داده پراكندگي مشكل حوزه اين در است، زياد آن ها براي داده كه ديگر توزيعي مدل هاي با مقايسه در اما

هركدام رخداد امكان ولي دارند زيادي تنوع واژه، چند عبارت هاي زيرا .[۹۷] دارد وجود داده كمبود يا

بعضي است ممكن كنيم، جمع آوري را زمين روي كتاب هاي تمام ما اگر حتي باشد. كم بسيار مي تواند

.[۷۹] شوند تكرار يك بار فقط حتي جمله ها

ممكن كه چرا هستند واژه ها تركيب براي عملگري يافتن دنبال به يادشده (توزيعي) تركيبي مدل هاي

۴



طبق بر باشد. داشته وجود ارتباط مي بينيم جمله ها وابستگي درخت هاي در آنچه مانند واژه ها بين است

شده تشكيل توصيف دو براي وزن دهي طرح يك يافتن شباهت اندازه گيري معيار توزيعي، مدل هاي اين

وزن دهي، طرح سپس مي شوند، متمايز اضافه اطلاعات از هم رخدادي مفيد اطلاعات ابتدا است. جمله

(هم رخداد) همسايه واژه چند كه است اين فرض توزيعي مدل هاي در كمينه مي كند. را مخرب نوع تأثير

نيستند. كارآمد اطلاعات همه و دارد وجود معتبر

مشترك واژگان تعداد نرخ بر مبتني شدند طراحي سندها شباهت محاسبه براي كه ابتدايي روش هاي

محدود بسيار موجود اطلاعات كوتاه)، متن (يا جمله دو بين شباهت محاسبه در اما بودند. سند دو در

عبارت يك تشكيل باهمديگر بايد واژه ها بعضي گيرد. صورت ابهام زدايي بايد جمله واژگان براي است.

حدود روزانه توييتر در فقط كه كنيد اضافه مسئله اين به هم را موضوع اين باشند. داشته معنا تا دهند

اشاره گفتگوگر۱ برنامه به مي توان شباهت ارزيابي مهم كاربردهاي از مي شود. فرستاده پست ميليون ۱۰۰

فروشنده ها به است ممكن مشتريان كه چرا دارند فروشگاه ها براي روزافزوني اهميت برنامه ها اين كرد.

برنامه ها اين همچنين مي گردند. كردن خريد براي ديگري راه هاي دنبال به و باشند نداشته كافي اعتماد

با تماس مراكز وجود به وسيله مي تواند مهم، اين دهند. كاهش به شدت را شركت يك هزينه هاي مي توانند

به شدت را كارمند استخدام به نياز كه زيرا باشد خودروها يا هواپيما هدايتگر دستيارهاي خودكار، اپراتور

يك شباهت، ارزيابي در است. متن طريق از گفتگو تبادل گفتگوگر، برنامه از منظور مي دهد. كاهش

پژوهشي حوزه اين نتيجه، در .[۷۶] هستند شبيه هم به چقدر متن دو كه مي كند تعيين الگوريتم

مثال: براي دارد مختلف زمينه هاي دز وسيعي كاربردهاي و است رشد حال در به سرعت

.[۲۳] كرد بازيابي را است سؤال به شبيه ترين كه پاسخي مي توان پاسخ، و پرسش سيستم هاي در -

داد. نمايش شباهت ترتيب به را مشابه پاسخ هاي مي توان پاسخ و پرسش سيستم هاي در همچنين -

از كاربر ورودي به پاسخ ها شبيه ترين ترتيبي نمايش براي جستجو موتور هاي طراحي در مي توان -

كرد. استفاده روش ها اين

ترتيب به و شناسايي را مهم تر جمله هاي استخراجي روش به متون خلاصه سازي در مي توان -
1Conversational agents
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اضافه جمله هاي و استخراج شده مهم جمله هاي استخراجي خلاصه سازي درروش داد. نمايش

.[۵] مي شوند حذف

انتخاب جمله ويژگي بردار توليد براي را واژگان از بهتري تركيب مهم واژه هاي شناسايي با مي توان -

.[۹۰] كرد

اين اما داد. قرار ارزيابي معيار را جمله دو بين مشترك واژگان مي توان ابتدايي راه حل يك به عنوان

ولي باشند داشته بسياري مشترك واژگان است ممكن جمله دو كه زيرا باشد خوبي معيار نمي تواند روش

مشترك واژگان شدن پيدا احتمال جمله، هر طول افزايش با همچنين كنند. اشاره مختلف چيز دو به

باشند. بي ربط جمله دو است ممكن كه حالي در مي شود، بيشتر دو آن بين

واژگان ۲ -۱
كلمه هاي اين بيشتر هرچند كنيم. مقايسه را واژگان تا است نياز ابتدا جمله ها شباهت ارزيابي براي

شامل واژه عام ويژگي هاي است. متن مفاد به وابسته آن ها معناي اما هستند شناخته شده انگليسي،

است: زير موارد

مي شود. هجي چگونه واژه اينكه ريخت: يا تركيب -

چيست. واژه اين از استفاده از منظور معنا: -

بگيرد. شكل كنوني اش صورت به تا است شده اضافه پيشوندها آن به كه پايه واژه ريشه: -

مي چسبد. واژه ريشه انتهاي به واقع در كه واژه به شده متصل واژك پسوند: -

نظر. مورد واژه ريشه نقش واژه نوع: -

را واژه از متفاوتي تركيب هركدام كه باشد داشته هم زمان به طور پسوند حالت چندين مي تواند ريشه

نيز نوع و ريشه يك از بيشتر و باشد داشته معنا يك از بيشتر مي تواند واژه يك از تركيبي دهند. تشكيل

دارد. مشخص نوع و دارد يكتا ريشه معنا هر مقابل در باشد. داشته
۶



صورت به است آن نوشتار نحوه سادگي به آن ريخت يا تركيب بگيريم، نظر در را «dogs» واژه بياييد

اين براي ريشه است. «s» آن پسوند بنابراين است «dog» واژه ريشه .«dogs» يا «d»، «o»، «g»، «s»

معنا يك از بيش مي  تواند باشد. فعل يا صفت اسم، مي تواند چراكه است نوع يك از بيش شامل واژه

و صفت صورت به «تنبلي» فعل، صورت به كردن» «دنبال آن ممكن معناي از مثال به طور باشد داشته

است. اسم عنوان به «سگ»

جمله ۳ -۱
براي ، واژگان با ارتباط در است. مشخص نشانه گذاري ها توسط آن ساختار و است گرامر پايه واحد جمله

«معنا» يك و «موضوع» يك جمله هر باشد. مشخص بايد واژگان بعضي تعريف جمله ها شباهت ارزيابي

دارد:

جمله ها در كليدي واژه مي شود. صحبت آن به راجع كه است مسئله اي جمله موضوع موضوع: -

هستند. دارا جمله موضوع با ارتباط در را مهمي اطلاعات

عملي و جمله ايده شامل اين مي كند. بيان را مي شود منتقل جمله در كه تصوراتي و انديشه معنا: -

است. شده اشاره آن به جمله در كه هست نيز

مجزا واژه چند از استفاده از فراتر معنايي تا مي شوند تلفيق چگونه واژگان اينكه واژگان: تعامل -

باشند. داشته

سخت مسئله يك اين مي شود. تعريف همسايگي واژگان به توجه با واژگان معني چطور بافت: -

است. جمله موردبحث تصوير بر مبتني

موضوع ۴ -۱
موضوع شويم. قائل مشخصي تمايز واژگان تعاملات و جمله موضوع بين بحث ادامه قبل تا است نياز

ولي باشند داشته متفاوتي معاني است ممكن است.جمله ها چيزي چه درباره جمله كه مي كند مشخص
۷



بگيريد: نظر در جستجوگر موتور در را زير پرسش جستجوي مثال براي باشند. موضوع يك مورد در

است؟ سرد چقدر مريخ

يافت پاسخ هاي همه مي كند. شناسايي را «سرد» و «مريخ» كليدي واژگان جستجوگر موتور يك

را كليدواژه دو اين از يكي حداقل بايد نتايج همه و باشند مريخ بودن سرد موضوع مورد در بايد شده

موتور توسط زير پاسخ دو مثال براي .[۹] باشند داشته معني يك همه كه نيست لازم اما باشند دارا

مي كنيم. بررسي را گوگل جستجوگر

است سرد بسيار مريخ مناطق بيشتر

مي شوند. شدنش ناپديد و شدن گرم مانع و بماند باقي پايدار يخ كه مي كنند كمك سرد هواي لايه هاي

دارد. وجود دوم و اول جمله بين بسياري تفاوت دارند. متفاوتي معناي اما هستند پرسش پاسخ دو هر

هستند مرتبط پاسخ به هردو بااينكه است. جمله دو موضوع تفاوت نمايانگر آن ها، كليدواژه هاي در تفاوت

هستند مرتبط پرسش به هردو مي سازند. را مختلف جمله دو آن ها تعاملات و واژه ها متفاوت تركيب اما

كليدواژه ها توسط موضوع كه مي دهد نشان اين است. متفاوت آن ها در استفاده مورد كليدواژه هاي اما

شوند. تشريح واژه ها اين توسط مي توانند واژگان، تعامل نحوه از جدا و مي شوند مشخص

موضوع شباهت ارزيابي بنابراين كرد مقايسه كليدواژه ها مقايسه با را جمله دو موضوع مي توان واقع در

شود. تقسيم زوج واژگان شباهت به مي تواند جمله ها

واژگان تعامل ۵ -۱
مرتبط جمله دو است ممكن باشد ديگر جمله واژه هاي با يكسان جمله يك در موجود واژه هاي وقتي

اگر حتي مي دهد نشان كه كنيد مشاهده را زير زوج جمله باشند. نداشته يكساني معناي ولي باشند

جمله دو در موجود واژه هاي اگر باشند. داشته متفاوتي معناي است ممكن باشد، يكي جمله دو موضوع

جمله دو هر اينجا، در مي شود. گفته هم بيان۲ جمله دو به باشند، داشته متفاوتي معني اما باشند يكي
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دارند. متفاوتي معناي ولي هستند موضوع يك به راجع

كنيد عجله نيست، لازم صبوري كنيد عجله نيست لازم صبوري،

دو اين بين نمي توانند هيچ كدام موضوع ارزيابي نه و واژگان ابهام زدايي نه يكسان، واژه هاي بودن با

با واژگان تعامل نحوه به است، آن مجزاي واژگان معني از بيش جمله معني شوند. قائل تمايز جمله

.[۱۰۶] نيست نيز واژگان استفاده ترتيب به وابسته فقط موضوع اين و است وابسته همديگر

متن بافت ۶ -۱
جمله دو مقايسه براي نيز جمله بافت مي سازند، را معنا باهمديگر واژگان تعامل و موضوع عامل دو اگرچه

با بايد واژگان، ابهام زدايي براي شده اند. استفاده شكل چه به واژگان شود مشخص تا است نياز مورد

متن به توجه با واژه معني عبارتي به كرد انتخاب واژه براي را مشخص معني يك متن، محتواي به توجه

متن در ايده ها كه مي كند بيان و است پيچيده تر عنوان يا معنا از هركدام از بافت مي شود. مشخص آن

مي بخشند. انتزاع جمله به كه واژگاني نه و مي كنند برقرار ارتباط باهم چگونه

حدس را متن يك معني متن، جمله هاي ساير گرفتن نظر در بدون كه دارد را آن توانايي شخص يك

مثال براي شود، تغيير دستخوش بعدي مطالب توسط شده انتخاب معني است ممكن بنابراين بزند.

بود. كرده پر را فضا آن ها مشاجره صداي كرد. برخورد مديري آقاي با راه در سعيدي آقاي

باشد مكالمه يك شروع منظور است ممكن دوم جمله ديدن بدون مي شود ديده متن در كه همان طور

توصيفگر يك ۱ -۱ تصوير است. بوده بحث برخورد از منظور كه مي رساند را معني اين دوم جمله اما

مي كند. فراهم متون با ارتباط در زبان شناسي بر مبتني

شباهت ۷ -۱
حياتي مقايسه اي هر براي پرسش اين چيست؟ مي دانيم هم شبيه را چيز دو كه وقتي شباهت از منظور

اين و [۵۶] دهيم تعميم جديد موقعيت هاي به را قبلي اطلاعات بتوانيم تا مي دهد اجازه چراكه است
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[۱۷] زبانشناسي بر مبتني توصيف به منظور متن تجزيه :۱ -۱ تصوير

كه است آن منظور هستند، مشابه چيز دو مي شود بيان كه وقتي مي باشد. هوشمندي اصول از يكي

مي توان آنگاه هستند يكسان ويژگي ها كدام بدانيم كه اگر دارد. وجود آن ها بين مشتركي ويژگي هاي

كارآمدتر اطلاعات تنها نه كه مي شود باعث اين داد. تعميم هردو به و دانست را يكي به راجع اطلاعات

دنبال به مردم مقايسه، اصل در نمود. مقايسه موجود دانش با را جديد چيزهاي بتوان بلكه شوند، ذخيره

.[۷۳] هستند شباهت محاسبه براي ما مدنظر ويژگي ها اين مي گردند. عناصر بين شباهت

هدف ۸ -۱
از هدف است. شده انجام انسان، توسط آن تشكيل و تفسير نحوه و زبان درك براي بسياري پژوهش هاي

است. جمله دو شباهت ارزيابي براي جامع تر روش يك ارائه و پيشين روش هاي جمع بندي پژوهش، اين

مي شود. بررسي پژوهش اين در پيشين روش هاي نقص هاي كردن برطرف نحوه عبارتي به

همچنين دهد. ارائه جمله تفسير از بيشتري درك بتواند كه دهيم ارائه بهتري ارزيابي مدل تا اميدواريم

نتيجه در ندارند داده ها روي آموزش به نياز و هستند ناظر بدون شكل به شده ارائه روش هاي از تعدادي

هستند. كارآمد و سريع

هنگاميكه است زوج واژگان شباهت ارزيابي مشكل گرفته، قرار بررسي مورد آن حل كه دوم مسئله

و هستند اسم ها از متشكل بيشتر دانش پايگاه بر مبتني روش هاي هستند. «فعل» واژه هردو يا يك

باشند. داشته خوبي ارزيابي تنهايي به نتوانستند نيز آماري روش هاي

مثال براي است. زبان در مختلف عمليات خودكارسازي براي مهم ابزار يك جمله دو شباهت ارزيابي
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در تا بگيرد قرار استفاده مورد پاسخ و پرسش سيستم هاي طراحي در مي تواند شباهت ارزيابي معيار يك

شود داده نمايش كاربر به پاسخ به عنوان است پرسشي جمله به شبيه ترين كه پاسخي ساده، كاربرد يك

.[۷۲] دهد ارائه متن تفسير از بهتري درك است ممكن مناسب ارزيابي معيار يك پيچيده كاربرد در و

چيست؟ زوج جمله شباهت ۹ -۱
شود: تعريف زير صورت به مي توان به سادگي زوج جمله ها شباهت ارزيابي

زوج جمله يك بين معنايي شباهت ارزيابي معيار

كوتاه اما متغير ارزيابي در جمله دو طول و است انگليسي زبان مورد در رساله اين پژوهش موضوع

ندارند يكسان واژگان كه است جمله هايي با ارتباط در پژوهشي رساله اين تمركز مي شود. گرفته نظر در

بيشتر دانش، پايگاه بر مبتني روش هاي كه زيرا مي شوند. محسوب جملات اصلي عناصر جزو فعل يا و

دارند. فعل نقش واژه زمينه در ضعيفي پوشش و شده اند تشكيل اسم نقش واژه از

همديگر با مشترك/هم معني زوج واژه هاي اول درروش دارد. وجود بخش اين در روش دو به طوركلي

بر مبتني روش را آن كه مي آيد دست به اجزا شباهت كردن جمع با كل شباهت و مي شوند منطبق

متحد ويژگي بردار يك تشكيل با ابتدا جمله دو شباهت ديگر، روشي در مي كنيم. نام گذاري واژه معناي

نام گذاري معنايي مدل را آن كه مي آيد دست به بردار دو اين بين شباهت محاسبه سپس و جمله هر براي

انسان توسط شده برچسب گذاري قواعد به وابسته كه است اين روش ها اين مشكل بزرگ ترين مي كنيم.

هستند. ضعيف ابهام زدايي در و هستند

موفقيت هستند قابل درك ماشين هم و انسان ها براي كه هم واژگان شبكه بر مبتني روش هاي

انسان براي آن اشكال رفع روند كه است اين سيستم ها اين مزاياي از داشتند. زمينه اين در چشمگيري

از مي شوند شناخته ”مفهوم” يك به عنوان كه داده ها پايگاه اين در موجود واژگان بيشتر اما است. ساده

.[۱۳۱] شده اند تشكيل اسم نقش واژه

اين دارند. جمله معنايي درك زمينه در چشمگيري موفقيت عصبي شبكه بر مبتني روش هاي
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يك ،۴ دروازه اي همگشتي واحدهاي و ۳ كوتاه مدت/بلندمدت حافظه واحد هاي از استفاده با سيستم ها

جمله براي برداري فشرده توصيف تا است اين بر سعي شبكه ها اين در مي كنند. طراحي عصبي شبكه

كاسينوس يا اقليدسي مانند فاصله معيار يك از استفاده با متناظر جمله دو تفاوت كه به طوري شود تشكيل

شود. كمينه

شباهت برابر در وابستگي ۱۰ -۱
نباشند. هم معني است ممكن ولي باشند داشته ربط يكديگر به جمله دو كه دارد وجود هم ديگري راه هاي

دنبال به آن در كه كرد اشاره زوج جمله ربط ارزيابي و پاسخ و پرسش فرآيند دو به مي توان مثال به عنوان

باشند هم شبيه يا متضاد جمله دو است ممكن درواقع، هستيم. جمله دو بين منطقي ارتباط يك يافتن

نوع نه و جمله، دو ربط اينجا كه زيرا كنند دريافت يكساني نمره ارتباط، ارزيابي الگوريتم ازنظر ولي

ارزيابي مقاله اصلي هدف اما مي كنيم بررسي را حالت هردو پژوهش اين در .[۱۰۸] است مهم آن، ربط

است. جمله دو شباهت

و تصوير متن، زمينه در را خود عالي عملكرد كه است ماشين يادگيري از حوزه اي عميق يادگيري

شباهت عميق يادگيري عنوان تحت شده پياده سازي الگوريتم هاي مجموعه است. كرده اثبات گفتار

بينايي در گسترده اي كاربردهاي عميق يادگيري دارند. مغر در آن ها روابط و نورون ها ساختار با بسياري

دارد. ديگر موارد و تصاوير توليد گفتار، تشخيص زبان، ترجمه رايانه،

اين آموزش و هستند مصنوعي عصبي شبكه هاي مفهوم بر مبتني عميق يادگيري الگوريتم هاي اكثر

همراه است. شده آسان تر كافي، محاسباتي منابع و فراوان داده هاي وجود با امروز دنياي در الگوريتم ها

۲ -۱ تصوير در مي باشد. بهبود حال در همچنان عميق يادگيري مدل هاي عملكرد بيشتر، داده هاي با

تحقيق با پژوهشگران ،[۱۱۶] همكاران و سان پژوهش در است. فراهم شده موضوع اين از بهتري نمايش

افزودن با رده بندي دقت كه دريافتند تصوير ميليون ۳۰۰ رده بندي براي عميق يادگيري تكنيك هاي روي

مي كند. رشد نمايي صورت به آموزش داده هاي
3LSTM
4GRU
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[۱۱۶] داده ها افزايش با عميق يادگيري روش هاي عملكرد قياس :۲ -۱ تصوير

[۱۳۲] عميق با سنتي عصبي شبكه هاي قياس :۳ -۱ تصوير

از يادگيري مخفف يادگيري و دارد اشاره مصنوعي عصبي شبكه معماري عمق به عميق اصطلاح

ابتدايي و عميق شبكه بين تفاوت از ساده اي نمايش ۳ -۱ تصوير است. مصنوعي عصبي شبكه خود طريق

مي كند. فراهم را

بدون داده هاي از ويژگي) يادگيري (يا نهفته ساختارهاي كشف به قادر عميق عصبي شبكه هاي

يك اگرچه صوتي. يا ( متني)، اسناد پيكسلي)، (داده هاي تصاوير مانند هستند، ساختار بدون و برچسب

معني بدان اين اما دارند، مشابهي ساختارهاي اساساً عميق يادگيري مدل هاي و مصنوعي عصبي شبكه

مشابه عملكردي داده ها، از استفاده براي آموزش هنگام مصنوعي عصبي شبكه دو از تركيبي كه نيست

معمولي مصنوعي عصبي شبكه يك از را عميق عصبي شبكه هر آنچه داشت. خواهند عميق عصبي شبكه

الگوريتم معمولي، مصنوعي عصبي شبكه يك در است. پس انتشار۵ مقادير از استفاده نحوه مي كند متمايز

.[۴۰] مي دهد آموزش قبلي يا اوليه لايه هاي از بهتر را بعدي لايه هاي پس انتشار،

شبكه ها اين از زيادي و متنوع تعداد شوند، آموزش ديده كاراتر و سريع تر عصبي شبكه هاي آنكه براي

شبكه هاي كه است شده باعث اين ببينند. آموزش شكل بهترين به مسئله هر براي تا شدند طراحي
5Backpropagation
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[۵۸] رده بندي مسئله حل براي پيش خور شبكه نمونه :۴ -۱ تصوير

مورد توابع همچنين شود طراحي دارند مختلفي نورون خروجي هركدام كه متنوع معماري هاي با عصبي

است. تنوع داراي نورون ها در استفاده

Feedforward Neural Networks ۱۱ -۱
نيست. بازگشتي به صورت قبلي به بعدي لايه هاي از نورون ها بين ارتباط پيش خور۶، عصبي شبكه هاي در

به ورودي لايه از داده ها حركت مي دهند. تشكيل را عصبي شبكه هاي خانواده پايه شبكه ها نوع اين

در لايه يك از خروجي ندارد. وجود حلقه اي نوع هيچ و است موجود پنهان لايه هاي طريق از ، خروجي

مي شود ديده ۴ -۱ تصوير در كه همان طور مي كند. عمل بعدي لايه به ورودي به عنوان شبكه ساختار

به توجه با باشد. رده بندي منظور به شبكه معماري معني به مي تواند كه دارند وجود انتها در نورون n

n نورون تا شود داده آموزش طوري شبكه وزن هاي بايد است، موردنظر هدف كلاس n از كدام يك اينكه

باشند. خاموش به اصطلاح نورون ها بقيه و كند توليد را خروجي مقدار بيشترين
6Feedforward
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[۷۰] پيچشي شبكه هاي عملكرد نحوه :۵ -۱ تصوير

[۸۹] ورودي روي بر پنجره پيچش :۶ -۱ تصوير

پيچشي عصبي شبكه هاي ۱۲ -۱
آن ها ساختار هستند. عالي خط دست تشخيص و تصوير تشخيص براي ۷ پيچشي يا كانولوشن شبكه هاي

از استفاده بعد و آن ويژگي هاي تشخيص سپس تصوير، از بخشي يا پنجره يك از نمونه برداري اساس بر

استفاده به منجر اين زد، تخمين مي توان كه همان طور است. توصيفگر يك ساختن براي ويژگي ها اين

كنيد. نگاه ۵ -۱ تصوير به هستند. عميق يادگيري مدل هاي اولين مدل ها اين و مي شود لايه چندين از

پيچش مرحله در دارد. وجود تجمعي۸ و پيچشي لايه چندين است، مشخص تصوير در كه همان طور

مي شوند. اعمال ورودي تصوير روي بر مشخص شده پيش از اندازه هاي با پنجره تعدادي ،۶ -۱ تصوير مانند

استخراج را قبلي تصوير مهم ويژگي هاي بايد كه داشت خواهيم جديدي توصيف) (يا تصوير درنتيجه

باشد. كرده

مثال براي كه معني اين به مي شوند استخراج برجسته تر ويژگي هاي  ،۷ -۱ تصوير مانند بعد مرحله در
7Convolutional
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مي توان نيز ديگري عملگرهاي مي شوند، استخراج آن ها مقدار حداكثر يا پنجره، يك در مقادير ميانگين

مي شود. استفاده شده ياد موارد از معمول به طور اما كرد تعريف

[۶۷] توصيفگر روي بر تجمعي عمليات :۷ -۱ تصوير

بردار يك به دوبعدي توصيفگر ماتريس ۸ -۱ تصوير مانند ابتدا معمول به طور نهايي مرحله در

مي شود. خورانده پيش خور عصبي شبكه يك به سپس و تبديل شده

RecNN ۱۳ -۱
قرار استفاده مورد مي كنند تغيير زمان طول در الگوها كه هنگامي همگشتي عصبي شبكه هاي نوع

شبكه نوعي همگشتي عصبي شبكه مي كنند. پيدا را داده ها الگوهاي زمان طي در درواقع و مي گيرند

گراف يك ، ارتباط اين دارد. وجود زماني توالي يك طي گره ها بين ارتباط يك آن در كه است عصبي

.[۱] مي يابند انتقال زمان گذر با كه است داده هايي ، زماني توالي از منظور است. جهت دار

از ثبت شده اطلاعات ، زمان تغيير با كه سهام ها قيمت شامل ، زماني سري داده هاي :RNN مثال

پردازش براي خود حافظه يا داخلي حالت از شبكه ها اين هستند. متغير پزشكي سوابق و حسگرها

[۱۲] دوبعدي توصيفگر كردن تخت :۸ -۱ تصوير
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[۱۴۲] از شده گرفته الهام تصوير RNN بازگشتي شبكه هاي :۹ -۱ تصوير

بنابراين، دارند. وابستگي قبلي ورودي به ورودي ها قبيل اين مي كنند. استفاده ورودي داده هاي دنباله

و طبيعي زبان پردازش مانند حوز ه هايي در آن ها از لذا دارد. وجود ورودي دنباله هاي بين ارتباط يك

معماري هاي پركاربردترين از نوع سه GRU و LSTM ،RNN شبكه مي شود. استفاده گفتار تشخيص

محاسبه ۱ -۱ فرمول از و است ۹ -۱ تصوير به صورت RNN شبكه هاي كار نحوه هستند. بازگشتي شبكه

.[۱۱۷] مي شود

ht = tanh(whhht−1 + wxhxt + bh) (۱ -۱)

و قبلي اطلاعات جمع رابطه با مساوي RNN دروازه هر خروجي است مشخص تصوير در كه همان طور

گذشته از اطلاعاتي كه بگيرد ياد آموزش، طول در بايد شبكه كه است معني بدان اين است. جاري ورودي

است. مشخص ۱ -۱ رابطه در وضوح به مسئله اين بسپارد. ياد يا است مهم نهايي تصميم گيري در كه را

درواقع مي كنيم. استفاده RNN از زماني ورودي هاي تعداد به است مشخص تصوير در كه همان طور

اين مشكلات از اما شده اند. داده نمايش زمان ترتيب به و هستند يكي همه شده داده نمايش RNNهاي

كرد. اشاره را زير موارد مي توان شبكه ها

است. كند محاسبات مقادير، بودن بازگشتي طبيعت خاطر به -

است. مشكل آن آموزش -

مشكل آن آموزش بنابراين دارد وجود زمان طي در گراديان شده محاسبه مقادير تضعيف مشكل -

است.
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[۱۱۱] LSTM حافظه واحد از نمايي :۱۰ -۱ تصوير

ندارد. خوبي يادسپاري به توانايي عمل در -

به خوبي نمي شود را طولاني دنباله هاي كنيم استفاده نورون ها براي غيرخطي تابع يك از وقتي -

كرد. پردازش

بلندمدت و كوتاه مدت حافظه هاي ۱۴ -۱
چندين مهم اطلاعات آوردن خاطر به توانايي كه هستند حافظه هايي LSTM عبارتي به شبكه ها۹ نوع اين

استفاده RNN جاي به LSTM از كه وقتي گفت مي توان .[۵۰] هستند دارا را اخير گام هاي و قبل گام

با ورودي ها تلفيق نحوه درنتيجه و داريم ورودي ها كردن تنظيم براي بيشتري پيچ هاي درواقع شود،

خروجي توليد در بيشتري انعطاف پذيري بنابراين و مي شوند. كنترل بهتر شده آموزش ديده وزن هاي

۱۰ -۱ تصوير در را شبكه ها اين نمونه است. بيشتر آن عملياتي و محاسباتي پيچيدگي كه هرچند داريم

كنيد. مشاهده

تاريخچه از نتواند شبكه اگر حتي چراكه است تثبيت كننده اثر داراي بلندمدت تر حافظه يك داشتن

كامل را خود پيش بيني گذشته در نگاه با است قادر بااين وجود باز كند، پيدا صحيحي درك خود اخير
9Long short-term memory
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در مي شود، بازنويسي نو از زماني گام هر در محتوا آن در كه سنتي بازگشتي عصبي شبكه برخلاف كند.

دروازه هاي طريق از جاري حافظه حفظ به نسبت است قادر شبكه LSTM بازگشتي عصبي شبكه يك

در ورودي دنباله در مهمي ويژگي LSTM واحد اگر شهودي به طور كند. تصميم گيري شده معرفي

كند منتقل طولاني مسيري طي را اطلاعات اين مي تواند سادگي به دهد تشخيص را ابتدايي گام هاي

تصوير در كه همان طور مي كند. حفظ و دريافت را احتمالي بلندمدت وابستگي هاي اين گونه بنابراين

و قبلي حافظه سلول وضعيت به توجه با بفهمد تا دارد وظيفه فراموشي دروازه است شده آورده ۱۱ -۱

نمايد. حذف را كدام ها و دارد نگه را ورودي از اطلاعات كدام جديد، اطلاعات

دروازه اي بازگشتي واحد  ۱۵ -۱
۱۱ -۱ تصوير در مي دهند. نشان بهتري عملكرد مسائل بعضي حل براي LSTM از ۱۰GRU شبكه هاي

اصلاح آسان تر مقاديرGRUها كنيد. مشاهده را LSTM با آن كاركرد مقايسه و GRU حافظه از نمونه اي

در مي شود داده آموزش LSTM از سريع تر بنابراين و ندارد مستقل حافظه واحد به نيازي و مي شود

سنتي عصبي شبكه در گراديان محو شدگي مشكل حل براي است. LSTM به خوبي آن كارايي كه حالي

به روزرساني دروازه نام به مفهوم هايي از معماري نوع اين مي باشد. GRU از استفاده راه حل ها، از يكي

مشابه بسيار اصل در gate يا دروازه دو اين مي كند. استفاده (Reset gate و Update gate) بازنشاني و

اطلاعاتي چه و شود منتقل خروجي به اطلاعاتي چه مي شود گرفته تصميم آن ها از استفاده با كه هستند

مربوط اطلاعات تا داد آموزش را آن ها مي توان كه است آن دروازه ها اين درباره خاص نكته نشود. منتقل

دستخوش مختلف) زماني گام اي (طي زمان گذر حين در آنكه بدون را قبل بسيار زماني گام هاي به

جديد و قبلي پنهان حافظه اطلاعات به توجه با مي گيرد تصميم ورودي دروازه كند. حفظ شوند تغيير

پنهان حافظه اطلاعات كدام مي گيرد تصميم خروجي دروازه شوند. سپرده بلندمدت حافظه به بايد كدام

شود. حفظ بعدي زماني بازه به انتقال براي جاري

مي كند كمك مدل به به روزرساني دروازه دارد. وجود اصلي عمليات نوع دو GRU نوع حافظه در
10Gated recurrent unit
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[۱۰۳] GRU و LSTM حافظه دو بر تعريف شده عمليات :۱۱ -۱ تصوير

چه كه مي گيرد تصميم بازنشاني دروازه شود. منتقل آينده به گذشته اطلاعات از چقدر كند تعيين تا

در آن تفاوت اما است به روزرساني دروازه مانند آن محاسبه نحوه شوند. فراموش گذشته اطلاعات مقدار

سريع تر دارد، كمتري محاسباتي دروازه هاي GRU به طوركلي است. دروازه اين از استفاده نحوه و وزن ها

است. ساده تر آن عملكرد درك و مي كند عمل بهتر مواردي در مي شود، داده آموزش

نوآوري ۱۶ -۱
روش هاي متون، اطلاعات بر مبتني آماري روش هاي كرده ايم: بررسي ديدگاه سه از را پيشين روش هاي

عصبي. مدل هاي بر مبتني توصيف گر روش هاي و لغوي دانش پايگاه بر مبتني

مي شود. محاسبه بزرگ پيكره يك در جمله دو زوج واژگان تمامي هم رخدادي آماري، روش هاي در

اين اطلاعات از سپس مي شود. تشكيل زوج واژگان تمامي شباهت ماتريس به دست آمده اطلاعات روي از

جمله هر براي مستقل ويژگي بردار مي توان مثال براي مي شود. استفاده شباهت محاسبه براي ماتريس

نهفته معنايي تحليل مانند روش هايي از مي توان يا .[۶۱] كرد محاسبه رو بردار دو فاصله و داد تشكيل

تشكيل واژه هر براي ويژگي بردار يك ابتدا عميق يادگيري بر مبتني روش هاي .[۳۰] كرد استفاده ۱۱

11LSA
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پيش بيني را مركزي واژه همسايه، واژگان ويژگي بردار از استفاده با بتوان كه طوري مثال براي مي دهند

خورانده بازگشتي۱۲ نوع از حافظه يك به جمله در آن موقعيت ترتيب به واژه هر بردارهاي سپس كرد.

را جمله براي واحد ويژگي بردار يك تشكيل و مهم اطلاعات يادسپاري به وظيفه حافظه اين مي شوند.

.[۹۰] است آن شباهت جمله،معيار دو ويژگي بردار شباهت دارد. عهده بر

در WordNet لغوي داده پايگاه را، جمله دو شباهت ارزيابي براي استفاده مورد دانش پايگاه اصلي ترين

استفاده مورد دانش پايگاه .[۸۷] است درختي به صورت واژگان ارتباط اطلاعات حاوي كه مي گيريم نظر

پايگاه .[۱۳۸] دارد نام Wikipedia2Vec است ويكي پديا در واژگان ارتباطي گراف بر مبتني كه ديگر

پايگاه دو اطلاعات حاوي دانش پايگاه اين .[۱۱۵] است WordNet داده هاي بر افزونه اي YagoNet دانش

هر روش، اين در مي باشد. آن ها بين ارتباط و مختلف موجوديت هاي اطلاعات همراه به اشاره شده دانش

براي به دست آمده نمرات از تلفيقي و مي شود مقايسه ديگر جمله واژگان با مستقل به صورت جمله واژه

موارد به مي توان شناخته شده اند، كه فن اين بر مبتني روش هاي از مي شود. استفاده نهايي نمره استخراج

كرد: اشاره زير

براي را جمله دو بين واژگان ترتيب شباهت و WordNet در موجود اسامي فقط كه STASIS -

.[۷۶] مي گيرد نظر در شباهت محاسبه

مورد سيگنال دو شباهت محاسبه براي اصل در كه پويا زماني پيچش الگوريتم از كه ۱۳DTW -

مي كند[۱۳]. استفاده جمله دو شباهت محاسبه براي است، استفاده

شباهت محاسبه براي را دانش پايگاه در موجود پيوندهاي تمامي پويا زماني پيچش و OMIOTIS -

.[۱۲۴] مي گيرند نظر در جمله دو بين

.[۹۵] مي گيرد نظر در بالا موارد بر علاوه را پويش۱۴ درخت پيوند هاي SymSS -

مورد دانش پايگاه در واژه اي هنگامي كه كرد اشاره اين به مي توان روش ها اين مشكلات بزرگ ترين از
12Recurrent
13Dynamic time warping
14Parse tree
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كنند. توليد خروجي نمي توانند نباشد، آن ها استفاده

همسايگي واژگان به توجه با كه مي شود سعي واژگان براي توصيف گر توليد بر مبتني روش هاي در

واژگان از استفاده با تا مي كند سعي عصبي شبكه عبارتي به شود. تشكيل مركزي واژه از توصيف يك

عملكرد گاهي بالا، محاسباتي پيچيدگي روش اين مشكلات از بزند. تخمين را هدف واژه همسايگي،

حل براي توصيف گرها بهينه  سازي مرحله در بيش برازش بالاي امكان و خاص مسائل حل در ضعيف

است. خاص مسئله

تلفيقي سيستم يك طراحي براي دانش پايگاه و آماري روش هردو از گرفتن الگو رساله اين هدف

همچنين و كند توليد صحيح ارزيابي نمره دانش پايگاه در واژگان حضور عدم صورت در بتواند كه است

نتايج همچنين كند. محاسبه قابل اعتمادتري همبستگي نمره بتواند دانش پايگاه روش هاي از استفاده با

دهد. بهبود زوج فعل ها شباهت ارزيابي با ارتباط در را پيشين روش هاي

غيراسمي واژه هاي نقش از دانش پايگاه هاي كافي پشتيباني عدم به مي توان موجود، محدوديت هاي از

باشد نشده نوشته دانش پايگاه در انساني نيروي توسط واژه اي اطلاعات كه مواردي در كرد. اشاره

نظر در را هم رخدادي اطلاعات هرچند آماري ساده روش هاي ندارد. وجود ارزيابي نمره توليد امكان

بردار به نياز موارد بيشتر در عصبي شبكه هاي نمي كنند. حساب را واژگان بين وابستگي اما مي گيرند

مسئله اين حل براي گيرد. صورت جمله ويژگي بردار تشكيل آموزش تا دارند پيش آموزش ديده ويژگي

روش اين هرچند داده اند. قرار مدنظر واژگان كاراكترهاي بر مبتني را ويژگي بردار طراحي پژوهش هايي

.[۱۳۳] بود خواهد بردار پايين تر كيفيت آن، هزينه اما كند توليد واژه اي هر براي ويژگي بردار مي تواند

براي مناسب ضريب هاي بايد آن در كه نظارت شده روش است. روش دو اين تلفيق نحوه ديگر، چالش

آزمايش هاي طبق مي كنيم. محاسبه را نمرات ميانگين كه ناظر بدون روش و كرد محاسبه را روش هر

نشد. حاصل متفاوت ضرايب محاسبه با بهبودي دانش، پايگاه و آماري روش هاي تلفيق در اوليه،

شباهت با مرتبط پژوهش هاي در بسزايي اهميت است گرفته صورت رساله اين در كه پژوهش هايي

بردارهاي است. نشده بررسي تاكنون دانش پايگاه و آماري روش هردو از استفاده نحوه دارد. روج جمله ها

زوج جمله شباهت ارزيابي براي به ندرت نيز Word2Vec و Glove غير روش هاي توسط شده توليد ويژگي
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است. شده آناليز

كرد: خلاصه زير موارد به مي توان را پژوهش اين دستاوردهاي

را زوج جمله ها و زوج واژگان شباهت ارزيابي آماري، دانش از استفاده با كه سيستم هايي طراحي -

مي بخشند. بهبود

عملكرد كه است شده طراحي همديگر مكمل توصيف گرهاي نلفيق با عصبي شبكه سيستم يك -

كرد. كسب RoBERTa-base مدل و Word2Vec به نسبت بهتري

نقش واژه حاوي داده هاي پايگاه در زوج واژگان ارزيابي پيشنهادي روش  كه مي شود اثبات آزمون ها در -

دارد. بهتري عملكرد فعل،

روش در نتايج بهبود باعث زوج واژگان شباهت ماتريس از محلي و عمومي ويژگي هاي استخراج -

است. شده GLP پيشنهادي

Word2Vec توصيف گر از بود تصوير در اشياء هم رخدادي بر مبتني كه ViCo توصيف گر عملكرد -

است. بهتر زوج جمله ها ارزيابي داده هاي روي

توصيف گرهاي از ميانگين صورت به GCN جمله اجزاي وابستگي بر مبتني توصيف گر عملكرد -

محتواي به وابسته روش نتايج به توجه با همچنين بود. بهتر مقايسه مورد متن از مستقل

بالايي اهميت واژگان وابستگي نحوه گرفتن نظر در كه رسيد نتيجه اين به مي توان StructBERT

دارد. جمله ها شباهت ارزيابي در

Stsbenchmark داده هاي روي Word2Vec مانند متن از مستقل توصيف گرهاي ضعيف تر نتايج -

خبري، داده هاي جمله از متنوع داده هاي مجموعه روي توصيف گرها بهينه سازي نياز از حكايت

دارد. پاسخ و پرسش تالارهاي توييتر، محتواي
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موجك روش
ماسك گذاري آموزش داده هاي واژگان روي ابتدا موجك، توصيف بر مبتني پيشنهادي روش در

حذف واژه پيش  بيني براي (RoBERTa-base اينجا (در توصيف گر سپس، و است شده انجام

تبديل توسط مي شود. انجام موجك تبديل جمله توصيف روي سپس مي شود. بهينه شده،

بيشتر جزئيات با محلي زماني اطلاعات و مي شود نگاه سيگنال عنوان به جمله توصيف به موجك،

به زوج جمله بين متناظر كانال هاي شباهت بعد مرحله در مي شود. استخراج جدا كانال هاي در

محاسبه براي خطي/غيرخطي معادله يك مي توان حال مي شود. ارسال رگرسيون به ويژگي عنوان

اين گذشته كارهاي در تاكنون ما، اطلاعات آخرين طبق كرد. محاسبه جمله دو بين شباهت

است. نگرفته قرار استفاده مورد جمله ها توصيف زمينه در رويكرد

پژوهشي پرسش هاي ۱۷ -۱
محاسبه شباهت ارزيابي براي مناسبي روش رخداد بسامد آماري داده هاي از استفاده با مي توان آيا -

كرد؟

آماري روش هاي توسط مي توانند شده، آماده پيش از دانش پايگاه در مفهوم يك نبود در آيا -

شوند؟ جايگزين

كرد؟ طراحي بهتري روش مي توان روش دو اين تلفيق با آيا -

هستند؟ واژگان شبكه بر مبتني روش هاي از بهتر شباهت ارزيابي در عصبي شبكه هاي آيا -

هستند؟ پيش آماري صرفاً روش هاي داده، مجموعه هاي كدام در -

چالش ها ۱۸ -۱
مورد واژگان تعداد بودن كم و جمله هر طول بودن كوتاه به توجه با جمله، دو بين شباهت محاسبه در

واژگان تعداد اسناد با ارتباط در است. سند دو بين شباهت ارزيابي از مشكل تر شباهت ارزيابي استفاده،
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به واژه به واژه شباهت نيست. اين طور جمله دو با ارتباط در ولي دارد، وجود بسياري استفاده مورد

واژه يك از استفاده با فقط جمله يك است ممكن باشد؛ داشته خوبي ارزيابي نتيجه نمي تواند تنهايي

كار درنتيجه باشد، داشته وجود جمله دو بين مشترك واژگان كه صورتي در شود نقض كاملاً منفي

شرطي آماري مدل يك طراحي جمله يك در كافي اطلاعات نبود دليل به مي شود. مشكل تر ارزيابي

جمله دو بين شباهت محاسبه در عميق شبكه هاي روش هاي است. مشكل بسيار شباهت محاسبه براي

كافي كارايي انسان با مقايسه در استفاده مورد اصطلاح هاي تشخيص در روش ها اين اما هستند موفق

ويژگي بردار ندارد» صدا دست «يك جمله براي نمي تواند هنوز عصبي شبكه الگوريتم مثال براي ندارند.

را جمله ويژگي بردار تا مي كند كدنگاري ترتيب به را هرواژه ويژگي بردار صرفاً و دهد تشكيل درستي

و كمك با بزرگ «موفقيت هاي است ممكن يادشده جمله معني كه است صورتي در اين دهد. تشكيل

باشد. مي آيد» دست به همه همكاري

مثال به عنوان است؛ درختي به صورت آن ها بين ارتباط و مفاهيم از وسيعي ليست شامل واژگان شبكه

معيارهاي است. شده آورده نام  ها ارتباط نحوه ۱۲ -۱ تصوير در است. شده آورده نمونه اي زير تصوير در

عمق زوج واژه، مشترك مفهوم نزديك ترين با (مفهوم) واژه هر بين فاصله شبكه، اين بر مبتني شباهت

شباهت محاسبه براي را اطلاعات) (محتواي واژه هر بسامد اطلاعات شبكه، ريشه به نسبت مشترك مفهوم

است. شده آورده شباهت محاسبه نحوه و معيارها اين از نمونه اي بعد فصل در مي گيرند. نظر در

رساله ساختار ۱۹ -۱
كرديم. بررسي را هركدام معايب و مزيت ها و مي پردازيم پيشين روش هاي بررسي به دوم فصل

كرديم بررسي را روش ها انتخاب دلايل و مي پردازيم پيشنهادي روش توضيح به سوم فصل

را آن ها كارآمدي شده انجام آزمايش هاي با و مي كنيم آناليز را پيشنهادي روش هاي چهارم فصل
كرديم اثبات

آورده ايم. را پژوهش نتايج و شده انجام روش هاي پژوهش، از كوتاهي خلاصه پنجم فصل
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[۸۳ ،۳۲] واژگان شبكه درختي ساختار از نمونه اي :۱۲ -۱ تصوير
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تلفيق (۱) است. شده تقسيم قسمت دو به زوج جمله شباهت محاسبه روش هاي به طوركلي، فصل اين در

شبكه بر مبتني روش هاي عصبي. مدل هاي (۲) و واژگان شبكه بر مبتني معيارهاي و آماري روش هاي

پيشنهادي روش شدن وابسته باعث روش ها اين از استفاده اما هستند قدرتمند و اعتماد قابل بسيار واژگان

به وابسته آماري فقط روش هاي ديگر، طرفي از شد. خواهد انگليسي) (مثلاً واژه ها شبكه مبناي زبان به

زمان گير بسيار هرچند كنند، پيدا تعميم به آساني ديگر زبان هاي به مي توانند و نيستند مشخص زبان

دو براي و مشكل واژه دو شباهت محاسبه براي كافي اطلاعات جمع آوري همچنين هستند. پيچيده و

بر علاوه مي كند. معرفي را شباهت ارزيابي روش هاي پيش زمينه فصل اين است. سخت تر حتي جمله

مي كند. بررسي مفاهيم۱ كردن اضافه طريق از را شباهت ارزيابي بهبود نحوه شده، مطرح موضوعات اين،

از يكي است. بوده آن ظهور زمان از مصنوعي هوش اهداف مهم ترين از يكي انسان زبان درك

به ماشين آن در كه [۱۲۵] است تورينگ آزمون ماشين هوشمندي، ارزيابي براي كلاسيك آزمون هاي

اين با مرتبط پژوهشي حوزه  چندين نباشد. انسان با تمايز قابل كه طوري مي پردازد انسان با محاوره

زبان، علوم در كليدي مفاهيم كه هرچند مي شوند. معرفي محاسباتي نظر از هم و زباني نظر از هم رساله،

جفت يك شباهت ميزان اينكه تا مي پردازند جمله هر مستقل معناي به بيشتر اما هستند شناخته شده

چارچوب شوند، استفاده جمله ها مقايسه به منظور قواعد اين چطور اينكه بنابراين، شود. ارزيابي جمله

بود. خواهند شباهت ارزيابي مدل هاي ساخت پايه اي

خوشه بندي ،[۸۴] مشابه اسناد خوشه بندي به مي توان متن شباهت ارزيابي گسترده كاربردهاي از

پرسش با متناظر پاسخ طرح ،[۳۴] متفاوت متون متمايزسازي ،[۲۴ ،۶۹] كوتاه جمله هاي و وب محتواي

همچنين كرد. اشاره [۱۲۷] ادبي سرقت تشخيص و [۳۶] خودكار پاسخ و پرسش سيستم هاي در كاربر

استلزام در .[۲] است شده شمرده مهم استلزام، مسائل محاسبه براي جمله دو بين واژگان ترتيب اختلاف

فرضيه همين با ارتباط در دوم جمله آيا كه دهد تشخيص بايد سيستم و داريم فرضيه عنوان به جمله يك

جامع بررسي كُلي ياندِر، و آلگِرِن توسط پژوهشي در اسناد شباهت محاسبه روش هاي .[۱۲۶] خير يا است

و (محلي) سند پاراگراف هر در شده استخراج ويژگي هاي از چاو و ژانگ پژوهش در .[۴] است شده
1Concepts
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پژوهشي در .[۱۴۳] است شده استفاده مشابه اسناد جستجوي به منظور (عمومي) سند كل ويژگي هاي

تشكيل براي مي شود استخراج واژگان شبكه توسط كه سند در موجود مترادف هاي از ۲۰۱۹ سال در

عنوان به سند هر همكاران و لي پژوهش در .[۱۱۴] است شده استفاده اسناد رده بندي و ويژگي بردار

آموزش ويژگي بردار از استفاده با مفهوم ها مي شود، داده نمايش موجود مفهوم هاي مجموعه از گرافي

مي شود محاسبه گراف ها از استفاده با اسناد ارتباط و مي شوند داده نمايش عصبي، شبكه توسط ديده

.[۹۳]

داده نمايش درختي ساختار صورت به شده بررسي روش هاي ۲ -۲ تصوير و ۱ -۲ تصوير در ادامه در

صورت به عصبي شبكه هاي بر مبتني پيشين روش هاي سپس و آماري روش هاي آن از پس و است شده

شده اند. بررسي جزئي

 

شباهت واژگان

روش های آماری

هم رخدادی نظیر به 
نظیر

مبتنی بر شبکه 
واژگان

معیار ووپالمر

لی

کوتاه ترین مسیر 
وزنی

اپیچیدگی زمانی پوی

مدل های عصبی

Glove

Word2Vec

زوج واژگان شباهت ارزيابي ديدگاه از شده بررسي پيشين روش هاي :۱ -۲ تصوير
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شباهت متن 
کوتاه

روش های آماری
مبتنی بر بسامد 

رخداد
STS

مبتنی بر شبکه 
واژگان

Feng

CTS

…

مدل های عصبی

شبکه های 
متقارن با ناظر

Siamese

توجه به نویسه ها

توصیف گر 
جمله ها

جمع وزنی 
بردارها

توجه به واژگان 
همسایگی

Disan

آموزش روی 
پیکره متن

CNN-LSTM

…

XLM

زوج جمله ها شباهت ارزيابي ديدگاه از شده بررسي پيشين روش هاي :۲ -۲ تصوير

آماري روش هاي ۱ -۲

نظير به نظير هم رخدادي اطلاعات ۱ -۱ -۲

استفاده احتمالات محاسبه براي متون هم رخدادي اطلاعات از نظير۲ به نظير متقابل اطلاعات روش

مي گيريم. نظر در را واژه دو هم رخدادي آمار حالت ساده ترين در مثال براي مي كند.

score(problemANDsolutions) = log2(p(problem&solution)/p(problem)p(solution)) (۱ -۲)

باشد، بزرگ تر كسر صورت آمار هرچقدر است. شده محاسبه واژه دو هم رخدادي ،۱ -۲ فرمول در

است. واژه دو هم رخدادي و آماري وابستگي نشان دهنده كه مي شود بيشتر خروجي مقدار
2Point-wise mutual information (PMI)
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نهفته معناي آناليز ۲ -۱ -۲

بر مبتني روش اين است. زوج واژگان شباهت محاسبه براي پايه اي روشي نهفته۳ معناي آناليز روش

محاسبه ماتريس يك ابتدا كه معني اين به است. جمله دو بين موجود واژگان رخداد بسامد مقادير

از است. سند آن در واژه رخداد بسامد آن رديف هاي و سند شناسه نمايانگر آن ستون هاي كه مي شود

عبارتي، به مي شود. استخراج ارزشمند اطلاعات ۴ ويژه مقدار به تجريه روش توسط هم رخدادي ماتريس

تغيير هستند واريانس مقدار بيشترين داراي واژگان بسامد بردار نقاط كه جهتي به را مختصات محور

تجزيه فضاي در جمله دو شباهت است. شده داده نمايش ۵ -۲ تصوير در آن مثال نمونه كه مي دهيم

آماري و رياضي فن هاي از تعدادي با بسياري شباهت مفهومي فضاي اين مي شود. محاسبه منفرد مقدار

آناليز و ۵ ويژه بردارهاي تجزيه ازجمله: مي گيرند، قرار استفاده مورد ديگري زمينه هاي در كه دارد

جدول در مدل اين شود. داده نمايش برداري فضاي مدل در سندها واژگان ابتدا در كنيد فرض طيفي۶.

يك وجود صورت در كه است متني اسناد نمايش براي جبري مدل بر مبتني رويكردهاي از يكي ۱ -۲

آن روش اين كلي مشكل مي شود. داده تخصيص صفر عدد واژه نبود صورت در و يك عدد سند در واژه

بر علاوه و كند مدل را غيرخطي روابط نمي تواند و است خطي مدل يك نهفته، معناي آناليز كه است

بگيريد: نظر در را زير نمونه سندهاي ندارد. وجود نتايج آسان تفسير امكان آن،

(a) An apple is a sweet, edible fruit produced by an apple tree.

(b) A peach is a soft, juicy and fleshy fruit.

(c) Grape is a soft fruit.

(d) A vehicle is a machine that transports people.

(e) A motorcycle is a vehicle.
3Latent semantic analysis (LSA)
4SVD
5Eigenvector decomposition
6Spectral analysis
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برداري فضاي مدل :۱ -۲ جدول
e d c b a
۰ ۰ ۰ ۰ ۱ apple
۰ ۰ ۰ ۰ ۱ sweet
۰ ۰ ۰ ۰ ۱ edible
۰ ۰ ۱ ۱ ۱ fruit
۰ ۰ ۰ ۰ ۱ produced
۰ ۰ ۰ ۰ ۱ tree
۰ ۰ ۰ ۱ ۰ peach
۰ ۰ ۱ ۱ ۰ soft
۰ ۰ ۰ ۱ ۰ juicy
۰ ۰ ۰ ۱ ۰ fleshy
۰ ۰ ۱ ۰ ۰ grape
۰ ۰ ۰ ۰ ۰ soft
۱ ۱ ۰ ۰ ۰ vehicle
۰ ۱ ۰ ۰ ۰ machine
۰ ۱ ۰ ۰ ۰ transport
۰ ۱ ۰ ۰ ۰ people
۱ ۰ ۰ ۰ ۰ motorcycle

[۳۰] منفرد مقدار فضاي در تجزيه :۳ -۲ تصوير

كه مي شود تجزيه ۳ -۲ تصوير مانند ماتريس سه به منفرد مقدار تجزيه فضاي در ۱ -۲ جدول بردار

آن: در

T́0T0 = I كه معنا اين به است يكنواخت طول با متعامد ستون هاي داراي T0 -

D́0D0 = I كه معنا اين به است يكنواخت طول با متعامد ستون هاي داراي D0 -

است. ويژه مقادير حاوي قطري ماتريس S0 -

است. X رديف هاي تعداد t -

است. X ستون هاي تعداد d -
۳۲



[۳۰] منفرد مقدار فضاي از استفاده با جديد فضاي تشكيل :۴ -۲ تصوير

[۱۵] داده ها در واريانس بيشترين سمت به مختصات محور گردش :۵ -۲ تصوير

m ≤ min(t, d) و است x درجه۷ m -

بزرگ ترين از نظر مورد تعداد فقط مي توان باشند مرتب كوچك به بزرگ از S0 در ويژه مقادير اگر

k ≤ m درجه با x̂ تخميني ماتريس به شكل بدين و گذاشت صفر را باقي و نگهداشت را ويژه مقادير

.(۴ -۲ (شكل كنيم پيدا دست

STS روش ۳ -۱ -۲

محاسبه واژگان رخداد بسامد بر مبتني آماري معيارهاي از استفاده با را متن دو معنايي شباهت STSروش

ايده مي گيرد[۵۹]. نظر در نيز را زوج واژه بين (NLCS) مشترك نويسه اي دنباله ي طولاني ترين و مي كند

براي شود. داده تشخيص پيشنهادي روش توسط بايد واژه يك نويسه املايي غلط كه است اين NLCS

جمله: دو در مثال

• T1: Many consider Maradona as the best player in soccer history.

• T2: Maradena is one of the best soccer players.
7Rank
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شوند. گرفته نظر در واژه يكسان دو اين اما است شده نوشته اشتباه دوم جمله در Maradona واژه

عبارتي به هستند. هم رخداد مشابه سندهاي در هم، مشابه واژگان كه است اين STS روش بعدي ايده

زياد احتمال به واژگان اين هردوي اطراف در زيرا هستند شبيه همديگر به «سگ» و «گربه» واژه ديگر

نيست شبيه «ميز» به «گربه» واژه ديگر، طرفي از دارد. وجود «غذا» «حيوانات»، مانند مشترك واژه هايي

در واژگان ترتيب كه است اين سوم ايده مي شوند. نوشته متفاوتي سندهاي در معمولاً واژه دو اين زيرا

نظر در املايي) اشتباه (بدون را قبل جمله ي دو مثال، براي است. يكديگر مانند هم، به شبيه جمله هاي

يا پيشوند بدون واژه شكل واژه، اصلي جزء كردن پيدا ريشه يابي، و ايست واژه ها حذف از بعد بگيريد؛

مي رسيم: زير ليست دو به پسوند

• T1 = maradona, the, best, player, soccer

• T2 = maradona, the, best, soccer, player

مي شود، شناسايي جمله دو بين مشترك واژگان ابتدا زوج جمله، واژگان ترتيب شباهت محاسبه براي

آن به توجه با و مي شود داده تخصيص شاخص عدد عنوان به عددي اول جمله ي واژگان تمام به سپس

داريم: بنابراين مي شود داده تخصيص شاخص عددهاي دوم جمله براي

• x = {1, 2, 3, 4, 5}

• y = {1, 2, 3, 5, 4}

n آن در كه است ۲ -۲ فرمول طبق جمله دو بين واژگان ترتيب شباهت محاسبه نحوه نتيجه، در

است. جمله دو بين مشترك واژه هاي تعداد

simorder =



1−
2
∑n

i=1
|xi−yi|

n2 if n→ زوج

1−
2
∑n

i=1
|xi−yi|

n2−1 if n→ فرد and n > 1

1 if n→ فرد and n = 1


(۲ -۲)
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[۱۰۰] واژگان شبكه در فاصله ها محاسبه نحوه از نمونه اي :۶ -۲ تصوير

واژگان شبكه درختي ساختار بر مبتني شباهت ۲ -۲
واژه دو شباهت مثال، براي است. واژه معناي از ابهام زدايي شباهت، معيارهاي اين پيشنهاد از هدف

مشترك مفهوم نزديكترين واژگان، شبكه بر مبتني معيارهاي بگيريد. نظر در را «apple» و «market»

معناي و مي شود ابهام زدايي «apple» واژه از شباهت محاسبه براي نتيجه در مي كند، پيدا را دو اين بين

واژگان شبكه از نمونه اي ۶ -۲ تصوير در سيب). ميوه مقابل (در مي گيرد قرار استفاده مورد اپل» «شركت

است. شده مشخص آن در فاصله معيارهاي از تعدادي و مي كنيد مشاهده را

پالمر و وو معيار ۱ -۲ -۲

نظر در را دو اين مشترك مفهوم نزديك ترين و c2 و c1 مفهوم هاي مكاني موقعيت شباهت، معيار اين

.[۱۳۷] مي گيرد
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simwup(c1, c2) = 2× depth(LCS(c1, c2))
depth(c1) + depth(c2)

(۳ -۲)

مفهوم هر فاصله جمع توسط و دارد مستقيم رابطه مشترك، مفهوم نزديكترين عمق با شباهت محاسبه

محاسباتي سادگي روش، اين مزيت مي شود. نگاشت يك و صفر بين عددي به واژگان، شبكه ريشه از

مفهوم دو بين مسير كوتاه ترين فاصله و نمي شود استفاده آماري اطلاعات هيچ گونه آن در اما است، آن

است. نشده بررسي

لي معيار ۲ -۲ -۲

گرفته نظر در ركود معني به بايد رود كار به اقتصادي متن بافت در اگر «depression» واژه مثال، براي

محاسبه در مي رسد نظر به است. گرفته قرار نزولي روند يك در طولاني مدت به بازار اينكه و شود

بهتري عملكرد واژه معناي از ابهام زدايي در زوج واژه، بين مسير كوتاه ترين معيار با مي توان شباهت،

اين مي گيرد. نظر در نيز را واژه دو بين مستقيم فاصله لي، معيار كه زيرا داشت؛ ووپالمر روش به نسبت

عمق با c2 و c1 مفهوم دو مسير كوتاه ترين از تابعي و شده است مشتق تجربي و شهودي به طور معيار،

و α ≥ 0 ،۴ -۲ فرمول در .[۷۵] است واژگان شبكه ريشه به نسبت دو، اين مشترك مفهوم نزديك ترين

طبق مي كنند. تنظيم را عمق و مسير كوتاه ترين تأثير نسبت ترتيب، به كه هستند پارامترهايي β > 0

هستند. α = 0/2, β = 0/6 پارامترها بهترين ،[۷۵] همكاران و لي پژوهش

simli(c1, c2) = e−α×length eβ×depth(LCS(c1,c2)) − e−β×depth(LCS(c1,c2))

eβ×depth(LCS(c1,c2)) + e−β×depth(LCS(c1,c2)) (۴ -۲)

با دارند، قرار مفاهيم بين (IS − A) پيوندهاي مبناي بر تنها بالا، معيارهاي شده بررسي روش دو
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ثابت عموماً رده بندي در عبارات چگالي اما هستند، فواصل نشان دهنده رده بندي، در پيوندها كه اين فرض

از كوچك تري مجموعه با دارند، وجود بالاتر سلسله مراتب در كه كلي تر عبارات معمول، به طور نيست.

سلسله مراتب در بالاتر بسيار چگالي با خاص تر واژگان از بيشتري تعداد كه حالي در هستند؛ مرتبط گره ها

موجود آن ها مشترك (والد است دو «حيوان» و «گياه» بين لينك فاصله مثال براي دارند. قرار پايين تري

به طور است). اسب مانند آن ها مشترك (والد است دو نيز اسب و «گورخر» بين فاصله و است). زنده

فاصله، دو اين كه است حالي در اين حيوان، و گياه تا هستند مرتبط بيشتر هم به گورخر و اسب شهودي

مي شود. گرفته نظر در يكسان

وزني مسير كوتاه ترين معيار ۳ -۲ -۲

ارزيابي براي واژگان اطلاعات محتواي محاسبه روي فقط يا واژگان، شبكه بر مبتني روش هاي بيشتر

مي زنند. تخمين را شباهت واژه، دو بين مسير كوتاه ترين محاسبه از استفاده با يا و كرده اند تمركز شباهت

طراحي دقيق تري معيار تا مي شوند تلفيق شباهت، محاسبه براي نامبرده ويژگي هاي هردوي معيار، اين در

مي شود. محاسبه ۵ -۲ فرمول از استفاده با معيار اين شود.

simwpath(c1, c2) = 1
1 + length(c1, c2)× αIC(Clcs) (۵ -۲)

مي شود. تنظيم α متغير از استفاده با واژه، دو بسامدي اطلاعات تأثير ميزان محاسبه فرمول، اين در

فاصله length(c1, c2) فرمول، اين در است. مقايسه مورد مفهوم دو بين مشترك مفهوم نزديك ترين CLCS

.[۱۴۵] است واژه دو بين مسير كوتاه ترين
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واژگان شبكه بر مبتني جمله دو شباهت محاسبه ۳ -۲

Feng ۱ -۳ -۲

مستقيم ارتباط است: شده استفاده جمله دو شباهت محاسبه براي روش دو مارتين، و ژو فنِگ روش در

به .[۳۵] مي شود داده بسط مترادف واژه هاي از استفاده با جمله هر ابتدا اول، نوع در غيرمستقيم. و

بود: خواهد ۷ -۲ فرمول مانند شده داده بسط جمله ي باشد، ۶ -۲ فرمول مانند جمله كه اگر عبارتي،

s1 = {NN1, V B1, ADJ1, ADV1}

s2 = {NN2, V B2, ADJ2, ADV2}

(۶ -۲)

ś1 = {ŃN1, V́ B1, ÁDJ1, ÁDV1}

ś2 = {ŃN2, V́ B2, ÁDJ2, ÁDV2}

(۷ -۲)

جمله در واژه هر شباهت ،۸ -۲ فرمول مانند سپس است، شده محاسبه ۳ -۲ فرمول با واژه دو شباهت

جمله در «نقش واژه» هر اهميت بعد، مرحله در مي شود. محاسبه دوم جمله در هم نقش واژه هاي با اول

فرمول طبق واژه اطلاعات۸، محتواي ضرب در با ادامه، در و مي شود محاسبه دوم جمله به نسبت اول،

مي شود. وزن دهي ۹ -۲

sim(wi|s2) =


∑

qk∈NN2

sim(wi,qk)
wordP airNumber if |ŃN1| > 0, |ŃN2| > 0

0.05 if |ŃN1| > 0, |ŃN2| = 0

 (۸ -۲)

8Information content
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دوم جمله در اسم گروه به متعلق واژگان دسته در k شماره واژه معناي به qk نماد ۸ -۲ فرمول در

محاسبه دوم جمله اسم گروه واژه هاي با اول جمله در wi واژه شباهت ديگر عبارتي به است. NN2

است جمله دو بين زوج واژگان كل تعداد نماد كه wordPairNumber توسط معادله سپس، مي شود.

مي شوند. جمع مقادير wi واژه هاي تمام ازاي به ،۹ -۲ فرمول طبق ادامه، در مي شود. نرمال

sim(ŃN1|s2) =
∑

W1∈ŃN1
1

|ŃN1| sim(wi|s2)IC(wi)

IC(w) = 1− log(n+1)
log(N+1)

(۹ -۲)

جمع با برابر نهايي نتيجه و مي باشد واژه ها تمام بسامد جمع N و پيكره در w واژه بسامد n آن در كه

مي شود. محاسبه زير صورت به دوم، به اول جمله شرطي شباهت است. زوج واژه ها شباهت هاي

sim(s1|s2) = α(sim(ŃN1|s2) + sim(V́ B1|s2)) + β(sim(ÁDJ1|s2) + sim(ÁDV1|s2)) (۱۰ -۲)

انتها، در مي كند. مشخص محاسبه در را نقش واژه دسته هر اهميت β = 0/8 و α = 0/1 آن در كه

مي شود. محاسبه زير فرمول با مستقيم» «ارتباط طريق از جمله دو شباهت

simdirect(s1, s2) = |ś1|
|ś1|+ |ś2|

sim(s1|s2) + |ś1|
|ś1|+ |ś2|

sim(s2|s1) (۱۱ -۲)

اين طبق است. دوم جمله طول |ś2| و اول شده داده بسط جمله واژه هاي تعداد |ś1| آن در كه

شرايط، به وابسته بلكه ندارد بستگي استفاده مورد واژه هاي به فقط جمله دو بين شباهت پژوهش،

مي گيرد. قرار استفاده مورد واژه ها از مشخصي دنباله ي

كه مي دهد تشكيل را جمله دو بين غيرمستقيم ارتباط دنباله، دو هم ترازيهم ترازي ميزان محاسبه
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تا است لازم ويرايش تعداد چه عبارتي به .[۹۱] مي شود محاسبه نيدِلمَن-وانچ۹ الگوريتم از استفاده با

يا پروتئين توالي دو بتوان تا شد طراحي ابتدا در الگوريتم، اين شود. تبديل ديگر جمله اي به جمله يك

اين در است. اول جمله در i واژه عنوان به c1i نماد ۱۲ -۲ فرمول در شوند. ۱۰ هم تراز باهم نوكلئوتيدي

درايه كه مي گردد تشكيل F ماتريس ،N و M ترتيب به طول با c2 و c1 ورودي رشته دو براي فرمول،

پايين درايه تا ماتريس راست بالاي بخش از الگوريتم اين است. c2j...2N و c1i...1M بهينه تراز آن Fi,j

روش، تنبيه پارامتر d است. شده آورده زير فرمول در ماتريس درايه هر محاسبه نحوه مي شود. پر چپ

است. تنظيم قابل آن مقدار و است رشته دنباله دو بين هماهنگي عدم دليل به

Fi,j = max



Fi−1,j−1 + simwup(c1i, c2j)

Fi−1,j − d

Fi,j−1 − d


F0,0 = 0 (۱۲ -۲)

مي شود، محاسبه ۳ -۲ فرمول ووپالمر معيار با مطابق كه است واژه دو بين شباهت s(c1i, c2j) آن در كه

مي شود. وز ن دهي ۱۳ -۲ فرمول شكل به سپس

simwup(c1i, c2j) = max


θsimwup(c1i, c2j) simwup(c1i, c2j) ≥ ζ

−1 simwup(c1i, c2j) < ζ

 (۱۳ -۲)

است. مقايسه مورد واژه دو نقش به وابسته θ مقدار كه هستند تنظيم قابل پارامترهاي θ و ζ مقادير

است. شده آورده زير فرمول در جمله دو غيرمستقيم» «ارتباط نهايي مقدار
9Needleman-wunsch
10Align
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simindirect(s1, s2) =
F|s1|,|s2|

max(|s1|, |s2|)
(۱۴ -۲)

جمله دو شباهت محاسبه نهايي فرمول است. دوم و اول جمله واژه هاي تعداد s2 و s1 آن در كه

است. زير فرمول با مطابق

simfeng(s1, s2) = function(dr, indr) = λsimdirect + (1− λ)simindirect

= λ( |ś1|
|ś1|+|ś2| sim(s1|s2) + |ś1|

|ś1|+|ś2| sim(s2|s1) + (1− λ) F|s1|,|s2|
max(|s1|,|s2|)

(۱۵ -۲)

است. جمله دو بين «غيرمستقيم» و مستقيم» «ارتباط تأثير ميزان تنظيم كننده ي λ پارامتر

پويا زماني پيچيدگي ۲ -۳ -۲

مشابه كاركرد با ) پويا۱۱ زماني پيچيدگي الگوريتم از پژوهشگران ژِنگ، و ژو ليو، توسط پژوهشي در

دو كردن پيدا براي الگوريتم اين .[۷۷] كرده اند استفاده متن شباهت محاسبه براي نيدلمن-وانچ)

مي تواند به طوركلي مي شود. استفاده است ديگري از سريع تر زمان، طول در يكي كه مشابه سيگنال

رشته دو كنيد فرض شود. استفاده هستند كمي تغييرات حاوي كه يكسان شكل هاي كردن پيدا براي

شكل m × n ماتريس يك باشند؛ واژه n و m حاوي q =< q1, q2, ..., qn > و p =< p1, p2, ..., pm >

تعيين را Q و P بين تراز كه است ماتريس درايه هاي از دنباله اي ۱۶ -۲ فرمول در w مسير و مي گيرد

مي كند.

w = (i1, j1), (i2, j2), ..., (it, kt)

max(m, n) ≤ t < m + n− 1

(۱۶ -۲)

11Dynamic-programming-language
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[۱۳] پويا زماني الگوريتم با جمله دو هم ترازي مسير :۷ -۲ تصوير

مي دهد. نمايش ماتريس در را مسير اين ۷ -۲ تصوير

مي شود. محاسبه ۱۷ -۲ فرمول با ماتريس در درايه هر مقادير

f(i, j) = dist(pi, qj) + min



f(i− 1, j)

f(i, j − 1)

f(i− 1, j − 1)


f(0, 0) = 0

f(i, 0) = f(0, j) =∞

i ∈ (0, m), j ∈ (0, n)

(۱۷ -۲)

مي كند. محاسبه ۱۸ -۲ فرمول با را واژه دو بين شباهت dist تابع

dist(w1, w2) = 1− eα×depth(LCS(c1,c2)) − 1
eα×depth(LCS(c1,c2)) + eβ×length(c1,c2) − 2

(۱۸ -۲)

و ليو پژوهش توسط آن ها پيشنهادي مقادير و [۷۷] هستند تنظيم قابل پارامترهاي β و α آن در كه
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مي توان (it, jt) تا (i1, j1) از بهينه مسير يافتن براي است. شده پيشنهاد β = 0/45 و α = 0/1 همكاران

جمع كه است مسيري بهينه مسير .[۱۳] كرد استفاده پويا برنامه نويسي الگوريتم يا حريصانه روش از

مورد ويرايش تعداد عنوان به كمينه، مقدار اين از سپس باشد. كمينه آن در موجود درايه هاي تجمعي

مي شود. گرفته نظر در ديگر جمله به جمله يك تبديل براي نياز

HLA و LSS ۳ -۳ -۲

روش اين كه مي دهد نشان تجربي نتايج البته است؛ نهفته معناي آناليز از شده مشتق نيز ۱۲HAL روش

پيدا با واژه دو شباهت LSS روش براي .[۲۲] نيست مناسب كوتاه متون معنايي شباهت محاسبه براي

عبارتي به مي شود؛ محاسبه واژه» شبكه در دو اين متصل كننده «مسير در بيشينه» شباهت «مقدار كردن

:[۲۹] بگيريد نظر در را زير جمله دو كند. متصل هم به را واژه دو كه مسيري كوتاه ترين

• The chrysanthemum lady

• A woman selling flowers

مي فروشد» گل كه «خانمي و مي فروشد» داوودي گل كه «زني ترتيب به جمله دو اين معناي

هستند: زير ليست دو حاوي واژه ها كردن جدا و ايست واژه ها حذف بعد جمله دو است.اين

• chrysanthemum, lady

• woman, selling, flowers

مي توان شكل اين به نتيجه در مي رسيم. ۸ -۲ تصوير به بگيريم نظر در باهم را واژه ها شباهت اگر

گل واژه دو كسينوس فاصله حالا كه اگر داد. ارائه راه حلي شباهت محاسبه براي داده كمبود مشكل با

ميزان داشت. خواهيم صفر غير مقدار كنيم محاسبه را (chrysanthemum) داوودي گل و (flower)

مي شود محاسبه ۲ -۲ جدول مانند واژه ها زوج تمامي بين شباهت

مي شود. محاسبه ۳ -۲ جدول صورت به دوم و اول جمله هاي از هريك بردار آن، پي در
12Hyperspace analogs to language
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[۲۹] آن  ها شباهت ميزان كردن صفر غير براي واژه ها به وزن دهي :۸ -۲ تصوير

واژگان شباهت ماتريس :۲ -۲ جدول
woman selling lady flower chrysanthemum

۰/۱ ۰/۰۶ ۰/۰۹ ۰/۵ ۱ chrysanthemum
۰/۱۱ ۰/۰۹ ۰/۱ ۱ flower
۰/۵ ۰/۰۵ ۱ lady
۰/۰۹ ۱ selling

۱ woman

جمله ها بردار شكل گيري :۳ -۲ جدول
woman selling lady flower chrysanthemum

۰ ۰ ۱ ۰ ۱ اول جمله
۱ ۱ ۰ ۱ ۰ دوم جمله

بردارهاي
واژگان

۰/۱ ۰/۰۶ ۰/۰۹ ۰/۵ ۱ chrysanthemum
۰/۵ ۰/۰۷ ۱ ۰/۱ ۰/۰۹ lady اول جمله
۰/۱۱ ۰/۰۹ ۰/۱ ۱ ۰/۵ flower
۰/۰۹ ۱ ۰/۰۷ ۰/۰۹ ۰/۰۶ selling

۱ ۰/۰۹ ۰/۵ ۰/۱۱ ۰/۱ woman
دوم جمله

۰/۶ ۰/۱۳ ۱/۰۹ ۰/۶ ۱/۰۹ اول جمله
۱/۲ ۱/۱۸ ۰/۶۷ ۱/۲۰ ۰/۶۶ دوم جمله وزني بردار
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STASIS روش در جمله ويژگي بردار محاسبه :۴ -۲ جدول
RAM keeps things being worked with the CPU uses as a short-term memory store

RAM 1 0/8147 0/8147
keeps 1
things 1 0/2802 0/4433
being 1
worked 1
with 1
vec1 1 1 1 1 1 1 0 0/2843 0/4433 0 0 0 0/8147 0/8147

جمله اول واژه با اول جمله واژه هاي تمام شباهت جمع است، شده آورده ۳ -۲ جدول در كه همان طور

كه مي شوند استخراج صوزت همين به نيز ديگر ويژگي هاي مي شود. محاسبه ويژگي يك عنوان به بعدي

مي باشد. آن ها متناظر وزني بردار كسينوس فاصله، جمله دو تفاوت مقدار است. شده برجسته جدول در

STASIS ۴ -۳ -۲

ترتيب مقايسه و معنايي شباهت محاسبه بخش دو از همكاران و لي توسط شده معرفي STASIS روش

.[۷۶] است شده تشكيل واژگان

معنايي شباهت (۱

جمله: دو مثال براي مي گيرند، قرار جمله يك در باهم مقايسه مورد جمله دو ابتدا

• s1: RAM keeps things being worked with.

• s2: The CPU uses RAM as a short-term memory store.

مي شوند: زير جمله به تبديل هم به اتصال با

T: RAM keeps things being worked with The CPU uses as a short-term memory store

مشخص كه همان طور است. شده داده نمايش ۴ -۲ جدول در اول جمله ويژگي بردار محاسبه جدول

پيدا دارد را شباهت بيشترين كه s1 ازجمله واژه اي ،«T جمله اول رديف «در واژه هر براي است، شده

مي گردد. ذخيره است vec1 كه جمله بردار در ويژگي يك عنوان به آن شباهت مقدار سپس مي شود؛

عنوان به بردار دو اين كاسينوسي معيار سپس مي شود محاسبه ترتيب همين به نيز دوم جمله بردار

مي گيرد. قرار استفاده مورد جمله دو شباهت معيار

واژگان ترتيب (۲
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بگيريد: نظر در را زير جمله دو

• s1: A quick brown dog jumps over the lazy fox.

• s2: A quick brown fox jumps over the lazy dog.

مي شود: تشكيل زير صورت به نباشد تكراري واژگان حاوي كه جمله دو اين از تلفيقي جمله يك ابتدا

T = a quick brown dog jumps over the lazy fox

تخصيص عددي تركيبي، جمله در آن قرارگيري مكان به توجه با ،s2 و s1 جمله در واژه هر براي سپس

مي آيد: دست به زير بردارهاي آن نتيجه در كه مي شود داده

r1 = 1, 2, 3, 4, 5, 6, 7, 8, 9

r2 = 1, 2, 3, 9, 5, 6, 7, 8, 4

مي شود. حساب جمله دو بين واژگان ترتيب شباهت ۱۹ -۲ فرمول از استفاده با سپس،

sr = 1− ||r1 − r2||
||r1 + r2||

(۱۹ -۲)

بردار كاسينوس شباهت در δ ضريب آن در كه است ۲۰ -۲ فرمول با مطابق شباهت محاسبه نهايي روش

مي شود. جمع واژگان ترتيب شباهت با جمله دو

simstasis(s1, s2) = δ( vec1 · vec2

||vec1|| · ||vec2||
) + (1− δ) ||r1 − r2||

||r1 + r2||
(۲۰ -۲)
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Omiotis ۵ -۳ -۲

مي كند فراهم متون بين وابستگي از ديگري ارزيابي وِزيريانيس، و سات سِرانيس توسط شده معرفي روش

Omiotis روش در .[۱۲۴] مي دهد تعميم متون بين ارزيابي براي را واژه به واژه معنايي ارتباط معيار و

از بالقوه به طور واژگان از جفت هر است. شده استفاده معنايي پيوندهاي منبع عنوان به واژگان شبكه از

آماري اطلاعات با را واژه دو ارتباط Omiotis مي شوند. متصل هم به معنايي مسير چند يا يك طريق

دستاوردهاي بنابراين كند. فراهم را متون بين نهايي معنايي همبستگي امتياز تا مي كند ادغام واژگان

كرد: خلاصه زير صورت به مي توان را آن

همچنين واژگان، نقش جمله از كند فراهم مي تواند واژگان شبكه ساختار كه روابطي نوع همه .۱

است شده استفاده واژه دو شباهت محاسبه براي مشترك مفهوم عمق و روابط اين تأثير وزن دهي

مي دهد. افزايش را واژه دو بين معنايي مسير كردن پيدا شانس كه

از استفاده به نيازي كه است شده معرفي متن بين معنايي ارتباط محاسبه براي جديد معيار يك .۲

ندارد. ناظر بدون يا و باناظر يادگيري روش هاي يا خارجي پيكره هاي

است، شده ارزيابي واژگان از جفت هر بين قبل از كه معنايي وابستگي امتيازات بودن دسترس در .۳

مي بخشد. سرعت را متن بين معنايي ارتباط محاسبه

CTS ۶ -۳ -۲

نقش واژه به را قيد» يا صفت «فعل، جمله: مختلف اجزاي مي توان چون كه مي كند بررسي ۱۳ CTS روش

پيدا نيز را واژه دو بين مشترك مفهوم مي توان ترتيب بدين كرد، نگاشت واژگان شبكه در آن ها متناظر نام

كمتري اطلاعاتي بار شود، استفاده سندها در به وفور واژه اي اگر كه مي كند اشاره همچنين كرد[۵۴].

محتواي «معيار از استفاده با ارزش اين مي شوند. ديده سندها در كمتر كه دارد واژه هايي به نسبت

مثال براي است. شده استفاده واژه جفت شباهت ارزيابي در مستقيماً و مي شود محاسبه اطلاعاتي»
13Concept transferred space
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شبكه در «مرد» والد عنوان به «شخص» چراكه دارد بيشتري اطلاعاتي ارزش «شخص» از «مرد» واژه

اين دستاوردهاي مي شوند. شناسايي استنفرد آماده ابزار توسط موجوديت ها نام مي شود. شناخته واژه

كرد: خلاصه زير صورت به مي توان را پژوهش

بتوانند نقش واژه ها تمامي كه طوري است شده معرفي اسم غير واژه هاي نگاشت براي جديدي روش .۱

شوند. استفاده شباهت محاسبه در

محاسبه در موجوديت ها نام از استفاده با اطلاعات، رفتن دست از كاهش براي جديدي روش .۲

است. شده معرفي شباهت،

است. شده گرفته نظر در معنايي، شباهت ارزيابي در مختلف واژه هاي تأثير تعيين براي روشي .۳

فرمول مطابق واژه دو اطلاعات محتواي و ۲۱ -۲ فرمول از واژه دو بين مشترك مفهوم روش، اين در

مي شود. محاسبه ۲۲ -۲

commonIC(c1, ..., cn) = IC[∩n
i=1ci] (۲۱ -۲)

IC(c1, c2) = IC(c1) + IC(c2)− commonIC(c1, c2) (۲۲ -۲)

همان طور است. شده آورده واژگان شبكه در مفهوم ها بين ساختاري روابط از نمونه اي ۹ -۲ تصوير در

مفهوم و است person← female و male بين مشترك مفهوم مثال براي مي كنيد، مشاهده تصوير در كه

مي باشد: زير صورت به ترتيب به دو هر محاسبه نحوه است. organism ← person و male بين مشترك

IC(male,female)=IC(male)+IC(female)-commonIC(male,female)

commonIC(male,female)=IC(person)
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[۵۴] مختلف مفهوم هاي بين ساختاري روابط مثال :۹ -۲ تصوير

IC(male,person)=IC(male)+IC(person)-commonIC(male,person)

commonIC(male,person)=IC(organism)

مقايسه» مورد جمله «دو بين اطلاعات» محتواي «همپوشاني گرفتن نظر در با را شباهت CTS روش

مشخص معني هايي شامل آن در واژه هر و است اطلاعات محتواي منبع عنوان به جمله، مي كند. محاسبه

.[۱۳۶] مي دهد نمايش را شباهت محاسبه فرآيند ۱۰ -۲ تصوير مي كند. اضافه را خاصي مفهوم كه است

در ولي مي كردند محاسبه را، روش بهينه پارامترهاي آموزش، داده هاي از استفاده با پيشين روش هاي

است. شده استفاده شباهت محاسبه براي يادگيرنده الگوريتم بدون جمله ها اطلاعات محتواي اينجا،

«اشتراك آن پي در و شوند محاسبه پيكره و واژگان دانش پايگاه از مي توانند جمله ها اطلاعات محتواي

اطلاعات محتواي اشتراك بين نسبت از شباهت انتها در شود. حساب جمله دو بين اطلاعات» محتواي

است. شده داده توضيح جزئيات با فرآيند اين زير در مي شود. مشتق آن اجتماع و

اجتماع روابط ۱۱ -۲ تصوير در و است شده آورده واژگان معنايي شبكه از نمونه اي ۱۲ -۱ تصوير در

قطعيت عدم حذف براي اطلاعات اطلاعات، نظريه ديدگاه از مي باشد. مشخص مفاهيم بين اشتراك و

كمتري اطلاعات حاوي باشد بالاتري سطح در بررسي مورد مفهوم هرچه و مي گيرد قرار استفاده مورد

«person» اطلاعات قطعاً مي دهد ارائه را «female» و «male» اطلاعات كه مفهومي مثال، براي است.

گنجانده هردو داخل در «person» معنايي، اطلاعات روابط ديد از ديگر عبارتي به دارد. خود در هم را

كرد. محاسبه ۱۱ -۲ تصوير با مشابه شكلي به را معنايي ارتباط اطلاعات مي توان بنابراين است. شده

مفهوم ها بين اطلاعات محتواي اشتراك -۱
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[۵۴] CTS روش در شباهت ارزيابي فرآيند :۱۰ -۲ تصوير

[۵۴] مرتبط مفهوم هاي احاطه ي چپ) (سمت و اطلاعات محتواي احاطه ي راست) (سمت :۱۱ -۲ تصوير

است. شده گرفته الهام ۲۳ -۲ فرمول طبق و رِزنيك روش از اطلاعات» محتواي » محاسبه براي

IC(c) = −log(P (c)) (۲۳ -۲)

پيكره يك در آن احتمال از واژه يك اطلاعات محتواي است. c مفهوم رخداد بسامد p(c) آن در كه

احتمال هرچه كه زيرا است مناسب بسيار روش اين از اطلاعات محتواي محاسبه شده است. مشتق زباني

انتزاعي تر مفهوم هرچه بنابراين مي كند؛ پيدا كاهش واژه اطلاعات محتواي مي كند، پيدا افزايش رخداد

استفاده مفهوم يك اطلاعاتي بار محاسبه براي معيار اين از است. كمتر آن اطلاعات محتواي باشد
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مي آيد. دست به ۲۴ -۲ فرمول با مفهوم چند اشتراك مي شود.

commonIC(c1, c2, ..., cn) = IC(c1 ∩ ... ∩ cn) = maxc∈subsum(c1,...,cn)[−log(p(c))] (۲۴ -۲)

زيرا دارد، اشاره (c1, ..., cn) بين مشترك زيرمجموعه هاي ليست به subsum(c1, ..., cn) آن در كه

زيرمجموعه ي «خانم» و «مرد» مفهوم بين مثال براي باشد. داشته وجود والد چندين است ممكن كه

تبديل ۲۴ -۲ فرمول باشد داشته وجود مفهوم يك فقط كه اگر خاص صورت به است. «شخص» مشترك

شد. خواهد ۲۵ -۲ به

commonIC(c1) = maxc∈c1)[−log(p(c))] = IC(c1) (۲۵ -۲)

جمله ها بين شباهت محاسبه -۲

كنيم. تعريف ۲۶ -۲ فرمول مطابق را جمله دو اگر

sa = {ca
i |i = 1, 2, ..., na; na = |sa|}

sb = {cb
i |i = 1, 2, ..., nb; nb = |sb|}

(۲۶ -۲)

مي شود. محاسبه ۲۷ -۲ صورت به اول جمله كل اطلاعات محتواي بنابراين

IC(sa) = IC[∪n
i=1ca

i ] =
n∑

k=1

(−1)k−1
∑

1≤i1<...<ik≤n

IC(ca
i1 ∩ ... ∩ ca

ik) (۲۷ -۲)

زير: جمله در مثال براي فرمول، اين طبق

I am a good and important person
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در سپس مي شود، پيدا «important» و «good» اشتراك ابتدا ترتيب به ايست واژه ها حذف از بعد

دو اطلاعات محتواي اجتماع شد. خواهد جمع «person» و «important» ،«good» اشتراك با فرمول

مي شود. محاسبه ۲۸ -۲ فرمول با جمله

IC(sa ∪ sb) = IC[∪t=a,b[∪nt
i=1ct

i]] =
n∑

k=1

(−1)k−1
∑

1≤i1<...<ik≤n

IC(ca
i1 ∩ ... ∩ cb

ik) (۲۸ -۲)

نگاشت روش در مي شود. محاسبه ۲۹ -۲ فرمول در «اجتماع» از استفاده با جمله دو بين اشتراك و

است. ۳۰ -۲ با مطابق شباهت نهايي فرمول مفهوم ها،

IC(sa ∩ sb) = IC(sa) + IC(sb)− IC(sa ∪ sb) (۲۹ -۲)

sim(sa, sb) = IC(sa ∩ sb)
IC(sa ∪ sb)

(۳۰ -۲)

.[۵۴] شود محاسبه ۳۱ -۲ فرمول طبق بايد موجوديت ها بين شباهت همكاران، و هوآنگ روش در اما

oovIC(NEs) =
∑

ne∈N

IC(ne) (۳۱ -۲)

متناظر واژه نوع به وابسته جمله، در موجود مفهوم هاي از هريك براي ،CTS روش نتايج بهبود براي

جمله وزني اطلاعات محتواي فرمول و مي شود گرفته نظر در مشخصي وزن موجوديت) نام عدد، (نام، آن
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مي كند. تغيير ۳۲ -۲ فرمول به بعد

wIC(S) = IC(S) +
n∑

i=1
[IC(ci)× (weight(wi − 1)] (۳۲ -۲)

براي و است شده تقسيم «(aNE) «همگي و «(cNE) «شناخته شده دودسته به نيز موجوديت ها نام

و كند تغيير ۳۳ -۲ به ۳۱ -۲ كلي فرمول تا مي شود گرفته نظر در متفاوتي وزن دسته هر موجوديت هاي

مي كند. تغيير ۳۴ -۲ فرمول به شباهت محاسبه نهايي روش

woovIC(NEs) =
∑

ne∈NEs

[weight(ne)× oovIC(ne)] (۳۳ -۲)

simcts(sa, sb) = wIC(sa ∩ sb) + woovIC(cNEs)
wIC(sa ∪ sb) + woovIC(aNEs)

(۳۴ -۲)

SymSS ۷ -۳ -۲

تشكيل آن مجزاي واژگان معاني نه تنها را، جمله يك معني كه است استوار مفهوم اين بر SyMSS روش

SyMSS بنابراين، .[۹۵] است وابسته نيز مي شوند تركيب باهم كه ساختاري روش به بلكه مي دهد،

از معنايي اطلاعات مي كند. تركيب جمله دو شباهت محاسبه براي را ساختاري و معنايي اطلاعات

تجزيه فرآيند يك طريق از ساختاري اطلاعات .[۶۸] مي آيد دست به واژگان» شبكه لغوي داده «پايگاه

جمله در را مي دهند) واحد معني يك باهم كه واژگان از (گروهي عبارت ها كه مي آيد دست به عميق

مي كنند، ايفا را مشابهي نحوي نقش كه مفاهيمي ميان معنايي شباهت اطلاعات، اين با مي كند. پيدا

نقش هاي به انسان ها دادن اهميت نحوه با ارتباط در اخير پژوهش هاي به توجه با است. شده اندازه گيري
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[۹۵] جمله تجزيه درخت :۱۲ -۲ تصوير

اطلاعات مهم نقش به پژوهش اين است. شده داده تخصيص مختلفي وزن هاي ساختاري، متفاوت

آناليز و پيشين روش هاي اصلي مشكل كه مي كند بحث و دارد اشاره شباهت محاسبه در جمله ساختاري

دو مثال براي است. شباهت محاسبه براي جمله ساختاري اطلاعات از نكردن استفاده در نهفته معناي

نفي امكان همچنين و نيست اين طور كه حالي در هستند يكسان نهفته معناي آناليز ديد از زير جمله

.(no و not مانند (واژگاني نمي شود گرفته نظر در واژگان

• The dog chased the man

• The man chased the dog

مي شوند. ترجمه كرد» دنبال را سگ «مرد و كرد» دنبال را مرد «سگ ترتيب به بالا، جمله دو

اول، جمله ي به نسبت كه صورتي در مي شود. استفاده شباهت محاسبه براي واژه هر مترادف هاي همه ي

كوچكي و ثابت مقدار به شباهت، ارزيابي مقدار باشد، نداشته وجود دوم جمله ي در متناظر نقش واژه

است. شده داده نمايش جمله ها تجزيه درخت زير جمله دو براي ۱۲ -۲ تصوير در مي شود. جريمه

• My brother has a dog with four legs

• My brother has four legs

محاسبه تابع باشد، جزء h1, ..., hn حاوي و باشد شده تشكيل عبارت n از s1 جمله اين كه بر فرض

است. ۳۵ -۲ فرمول مطابق شباهت

simSymSS(s1, s2) = 1
n

n∑
i=1

simpath(h1i, h2i)− c.PF (۳۵ -۲)
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simpath(h1i, h2i) = 1
1 + length(h1i, h2i)

(۳۶ -۲)

يكسان كه است متناظري اجزاء تعداد c مي شوند. مقايسه يكديگر با متناظر اجزاء صورت اين به

ارزيابي نمره نباشند، يكسان متناظر جزء دو اگر كه معني اين به است؛ اآن ها جريمه PF و نيستند

نباشد واژگان شبكه ي در كه واژگاني از ،SymSS روش كه است ذكر به لازم مي يابد. كاهش شباهت

مي كند. چشم پوشي

.[۱۴۰] كرد اشاره همكاران و يانگ روش به مي توان مشابه، رويكردي با اخير ديگر پژوهش هاي از

مي شوند، استخراج جمله از واژگان ابتدا است. شده داده نمايش ۱۳ -۲ تصوير در پژوهش اين كلي روش

معناهاي تمامي بين واژه هر كه شود مشخص بايد بعد مرحله در مي شود. تعيين هركدام نقش واژه سپس

معناي به است ممكن «apple» واژه مثال، براي واژه). (ابهام زدايي است مرتبط تر كدام يك به ممكن

اول جمله در واژه هر به توجه با سپس شوند. انتخاب يكي دو اين بين بايد و باشد اپل شركت يا و سيب

معيار عنوان به كاسينوس فاصله و مي گيرد شكل جمله دو براي ويژگي بردار دوم، جمله در واژه هر و

مي شود. محاسبه جمله دو بين فاصله ارزيابي

عصبي شبكه هاي بر مبتني رويكردهاي ۴ -۲

Word2Vec ۱ -۴ -۲

پيچيدگي لحاظ از كه است متون از واژگان بردارهاي يادگيري به منظور تخميني Word2vec مدل

از را واژگان بين روابط است قرار مدل اين در ساده تر بيان به .[۸۶] مي باشد كارآمد بسيار محاسباتي

مدل مي شود: پياده سازي كلي صورت دو به Word2vec كند. استخراج متون در آن ها قرارگيري موقعيت
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[۱۴۰] همكاران و يانگ روش دياگرام :۱۳ -۲ تصوير

اسكيپ گرام۱۵. و پيوسته۱۴ واژگان مجموعه

پيوسته واژگان مجموعه مدل كه تفاوت اين با هستند هم به شبيه روش دو اين الگوريتمي لحاظ از

است. برعكس فرآيند اين اسكيپ گرام ولي مي كند، پيش بيني همسايگي واژگان روي از را هدف واژه

بر نرمي تأثير پيوسته، مدل آماري لحاظ از ولي مي رسد نظر به دلخواه چرخه اين كردن برعكس

روش اين دركل، و متن) كل روي بر مشاهده يك به شبيه رفتاري (با دارد توزيعي اطلاعات همه روي

«واژگان زوج هر با اسكيپ گرام اما باشد. كوچك تر دادگان مجموعه در استفاده براي مفيد روشي مي تواند

جواب بهتر بزرگ تر دادگان مجموعه در و مي كند رفتار جديد مشاهده يك به صورت هدف» محتوا-واژگان

مي دهد.

واژگان ويژگي بردار تا مي شود سعي Word2Vec در است مشخص ۱۴ -۲ تصوير در كه همان طور

اجرا الگوريتم متني، پيكره تمام روي عبارتي به كند. پيش بيني را هدف واژه بتواند كه شود توليد طوري

كه متني يا جمله از مستقل واژه بردار آن، از پس شود. توليد واژه هر براي عمومي بردار يك تا مي شود
14Continuous bag of words
15Skip-gram
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[۱۴] Word2Vec روش هاي براي ويژگي بردار :۱۴ -۲ تصوير

Word2Vec روش با واژه بردار توليد مثال :۱۵ -۲ تصوير

گفته نيز محتوا از مستقل روكيردهاي بردار، توليد روش هاي نوع اين به است. ثابت مي رود كار به آن در

متن روي شناور، پنجره يك كرد. مشاهده ۱۵ -۲ تصوير در مثال با مي توان را فرآيند اين نمونه مي شود.

متغير مي تواند پنجره اين اندازه مي شود، زده تخمين همسايه واژگان توسط هدف واژه و مي كند حركت

بود. خواهد متفاوت شده، توليد بردار آن، به وابسته و باشد

Glove ۲ -۴ -۲

واژگان برداري نمايش هاي توليد براي محتوا، از مستثل و ناظر بدون يادگيري الگوريتم يك Glove روش

است، شده ضبط بزرگ پيكره يك روي از كه واژه به واژه هم رخدادي ارقام روي آموزش .[۱۰۱] است

نمايش واژگان بردار فضاي در را جالبي خطي زيرساختارهاي نهايي توصيفگرهاي مي گيرد. صورت
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[۷] Word2Vec روش توسط واژه بردار توليد براي شناور پنجره :۱۶ -۲ تصوير
Glove توسط شده محاسبه اطلاعات جدول نمونه :۵ -۲ جدول

k=fashion k=water k=gas k=solid احتمالات
1/7× 10−5 3× 10−3 6/6× 10−5 1/9× 10−4 p(k|solid)
1/8× 10−5 2/2× 10−3 7/8× 10−4 2/2× 10−5 p(k|gas)

0/96 1/36 8/5× 10−2 8/9 p(k|solid) / p(k|gas)

يك بار نيازمند كه مي شود داده آموزش واژگان هم رخدادي صفر غير ماتريس روي بر مدل، اين مي دهند.

طول بسيار مي تواند مرحله اين بزرگ متن پيكره يك براي است. متن پيكره روي از آمار جمع آوري

سپس شود. انجام است نياز يك بار فقط مرحله اين اما باشد، نيازمند را سنگيني محاسبات و بكشد

از كمتر بسيار معمول به طور صفر غير ماتريس عناصر تعداد چراكه هستند سريع تر بسيار آموزش مراحل

است. پيكره در واژگان كل تعداد

نوع يك مي تواند واژگان هم رخدادي احتمالات محاسبه كه است اين مدل طراحي در اصلي بينش

نظر در متن ديگر واژگان با را «بخار» و «يخ» واژگان احتمالات مثال براي كند. كدگذاري معنايي مدل

است. شده آورده واژه ميليارد شش حاوي متن پيكره يك از واقعي احتمالات مقادير اينجا در بگيريد.

حاصل ضرب تا بگيرد ياد نحوي به را واژگان بردار كه است صورت اين به Glove آموزشي هدف

ديده ۵ -۲ جدول در كه همان طور شود. آن ها هم رخدادي احتمال لگاريتم با برابر واژگان نظير به نظير

«بخار» كه حالي در (gas)»؛ «گاز تا مي دهد رخ «(solid) «جامد با همراه بيشتر «(ice) «يخ مي شود،

حالي در هستند هم رخداد «آب» با مشابهي مقدار به واژه هردو «جامد». تا مي دهد رخ «گاز» با بيشتر

اطلاعات مي باشند، معنا داراي نهايي ارقام كه خاطر اين به ندارند. «(fashion)مُد» با خاصي رابطه كه

۱۷ -۲ تصوير مثال عنوان به بگيرند. قرار استفاده مورد هم برداري عمليات توسط مي توانند شده توليد
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[۱۰۱] Glove توسط واژگان بين برداري روابط :۱۷ -۲ تصوير

كنيد. مشاهده را

كرد. مشاهده ريشه صفت با را، عالي و مقايسه اي صفات بين روابط مي شود راست، سمت تصوير در

واژگان همچنين است. «سياه تر» و «سياه» بين فاصله مانند «قوي تر» و «قوي» بين فاصله واقع، در

هستند، نزديك تر هم به «بلند» و «واضح» مثال براي هستند. نزديك تر برداري فضاي در هم به مشابه

چپ سمت تصوير در خطي روابط اين هستند. نامرتبط گفت مي توان كه «سياه» و «قوي» بين فاصله تا

خطي روابط اين است. شده نگاشت متناظر شهر به شهر، هر پستي كد شماره چنانكه مي شود، ديده هم

«ملكه» با «پادشاه» فاصله مساوي «زن» با «مرد» فاصله عبارتي به مي شود. ديده هم پاييني تصوير در

فاصله دانستن با و خطي برداري عمليات با را «پادشاه» براي متناظر عنوان مي توان عبارتي به است.

آورد. دست به «زن» يا «مرد»

FastText ۳ -۴ -۲

براي را سختي چالش شركت اين فيس بوك، كاربران توسط شده توليد داده هاي عظيم حجم توجه با

يك FastText نمي كرد. حل را فيس بوك مشكل شده ياد روش هاي و داشت كاربرانش بهتر مديريت

افزونه اي (كه FastText رويكرد است. آن  ها كلاسه بندي و واژگان توصيف به منظور شده توليد كتابخانه
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[۱۶] FastText توسط واژه توصيف بردار تشكيل نحوه :۱۸ -۲ تصوير

[۱۶] تصاوير بودن يكسان تشخيص براي موازي شبكه هاي مدل :۱۹ -۲ تصوير

آن تشكيل دهنده كاراكترهاي n-gramهاي از تركيبي عنوان به را، واژه هر ، است) Word2Vec مدل از

است شده ساخته آن n-gram مختلف حالت هاي مجموع از واژه، يك بردار بنابراين، مي گيرد. نظر در

اين مزاياي از مي شود. توصيف زير نويسه هاي مجموعه جمع توسط «apple» واژه مثال براي .[۱۶]

كرد. اشاره ندارند، وجود آموزش پيكره در كه واژگاني توصيف به مي توان روش،

”<ap”, ”app”, ”appl”, ”apple”, ”apple>”, ”ppl”, ”pple”, ”pple>”, ”ple”, ”ple>”, ”le>”

كه شده، تبديل سه نويسه اي مجموعه هاي به واژه يك است آمده ۱۸ -۲ تصوير در كه همان طور

مي سازند. را واژه توصيف آن ها، بردارهاي مجموع

ROT ۴ -۴ -۲

حمل ونقل الگوريتم از همكاران و وانگ ساختار»، از «آگاه عنوان با جمله شباهت ارزيابي روش يك در

به را جمله هر الگوريتم، اين .[۱۳۰] كردند استفاده جمله شباهت محاسبه براي بازگشتي۱۶ بهينه

مي دهد. تطبيق هم به را، جمله دو بين (هم تراز) متناظر واژگان و مي كند تجزيه درختي ساختار يك
16Recursive optimal transport algorithm
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جمله هر بنابراين مي شود. توصيف آن واژگان بردار وزني جمع توسط درخت، اين در زيرشاخه هر

واژگان، اوليه بردارهاي براي مي شود. توصيف زيردرخت ها بردارهاي وزني مجموع و آن درخت توسط

متضاد بر مبتني نيز شباهت نهايي نمره مي گيرند؛ قرار استفاده مورد Word2Vec مانند توصيفگرهايي

است. بردار دو بين كاسينوسي فاصله

جمله واحد بردار به واژگان بردارهاي تعميم ۵ -۲
آموزشي، داده هاي پايگاه از استفاده با باناظر، روش در گرفت. نظر در را رويكرد دو مي  توان منظور بدين

شوند. نزديك تر هم به برداري نظر از شبيه تر جمله هاي كه مي شود داده آموزش جمله ويژگي بردار طوري

هر مي شود. تشكيل آموزشي داده هاي وجود از صرف نظر جمله براي ويژگي بردار ناظر، بدون روش در

مي كنيم. بررسي ادامه در را آن ها از نمونه هايي و هستند پژوهشي مهم بسيار حوزه هاي از حوزه دو

Siamese ۱ -۵ -۲

،CNN جفت دو شبكه ها اين شدند. طراحي تصاوير زوج شباهت ارزيابي براي ابتدا سيامز۱۷، شبكه هاي

و هستند تصوير دو شامل ورودي داده هاي .(۱۹ -۲ (شكل دارند مقايسه» مورد تصوير «هر طرف در

كردن اضافه براي مي توان البته است. تصوير در موجود اشياء نبودن يا بودن يكسان تشخيص خروجي،

.[۱۴۱] كرد اضافه معادله به هم را همگشتي حافظه هاي شبكه، به حافظه

يك به مربوط امضا دو كه مي كند شناسايي ۲۰ -۲ تصوير در شبكه اين كاربردي مثال از نمونه اي

باشد اعضاء هويت تشخيص يا و امضا جعل تشخيص مي توان آن كاركرد بنابراين خير. يا هستند شخص

را امضا بودن اصل صفر، يا يك نمايش با سيستم مي شود ديده شبكه خروجي در كه همان طور .[۱۲۳]

است. شده استفاده همگشتي شبكه هاي معماري از سيستم اين در اينكه ضمن مي كند مشخص

توسط كارايي بهترين اما دارد وجود معماري همين پياده سازي امكان متن، پردازش براي كه هرچند

شبكه هاي طراحي در مهم الگوهاي يادسپاري و حافظه به نياز است. به دست آمده همگشتي سيستم هاي
17Siamese
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[۱۲۳] اصل امضاي (ب) و جعلي امضاي (الف) همگشتي شبكه هاي از استفاده با امضا جعل تشخيص :۲۰ -۲ تصوير

تصوير مطابق LSTM حافظه با استاندارد Siamese شبكه .[۹۰] است بايد يك متن براي Siamese

توسط كه است پيوسته اي مقدار خروجي توليد سيستم، اين طراحي از هدف مي شود. پياده سازي ۲۱ -۲

شبكه يك بنابراين، است. شده داده تخصيص جملات جفت به شباهت مقدار عنوان به انساني داوران

تا صفر بازه در مقداري و دارد وجود سيگمويد نورون يك فقط آن انتهاي در مي شود، طراحي رگرسيون

دو بودن متفاوت «كاملاً به صفر عدد و جمله» دو معناي بودن «مساوي به يك مقدار مي كند. توليد يك

است، شده تشكيل جمله نقش واژگان درخت ابتدا نيز، اخير پژوهش هاي از يكي در دارد. اشاره جمله»

عميق عصبي شبكه يك به تجزيه» درخت در آن ها قرارگيري «محل به توجه با واژه هر بردارهاي سپس

.[۱۱۲] مي شوند ارسال

به باشد. مدنظر خروجي دو از يكي فقط زوج جمله، هر براي است ممكن داده پايگاه هاي بعضي در

مي شود بررسي جمله، ربط ميزان ارزيابي بحث در خير. يا هستند مساوي جمله دو آيا اينكه فقط عبارتي

مساوي يا متضاد است ممكن جمله دو خير. يا هستند مرتبط هم به شباهت، از صرف نظر جمله دو آيا كه

تكه هاي بين جهت دار ارتباط متن، استلزام بحث در البته باشند. داشته مشابهي ربط مقدار ولي باشند

كه دارد وجود متني آن، مقابل در و دارد وجود فرضيه عنوان به متن، يك عبارتي به دارد. وجود متن

داشته متن درك توانايي بايد سيستم عبارتي به مي كند. رد يا تأييد را فرضيه متن شود مشخص بايد

باشد.
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[۹۰] زوج جملات شباهت ارزيابي براي سيامز شبكه :۲۱ -۲ تصوير

واژگان نويسه هاي به توجه بر مبتني ۲ -۵ -۲

را جمله هر براي ممكن نويسه هاي حالت تمامي از فهرستي پژوهشگران نويسه ها۱۸، به توجه مدل در

جمله، هردو بين ممكن زوج-n-نويسه هاي به تمامي توجه با سنجش۱۹، ماتريس سپس .[۷۹] مي سازند

SICK داده هاي روي توجه تكنيك بدون حالت به نسبت نتايج تا است شده باعث اين مي شود. ساخته

يابد. بهبود

همسايگي واژگان به توجه ۳ -۵ -۲

مي شوند تشكيل جمله در واژه يك مركزيت به پنجره چندين همسايگي۲۰، واژگان به توجه روش در

اين كار دليل مي شود. سنجيده مختلف پنجره هاي به نسبت واژه هر اهميت ميزان ترتيب، اين به .[۵۵]

ممكن و مي دهند تشكيل را عبارت يك كه زماني براي است واژه چند نمودن جمع و شناسايي امكان

به واژگان توصيف تمامي توجه»، «تكنيك كار سازو براي باشند. نداشته مفيدي معناي تنهايي به است

در سپس مي شود، اعمال مختلف پنجره هاي روي يك بعُدي كانولوشن يك سپس و مي شوند متصل هم

ارسال درختي LSTM يك به و استخراج مهم ويژگي هاي مختلف بردارهاي از تجمعي۲۱، بيشينه عمليات
18n-gram attention
19Attention
20Window-based attention
21Max-Pooling
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توصيفگر بردار توليد وظيفه شبكه، درختي، LSTM يا Tree-LSTM بر مبتني معماري يك در مي شوند.

در LSTM حافظه حالا كه است آن در معمولي LSTM معماري با آن تفاوت .[۱۱۹] دارد را جمله

فراهم شده توصيف هاي از مي تواند بنابراين و دارد دسترسي قبلي گام هر در خود مقادير به جاري زمان

كند. استفاده قبلي گام هاي در

Disan ۴ -۵ -۲

به همسايگي سنجش معمولي، حالت در .[۱۱۳] مي شود استفاده چند بعًدي سنجش از Disan روش در

تكنيك واژه ها، توصيفگر بعُد هر براي روش، اين در اما مي  شود محاسبه عبارت) يا (واژه  توكن هر ازاي

شده محاسبه جدايي نمره بردار، ويژگي هر براي كه صورتي به مي شود؛ محاسبه مستقل صورت به توجه

توجه با چندمعنايي واژگان صحيح معناي تشخيص به امر اين كه است شده ادعا پژوهش اين در است.

مي كند. كمك رفته اند كار به آن در كه متني به

قبل تر، پيشنهادي رويكردهاي به كوچكي بخش كردن اضافه و اصلاح با اخير، روش هاي بيشتر

استفاده LSTM يا CNN شبكه هايي از روش ها بيشتر مثال عنوان به كردند، كسب جزئي بهبودهاي

مي كنند. استفاده جمله كليدي واژگان تشخيص براي نيز توجه تكنيك نوعي از پژوهش ها بيشتر مي كنند.

مي كند. استفاده واژگان براي متفاوت توصيفگرهاي از كه مي دهيم پيشنهاد را روشي ما پژوهش اين در

مي كند. فراهم عصبي شبكه براي را واژه به متفاوتي ديد توصيفگر، هر عبارتي به

CNN-LSTM كدگذار-كدگشاي روش ۵ -۵ -۲

وهمكاران، فو توسط پژوهشي در مي كنيم. بررسي را جملات۲۲ توصيف روش هاي از تعدادي اينجا در

ابتدا .(۲۲ -۲ (شكل است شده استفاده شباهت ارزيابي به منظور LSTM و CNN نورون دو تلفيق از

واژه يك توصيف بردار رديف هر در كه صورتي به مي گيرند قرار ماتريسي در واژگان۲۳ توصيفگرهاي

مؤثر ويژگي هاي تا مي شود اعمال توصيفگر ماتريس روي بر كانولوشن پنجره چندين دوم لايه در باشد.
22Sentence representation
23Word embeddings
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استخراج گام مي توان را مرحله اين شوند. داده تشخيص كليدي واژگان و شوند استخراج بردارها از

شده دريافت اطلاعات آن نوع يك داريم؛ شبكه ساختار نوع دو بعد مرحله در ناميد. كدگذاري يا ويژگي

همان با شبكه ديگر ساختار مي كند. بازسازي دوباره LSTM حافظه هاي از استفاده با را CNN توسط

لايه از بعد كه برداري براي آموزش، مرحله از بعد مي كند. پيش بيني را دوم جمله واژگان اما معماري،

جمله بردار دو بين فاصله متضاد مي شود. استفاده جمله ويژگي بردار عنوان به است شده توليد CNN

اقليدسي، فاصله است ممكن معيار اين حال كرد. استفاده شباهت ارزيابي معيار عنوان به مي توان را

.[۳۸] باشد ديگر معيارهاي يا و كاسينوسي

[۳۸] جمله بردار توليد به منظور CNN-LSTM كدگذار-كدگشاي شبكه معماري :۲۲ -۲ تصوير

فضاي در توصيفگرها اينكه بر تكيه با ،[۸] واژگان» توصيف بردار «وزن دهي بر مبتني پژوهشي در

توصيفگر خطي جمع ضرايب عنوان به واژگان، رخداد بسامد هاي از هستند، خطي روابط حاوي برداري

همچنين مي كند. توليد را جمله توصيفگر بردار نتيجه، در خطي جمع اين است. شده استفاده آن ها

توليد به منظور ،LSTM حافظه هاي آموزش براي واژگان و نويسه توصيفگرهاي از اخير، پژوهش يك در

.[۱۴۴] است شده استفاده نيز جمله بردار

مي شود اعمال واژگان توصيفگر از هركدام به يك بعدي كانولوشن پنجره هاي ابتدا ديگر، پژوهشي در

از بيشينه مقدار «انتخاب و «LSTM حافظه به «انتقال عمليات دو بعد مرحله در (الف))؛ ۲۳ -۲ (شكل
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[۱۲۱] MultiEmbedding روش در شباهت محاسبه و جمله ويژگي بردار تشكيل :۲۳ -۲ تصوير

هركدام توسط شده توليد بردار ادامه در شد. خواهد انجام هم از مستقل توصيفگر»، جديد مقادير پنجره

سه جمله، دو بين شباهت محاسبه به منظور مي سازد. را جمله توصيف و مي شود متصل همديگر به

.[۱۲۱] مي شود انجام (ب) ۲۳ -۲ تصوير مطابق مقايسه اي، رويكرد

دو بين مقايسه در هستند. مطلق تفريق ميانگي و كاسينوسي معيارهاي شامل فاصله معيارهاي

ماتريس به توجه با را نهايي شباهت مقدار كه مي شود استفاده ساده پرسپترون يك چندوجهي، توصيفگر

بااتصال شده، اشاره روش سه هر شباهت مقدار مي كند. توليد زوج واژگان تمامي توصيفگرهاي شباهت

را شباهت نهايي مقدار تا مي شوند ارسال ديگري پرسپترون شبكه به بردار، يك تشكيل و همديگر به

نمايد. توليد

محتوا بر مبتني توصيف گرهاي ۶ -۵ -۲

تغيير است رفته كار به آن در كه متني به وابسته واژه، توصيف گر بردار محتوا، به وابسته توصيف گر در

با رويكرد، اين است. ديده آموزش پيش از ۲۴BERT شبكه به نسبت اصلاحيه يك روش اين مي كند.

جمله براي توصيف يك است) شده داده نمايش ۲۴ -۲ شكل در (آنچه Siamese معماري از استفاده
24Bidirectional Encoder Representations from Transformers
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[۱۰۹]Sentence-BERT روش در شباهت محاسبه و جمله ويژگي بردار تشكيل :۲۴ -۲ تصوير

.[۱۰۹] كرد محاسبه را زوج جمله ها شباهت كاسينوسي معيار با مي توان آن، نتيجه در كه مي سازد

كاربردهاي از بسياري در توانسته و مي باشد گوگل تيم توسط اخير پژوهش يك نتيجه BERT سيستم

توجه با را واژگان توصيف شبكه، نوع اين .[۳۱] كند كسب رقبا به نسبت را بهتري متن، نتايج پردازش

از آموزش، در مي سازد. شبكه، لايه هاي تمام (۲) بعلاوه متن طرف دو در آن دربرگيرنده محتواي (۱) به

مي شوند حذف آن ها از درصد ۱۵ مثال، براي است. شده استفاده جمله واژگان روي ماسك گذاري تكنيك

اين از بسياري در بزند. تخمين را جمله توصيف متن، بافت در واژگان ساير به توجه با بتواند بايد شبكه و

به ديگر متن يك بودن مرتبط يا بعدي جمله آن در كه دارد وجود نيز زيرسيستم يك سيستم ها، نوع

توليد و نتايج بهبود باعث زيرسيستم، اين افزودن كه است آن فرضيه مي شود. پيش بيني ورودي، جمله

روي حداقل كه است رسيده نتيجه اين به [۱۰۹] پژوهش اما مي شود جمله براي بهتر توصيف گرهاي

مي شود. خاص مسائل حل در سيستم كارايي كاهش باعث فن اين از استفاده BERT سيستم

است نديده آموزش كافي اندازه به BERT اوليه مدل كه مي كنند بحث همكاران و ليو پژوهشي، در

روش ۱۰ به بار ۱۰ را جمله هر آن ها بار اين بنابراين، داشت. بهتري سيستم مي توان بيشتر، آموزش با و

اين آن ها مي بيند. آموزش را جمله هر از مختلف نوع ۱۰ شبكه نتيجه در و كردند ماسك گذاري مختلف

كردند. نام گذاري RoBERTa۲۵ را سيستم

توسعه زبان چندين براي را شباهت محاسبه كه است شده پيشنهاد BERT پايه بر XLM مدل

نتيجه، در و است شده فراهم زبان دو به آموزش نمونه هر سيستم، نوع اين آموزش در .[۷۱] مي دهد
25A Robustly Optimized BERT Pretraining Approach
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مكان اطلاعات همچنين كند. استفاده ديگر زبان اطلاعات از شده ماسك واژه پيش بيني در مي تواند مدل

مي گيرد. ياد نيز را زبان دو اجزاء متناظر روابط مدل، نتيجه، در و مي شود كدگذاري نيز واژگان قرارگيري

پيچيدگي (۲) خاص، مسئله يك براي شبكه كردن بهينه براي آموزشي محدود منابع (۱) دليل به

حل براي آموزشي داده هاي روي مدل ها، اين بي اندازه بهينه سازي (۳) و ديده پيش آموزش مدل هاي بالاي

تعميم خوبي به نشده ديده آزمون داده هاي روي مدل بنابراين مي دهد. روي بيش برازش خاص مسئله هاي

و پرسش ادبي، سرقت تشخيص شباهت، ارزيابي به) محدود نه (اما موارد شامل خاص مسائل نمي يابد.
خصمانه۲۶ آموزش مشكل اين حل براي Smart اختصار به SmartRoberta مدل مي باشد. خودكار پاسخ

تصادفي صورت به مقادير واژگان، توصيف گر بردارهاي از بخشي روي رويكرد، اين در مي دهد. انجام

محاسبه درست مسئله، نوع به توجه با خروجي كه مي شود سعي شبكه خروجي در اما مي كند، تغيير

كمينه سازي تابع يك ۲۷ Bregman پروگزيمال نقطه سازي بهينه نام به روشي با اين، بر علاوه شود.

تغييرات كه صورت اين به [۶۵]؛ نمي دهد شبكه وزن هاي اندازه در ناگهاني تغييرات اجازه كه دارد وجود

مي شوند. جريمه شامل شبكه پارامترهاي در بزرگ

توصيف گر بردارهاي آموزش در نيز جمله واژگان قرارگيري ساختار اطلاعات ،StructBERT روش در

و واژگان ترتيب اطلاعات نمي تواند معمولي BERT كه مي كند بحث مدل اين مي شود. گرفته نظر در

استفاده چندلايه دوطرفه مبدل شبكه هاي معماري از رويكرد اين كند. مدل خوبي به را آن ها وابستگي

فشرده توكن يك در واژگان دنباله تمامي مي شود؛ داده شبكه به جفت جمله يا متن يك وقتي مي كند.

قرار آن در كه متني و جمله در آن قرارگيري مكان واژه، اساس بر ورودي توكن هر صورت بدين مي شود.

همانطور آن اول بخش مي شود، تشكيل سيستم زير دو از خود سيستم اين مي شود. توصيف است، گرفته

درست مكان جمله، واژگان قرارگيري مكان تغيير با تا مي كند تلاش است، آمده ۲۵ -۲ تصوير در كه

به (s1, s2) ورودي جمله جفت يك سيستم دوم بخش بزند. تخمين درست شبكه خروجي در را آن ها

از تصادفي جمله يك يا و بعدي قبلي، جمله از كدام يك s2 كه بزند تخمين بايد مدل و مي دهد سيستم

.[۱۲۹] است. متن
26Adverserial training
27Bregman Proximal Point Optimization
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[۱۲۹] StructBERT شبكه زيربخش دو تصوير :۲۵ -۲ تصوير

[۳۹] SimCSE باناظر سيستم تصوير :۲۶ -۲ تصوير

شده استفاده جمله توصيف براي BERT بر مبتني توصيف گرهاي از ابتدا ،MNet-Sim نوع شبكه در

اقليدسي، جمله: از مجزا، فاصله معيار يك با هركدام كه شده تعريف شبكه نوع چندين ادامه، در است.

دهنده تشكيل لايه هاي عنوان به شبكه ها اين مي كنند. محاسبه را شباهت جاكارد معيار و كاسينوسي

.[۶۴] مي شود محاسبه زوج جمله شباهت خروجي مقدار نهايي لايه در و هستند شبكه

.[۷۸] مي شود استفاده RoBERTa يا BERT روش از جمله توصيف گر براي ،SimCSE روش در

مثبت حالت دو به (استلزام/تناقض/خنثي) پيش فرض هاي جاي به روش اين در جمله استنتاج مسئله

مشخص ۲۶ -۲ تصوير در مسئله اين از نمايي مي شود. مدل متناقض) يا (نامرتبط منفي و هم) به (مرتبط

درست را زوج جمله بين برچسب بتواند تا مي شود به روزرساني جمله توصيف بردار شكل، بدين است. شده

.[۳۹] بزند تخمين

۶۹



پژوهشي پيشنهادات ۷ -۵ -۲

اطلاعات حاوي و است شده[۱۴۶] معرفي ً اخيرا كه مي باشد واژگاني شبكه ي ،Yago دانش پايگاه

مي توان ،GeoNames پايگاه از استفاده با است. ۲۸ GeoNames و ويكي پديا بعلاوه واژگان شبكه ي

قرار مقايسه مورد را هست WordNet واژگان شبكه ذر آنچه به نسبت بيشتري بسيار موجوديت هاي نام

از تركيبي معيار يك معرفي با Yago واژگان شبكه محاسبه هاي از استفاده با پژوهش، اين در داد.

در كه هرچند مي شود؛ تعريف شباهت معيار محاسبه براي دقيق تري حالت فاصله، معيار چند وابستگي

شده استفاده اسناد بين شباهت محاسبات براي ويكي پديا اطلاعات از نيز همكاران و هو توسط پژوهشي

دو بين (۳۷ (صفحه شده» وزن دهي مسير كوتاه ترين «فاصله محاسبه در ما بنابراين .[۱۰۴ ،۵۲] است

مي كنيم. استفاده Yago دانش پايگاه از واژه

است كتاب ميليون ها از شده پردازش واژگان، بسامد اطلاعات حاوي Google ngram داده پايگاه

كه كتاب هايي تعداد يا هم كنار واژه دو تكرار بسامد ازجمله اطلاعاتي به مي توان آن از استفاده با .[۱۹]

شباهت آماري محاسبات براي نيز پايگاه اين از داشت. دسترسي است، شده تكرار آن در خاص واژه اي

اساس بر و كرد ليست را مقايسه مورد واژه دو اطراف واژگان مي توان است. شده استفاده واژه دو بين

كرد. محاسبه را شباهت همسايه، واژگان تكرار بسامد

پايگاه اين .[۹۹] است شده استفاده پژوهش اين در نيز (PPDB) جايگزين واژگان داده ي پايگاه

با تلفيق در داده پايگاه اين از استفاده است. مختلف زبان ۱۶ از مترادف زوج واژه ميليون ها حاوي داده

است. داده بهبود را نتايج واژگان، شبكه ي بر مبتني روش هاي

گرفته قرار بررسي مورد هم ديده پيش آموزش عصبي مدل هاي طريق از زوج جمله ها شباهت محاسبه

است.
28Geonames (2021). Geographical Names [online]. webiste: https://www.geonames.org/ [accessed 2021 July

10]
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موجك روش نتيجه گيري
كه مي شود پيشنهاد جمله توصيف گرهاي روي موجك تبديل مبناي بر مدلي بعدي، فصل در

است. گرفته قرار آزمون مورد ۴ فصل در و مي دهد بهبود را پايه مدل نتايج

جمع بندي ۶ -۲
محاسبه براي واژگان شبكه بر مبتني معيارهاي از استفاده روي بالايي تأكيد پيشين، روش هاي از تعدادي

واژه، به واژه شباهت ماتريس نوع يك از استفاده در روش ها اين بيشتر مشترك ويژگي داشته اند. شباهت

كه هستند روش ها اين از LSS و STASIS روش هاي است. جمله دو بين نهايي شباهت محاسبه براي

ويژگي بردار يك جمله هر براي واژگان، شبكه معيارهاي و جمله دو در موجود اطلاعات از استفاده با

اين بالاي موفقيت وجود با مي كنند. محاسبه جمله دو بين كاسينوس معيار با را شباهت و مي سازند

واژگاني (وجود نمي كند بررسي را جمله يك بودن منفي احتمال SymSS روش از غير هيچ كدام روش ها،

معيارهاي از كه است STS روش تنها شده، بررسي روش هاي بين از مي كنند). نفي را جمله معني كه

توصيف براي پيچيده تر ساختاري از عصبي، شبكه بر مبتني روش هاي مي كند. استفاده آماري كاملاً

شباهت ارزيابي زمينه در را نتايج بهترين نوع، اين مي كنند. استفاده بردار، يك صورت به جمله هر

بخشد. بهبود را نتايج است توانسته آن ها معماري به توجه» «فن افزودن و كرده اند كسب زوج جمله ها

مي شوند. معرفي مسئله حل براي پيشنهادي روش هاي ادامه در
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در و مي شوند معرفي كوتاه متون شباهت مسئله ي حل براي پيشنهادي روش هاي ابتدا بخش، اين در

انساني داوران نمره هاي با وابستگي بيشترين آوردن دست به براي روش ها اين تلفيق راهكارهاي ادامه

بر مبتني راه حل ها اين است. شده استفاده مختلفي راهكاري از راه حل پيشنهاد براي مي شوند. تعريف

توصيف گر روش سه همچنين هستند. رشته ها ساده تطبيق عمليات يا و آماري اطلاعات دانش، پايگاه

اين گرفتند. قرار بررسي مورد زوج جمله ها شباهت ارزيابي براي Siamese معماري قالب در واژگان

ابتدا محاسبات از قبل مي پردازند. متن بافت و واژگان بين روابط به متفاوتي ديد از هركدام روش سه

اين نوآوري هاي .[۸۱] مي شوند ريشه يابي استنفورد ابزار توسط واژگان و مي شوند حذف ايست واژه ها

كرد: تعريف زير صورت به مي توان را رساله

دقيق تري بسامد اطلاعات كه است شده استفاده آماري محاسبات در Google ngram داده هاي از -

[۱۹ ،۲۸] مي كند. فراهم BNC1 پيكره به نسبت

است. شده بررسي واژگان شبكه بر مبتني معيار هاي متقابل اثر رساله، اين در -

ميزان اطلاعات از ولي است داده قرار استفاده مورد را (TF) واژه بسامد فقط اينكپِن، و ايزلام روش -

است شده محاسبه پيشنهادي روش در كه است نكرده استفاده (IDF) كتاب چند در واژه هر تكرار

.[۵۹]

ارزيابي در نقش واژه ها تمامي و بيايد جمله در قيد يا صفت اسم، صورت به است ممكن واژه يك -

هستند. مهم شباهت

است. شده همبستگي نتايج بهبود باعث متن۱ پيچيدگي محاسبه -

تشكيل جمله هر براي ويژگي بردار PPDB واژگان داده پايگاه اطلاعات از استفاده با پژوهش، اين در -

اين نتيجه است. شده تلفيق WordNet واژگان شبكه ي بر مبتني معيارهاي با سپس است شده

بود. ارزيابي آزمون هاي بيشتر در بهبود پيشنهادي روش

اطلاعات بر مبتني توصيف گر جمله، اجزاي وابستگي ساختار بر مبتني توصيف گرهاي عملكرد -
1Perplexity
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بررسي زوج جمله ها شباهت ارزيابي در ديكشنري، در تعريف واژگان بر مبتني توصيف گر و تصاوير

است. شده

مشخص شكل در كه همانطور است. شده آورده پژوهشي پيشنهادات و پژوهش فرآيند ۱ -۳ شكل در

معايب رفع منظور به واژگان شبكه بر مبتني روش هاي با آماري روش هاي تلفيق پژوهش اصلي هدف است

اخير پژوهش هاي عمده كه عصبي مدل هاي بر مبتني پيشين روش هاي پژوهش، ادامه در است. هركدام

را توصيف واژگان متفاوتي رويكرد با توصيف گرها از هركدام است. شده بررسي نيز مي دهند تشكيل را

است. شده بررسي روش ها اين عملكرد آينده، فصل در مي سازند.
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پيشنهادي سيستم هاي طراحي كلي فرآيند :۱ -۳ تصوير
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دوم درجه هم رخدادي اطلاعات ۱ -۳
هدف اگر .[۶۲] دارد نام ۲ دوم درجه نقطه به نقطه هم رخدادي اطلاعات مي پردازيم آن به كه بعدي روش

طرف هر از همسايگي واژه هاي تعداد كه اگر و بگيريم نظر در (W1, W2) زوج واژه بين شباهت محاسبه را

در i واژه رخداد بسامد ti آن در كه بگيريم نظر در f t(ti) را پيكره در واژه هر رخداد بسامد اگر و α را

صورت به واژه دو هم رخدادي براي نظير به نظير اطلاعات تابع محاسبه فرمول آنگاه است، W همسايگي

است: زير

fpmi(ti, W ) = log2
f b(ti, W )×m

f t(ti)f t(W )
(۱ -۳)

هم رخدادي بسامد fpmi و تك واژه رخداد بسامد f t زوج واژه، رخداد بسامد f b نماد فرمول، اين در

W هدف واژه با ti همسايه واژه هم رخدادي بسامد f b(ti, W ) كسر صورت در است. نقطه به نقطه متقابل

است. پيكره در موجود واژگان كل تعداد m و متن) پيكره (در

محاسبه را ۱ -۳ Xsetفرمول گروه عنوان با آن همسايه واژگان و W1 هدف واژه براي بگيريد فرض حال

تابع خروجي هاي سپس مي شود. انجام آن همسايگان و W2 واژه براي محاسبه عمليات همين كرديم.

فرمول هاي طبق يعني مي كنيم ذخيره را نتايج β1 تعداد و كرده مرتب نزولي صورت به را ۱ -۳ فرمول

مي دهيم. انجام هم دوم واژه براي را كار همين مي شود. انجام محاسبات ۳ -۳ و ۲ -۳

كه مي گيرد بر در را واژگاني t واژگان است، شده مشخص ۳ -۳ و ۲ -۳ فرمول هاي در كه همانطور

نزولي ترتيب به آن ها هم رخدادي بسامد فرمول دو اين در هستند. هم رخداد W2 و W1 با همزمان

مي گيرند. قرار استفاده مورد محاسبات در مهم مشترك واژگان صورت بدين مي شود. مرتب سازي
2SOC-PMI
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Xset = Xseti where i = 1, 2, ..., β1

and fpmi(t1, W1) ≥ fpmi(t2, W1) ≥ fpmi(tβ2, W1)

(۲ -۳)

Y set = Y seti where i = 1, 2, ..., β2

and fpmi(t1, W2) ≥ fpmi(t2, W2) ≥ fpmi(tβ2, W2)

(۳ -۳)

توابع توسط شد استخراج قبل مرحله در كه واژگان نقطه به نقطه بسامد مهم تر ممقادير نتيجه در

مي شود. جمع ۴ -۳ فرمول در بتا مجموع

fβ(W1) =
∑β1

i=1(fpmi(ti, W2))γ

fβ(W2) =
∑β2

i=1(fpmi(ti, W1))γ

(۴ -۳)

محاسبه ۵ -۳ فرمول طبق شباهت نهايي مقدار .[۶۲] است شده پيشنهاد اصلي مقاله توسط γ = 3 مقدار

مي شود.

simsoc−pmi(W1, W2) = fβ(W1)
β1

+ fβ(W2)
β2

(۵ -۳)

است ثابت مقداري δ = 6.5 فرمول، اين در كرد. محاسبه ۶ -۳ فرمول با مي توان را β بهينه مقدار

باعث βi كم مقادير از استفاده .[۶۱] است شده گرفته اينكپن و ايزلام پژوهش از آن بهينه مقدار كه

نه واژگان رخداد بسامد از استفاده باعث آن زياد مقدار كه حالي در مي شود مشترك مهم واژه هاي حذف

مي شود. مهم چندان
۷۷



نمونه متن پيكره :۱ -۳ جدول

جمله جمله شناسه
pursuit accident claim car driver exclude ۱
soak motorist company car driver risky ۲
company car driver tend travel farther ۳

job engineer disappear fall mechanical engineer car industry worst affect ۴
sign recession car industry ۵

brightest engineer moment car industry ۶
yugoslavia benefit direct investment automobile industry ۷

acreage expand emergence automobile industry ۸
automobile industry among hardest hit recession ۹

automobile industry largely male force ۱۰
component supplier automobile industry expand ۱۱

client industry manufacturer component automobile industry ۱۲

βi = (log(f t(Wi)))2 log2(n)
δ

, where i = 1, 2 (۶ -۳)

: SOC-PMI روش با زوج واژه شباهت مثال حل

مورد متن كنيم. محاسبه را W2 = automobile و W1 = car بين شباهت مقدار مي خواهيم مي كنيم فرض

ايست واژه ها حذف شامل كه پيش پردازش عمليات از بعد است. جمله ۱۲ شامل ۱ -۳ جدول در ما نظر

و يكتا واژگان بود. خواهند يكتا آن ها از عدد ۴۳ كه داشت خواهيم واژه ۷۰ مي شود واژگان ريشه يابي و

هم رخداد شده، ليست واژه هاي جدول اين در است. شده داده نمايش ۲ -۳ جدول در آن ها رخداد بسامد

مقادير كوچك متن پيكره اين براي هستند. هم رخدادي بر مبتني شده محاسبه بسامد هاي و هستند

است. شده استفاده γ = 3 و δ = 6.5

مي كنيم. محاسبه زير صورت به را شباهت نهايي مقدار حال
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SOC-PMI روش - همسايگي واژگان با هدف واژگان هم رخدادي بسامد :۲ -۳ جدول

fpmi(ti, w2) f b(ti, w2) Y (ti) شناسه fpmi(ti, w1) f b(ti, w1) x(ti) شناسه
۳/۵۴۴ ۱ emergence ۱ ۳/۵۴۴ ۱ motorist ۱
۳/۵۴۴ ۱ direct ۲ ۳/۵۴۴ ۱ disappear ۲
۳/۵۴۴ ۱ acreage ۳ ۳/۵۴۴ ۱ worst ۳
۳/۵۴۴ ۱ hit ۴ ۳/۵۴۴ ۱ pursuit ۴
۳/۵۴۴ ۱ largely ۵ ۳/۵۴۴ ۱ soak ۵
۳/۵۴۴ ۱ yugoslavia ۶ ۳/۵۴۴ ۱ travel ۶
۳/۵۴۴ ۱ supplier ۷ ۳/۵۴۴ ۱ brightest ۷
۳/۵۴۴ ۱ benefit ۸ ۳/۵۴۴ ۱ fall ۸
۳/۵۴۴ ۱ male ۹ ۳/۵۴۴ ۱ risky ۹
۳/۵۴۴ ۱ investment ۱۰ ۳/۵۴۴ ۲ company ۱۰
۳/۵۴۴ ۱ among ۱۱ ۳/۵۴۴ ۱ sign ۱۱
۳/۵۴۴ ۱ force ۱۲ ۳/۵۴۴ ۱ farther ۱۲
۳/۵۴۴ ۱ client ۱۳ ۳/۵۴۴ ۱ accident ۱۳
۳/۵۴۴ ۱ hardest ۱۴ ۳/۵۴۴ ۱ affect ۱۴
۳/۵۴۴ ۲ component ۱۵ ۳/۵۴۴ ۱ mechanical ۱۵
۳/۵۴۴ ۱ manufacturer ۱۶ ۳/۵۴۴ ۱ tend ۱۶
۳/۵۴۴ ۲ expand ۱۷ ۳/۵۴۴ ۱ claim ۱۷
۳/۰۲۹ ۷ industry ۱۸ ۳/۵۴۴ ۳ engineer ۱۸
۲/۵۴۴ ۱ recession ۱۹ ۳/۵۴۴ ۱ moment ۱۹

۳/۵۴۴ ۳ driver ۲۰
۳/۵۴۴ ۱ exclude ۲۱
۲/۵۴۴ ۱ recession ۲۲
۱/۸۰۷ ۳ industry ۲۳
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fβ(W1) = (fpmi(”recession”, W2))γ + (fpmi(”industry”, W2))γ = (2/544)3 + (3/029)3 = 44/255

fβ(W2) = (fpmi(”recession”, W1))γ + (fpmi(”industry”, W1))γ = (2/544)3 + (1/807)3 = 22/364

بنابراين:

simsocpmi(W1, W2) = fβ(W1)
β1

+ fβ(W2)
β2

= 44/255
23

+ 22/364
19

= 3/101

شود. طي بايد خاصي مراحل زوج جمله ها به زوج واژگان شباهت محاسبه شيوه اين تعميم براي سپس

جمله: دو بين شباهت محاسبه در مثال براي

• A cemetery is a place where dead people’s bodies or their ashes are buried.

• A graveyard is an area of land, sometimes near a church, where dead people are

buried.

بين زوج واژگان شباهت محاسبه از زير ماتريس باقي مانده، واژگان ريشه يابي و ايست واژه ها حذف بعد

مي شود: تشكيل SOC-PMI روش توسط جمله دو

church near sometime land area graveyard

۰/۸۵۶ ۰/۵۴۲ ۰/۱۹۵ ۰/۳۹ ۰ ۰/۹۸۶ cemetery

۰ ۰ ۰/۱۴۹ ۰/۲۷۶ ۰/۴۱۳ ۰ place

۰/۰۸۸ ۰/۰۶۳ ۰/۱۲۲ ۰/۳۶۳ ۰ ۰/۴۶۵ body

۰/۲۱۱ ۰/۳۹۵ ۰/۲۳۸ ۰/۲۱۳ ۰ ۰/۷۹۶ ash
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مي شود: استخراج زير مراحل از شباهت مقادير مهم ترين

مي شود. اضافه ليست به و مي شود پيدا ماتريس عنصر بزرگ ترين ابتدا -

مي شوند. حذف آن متناظر ستون و رديف -

شود. خالي ماتريس كه زماني تا مي يابد ادامه زير صورت به ماتريس باقي مانده مقادير با همين كار -

church near sometime land area

۰ ۰ ۰/۱۴۹ ۰/۲۷۶ ۰/۴۱۳ place

۰/۰۸۸ ۰/۰۶۳ ۰/۱۲۲ ۰/۳۶۳ ۰ body

۰/۲۱۱ ۰/۳۹۵ ۰/۲۳۸ ۰/۲۱۳ ۰ ash

church near sometime land

۰/۰۸۸ ۰/۰۶۳ ۰/۱۲۲ ۰/۳۶۳ body

۰/۲۱۱ ۰/۳۹۵ ۰/۲۳۸ ۰/۲۱۳ ash

church sometime land

۰/۰۸۸ ۰/۱۲۲ ۰/۳۶۳ body

بود: خواهد زير مقادير حاوي p نهايي ليست نتيجه در

p = {0/986, 0/413, 0/363, 0/395}

تعداد n2 و اول جمله ي واژه هاي تعداد n1 فرمول اين در است. ۷ -۳ شباهت محاسبه نهايي فرمول

است. دوم جمله ي واژه هاي

simglobal(s1, s2) =
α

∑|p|
i=1 pi × (n1 + n2)

2n1n2
(۷ -۳)
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است؛ α = 3 و n1 = 7, n2 = 9 صورت به متغيرها مقادير بالا، جمله دو با ارتباط در مثال، براي

مي شود: محاسبه زير صورت به ۷ -۳ فرمول بنابراين

S = 3(0/986 + 0/413 + 0/363 + 0/395)(7 + 9)
2× 7× 9

فرمول با نسبي صورت به رخداد بسامد هاي تمامي اينكپِن، و ايزلام الگوريتم به نسبت تغيير يك در

اطلاعات را الگوريتم اين نام روش اين به اشاره براي ترتيب بدين مي شوند. جايگزين ۹ -۳ فرمول و ۸ -۳

است شده طراحي نيز ديگر نسخه اي مي گذاريم. ۳(RSOC-PMI) دو درجه ي نسبي هم رخدادي متقابل

مانند مشابهي وزن هاي بسامد محاسبه در كه ترتيب بدين بدهد بيشتري وزن همسايگي واژگان به تا

مي گذاريم. WSOC-PMI را نسخه اين نام مي گيرند، {1, 2, 3, 4, 5, w, 5, 4, 3, 2, 1}

در و است رفته كار به ti واژه آن ها در كه است كتاب هايي تعداد booksCount نماد ۸ -۳ فرمول در

است. شده نوشته هم كنار (ti, W ) زوج واژه كه است كتاب هايي تعداد نماد ۹ -۳ فرمول

f t(ti) = f t(ti)
booksCount

(۸ -۳)

f b(ti, W ) = f b(ti, W )
booksCount

(۹ -۳)
3Relative soc-pmi
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واژگان بين رشته ها تطابق ۲ -۳
است جمله دو واژگان بين شده استفاده نويسه هاي بودن يكسان نرخ محاسبه استفاده، مورد بعدي روش

بين ۴LCSS نماد با يكسان زيردنباله طولاني ترين روش، اين در مي شود. محاسبه فرمول سه از خود كه
۵NLCSS) مي شود نرمال مقايسه، مورد واژه دو كل طول به نسبت سپس و مي شود محاسبه واژگان

.(۱۰ -۳ فرمول

v1 = NLCSS(W1, W2) = len(LCSS(W1, W2))2

len(W1)× len(W2)
(۱۰ -۳)

طولاني ترين ،۱۱ -۳ فرمول در است. رشته نويسه هاي تعداد معناي به len نماد ۱۰ -۳ فرمول در

به مي كند، محاسبه را دارد وجود طولاني تر واژه در كه نويسه ها) تعداد نظر (از كوتاه تر واژه زيربخش

را محاسبه همين ۱۲ -۳ فرمول .۶NMCLCSS باشد شده شروع اول نويسه از محاسبه اين آنكه شرط

شود. آغاز نويسه اي هر از مي تواند زيربخش طولاني ترين كه تفاوت اين با مي دهد انجام

v2 = NMCLCSS1(W1, W2) = len(MCLCSS1(W1, W2))2

len(W1)× len(W2)
(۱۱ -۳)

v3 = NMCLCSSn(W1, W2) = len(MCLCSSn(W1, W2))2

len(W1)× len(W2)
(۱۲ -۳)

۱۳ -۳ فرمول توسط رشته، بر مبتني شباهت عنوان با شده ياد فرمول سه اين توسط نهايي عدد
4Longest common subsequence
5Normalized LCSS
6Normalized maximal consecutive LCSS
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است. داده پيشنهاد α = 0/33 مقدار [۵۹] پژوهش مي شود. محاسبه

Simstring(W1, W2) = α1v1 + α2v2 + α3v3 (۱۳ -۳)

مي رسيم: زير مقادير به (place, land) زوج واژه براي مثال براي

v1 = 22

5× 4
= 0/2

v2 = 0

v3 = 22

5× 4
= 0/2

Simstring = 0/33× 0/2 + 0/33× 0 + 0/33× 0/2 = 0/132

است: زير صورت به نويسه ها تطابق روش به محاسبات ماتريس كلي به طور

church near sometime land area graveyard

۰/۰۴۱ ۰/۰۵۲ ۰/۱۲۹ ۰ ۰/۰۲۱ ۰/۰۲۳ cemetery

۰/۰۲۲ ۰/۰۳۳ ۰/۰۱۷ ۰/۱۳۲ ۰/۰۸۳ ۰/۰۳۷ place

۰ ۰ ۰/۰۲۱ ۰/۰۴۱ ۰ ۰/۰۱۸ body

۰/۰۳۷ ۰/۰۵۵ ۰/۰۲۸ ۰/۰۵۵ ۰/۰۸۳ ۰/۰۲۴ ash

church near sometime area graveyard

۰/۰۴۱ ۰/۰۵۲ ۰/۱۲۹ ۰/۰۲۱ ۰/۰۲۳ cemetery

۰ ۰ ۰/۰۲۱ ۰ ۰/۰۱۸ body

۰/۰۳۷ ۰/۰۵۵ ۰/۰۲۸ ۰/۰۸۳ ۰/۰۲۴ ash
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آماري روش سه تشخيص درستي مقايسه :۳ -۳ جدول

LSA PMI-IR SOC-PMI
۶۴/۳۷% ۷۳/۷۵% ۷۶/۲۵%

church near sometime graveyard

۰/۰۴۱ ۰/۰۵۲ ۰/۱۲۹ ۰/۰۲۳ cemetery

۰ ۰ ۰/۰۲۱ ۰/۰۱۸ body

church sometime graveyard

۰ ۰/۰۲۱ ۰/۰۱۸ body

بود: خواهد زير مقادير حاوي p ليست نتيجه در

p = {0/132, 0/083, 0/129, 0/021}

مي شود: محاسبه فرمول۳- ۷ از زير صورت به شباهت نتيجه و

S = 3(0/132 + 0/083 + 0/129 + 0/021)(7 + 9)
2× 7× 9

= 0/139

در كه داده اي پايگاه هاي توسط كه مي دهد نمايش را شده ياد روش سه ارزيابي نتايج ۳ -۳ جدول

شده اند: آزموده شده، ليست ادامه

تافل. مترادف انتخاب آزمون پرسش ۸۰ -

.(ESL) دوم زبان عنوان به انگليسي امتحان پرسش ۵۰ -

.[۸۸] Miller داده پايگاه از شده نوشته اسم (نقش واژه) با مرتبط نام جفت انتخاب رسش -

.[۱۱۰] Rubbenstein داده پايگاه از مرتبط نام جفت انتخاب پرسش ۶۵ -
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كل قدرت كميت ۳ -۳
واژه يا عبارت دو هم رخدادي بسامد ارتباط محاسبه براي مستقيم فرمولي واژه دو ربط ارزيابي۷ معيار اين

.[۱۰۷] كرديم استفاده صفحه بسامد و كل بسامد روابط محاسبه براي روش دو به را معيار اين ما است.

اسناد. كل در عبارت يا واژه يك تكرار كل تعداد كل: بسامد -

در تعداد چه آنكه از صرف نظر است شده تكرار آن در عبارت كه صفحه هايي تعداد صفحه: بسامد -

باشد. شده تكرار سند يك

مي شوند باعث نزديك تر تكرار بسامد دو كه بفرماييد دقت است. معيار اين محاسبه نحوه ۱۴ -۳ فرمول

واژه تكرار بسامد f t(W2) و است W1 واژه تكرار بسامد f t(W1) كند. توليد كوچك تري عدد معيار اين

است. W2

simqts(W1, W2) = (f t(W1) + f t(W2))× min(f t(W1), f t(W2))
max(f t(W1), f t(W2))

(۱۴ -۳)

گوگل سه نويسه اي مدل ۴ -۳
بسامد مقادير فقط رويكرد اين براي مي سنجد. ۱۵ -۳ فرمول با را زوج واژگان بين ارتباط مدل۸ اين

مدل اين مي شود. جستجو سه نويسه ۱۰۰ از فهرستي واژه هر براي كرديم. استفاده را واژگان كل

دليل به اما كرديم استفاده واژگان صفحه بسامد از همچنين داديم، تعميم بيشتر و چهارنويسه به را

دو هم رخدادي بسامد tf(W1, ti, W2) نماد ،۱۵ -۳ فرمول در كرديم. حذف را آن ها نتايج، ندادن بهبود

بخش در باشند. جدا هم از (ti) واژه يك فاصله با كه صورتي در مي كند محاسبه را (W1, W2) واژه

مي شود. عوض واژه ها جاي كه تفاوت اين با مي شود انجام دوباره محاسبات همين tf(W2, ti, W1)

7Quantified total strength
8Google tri-gram model
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gtm(W1, W2) = 1
2

(
∑

i

tf(W1, ti, W2) +
∑

j

tf(W2, tj , W1)) (۱۵ -۳)

.[۶۰] مي شود استفاده يك و صفر بازه به نتيجه نرمال سازي براي ۱۶ -۳ فرمول مرحله، اين بعد

در واژه پرتكراترين رخداد بسامد C فرمول اين در مي كند. توليد را شباهت نهايي نتيجه ۱۷ -۳ فرمول

است. پيكره

fS(w1, w2) = gtm(W1, W2)× C2

f t(W1)f t(W2)min(f t(W1), f t(W2))
(۱۶ -۳)

simgtm(W1, W2) =



log(fS(W1,W2))
denominator

if fS > 1

log(1.01)
denominator

if fS ≤ 1

0 if fS = 0


(۱۷ -۳)

denominator = −2× log(min(f t(W1), f t(W2))
C

)

كه است كسر مخرج denominator نماد و است زوج واژه اسكيپ گرام بسامد fS نماد فرمول اين در

است. شده نوشته مجزا خطي در بيشتر خوانايي براي
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Word2Set ۵ -۳
مجموعه يك واژه، هر براي و مي كند جستجو واژگان شبكه گراف در مجموعه۹» به واژه «تبديل روش

واژه هاي مجموعه R1 تا دهيد اجازه مي شود. تشكيل متني) تعريف (از كليدواژه ها و همسايه واژگان شامل

مي شود. محاسبه ۱۸ -۳ فرمول توسط شباهت است. W2 به مرتبط واژه هاي مجموعه R2 و W1 به مرتبط

simword2set = |R1 ∩R2|√
|R1| × |R2|

(۱۸ -۳)

واژه هاي اشتراك تعداد شامل شباهت، محاسبه اصلي معيارهاي است، مشخص فرمول در كه همانطور

است. واژه دو بين هم به مرتبط

مسير-ووپالمر-لي وزني فاصله ي وابستگي معيار معرفي ۶ -۳
فاصله هاي همواره كه است آن معيار اين ايده است. شده مشتق ۵ -۲ و ۴ -۲ ،۳ -۲ فرمول سه از معيار اين

باشد داشته وجود غيرخطي روابط ذكرشده، معيار هاي بين است ممكن و نيستند خطي شده سنجيده

مقدار براي معيارها اين از يكي كه صورتي در همچنين است. شده محاسبه ۱۹ -۳ فرمول با اينجا در كه

نمي شود؛ گرفته نظر در نيز معيار ها بقيه مقادير و مي شود صفر خروجي شود، گرفته نظر در صفر شباهت

اختصاص آن به شباهت مقدار معيار سه هر كه داشت خواهند شباهت مقدار واژه دو صورتي در بنابراين

شود. محاسبه زوج واژگان شباهت ماتريس از استفاده با مي تواند جمله دو شباهت دهند.

simwwl = 3× simwpath × simwup × simli (۱۹ -۳)
9Word2Set
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مسير-لي وزني فاصله ي وابستگي معيار معرفي ۷ -۳
هم به ۳ -۲ فرمول معيار به نسبت معيار دو اين است. شده مشتق ۵ -۲ و ۴ -۲ فرمول دو از معيار اين

فرمول در ولي مي گيرند نظر در را مفهوم دو بين مسير كوتاه ترين دو هر كه زيرا دارند بيشتري شباهت

است. شده آورده زير در معيار اين محاسبه فرمول نمي شود. گرفته نظر در ۳ -۲

simwwl = 2× simwpath × simli (۲۰ -۳)

PPDB دانش پايگاه بر مبتني شباهت ۸ -۳
اين است. واژه دو شباهت نمره با همراه جايگزين قابل واژه هاي از بزرگي ليست حاوي داده پايگاه اين

ارزيابي ميانگين نهايي نمره .[۹۹] مي شود ارزش گذاري پنج تا صفر بين ليكِرت مقياس اساس بر نمره

است، شده داده توضيح زير در مقياس اين است. انساني داوران توسط شده داده تخصيص نمره هاي

ليكرت: مقياس است. شده داده نمايش ۲ -۳ تصوير در دانش پايگاه اين داده هاي از نمونه اي همچنين

شباهتي) هيچ بدون (قطعاً مخالف كاملاً -

شباهت) هيچ (بدون مخالف -

شباهت) بدون نه و شبيه (نه مخالف نه و موافق نه -

(شبيه) موافق -

جايگزين) قابل (كاملاً موافق كاملاً -

[۲۹]؛ است شده استفاده همكاران و كرافت توسط شده معرفي روش از بخش، اين پياده سازي براي

ذكر به لازم است. شده استفاده PPDB دانش پايگاه از WordNet معيار هاي جاي به كه تفاوت اين با
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PPDB دانش پايگاه از نمونه اي :۲ -۳ تصوير

اين كه است آن پياده سازي اين دليل است. شده نرمال سازي يك و صفر بازه در مقدارها تمامي كه است

همچنين و كند برطرف حدودي تا را جمله دو مقايسه براي كافي داده هاي كمبود مشكل مي تواند روش

يكتا واژگان حاوي ليست يك جمله، دو از روش اين در باشد. داشته شباهت محاسبه در خوبي نتايج

محاسبه شباهت و شده مقايسه اول جمله ي واژه هاي با ليست واژه هاي تمامي سپس مي شود. استخراج

پيشين روش عنوان به روش اين كامل توضيح مي شود؛ تكرار دوم جمله ي مورد در فرآيند همين مي شود،

است. شده آورده ۴ -۲ جدول دو فصل در

Vico توصيفگر ۹ -۳
در هم به نزديك اشياء از واژه ويژگي بردار توليد براي متن، در همسايه واژگان گرفتن نظر در جاي به

مسئله اين از جدا ويژگي بردار توليد روش اما .[۴۱] است شده استفاده همسايه واژگان عنوان به تصاوير

زن» و «مرد زوج واژه مي شود، ديده نيز ۳ -۳ تصوير در كه همانطور عبارتي به است. Glove روش مانند

به نيز ميز روي اشياء بگيرند. قرار هم كنار تصاوير در كه اگر باشند داشته بالايي هم رخدادي مي توانند

داشت. خواهند مشابهي توصيف گر بالا هم رخدادي دليل

SynGCN توصيفگر ۱۰ -۳
واژگان وابستگي بردار تجزيه اطلاعات و پيچشي عصبي شبكه محاسباتي گراف از استفاده با پژوهشگران

[۸۱] استنفورد آماده ابزار توسط وابستگي درخت .[۱۲۸] ساخته اند را SynGCN توصيفگرهاي جمله،

واژه مركزيت به گراف يك عنوان به همسايگانش و هدف واژه به پژوهش اين در مي شود. تشكيل
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[۴۱] vico با تصويرمرتبط از نمونه اي :۳ -۳ تصوير

پيدا بهينه ساز الگوريتم هدف مي شوند. شروع تصادفي مقادير با توصيفگرها ابتدا مي  شود. نگاه هدف

درخت به توجه (با همسايه گره هر است. شده تعريف مركزي گره براي همسايه گره هاي از تلفيقي كردن

شباهت كدگذاري هدف بنابريان و شود اضافه مركزي واژه به متغيري صورت به است ممكن آن) وابستگي

هستند. يكديگر با جايگزيني قابل شبيه واژگان عبارتي به مي شود. تعريف عملكردي

Dict2Vec توصيفگر ۱۱ -۳
واژه با مشابهي توصيف لزوماً متن بافت در همسايه واژگان كه مي شود بحث ،[۱۲۲] پژوهش اين در

درنتيجه و باشند بي ربط يا متفاوت معنايي نظر از است ممكن واژگان اين عبارتي به ندارند. مركزي

مرتبط تر واژگان كه زيرا است بهتري واژگان توصيف شامل لغت۱۰ فرهنگ باشند. نداشته مناسبي عملكرد

مي شوند. يافت نمونه متن يك همسايگي در كه واژه هايي تا هستند شبيه تر كليدي واژگان به آن در

توصيف هاي آن، برخلاف و است شده فراهم واژگان شبكه به نسبت بيشتري اطلاعات اين، بر علاوه

نام هاي به است كليد دو شامل واژگان فرهنگ كتاب ورودي هر مي شود. تعريف بهتر و مشخص تر واژگان

دربرداشته را كليدي واژه خود تعريف در متقابل صورت به كه واژگاني توصيف كننده». واژگان و «كليدواژه
10Dictionary
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كاهش بهينه سازي هدف مي شود. گفته ضعيف زوج هاي صورت اين غير در و قوي زوج هاي آن ها به باشند

پارامترهاي به ضعيف) يا (قوي زوج نوع هر صورت بدين است. آن ها زوج و واژه توصيفگرهاي بين فاصله

.[۱۲۲] مي شوند اضافه متفاوتي صورت به سيستم، آموزش

شباهت ماتريس از محلي ويژگي هاي استخراج ۱۲ -۳
ديگر بار است، شده بررسي هم زوج واژگان تمام شباهت ماتريس از محلي ويژگي هاي استخراج تأثير

روي شناور صورت به 3 × 3 پنجره يك بخش، اين در محاسبه براي بگيريد. نظر در را زير ماتريس

مراحل مي دهيم؛ قرار p ليست در و كرده محاسبه را ماتريس عنصرهاي ميانگين و مي گذاريم ماتريس

است. شده داده نمايش زير در كار اين

church near sometime land area graveyard

۰/۰۴۱ ۰/۰۵۲ ۰/۱۲۹ ۰ ۰/۰۲۱ ۰/۰۲۳ cemetery

۰/۰۲۲ ۰/۰۳۳ ۰/۰۱۷ ۰/۱۳۲ ۰/۰۸۳ ۰/۰۳۷ place

۰ ۰ ۰/۰۲۱ ۰/۰۴۱ ۰ ۰/۰۱۸ body

۰/۰۳۷ ۰/۰۵۵ ۰/۰۲۸ ۰/۰۵۵ ۰/۰۸۳ ۰/۰۲۴ ash

p1 = 0/023 + 0/021 + 0 + 0/037 + 0/083 + 0/132 + 0/018 + 0 + 0/041
9

= 0/0394
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church near sometime land area graveyard

۰/۰۴۱ ۰/۰۵۲ ۰/۱۲۹ ۰ ۰/۰۲۱ ۰/۰۲۳ cemetery

۰/۰۲۲ ۰/۰۳۳ ۰/۰۱۷ ۰/۱۳۲ ۰/۰۸۳ ۰/۰۳۷ place

۰ ۰ ۰/۰۲۱ ۰/۰۴۱ ۰ ۰/۰۱۸ body

۰/۰۳۷ ۰/۰۵۵ ۰/۰۲۸ ۰/۰۵۵ ۰/۰۸۳ ۰/۰۲۴ ash

p2 = 0/021 + 0/083 + 0 + 0 + 0/132 + 0/041 + 0/129 + 0/017 + 0/021
9

= 0/0493

church near sometime land area graveyard

۰/۰۴۱ ۰/۰۵۲ ۰/۱۲۹ ۰ ۰/۰۲۱ ۰/۰۲۳ cemetery

۰/۰۲۲ ۰/۰۳۳ ۰/۰۱۷ ۰/۱۳۲ ۰/۰۸۳ ۰/۰۳۷ place

۰ ۰ ۰/۰۲۱ ۰/۰۴۱ ۰ ۰/۰۱۸ body

۰/۰۳۷ ۰/۰۵۵ ۰/۰۲۸ ۰/۰۵۵ ۰/۰۸۳ ۰/۰۲۴ ash

p3 = 0 + 0/132 + 0/041 + 0/129 + 0/017 + 0/021 + 0/052 + 0/033 + 0
9

= 0/0472

church near sometime land area graveyard

۰/۰۴۱ ۰/۰۵۲ ۰/۱۲۹ ۰ ۰/۰۲۱ ۰/۰۲۳ cemetery

۰/۰۲۲ ۰/۰۳۳ ۰/۰۱۷ ۰/۱۳۲ ۰/۰۸۳ ۰/۰۳۷ place

۰ ۰ ۰/۰۲۱ ۰/۰۴۱ ۰ ۰/۰۱۸ body

۰/۰۳۷ ۰/۰۵۵ ۰/۰۲۸ ۰/۰۵۵ ۰/۰۸۳ ۰/۰۲۴ ash
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p4 = 0/129 + 0/017 + 0/021 + 0/052 + 0/033 + 0 + 0/041 + 0/02 + 0
9

= 0/0347

church near sometime land area graveyard

۰/۰۴۱ ۰/۰۵۲ ۰/۱۲۹ ۰ ۰/۰۲۱ ۰/۰۲۳ cemetery

۰/۰۲۲ ۰/۰۳۳ ۰/۰۱۷ ۰/۱۳۲ ۰/۰۸۳ ۰/۰۳۷ place

۰ ۰ ۰/۰۲۱ ۰/۰۴۱ ۰ ۰/۰۱۸ body

۰/۰۳۷ ۰/۰۵۵ ۰/۰۲۸ ۰/۰۵۵ ۰/۰۸۳ ۰/۰۲۴ ash

p5 = 0/037 + 0/018 + 0/024 + 0/083 + 0 + 0/083 + 0/132 + 0/041 + 0/055
9

= 0/0525

church near sometime land area graveyard

۰/۰۴۱ ۰/۰۵۲ ۰/۱۲۹ ۰ ۰/۰۲۱ ۰/۰۲۳ cemetery

۰/۰۲۲ ۰/۰۳۳ ۰/۰۱۷ ۰/۱۳۲ ۰/۰۸۳ ۰/۰۳۷ place

۰ ۰ ۰/۰۲۱ ۰/۰۴۱ ۰ ۰/۰۱۸ body

۰/۰۳۷ ۰/۰۵۵ ۰/۰۲۸ ۰/۰۵۵ ۰/۰۸۳ ۰/۰۲۴ ash

p6 = 0/083 + 0 + 0/083 + 0/132 + 0/041 + 0/055 + 0/017 + 0/021 + 0/028
9

= 0/0511
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church near sometime land area graveyard

۰/۰۴۱ ۰/۰۵۲ ۰/۱۲۹ ۰ ۰/۰۲۱ ۰/۰۲۳ cemetery

۰/۰۲۲ ۰/۰۳۳ ۰/۰۱۷ ۰/۱۳۲ ۰/۰۸۳ ۰/۰۳۷ place

۰ ۰ ۰/۰۲۱ ۰/۰۴۱ ۰ ۰/۰۱۸ body

۰/۰۳۷ ۰/۰۵۵ ۰/۰۲۸ ۰/۰۵۵ ۰/۰۸۳ ۰/۰۲۴ ash

p7 = 0/132 + 0/041 + 0/055 + 0/017 + 0/021 + 0/028 + 0/033 + 0 + 0/055
9

= 0/0424

church near sometime land area graveyard

۰/۰۴۱ ۰/۰۵۲ ۰/۱۲۹ ۰ ۰/۰۲۱ ۰/۰۲۳ cemetery

۰/۰۲۲ ۰/۰۳۳ ۰/۰۱۷ ۰/۱۳۲ ۰/۰۸۳ ۰/۰۳۷ place

۰ ۰ ۰/۰۲۱ ۰/۰۴۱ ۰ ۰/۰۱۸ body

۰/۰۳۷ ۰/۰۵۵ ۰/۰۲۸ ۰/۰۵۵ ۰/۰۸۳ ۰/۰۲۴ ash

p8 = 0/017 + 0/021 + 0/028 + 0/033 + 0 + 0/055 + 0/022 + 0 + 0/037
9

= 0/0236

مي كنيم: محاسبه را شباهت نتيجه ۷ -۳ فرمول از استفاده با حال

simglobal(s1, s2) = 3× (0/0394 + 0/0493 + 0/0472 + 0/0347 + 0/0525 + 0/0511 + 0/0424 + 0/0236)× (7 + 9)
2× 7× 9
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آماري اطلاعات بر مبتني پيشنهادي روش هاي ۱۳ -۳
شباهت محاسبه براي واژه دو مشترك همسايگان از كه هستند آماري روش يك بر مبتني روش هاي اين

مي كند. استفاده آن ها بين

زوج واژگان تلفيقي شباهت محاسبه ۱ -۱۳ -۳

روش هاي: ويژگي سه ضرايب انتخاب براي رگرسيون يك

۵ -۳ بخش از simword2set روش -

۳ -۳ بخش از كل رخداد بسامد براي simqts محاسبه -

۳ -۳ بخش از شده تكرار صفحات تعداد رخداد بسامد براي simqts محاسبه -

همكاران و خيمنز پژوهش W1500 پيشنهادي داده پايگاه روي رگرسيون، اين آموزش مي شود. طراحي

واژه ۵۰۰ يك، شده تنظيم ربط مقدار با مترادف واژه ۵۰۰ شامل: داده پايگاه اين .[۶۶] مي شود انجام

مهندسي بر مبتني ما، رويكرد است. صفر ربط مقدار با نامرتبط واژه ۵۰۰ و ۰/۲ ربط مقدار با متضاد

محاسبه ويژگي سه حاوي بردار يك زوج واژه، يك شباهت محاسبه براي رويكرد، اين در است. ويژگي

هم و كل» قدرت «كميت روش با مستقيم) (بسامد واژه خود بسامد روابط هم رويكرد، اين در مي كنيم.

رگرسيون يك به مقادير اين سپس مي گيريم. نظر در Word2Set روش با را هم رخداد» واژگان «اطلاعات

اضافه است. شعاعي۱۲» پايه «تابع از استفاده با « گاوسين۱۱ «فرآيند يك رگرسيون مدل مي شوند. ارسال

رگرسيون مدل است. بيش برازش۱۴ از پيشگيري براي ما رويكرد متقابل۱۳، اعتبارسنجي و نويز كردن

هركدام انتخاب دليل است. غيرپارامتري۱۵ و متغيره چند بيزينَ رگرسيون مدل يك GPR استفاده مورد

است: زير شرح به ويژگي ها از
11Gaussian process (GPR)
12Radial basis function
13Cross validation
14Overfitting
15Non-parametric
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است. كرده كسب واژگان شباهت ارزيابي زمينه در را نتايج بهترين و نوين ترين Word2Set روش .۱

شباهت محاسبه براي واژه دو تعريف بسط در مشترك واژگان چراكه است شهودي بسيار روش اين

مي شوند. استفاده

مستقل صورت به سند۱۷» در رخداد «بسامد و كل۱۶» «بسامد براي استفاده، مورد آماري فرمول .۲

مقدار دو اين واژگان، شبكه در واژه اي نبود صورت در نتيجه، در ويژگي). (دو مي شود محاسبه

از رخداد بسامد اطلاعات آنكه ضمن دهند، ارائه جايگزين» عنوان «به را خوبي ارزيابي مي توانند

مي شود. محاسبه گوگل» بزرگ متني «پيكره هاي

شده وزن دهي همسايگي واژگان بر مبتني اول: پيشنهادي روش ۲ -۱۳ -۳
(Weighted)

است: شده تشكيل زير روش سه از خود پيشنهادي روش اين

۲ -۳ بخش در واژگان بين رشته ها تطابق .۱

۱ -۳ بخش از (WSOC-PMI) دو درجه ي وزني هم رخدادي متقابل اطلاعات .۲

۲ -۲ -۲ بخش در شده مرور لي واژگان شبكه ي بر مبتني معيار .۳

براي نتيجه در مي شود. محاسبه M نماد با زوج واژگان شباهت ماتريس معيار ها اين از هركدام براي

يك در ماتريس سه ميانگين ۲۱ -۳ فرمول با سپس داشت. خواهيم M ماتريس سه شده ياد روش سه

ماتريس سه در عنصر مقدار ميانگين نهايي M ماتريس عنصر هر عبارتي به مي شود، خلاصه ماتريس

است.

M(i, j) = 1
n

n∑
k=1

Mk(i, j) (۲۱ -۳)
16Term frequency
17Inverse document frequency
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۷ -۳ فرمول با انتها در است. سه اينجا در كه است استفاده مورد ماتريس هاي تعداد n آن در كه

مي شود. محاسبه شباهت

(Relative) مفهوم ها شباهت و واژه ها هم رخدادي دوم: پيشنهادي روش ۳ -۱۳ -۳

است: شده تشكيل زير روش دو از پيشنهادي روش اين

۱ -۳ بخش در (RSOC-PMI) دو درجه ي نسبي هم رخدادي متقابل اطلاعات -

۶ -۳ بخش در مسير-ووپالمر-لي وزني فاصله ي وابستگي معيار -

وزن آموزش داده هاي از استفاده با اين بار اما مي شود محاسبه M ماتريس معيار ها اين از هركدام براي

مي شود: گرفته نظر در كل ماتريس محاسبه در معيار ها از هركدام براي متفاوتي

M(i, j) = 1
n

n∑
k=1

αkMk(i, j) (۲۲ -۳)

البته شود. يك بايد ضرايب تمام جمع و مي گيرد يك تا صفر بين مقداري α فرمول، اين در كه

تلفيقي معيار هاي روش براي نتيجه، در و α1 = 0/75 هم رخداد روش براي بهينه مقدار آزمايش ها در

۷ -۳ فرمول با انتها در است. مختلف داده هاي پايگاه به قابل تعميم كه است آمده به دست α2 = 0/25

مي شود. محاسبه شباهت

(GLP) محلي و عمومي ويژگي هاي بر مبتني سوم: پيشنهادي روش ۴ -۱۳ -۳

استخراج عمومي ويژگي هاي عنوان به زوج واژگان شباهت ماتريس عناصر بزرگ ترين ۱۸GLP روش در

به مي شود استفاده شناور پنجره از آن در كه ۱۲ -۳ بخش در شده داده توضيح ويژگي هاي و مي شود

حذف از جلوگيري محلي ويژگي هاي از استفاده از هدف مي شوند. محاسبه محلي ويژگي هاي عنوان
18Global and local features
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اما باشد مهم است ممكن اطلاعات اين است. مقايسه مورد زوج واژه از دور واژگان شباهت هاي اطلاعات

برود. دست از است ممكن كامل ستون و رديف يك حذف دليل به عمومي رويكرد در

است: شده تشكيل زير روش سه از خود پيشنهادي روش اين

۲ -۳ بخش در واژگان بين رشته ها تطابق .۱

۶ -۳ بخش در مسير-ووپالمر-لي وزني فاصله ي وابستگي معيار .۲

جمله پيچيدگي۱۹ .۳

،۱۳۴] است شده محاسبه ۲۵ -۳ فرمول طبق تك نويسه ها۲۰ روي جمله پيچيدگي بر مبتني شباهت

عبارتي به دست آورد، به s نماد با جمله دو پيوستن هم به از بعد مي توان را تك نويسه ها ليست .[۲۰

مي شوند. ذخيره ليست در يكتا نويسه هاي و مي شوند جدا هم از جمله دو نويسه هاي

entropy(s) = H(s) = −
∑

x

p(x)log2p(x) (۲۳ -۳)

perplexity(s) = pp(s) = 2H(s) (۲۴ -۳)

simperplexity(s1, s2) = 1− perplexity(s)
numberOfUnique1grams

(۲۵ -۳)

دوم و اول روش براي است. دوجمله در تك نويسه هر رخداد احتمال p(x) نماد ،۲۳ -۳ فرمول در
19Perplexity
20Unigrams
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عمومي ويژگي هاي از p ليست استخراج از بعد و مي آوريم به دست را M زوج واژگان شباهت ماتريس

شباهت محلي و عمومي حالت دو در شباهت نهايي مقدار ،(p2 و p1 ليست (دو ماتريس روي محلي و

ميانگين ۲۶ -۳ فرمول طبق آن ها از سپس مي كنيم محاسبه ۷ -۳ فرمول صورت به را ماتريس از زوج جمله

مي گيريم:

Stotal = simglobal + simlocal + simperplexity

3
(۲۶ -۳)

مبتني شباهت نماد simlocal و عمومي ويژگي هاي بر مبتني زوج جمله شباهت نماد simglobal اينجا در

است. محلي ويژگي هاي بر

(WordnetPPDB)PPDB WordNetو بر مبتني چهارم: پيشنهادي روش ۵ -۱۳ -۳

مي شود: تشكيل بخش دو از روش اين است مشخص عنوان از كه همان طور

شباهت ماتريس اين براي .۳ -۲ -۲ بخش در وزن دهي مسير روش واژگان: شبكه ي معيار بر مبتني .۱

است. شده محاسبه عمومي ويژگي هاي و است شده تشكيل زوج واژگان

كرافت روش با مشابه كاملاً بخش اين پياده سازي :PPDB جايگزين قابل واژگان شبكه ي بر مبتني .۲

است. كرده تغيير شباهت معيار كه تفاوت اين با [۲۹] است همكاران و

است. معيار دو هر شباهت ارزيابي ميانگين جمله، دو شباهت نهايي نتيجه ي

عصبي مدل هاي ۱۴ -۳
و شبكه ها اين توضيحات ادامه در است. شده استفاده عصبي شبكه معماري هاي از روش هاي اين در

است. آمده استفاده مورد معماري هاي

۱۰۰



چندوجهي توصيف - زوج جمله شباهت ۱ -۱۴ -۳

توصيف بردار تشكيل براي واژگان توصيف از يكنواختي تصوير توصيفگر نوع يك از انحصاري استفاده

مثال براي داراست را واژگان از انحصاري ديد يك توصيفگر روش هر عبارتي به مي دهد. ارائه جمله

حل براي اما مي سازند. واژه توصيف عنوان به را واژگان هم رخدادي اطلاعات Glove يا Word2Vec

توصيف براي متفاوت روش نوع سه از ما واژگان از چندوجهي و متنوع توصيف يك ارائه و مشكل اين

حالت به نسبت كامل تري توصيف يكديگر با روش سه اين توسط شده توليد بردار كرديم. استفاده واژگان

است: زير موارد شامل روش سه اين مي دهند. ارائه مستقل،

۱۰ -۳ بخش از SynGCN توصيف گر -

۹ -۳ بخش از Vico توصيف گر -

۱۱ -۳ بخش از Dict2Vec توصيف گر -

آنچه پايه بر و است شده داده نمايش ۴ -۳ تصوير در شبكه آموزش براي استفاده مورد معماري

و BiGRU ،GRU عملكرد ديگر تغييري در است. شده طراحي شده تعريف Siamese معماري در كه

داشت. دوطرفه LSTM را عملكرد بهترين و شد آزموده BiLSTMها

Dense ش��بکه� 

Siamese ش��بکه� Siamese ش��بکه�Siamese ش��بکه� Siamese ش��بکه�

توصیف‌گر
Vico

توصیف‌گر
SymGCN

توصیف‌گر
Dict2Vec

خروجی

چندوجهي توصيف عصبي شبكه معماري :۴ -۳ تصوير
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جمله فشرده توصيف - زوج جمله شباهت ۲ -۱۴ -۳

يك بعُدي كانولوشن بر مبتني كه كرديم طراحي كدگذار-كدگشا عصبي شبكه يك كار، از بخش اين براي

ورودي ويژگي هاي تعداد كانولوشن عمليات توسط ابتدا معماري اين در است. هم از مستقل فيلترهاي با

عمليات اين براي شود. بازسازي ورودي سيگنال تا مي شود سعي كدگشا بخش در و مي كنيم فشرده را

قرار واژه يك ويژگي بردار رديف هر در توجه با ما معماري در است. شده استفاده ۵ -۳ تصوير معماري

است. شده داده

رمزگشا - رمزگذار پيشنهادي سيستم ساختار :۵ -۳ تصوير

است: زير صورت به مراحل است آمده ۵ -۳ تصوير در كه همان طور

است متفاوت هركدام وزن هاي معمولي، كانولوشن برخلاف كه پيچشي پنجره ۱۶ :Conv1D .۱

است. يك در سه هركدام پنجره طول است. شده استفاده

حذف محاسبات از نورون ها درصد ۲۵ مرحله اين در :Batch Normalization & Dropout .۲

به منظور عمليات اين مي شوند، نرمال سازي دسته اي صورت به پنجره ها از خروجي مقادير و مي شوند

مي شود. استفاده بيش برازش از جلوگيري

استفاده كلي تر ويژگي هاي استخراج به منظور يك در پنج بزرگ تر پنجره هاي از اين بار :Conv1D .۳

است. شده

لايه شده توليد تصويرهاي از مهم ويژگي هاي استخراج به منظور عمليات اين :Average Pooling .۴

۱۰۲



است. ابعاد كاهش و قبل

مانند دلخواه صورت به آن اندازه و است متصل تمام نورون هاي نوع از شبكه اين معماري :Dense .۵

است. شده تنظيم ۵۰ به استاندارد Siamese شبكه

مي شود تنظيم متصل تمام نورون هاي ورودي بردار ويژگي هاي كل تعداد به لايه اين در :Dense .۶

مي شود. استفاده خطا محاسبه براي ورودي مقدار با نورون ها اين خروجي مقدار و

موجك توصيف - زوج جمله شباهت ۳ -۱۴ -۳

مقياس در .موجك ها مي شود تجزيه موجك ها از دسته اي به موجك تبديل توسط جمله توصيف سيگنال

كشيدگي مقدار مقياس هستند. مكان و مقياس ويژگي دو شامل و مي كنند عمل محلي صورت به زماني

مقداري چه شامل خاص مكان در موجك تابع كه مي كند تعيين مكان و مي كند تعيين را موجك اندازه

تعيين ورودي سيگنال با موجك تابع همپوشاني ميزان پيچشي، عمليات با موجك تبديل در است.

دارد. وجود ورودي سيگنال در موجك از خاصي تابع از چقدر عبارتي به مي شود،

مي توان اما مي آيد، دست به RoBERTa رويكرد توسط جمله توصيف گر ابتدا پيشنهادي، روش اين در

است آمده نيز ۶ -۳ شكل در كه همانطور بعدي مرحله در كرد. استفاده آن جاي به توصيف گري هر از

كاسينوسي شباهت بعد، مرحله در مي شود. تجزيه سيگنال n به موجك تبديل توسط جمله توصيف

ويژگي عنوان به شده محاسبه شباهت هاي و مي شود محاسبه جمله دو بين شده تجزيه متناظر بردارهاي

پارامترهاي بزند. تخمين را شباهت مقدار آموزش داده هاي از استفاده با تا مي شود ارسال رگرسيون يك به

.(db2) است دو نوع دبوشي نوع از كانال پنج استفاده مورد موجك

است. شده داده نمايش خلاصه صورت به آن ها مشخصه و پيشنهادي روش هاي ۴ -۳ جدول در

جمع بندي ۱۵ -۳
داشتند. شباهت ارزيابي در بالايي موفقيت واژگان شبكه بر مبتني معيارهاي پيشنهادي روش هاي در

نتايج بهبود باعث ووپالمر معيار و (۳۷ (صفحه وزني مسير كوتاه ترين لي، معيارهاي بين وابستگي محاسبه
۱۰۳



 

 بردار توصیف جمله اول

 تبدیل موجک

سیگنال 

۱تجزیه   

سیگنال 

۲تجزیه   

 سیگنال 

nتجزیه 
… 

دومبردار توصیف جمله   

 تبدیل موجک

سیگنال 

۱تجزیه   

سیگنال 

۲تجزیه   

 سیگنال 

n تجزیه 
… 

 n کاسینوسی شباهت

 ویژگی

SVR 

RBF 
 خروجی

موجك توصيف روش عصبي شبكه معماري :۶ -۳ تصوير

شد مشخص هم رخدادي اطلاعات آماري روش در است. شده مستقل صورت به معيارها اين از هركدام

مي شود حالتي به نسبت اندكي بهبود باعث بررسي، مورد زوج واژه نزديك تر واژگان به بيشتر اهميت كه

موفق زوج واژه شباهت ماتريس از استفاده شود. استفاده شباهت محاسبه براي نسبي رخداد بسامد از كه

و شود بررسي آن در جمله بودن منفي امكان كه صورتي به شود اصلاح روش بايد هنوز اما است بوده

از استفاده عدم همچنين كند. محاسبه جدا صورت به نيز را واژه دو از بيشتر شباهت بتواند همچنين

خواهد ديگر داده هاي پايگاه به پيشنهادي روش هاي تعميم در مشكل باعث ماشين يادگيري روش هاي

جمله مختلف نقش واژه هاي بهتر پوشش باعث Word2Set روش و آماري روش يك از استفاده شد.

استاندارد معماري همچنين مي دهد. پوشش نباشند واژگان شبكه در كه واژگاني همچنين و مي شود

Glove و Word2Vec شامل پيشين توصيف گرهاي كه شد بحث و شد معرفي فصل اين در Siamese

روي موجك تبديل بر مبتني سيستم يك همچنين كرد. جايگزين ديگر توصيف گرهاي با مي توان را

نمايد. فراهم جمله كل بردار از جزئي تري بسط مي تواند كه است شده پيشنهاد جمله توصيف

۱۰۴



آن ها مشخصه و پيشنهادي سيستم هاي از خلاصه اي :۴ -۳ جدول

مشخصه نوع پيشنهادي روش
كل قدرت كميت و Word2Set زوج واژگان شباهت زوج واژگان تلفيقي شباهت

۱ -۱۳ -۳ بخش
رشته ها، تطابق

لي معيار و دو درجه هم رخدادي زو ج جمله شباهت ۲ -۱۳ -۳ بخش Weighted

واژگان شبكه و دو درجه هم رخدادي زو ج جمله شباهت Relative
۳ -۱۳ -۳ بخش

تطابق رشته ها
واژگان شبكه

جمله پيچيدگي
زو ج جمله شباهت ۴ -۱۳ -۳ بخش GLP

WordNet واژگان شبكه
PPDB جايگزين قابل واژگان شبكه زو ج جمله شباهت ۵ -۱۳ -۳ بخش WordnetPPDB

SynGCN ،Dict2Vec ،ViCo زو ج جمله شباهت ۱ -۱۴ -۳ بخش VSD چندوجهي توصيف
كدگشا كدگذار- معماري زو ج جمله شباهت ۲ -۱۴ -۳ بخش جمله فشرده توصيف

تجزيه بردارهاي شباهت و موجك تبديل زو ج جمله شباهت ۳ -۱۴ -۳ بخش موجك توصيف
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̶۠ڗ۩ھادی روش ھای ارزیاҍی : ۴ ԂΙل



زوج واژگان شباهت ۱ -۴

داده ها ۱ -۱ -۴

متغير نامرتبط تا مترادف زوج هاي از آن ها موضوع كه است نام زوج واژه ۶۵ شامل [۱۱۰] RG داده پايگاه

انتخاب شباهت نمره هاي تخصيص داوران عنوان به دانشگاهيان، از نفر ۵۱ كل در گروه، دو مي باشد.

مي باشد. چهار و صفر بين نمره ها محدوده است. شده محاسبه ميانگين گيري با ارزيابي نهايي عدد شدند.

مي كنيد. مشاهده ۱ -۴ جدول در را آن داده هاي نمونه
RG زوج واژگان داده پايگاه :۱ -۴ جدول

gem brother cord اول واژه
jewel lad smile دوم واژه
۳/۹۴ ۲/۴۱ ۰/۰۲ شباهت

۱۰ شبيه، بسيار آن ها از عدد ۱۰ است. RG از شده گرفته قرض واژه جفت ۳۰ شامل MC داده هاي

۳۸ توسط و است شده انجام بعد سال ۲۵ پژوهش اين هستند. نامرتبط جفت ۱۰ و شبيه متوسط جفت

است. ۲ -۴ جدول شرح به جديد نمره هاي نمونه گرفته اند. قرار ارزيابي مورد دوباره نمره ها دانشجو، داور
MC زوج واژگان داده پايگاه :۲ -۴ جدول

gem brother cord اول واژه
jewel lad smile دوم واژه
۳/۸۴ ۱/۶۶ ۰/۱۳ شباهت

مي باشند. سرگرمي و تجاري كامپيوتري، علوم شامل دانش دامنه ۲۷ از جفت واژگان [۳۷]WS353 در

مي كنيد. مشاهده ۳ -۴ جدول در را داده ها از نمونه هايي .(۰ -۱۰) است شده انجام داور ۱۶ توسط ارزيابي

نحوي به توزيع، يك به وسيله واژگان است. فعل و صفت نام، زوج واژگان شامل [۵۳] SCWS داده هاي

شباهت ارزيابي WS353 زوج واژگان داده پايگاه :۳ -۴ جدول

month food tiger اول واژه
hotel rooster cat دوم واژه
۱/۸۱ ۴/۴۲ ۷/۳۵ شباهت
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نمره انساني داور ۱۰ توسط زوج واژه، هر به باشند. نادر هم و متداول واژگان شامل هم كه شدند انتخاب

مي شود. ديده ۴ -۴ جدول در آن نمونه است. شده داده تخصيص
SCWS زوج واژگان داده هاي :۴ -۴ جدول

Wednesday Harvard Brazil اول واژه
weekday Cambridge triple دوم واژه

۱/۸۱ ۷ ۰ شباهت

ارزيابي (۰ -۱) محدوده به داور، ۱۰ توسط كه مي باشد كم رخداد واژه ۲۰۳۴ شامل RW داده هاي

مي كنيد. مشاهده ۵ -۴ جدول در را آن نمونه .[۸۰] است شده
RW زوج واژگان داده هاي :۵ -۴ جدول

elector imperfection undated اول واژه
voter state undatable دوم واژه
۷/۸۳ ۰/۲۹ ۵/۸۳ شباهت

كه زوج واژه ۲۰۳ شامل آن داده پايگاه يك است. شده تقسيم بخش دو به WS353 پژوهشي در

تخصيص نمره هاي كه زوج واژه ۲۵۲ شامل ديگر يكي و WSS است شده داده تخصيص شباهت نمره هاي

مرتبط است ممكن واژه دو كه باشيد داشته ياد به .(WSR) است جمله دو ربط ميزان بيانگر شده، داده

.[۳] باشند متضاد ولي

ربط مقادير مي كند. ارزيابي را واژگان ربط ميزان است زوج واژه ۳۰۰۰ حاوي كه MEN زوج واژگان

شود). مراجعه ۶ -۴ جدول (به [۲۱] است شده داده تخصيص آمازون شركت كارگر ۵۰ توسط

زبان «انگليسي و «تافل» مانند آزمون هايي از كه است فعل نقش واژه زوج هاي شامل YP-130 داده

وابسته «كاملاً تا نامرتبط از آن مقياس كه داده اند تخصيص نمره داور شش است. شده استخراج دوم»

.(۷ -۴ (جدول [۱۳۹] است متغير مرتبط» و

MEN زوج واژگان داده هاي :۶ -۴ جدول

beach sun bakery اول واژه
sand sunlight zebra دوم واژه
۰/۹۶ ۱ ۰ شباهت
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YP-130 زوج واژگان داده هاي :۷ -۴ جدول

imitate twist brag اول واژه
highlight curl boast دوم واژه

۰/۱۶۷ ۳/۱۶۷ ۴ شباهت

مشابه ارزيابي، روش و است شده انتخاب هم رخداد واژگان از خودكار به طور ،MTURK-287 داده هاي

مي شود. ديده ۸ -۴ جدول در آن داده هاي نمونه مي باشد. WS353 روش با
MTurk-287 زوج واژگان داده هاي :۸ -۴ جدول

money summer episcopal اول واژه
quota winter russia دوم واژه
۲/۵ ۴/۳۷۵ ۲/۷۵ شباهت

(جدول [۴۴] است واژگان شبكه در ارتباطات انواع از متنوعي موارد شامل MTURK-771 داده هاي

.(۹ -۴
MTurk-771 زوج واژگان داده هاي :۹ -۴ جدول

agent amusement agency اول واژه
spy athletics police دوم واژه
۴ ۲/۶ ۳/۱۹ شباهت

مي باشد. مرتبط» «قوياً تا نامرتبط» «كاملاً واژگان از كاملي محدوده شامل Rel-122 زوج نام هاي

انساني داور ۲۰ توسط ربط، ميزان مي شود. استخراج واژگان شبكه مانند معنايي، شبكه  هاي از واژه ها

.(۱۰ -۴ (جدول [۱۱۸] است شده تعيين
Rel-122 زوج واژگان داده هاي :۱۰ -۴ جدول

hotel ethanol tuition اول واژه
bibliography benzene fee دوم واژه

۰/۳۶ ۲/۹۹ ۳/۸۴ شباهت

آن موضوع دارند. مشترك ريشه آن ها از عدد ۱۲۲ كه است زوج فعل ۱۴۳ شامل Verb-143 داده هاي

شباهت مقداري حداقل، كه شده اند انتخاب نحوي به واژه ها مي باشد. قضايي - حقوقي سندهاي شامل

.(۱۱ -۴ (جدول [۱۰] داده اند تخصيص ارزيابي نمره (۰ -۴) بين انساني داور ده باشند. داشته
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Verb-143 زوج واژگان داده هاي :۱۱ -۴ جدول

shake hinder brag اول واژه
swell assist boast دوم واژه
۰/۱۶۷ ۲ ۴ شباهت

[۹۲] جنوبي فلوريداي دانشگاه آزاد انجمن هاي اطلاعات بانك از SimLex-999 شباهت داده هاي

به كه چيزي اولين ، واژه يك ديدن بعد كه است شده خواسته شركت كنندگان از است. شده استخراج

عنوان به شده، تداعي مخاطبان ذهن در واژه يك كه دفعاتي تعداد بنابراين بنويسند. را مي رسد ذهنشان

.(۱۲ -۴ (جدول [۴۹] است شده استفاده شباهت معيار
SimLex-999 زوج واژگان داده هاي :۱۲ -۴ جدول

cloud quick old اول واژه
weather rapid new دوم واژه

۳/۱۵ ۹/۸۴ ۰ شباهت

زوج واژگان شباهت داده هاي ارقام و آمار ۲ -۱ -۴

زوج واژگان شباهت ارزيابي براي استفاده مورد داده هاي با ارتباط در اوليه اي اطلاعات ۱۳ -۴ جدول در

بخش در كه است گوگل بزرگ پيكره محاسبات، براي استفاده مورد متني پيكره است. شده داده نمايش

دارد؛ اسناد۱ معكوس بسامد ميانگين به اشاره سند معكوس ميانگين جدول، اين در شد. اشاره آن به ۴ -۳

پايگاه واژگان تمام بين واژه) حاوي صفحه هاي (تعداد معكوس رخداد بسامد ميانگين كه معني اين به

بسامد مقادير معيار انحراف معني به سند۲ معكوس انحراف همچنين است. شده محاسبه متناظر داده

انحراف و ميانگين است. شده محاسبه متناظر داده پايگاه واژگان تمام بين بنابراين، و است؛ معكوس

در برجسته نكته است. رخداد كل» «بسامد مقادير بين معيار انحراف و ميانگين معني به نيز رخداد۳

رخداد احتمالات تمامي از واژگان سند)، معكوس (بسامد IDF مقادير به توجه با كه است اين جدول،

به نسبت كم رخدادتر واژه هاي از تقريباً RW و MC ،RG ،Rel-122 داده هاي مي كند. پشتيباني ممكن
1Mean of inverse document frequencies
2Standard deviation of inverse document frequencies
3Mean and standard deviation of term frequencies
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يك در آن ها كل تعداد و يكتا واژگان تعداد بين خطي رابطه يك است. شده تشكيل داده پايگاه هاي ساير

كم رخدادتر MC به نسبت Rel-122 داده هاي كه گفت مي توان مي آيد نظر به دارد. وجود داده پايگاه

داده هاست. پايگاه باقي از كمتر آن ها رخداد بسامد تنوع و هستند

هركدام در موجود زوج واژگان تعداد كه هرچند است، شبيه هم به SCWS و WS353 داده هاي آمار

متنوع دانش دامنه هاي از كه چرا دارد را خود امضاي داده پايگاه هر خلاصه، به طور است. متفاوت بسيار

بنابراين و شده اند تشكيل واژگان شبكه واژه هاي از بعضي است. شده جمع آوري متفاوتي زمان در و

حالي در اين دارد. وجود واژگان شبكه بر مبتني روش هاي توسط آن ها، از استفاده براي بالايي سازگاري

واژگان شبكه بر مبتني روش هاي براي كه است شده جمع آوري متني پيكره هاي از ديگر، بعضي كه است

هستند. چالش برانگيز

كه همان طور مي دهد. نمايش آموزشي داده هاي ويژگي هاي روي را اوليه آماري نتايج ۱۴ -۴ جدول

آماري مقادير هستند. W1500 زوج واژگان آموزشي، داده هاي شد، اشاره ۱ -۱۳ -۳ بخش قبل فصل در

معيار انحراف و ميانگين بيشينه، كمينه، مقادير و است شده محاسبه زوج واژگان تمامي روي جدول اين

متفاوت ويژگي، هر در مقادير مقياس كه كرد برداشت مي توان جدول اين از مي دهد. نمايش را آن ها

انحراف بزرگ مقدار است. الزامي يك و صفر محدوده در آن ها نرمال سازي دليل، همين به و مي باشد

استفاده داده پايگاه توليد براي واژگان از مناسبي دامنه كه مي دهد نشان ميانگين با مقايسه در معيار،

توجه با و است كمتر بيشينه مقدار از بسيار ميانگين كل، بسامد كل قدرت كميت ويژگي در است. شده

هستند. متغير max
2 و ميانگين بين مقادير بيشتر كه است معني اين به آن، معيار انحراف به

زوج جمله گان شباهت ۲ -۴

STSS65 ۱ -۲ -۴

داده هاي است. شده استفاده پيشين و پيشنهادي روش هاي مقايسه و ارزيابي براي داده پايگاه چندين

عمومي مطالب جمله ها اين موضوع مي باشد؛ آموزش زوج ۳۵ و آزمون زوج جمله ۳۰ حاوي STSS65
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زوج واژگان ربط و شباهت آزمودن براي داده ها پايگاه :۱۳ -۴ جدول
سند معكوس انحراف سند معكوس ميانگين رخداد انحراف رخداد ميانگين يكتا واژگان زوج واژگان تعداد نوع داده پايگاه

۹۸۹،۱۴۰ ۱،۳۵۳،۶۴۵ ۱۰،۸۵۳،۰۱۹ ۸،۵۵۹،۵۸۶ ۴۸ ۶۵ شباهت RG
۹۸۱،۷۶۶ ۱،۵۷۹،۲۰۴ ۱۲،۶۰۴،۰۰۹ ۱۱،۰۷۶،۰۴۰ ۳۹ ۳۰ شباهت MC

۱،۳۰۷،۴۶۷ ۱،۹۹۷،۳۹۵ ۳۸،۸۵۲،۰۱۰ ۲۷،۵۱۰،۰۷۳ ۴۳۷ ۳۵۳ هردو WS353
۱،۲۷۸،۲۵۷ ۲،۱۱۸،۵۹۵ ۴۹،۸۱۳،۶۹۳ ۲۹،۵۳۷،۸۳۱ ۱۷۱۳ ۱،۹۹۷ شباهت SCWS
۵۳۵،۱۸۱ ۲۹۴،۲۲۰ ۲۹،۹۲۵،۹۹۱ ۱۰،۹۶۷،۲۴۰ ۲،۹۵۱ ۲،۰۳۴ شباهت RW

۱،۲۵۷،۷۵۲ ۱،۹۵۸،۷۲۸ ۳۷،۵۶۷،۰۷۲ ۲۵،۹۹۲،۸۷۶ ۲۷۷ ۲۰۳ شباهت WSS
۱،۳۰۲،۲۱۰ ۲،۱۱۱،۶۳۲ ۳۸،۹۱۱،۹۳۱ ۲۹،۵۹۸،۸۰۰ ۳۴۶ ۲۵۲ ربط WSR
۱،۲۲۵،۱۹۱ ۱،۶۰۲،۶۷۳ ۳۷،۷۳۵،۵۳۰ ۱۸،۴۵۵،۵۳۵ ۷۵۱ ۳،۰۰۰ ربط MEN
۱،۰۶۵،۴۱۰ ۱،۵۳۰،۴۷۶ ۲۸،۸۷۸،۲۸۹ ۱۴،۶۰۹،۳۶۵ ۱۴۷ ۱۳۰ شباهت YP-130
۱،۰۳۸،۱۴۸ ۱،۲۹۵،۲۱۲ ۲۶،۲۵۴،۱۷۸ ۱۵،۴۵۳،۸۳۲ ۴۹۹ ۲۸۷ ربط MTURK-287
۱،۱۶۷،۸۶۵ ۱،۸۸۵،۳۷۰ ۳۲،۶۷۲،۸۹۷ ۲۲،۰۷۴،۱۰۵ ۱،۱۱۳ ۷۷۱ ربط MTURK-771
۸۱۴،۷۲۷ ۹۴۰،۰۸۵ ۱۰،۱۹۴،۰۹۰ ۶،۸۰۶،۰۶۷ ۲۴۹ ۱۲۲ ربط Rel-122

۱،۰۶۵،۴۱۰ ۱،۵۳۰،۴۷۶ ۲۶،۸۰۷،۲۵۹ ۱۳،۰۸۷،۲۲۹ ۱۴۷ ۱۴۳ شباهت Verb-143
۱،۳۱۱،۱۳۷ ۲،۲۵۴،۱۹۱ ۴۵،۷۱۵،۵۲۵ ۲۷،۶۲۷،۹۴۰ ۱،۰۲۸ ۹۹۹ شباهت SimLex-999

W1500 داده پايگاه آماري ويژگي هاي :۱۴ -۴ جدول

انحراف ميانگين بيشينه كمينه ويژگي
۰/۰۳ ۰/۰۱ ۰/۰۳۸ ۰ ۳ -۳ بخش كل بسامد كل قدرت كميت
۰/۰۲۲ ۰/۰۲۶ ۰/۱۴۱ ۰ صفحه بسامد كل قدرت كميت
۰/۰۸۷ ۰/۱۴۷ ۰/۳۴۷ ۰ ۴ -۳ بخش گوگل سه نويسه اي مدل
۰/۲۱ ۰/۱۷۴ ۱ ۰ ۵ -۳ بخش Word2Set

زوج جمله، هر براي باشد. واژه) ۳۳ (حدود بلند يا واژه) چهار (حدود كوتاه مي تواند جمله هر طول است.

زوج جمله» شباهت «نبود معني به صفر داده اند. اختصاص يك و صفر بازه در شباهت نمره انساني داوران

مجموعه اين آزمون داده هاي از مثال، براي دارند. يكساني» «معني جمله دو كه است اين بيانگر يك و

.[۹۶] كرد اشاره ۱۵ -۴ جدول به مي توان داده،

نمره هاي با بالا همبستگي كه دهد تخصيص خودكار به طور را نمراتي بتواند بايد شده، طراحي روش

باشند. داشته انساني داوران

STSS131 ۲ -۲ -۴

نظر به متفاوت جمله ها نوع اول نگاه در است؛ آزمون زوج جمله ۳۰ شامل STSS131 داده مجموعه

وجود برخلاف اما هست بيشتري مشترك واژگان قبلي، پايگاه داده به نسبت زوج جمله ها بين در مي رسد،

مي باشد. عمومي مطالب داده ها، اين در جمله موضوع مي كنند. بيان را متفاوتي مفاهيم جمله دو آن ها،

كه روش هايي براي حتي بنابراين، كرد. اشاره ۱۶ -۴ جدول به مي توان آزمون داده هاي از مثال، براي
۱۱۳



ST SS665 داده پايگاه داده هاي نمونه :۱۵ -۴ جدول

نمره دوم جمله اول جمله شناسه
A smile is the expression that

you have on your face when you
are pleased or amused, or when

you are being friendly

Cord is strong, thick string

۰/۰۱ در است شما چهره در حالتي لبخند
يا هستيد خوشحال شما كه زماني
مي كنيد سعي يا و شديد سرگرم

كنيد رفتار دوستانه

است ضخيم و قوي رشته اي طناب ۱

A rooster is an adult male
chicken

A cock is an adult male chicken
۰/۸۶۳ است بالغ نر حيوان يك خروس يك است بالغ نر حيوان يك خروس يك ۲

مشكل تر STSS131 مورد در مشابه نتايج به دست يابي كردند كسب STSS65 داده هاي روي خوبي نتايج

.[۹۶] است
ST SS131 داده پايگاه داده هاي نمونه :۱۶ -۴ جدول

نمره دوم جمله اول جمله شناسه
Sometimes in a large crowd
accidents may happen, which
can cause deadly injuries

There was a heap of rubble left
by the builders outside my

house this morning.۰/۰۲ حوادثي زياد جمعيت بين در گاهي
باعث است ممكن كه مي افتد اتفاق

شود كشنده اي آسيب هاي
زيادي حجم ساختمان سازان

بيرون را ساختماني خرده سنگ هاي
گذاشتند جا من خانه

۱

I could have eaten another meal,
I’m still starving

I am so hungry I could eat a
whole horse plus dessert۰/۷۶۵ ديگر وعده يك مي توانستم من

هستم گرسنه هنوز بخورم،
يك مي توانم كه هستم گرسنه آن قدر
بخورم دسر يك همراه به كامل اسب

۲

SICK ۳ -۲ -۴

داده توضيح آن ها نوع ادامه، در كه [۸۲] هستند داده مجموعه دو از متشكل خود ۴SICK زوج جمله هاي

ربط داده مجموعه اين از نمونه هايي ۱۷ -۴ جدول در مي باشد. زوج جمله عدد ۱۰۰۰ شامل است. شده

است. شده آورده جمله دو

شده اند استخراج جمله ۸۰۰۰ مجموعه از كه هم» به شبيه تصوير «دو توصيف كننده جمله هاي .۱
4Sentences involving compositional knowledge (SICK) dataset
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اشخاص مورد در ولي هستند مختلف موقعيت هاي و متنوع تصاوير مورد در توصيف ها .[۵۱]

نيستند.

توصيف هركدام ويديو يك ديدن با است شده خواسته كاربران از آن در كه ويديوها توصيف متون .۲

.[۲۶] بنويسند را خود

SICK داده پايگاه داده هاي نمونه :۱۷ -۴ جدول

نمره دوم جمله اول جمله شناسه
There is no boy playing

outdoors and there is no man
smiling

A group of kids is playing in a
yard and an old man is standing

in the background۳/۳ و نمي كند بازي بيرون پسري هيچ
نمي زند لبخند مردي هيچ

بازي حياط در كودكان از گروهي
مي زند. لبخند مردي و مي كنند

۱

The man is sitting next to a
birdcage

A fearful little boy is on a
climbing wall۱/۱ است ايستاده پرنده قفس كنار مردي بالا ديوار روي از ترسيده پسربچه يك

مي رود
۲

Stsbenchmark ۴ -۲ -۴

آن ها ليست ادامه در كه است۵ شده تشكيل مجموعه زير چندين از خود شباهت، ارزيابي داده پايگاه اين

.[۲۵] مي كنيد مشاهده را داده ها اين از نمونه هايي ۱۸ -۴ جدول در است. شده آورده

توصيف متفاوت واژگان با را خبر يك كه است زوج جمله هايي شامل كه متني پيكره :MSRP -

.۶ مي كنند

اروپايي۷ رسانه هاي از اخبار مهم ترين :headlines -

خبري مقاله هاي :deft-news -

ويديويي. اخبار گفتار زيرنويس :MSR-Video -
5STSbenchmark (2017). STSWiki [online]. website: http://ixa2.si.ehu.eus/stswiki/index.php/STSbenchmark

[ed 15 July 2021]
6Microsoft research paraphrase corpus
7European media monitor
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است اداره و خانه داخل اشياء و حيوانات خودروها، اشخاص، توصيف شامل :ImageDescription -

.[۱۸]

.۸ [۳۳] استنفورد طبيعي زبان استنتاج پيكره از شده استخراج :track5.en-en -

۹ StackExchange وب سايت از :anwer-forums و answers-answers -

Stsbenchmark داده پايگاه داده هاي نمونه :۱۸ -۴ جدول

نمره دوم جمله اول جمله منبع شناسه
An air plane is taking off. A plane is taking off.۵ كرد پرواز به شروع هواپيما كرد پرواز به شروع هواپيما MSRVid ۱

A passenger train waiting in a
station.

A passenger train in the snow.
۲/۲ منتظر ايستگاهي در كه مسافري قطار

است.
برف. در مسافري قطار Images ۲

Bam is a city in southeastern Zahedan is a city in southeastern۱/۸ است شرق جنوب در شهري بم است شرق جنوب در شهري زاهدان deft-news ۳

Indonesian president to visit
Australia

Indonesian president to visit UK
۱/۴ سفر استراليا به اندونزي رئيس جمهور

مي كند
سفر بريتانيا به اندونزي رئيس جمهور

مي كند
headlines ۴

با قياس در آن ها بهترين سپس مي كنيم؛ مقايسه يكديگر با را پيشنهادي روش هاي ابتدا ادامه، در

مقايسه آماري معيار چهار ديدگاه از پيشنهادي، روش هاي آن، از پس مي شود. ارزيابي پيشين، روش هاي

شده اند.

ارزيابي معيارهاي ۳ -۴
نماد Y شباهت، شده پيش بيني مقادير بردار معناي به X نماد ارزيابي، معيارهاي تمامي در

هستند. بردار عناصر ميانگين Ȳ و X̄ نمادهاي و هدف بردار مقادير
8Stanford natural language inference (SNLI)
9StackExchange (2005). stack exchange [online]. website: https://stackexchange.com [accessed 20 June

2020]
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اسِپِيرمَن و پيرسون همبستگي ۱ -۳ -۴

پيرسون همبستگي كه هرچند هستند، رگرسيون بر مبتني روش دو مقايسه معيارهاي مهم ترين دو اين

فاصله اما [۴۷] مي شود گرفته نظر در شباهت ارزيابي براي مهم تري معيار اسپيرمن۱۱ به نسبت ۱۰

آورده ۱ -۴ فرمول  در پيرسون معيار محاسبه نحوه .[۴۷] دارد كمتري حساسيت نويز به نسبت اسپيرمن

است: شده

pr =
∑n

i=1(Xi − X̄)(Yi − Ȳ )√∑n
i=1(Xi − X̄)2

√∑n
i=1(Yi − Ȳ )2

(۱ -۴)

.[۱۳۵] است شده استفاده ۲ -۴ فرمول اسپيرمن معيار محاسبه براي

sp = 1− cov(rgX , rgY )
σrgxσrgx

(۲ -۴)

در cov نماد مي باشد. پيش بيني رتبه بردار rgy و است هدف مقادير رتبه۱۲ بردار rgx فرمول، اين در

معيار انحراف نماد σrgy
و X بردار مقادير معيار انحراف معناي به σrgx

كوواريانس، معناي به فرمول اين

است. Y بردار مقادير

عناصر به و مي شوند مرتب صعودي صورت به X بردار مقادير ابتدا كه گفت مي توان بيشتر توضيح در

مقادير ادامه، در مي شود. داده اختصاص است بردار عناصر تعداد كه n تا يك از شاخصي شماره بردار،

تغيير به توجه با آن ها شاخص شماره و مي گيرند قرار هدف متناظر مقدار روي به رو شده، پيش بيني

مقدار d2 نماد با بعد، مرحله در مي گيرد. شكل rgy و rgx بردار دو صورت بدين مي شود. تنظيم مكانشان
10Pearson
11Spearman
12Rank
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۳ -۴ به را ۲ -۴ فرمول مي توان صورت، بدين مي  شود. محاسبه دو، توان به رتبه، بردار دو اين تفاوت

داد. تغيير

sp = 1− 6
∑

d2
i

n(n2 − 1)
(۳ -۴)

انحراف ميانگين ۲ -۳ -۴

مي شود: محاسبه زير فرمول از معيار۱۳ اين

md = 1
n

n∑
i=1
|Xi − Yi| (۴ -۴)

اين باشد، كمتر انساني داوران نمره هاي با انحراف ميانگين در شده داده تخصيص مقادير اختلاف هرقدر

است. بهتر پيشنهادي، روش نتيجه در و مي شود كوچك تر معيار

(RSE) باقي مانده استاندارد خطاي ۳ -۳ -۴

را رگرسيون نمي توانيم بازهم بدانيم، را روش پارامترهاي بهترين اگر حتي ويژگي ها، استخراج باوجود

نويز وجود يا پنهان ويژگي هاي بعضي نگرفتن نظر در موضوع اين دليل كنيم؛ پيش بيني دقيق كاملاً

اين مقدار ۱۴ باقي مانده استاندارد خطاي معيار از استفاده با مي توان مي باشد. ويژگي ها اندازه گيري در

:[۶۳] مي آيد دست به ۵ -۴ فرمول از معيار اين كرد. محاسبه را ناهماهنگي

RSE =

√√√√ 1
n− 2

n∑
i=1

(Xi − Yi)2 (۵ -۴)
13Mean deviation
14Residual standard error

۱۱۸



R2 آماري خطاي ۴ -۳ -۴

است. هدف مقادير و پيش بيني شده رگرسيون بين فاصله اندازه گيري براي ديگر معياري معيار۱۵، اين

مي باشد. انساني داوران نمره هاي مقياس از مستقل كه است اين باقي مانده استاندارد خطاي با آن تفاوت

توضيح پيش بيني شده رگرسيون با واقعي مقادير تغييرپذيري ميزان چه كه مي كند محاسبه معيار، اين

معيار اين است. بردار دو مقادير كامل همبستگي معني به شود، يك مقدار كه زماني است. داده شده

:[۶۳] مي شود محاسبه زير فرمول مطابق

R2 = 1−
∑n

i=1(Yi −Xi)∑n
i=1(Yi − Ȳi)

(۶ -۴)

زوج واژگان داده هاي روي آزمون ۴ -۴
از ،[۶۶] خمينز و [۱۰۱] پنينگتون روش هاي با را زوج واژگان تلفيقي شباهت روش بين نتايج ۱ -۴ تصوير

مي دهد. نمايش RW و MC, RG,WS353, SCWS داده هاي روي اسپيرمن همبستگي ميانگين ديدگاه

است: آمده آن ها منابع و روش ها زير ليست در
SG-6B[۱۰۱] SVD-S-6B[۳۰ ،۱۰۱] CBOW-6B[۸۵ ،۱۰۱] SVD-6B[۳۰ ،۱۰۱]
Word2Set[۶۶] SVD-L-42B[۳۰ ،۱۰۱] Glove-6B[۱۰۱] SVD-L-6B[۳۰ ،۱۰۱]

Glove-42B[۱۰۱] CBOW-100B[۸۵ ،۱۰۱]

ميانگين به طور است، واژگان هم رخدادي بر مبتني آن توصيفگر كه Glove مدل مي دهد نشان نتايج

را دوم رتبه بين، اين در (Word2Vec بر (مبتني CBOW روش است. كرده كسب را نتايج بهترين

ديده آموزش واژه ميليارد ۴۲ روي Glove و ميليارد، ۱۰۰ CBOWروي كه حالي در است، كرده كسب

بودن بهتر معناي به لزوماً متفاوت روشي در آموزش) (براي واژگان تعداد بودن بيشتر بنابراين، است.

شباهت پيشنهادي روش به نتايج بودن شبيه بيانگر Word2set روش با مقايسه ها همچنين، نيست. آن
15R2 statistics
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از [۶۶] خمينز و [۱۰۱] پنينگتون روش با زوج واژگان تلفيقي شباهت روش مقايسه :۱ -۴ تصوير
.RW و MC, RG, WS353, SCWS داده هاي روي اسپيرمن همبستگي ميانگين ديدگاه

چراكه بوده اند حساس آموزشي داده هاي اندازه به نسبت CBOW و Glove بود. زوج واژگان تلفيقي

نتايج برتري كه گفت مي توان است. يافته كاهش واژه ميليارد شش تعداد با آن ها همبستگي نسبت

توصيف يك در را واژه ها تا ديده اند آموزش مدل ها اين است. داده ها پراكندگي مشكل حل دليل به آن ها،

اطلاعات از زوج واژگان تلفيقي شباهت روش مقايسه، در كنند؛ توصيف همسايه واژگان به توجه با فشرده

است. رقابت قابل آن عملكرد اما مي كند استفاده كمتري همسايگي

است اين كند، تشريح را SVD نتايج مي تواند همچنين كه مسئله اي شد، اشاره كه مواردي نتيجه در

محاسبه پرتكرار (Xtrunc) واژه ۱۰۰۰۰ با هم رخدادي ماتريس اطلاعات توسط مدل ،SVD رويكرد در كه

روش واقع در SG است. شده محاسبه log(1 + Xtrunc) از SVD-S و √Xtrunc از SVD-L مي شوند.

سرعت درازاي مي زند. تخمين مركزي واژه مبناي بر را همسايه واژگان كه است Word2Vec اسكيپ گرام

است. يافته كاهش آن در كارايي روش، اين بالاتر

و «[۶] استيونسون و «التراس روش هاي با را زوج واژگان تلفيقي شباهت روش نتايج ،۲ -۴ تصوير

مدل بر مبتني Hybrid-CCA مدل مي كند. مقايسه اسپيرمن همبستگي ديدگاه از «[۶۶] «خيمنز

تشكيل هدف واژه براي بهتر توصيف يك مترادف ها اين وزني ميانگين كه است هم معني واژگان توزيعي

زوج واژگان مي شود باعث واژه، توصيفگر بردار دو تغيير و تعيين با متعارف۱۶ همبستگي تحليل مي دهند.

ادامه در مقايسه مورد روش هاي منابع .[۴۵] باشند داشته عادي حالت به نسبت بيشتري همبستگي
16CCA
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از [۶۶] خيمنز و [۶] استيونسون و التراس روش هاي با پيشنهادي روش مقايسه :۲ -۴ تصوير
اسپيرمن همبستگي ديدگاه

است: آمده
Hybrid-pCCA[۶] Hybrid-pLSA[۶] Word2Set[۶۶] Hybrid-CCA[۶]

توصيفگر بردار وزني «ميانگين محاسبه براي مترادف ها۱۷ رتبه بندي مدل ،Hybrid-p رويكرد در
۱۸PPR شده شخصي سازي رتبه بندي الگوريتم بر مبتني خود بردار، اين .[۴۸] است شده استفاده واژه»

مي كند؛ بيشتر مي آورد دست به واژگان شبكه از كه را مرتبط همسايگي واژه هاي وزن SRM مي باشد.

آناليز عمليات، اين بعد باشند. داشته وزني بردار اين توليد در كمتري سهم باشند، نامرتبط اگر كه طوري

مي شوند. استفاده واژه معنادارتر و فشرده تر توصيف براي متعارف همبستگي تحليل و نهفته معناي

از بهتر ،(Mean) ميانگين به طور زوج واژگان» تلفيقي «شباهت روش كه دريافت مي توان نمودار، از

اين است. شده كسب WSS و MC داده هاي روي نتايج، بهترين مي باشد. مقايسه مورد ديگر روش هاي

Hybrid- و تلفيقي شباهت روش كه مي دهد نشان ابتدا زيرا است، توجه درخور نظر چندين از تصوير

دومين يا بهترين هميشه ما نتايج دوم، كرده اند. كسب مختلف داده هاي روي پايدارتري نتايج CCA

Yago واژگان شبكه به آماري اطلاعات كردن اضافه كه مي دهد نشان نتايج سوم، و است بوده بهترين

آمده دست به شباهت ارزيابي زمينه در نيز نتايج بهترين البته و مي شود بهبود باعث ما)، استفاده (مورد

است.

دست به RG و MC داده هاي روي خوبي بسيار همبستگي روش ها همه كه مي دهد نشان نتايج
17Synset page rank model (SRM)
18Personalized page rank algorithm
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[۱۱] بارُني پژوهش روش هاي با پيشنهادي روش مقايسه :۳ -۴ تصوير

نكته مي باشد. عمومي مفاهيم شباهت ارزيابي در روش ها همه خوب عملكرد بيانگر يافته ها آورده اند.

در هم Word2Set روش هاي به نسبت تلفيقي شباهت روش بهتر عملكرد نمودار، اين مورد در جالب

هستند. واژه دو ربط ارزيابي داده هاي از هردو كه است WSR همچنين و MEN مورد

مدل ،pre مي دهد. نمايش را [۱۱] بارُني روش هاي با تلفيقي شباهت روش مقايسه ۳ -۴ تصوير

تا است ديده آموزش همسايگي واژه پنج پنجره در كه است، Word2Vec ديده پيش آموزش از بردارهاي

تفاوت و [۹۴] است ۱۹ نظير به نظير متقابل اطلاعات بر مبتني مدل ،cnt بسازد. بعُدي ۴۰۰ توصيفگر

واژگان به بيشتري اهميت كه است آن استاندارد نظير به نظير متقابل اطلاعات بر مبتني مدل روش با آن

است: آمده ادامه در مقايسه مورد روش هاي منابع .[۵] مي دهد ورودي سند در هم رخداد
Word2Set[۶۶] cnt[۱۱] pre[۱۱]

Word2Set مانند روش ها ساير به نسبت بهتري عملكرد واژگان، ربط ارزيابي در آماري، روش هاي

كرده عمل MEN داده هاي روي خيمنز روش خوبي به تلفيقي شباهت روش داشته اند. [۶۶] خيمنز

روش همچنين دارد. وجود WSS و RG مورد در روش ها ساير و cnt روش بين زيادي فاصله اگرچه، است؛

Word2Set كه است حالي در اين است، كرده كسب Word2Set به نسبت بهتري نتايج تلفيقي شباهت

است. كرده كسب زوج واژه ربط داده هاي روي نوسان داري نتايج

و مشابه عملكردي cnt و Word2Set است. داشته pre مدل را عملكرد بهترين ميانگين، به طور

به نسبت را عملكرد نزديك ترين واژگان) شبكه و (آماري ما تلفيقي روش كه حالي در داشته اند، متوسط

است. داشته عصبي شبكه روش هاي
19Point-wise mutual information
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اسپيرمن همبستگي درصد ديدگاه از پيشين روش هاي با پيشنهادي روش مقايسه :۱۹ -۴ جدول
روش بهترين منبع (r) W2S-SVR (r) روش بهترين (r) پيشنهادي روش دادگان نام

[۹۸] (۲۰۰۶) Pedersen و Patwardhan ۸۵/۰۷ ۹۱ ۸۵/۶۵ MC
[۴۲] قبلاً زوج واژگان، تلفيقي شباهت روش ۷۳/۸۵ ۷۴/۷ ۸۳/۴۴ YP-130
[۹۸] (۲۰۰۶) Pedersen و Patwardhan ۷۲/۷۳ ۹۰ ۸۳/۱۴ RG

[۱۰] قبلاً زوج واژگان، تلفيقي شباهت روش نامعلوم) ،۳۲/۸۰) (۶۴/۲ (نامعلوم، (۸۶/۸۱ ،۸۲/۸۶) ۲۰Verb-143
[۱۱] (۲۰۱۴) همكاران و Baroni ۷۲/۳۳ ۸۰ ۷۸/۳۶ WSS
[۱۱] (۲۰۱۴) همكاران و Baroni ۶۱/۴۰ ۸۰ ۷۲/۳۴ MEN
[۴۴] (۲۰۱۲) همكاران و Halawi ۵۶/۸۸ ۸۱ ۶۵/۲۷ WS353
[۴۴] (۲۰۱۲) همكاران و Halawi ۴۵/۲۴ ۷۳/۷ ۶۲/۰۷ MTURK-287

[۷۴] (۲۰۱۴) همكاران و Li ۵۷/۰۳ ۶۱/۰۴ ۵۷/۳۶ SCWS
[۴۴] (۲۰۱۲) همكاران و Halawi ۵۴/۴۷ ۷۲/۷ ۵۷/۳۳ MTURK-771
[۳] (۲۰۰۹) همكاران و Agirre ۳۶/۴۷ ۷۲ ۵۳/۲۱ WSR

[۱۱۸] (۲۰۱۳) همكاران و Szumlanski ۴۷/۱۱ ۵۳/۴ ۵۳/۱۸ Rel-122
[۶۶] (۲۰۱۹) همكاران و Jimenez ۵۳/۲۷ ۵۲ ۵۰/۳۹ SimLex999

[۱۰۲] (۲۰۱۴) همكاران و Pennington ۴۱/۷۵ ۴۷/۸ ۳۰/۸۳ RW

خيمنز روش بهترين همچنين و مختلف روش هاي نتايج بهترين با را پيشنهادي روش ،۱۹ -۴ جدول

كرديم. مقايسه است، Word2Set-SVR كه [۶۶]

Verb-143 و YP-130 هردو در زوج واژگان تلفيقي شباهت روش كه دريافت مي توان ۱۹ -۴ جدول از

پايگاه دو كه است اين آن، دليل از ما برداشت است. داشته انساني نمره هاي با را همبستگي بيشترين

مي شود. نام نقش واژه هاي شامل بيشتر واژگان شبكه ولي هستند زوج فعل ها حاوي بيشتر شده ياد داده

مدل شد. نتايج در قابل توجه بهبود موجب كه كرديم حل متن بر مبتني آمار افزودن با را مشكل اين ما

بدون مدل .[۱۰] است داشته زوج فعل ها شباهت ارزيابي در توجهي قابل نتايج نيز همكاران و بيِْكِر

حاج طيب روش در مي كند. نگاشت مشترك معنايي خوشه هاي به را مشابه فعل هاي نمونه آن ها، ناظر

يك براي سپس .[۴۲] مي شود استخراج پورتر۲۱ ساده الگوريتم از استفاده با واژگان ريشه همكاران، و

واژه دو بين ربط و مي شود يافت ويكي پديا در بهم، شده لينك واژگان گراف در متناظر طبقه زوج واژه،

مي شود. مشخص واژه دو بين مشترك رده بندي هاي نرخ توسط

روش كه رسيد نتيجه اين به و كرد مقايسه پيشين تصاوير داده هاي با مي توان را ۱۹ -۴ جدول نتايج

كرده كار بهتر YP-130 و MC, RG, WSS داده هاي روي شباهت ارزيابي زمينه در نلفيقي پيشنهادي

در اما است كرده كسب زوج فعل ها شباهت مورد در نويدبخشي نتايج روش، اين عمومي به طور است.
21Porter
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واژگان افزودن با مي توان كرديم فرض ما است. نياز مورد بهتري عملكرد RW مانند نادر واژگان با ارتباط

حداقل خطاي آن افزودن با عمل، در اما بخشيد بهبود را نتايج گوگل، سه نويسه اي مدل طريق از بيشتر

توسعه را روش اين بيشتر ما بنابراين داشت. كاهش همبستگي مقادير آن پي در و يافت افزايش مربعات

نداديم.

زوج واژگان تلفيقي شباهت - پيشنهادي روش ويژگي  هاي اهميت ارزيابي ۱ -۴ -۴

مورد مستقل طور به زوج واژگان شباهت/ربط محاسبه براي استفاده مورد ويژگي هاي ۲۰ -۴ جدول در

روي نمونه ها۲۲ تي  زوج آزمون روش توسط جدول، اين در شده نوشته نتايج گرفته اند. قرار ارزيابي

است. شده محاسبه W1500 آموزشي داده هاي
p-value متناظر مقدار به توجه با ويژگي هر اولويت و اهميت :۲۰ -۴ جدول

ويژگي اولويت (p < 0.05) شرط با نتيجه تي آزمون نتيجه ويژگي
3 رد 1/75497946e − 52 كل كل-بسامد قدرت كميت
2 رد 1/13450986e − 80 صفحه كل-بسامد قدرت كميت
4 رد 0 گوگل سه نويسه اي مدل
1 رد 6/09421867e − 92 Word2Set-Cos

استفاده با 10-fold متقابل اعتبارسنجي با را ۰/۸۰ اسپيرمن همبستگي ما كه كرد اشاره بايد ابتدا

نمره هاي با خطا مربعات جذر خطاي كاهش هدف با آورديم. دست به گاوسين۲۳ رگرسيون فرآيند از

ساير كه حالي در شد، انتخاب يك بار فقط كل» بسامد بر مبتني كل قدرت «كميت ويژگي انساني،

را هدف مقدار به نسبت هرويژگي، اهميت ارزيابي نتايج ۲۰ -۴ تصوير شدند. انتخاب هميشه ويژگي ها

مقدار و ويژگي يك بين قوي رابطه اي كه است اين صفر۲۴ فرضيه كه بفرماييد دقت مي دهد. نمايش

ندارد. وجود هدف

مي كنيم رد ويژگي ها تمامي براي را فرضيه اين ما كه كرد نتيجه گيري مي توان جدول اين نتايج از

مقدار و ويژگي هر بين كه است معني بدان اين كردند. كسب p − value < 0.05 مقدار آن ها همه زيرا
22Paired sample t-test
23Gaussian processes regression (GPR)
24Null hypothesis
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دارد. وجود قوي رابطه اي هدف

پيشنهادي سيستم هاي ارزيابي با ارتباط در مقدمه ۲ -۴ -۴

مي كنيم. براورد مختلف داده هاي روي را زوج جمله شباهت براي پيشنهادي روش هاي از تعدادي ادامه، در

در پيرسون همبستگي زوج جمله ها شباهت محاسبه در ارزيابي معيار مهمترين مختلف، پژوهش هاي در

اسپيرمن همبستگي مانند ديگري معيارهاي [۵۹] پژوهش هايي در گذشته در البته مي شود. گرفته نظر

مي شود: تقسيم بخش دو به ما پژوهش مي شد. گرفته نظر در نيز انحراف ميانگين و

واژگان» شبكه و آماري «تلفيقي روش هاي آزمون، و آموزش كوچك داده هاي براي اول، بخش در

و Relative, WordnetPPDB, Weighted روش هاي ابتدا منظور بدين مي گيرند، قرار استفاده مورد

دوم، بخش در است. شده مقايسه مي شدند ارزيابي كوچك داده هاي روي كه پيشين شيوه هاي با GLP

بررسي و بحث مقايسه، نتايج مورد در و گرفتند قرار ارزيابي مورد بزرگ داده هاي و عصبي شبكه هاي

است. گرفته صورت

STSS65 داده هاي روي آزمون ۵ -۴

همبستگي ديدگاه از مقايسه ۱ -۵ -۴

ديدگاه از يكديگر با GLP و Relative, Wordnet-PPDB, Weighted پيشنهادي روش هاي مقايسه

پيشنهادي روش با پيشين روش هاي مقايسه نتايج است. شده آورده ۴ -۴ تصوير در پيرسون همبستگي

است. آمده ۲۱ -۴ جدول در مقايسه مورد پيشين رويه هاي منابع است. شده آورده ۵ -۴ تصوير در GLP
GLP پيشنهادي روش با مقايسه در پيشين روش هاي منابع ليست :۲۱ -۴ جدول

LSA[۳۰] Liu[۷۷] STS[۵۹] Omiotis[۱۲۴] CTS[۵۴]
Feng[۳۵] SymSS[۹۵] LSS[۲۹] STASIS[۷۶]

نتايج بهترين «(GLP) محلي و عمومي «ويژگي هاي روش است، شده آورده تصوير در كه همان طور

ساير با آن تلفيق و محلي ويژگي هاي استخراج اهميت نشان دهنده نتايج اين است. آورده به دست را
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با GLP و Relative, Wordnet-PPDB, Weighted پيشنهادي روش هاي مقايسه :۴ -۴ تصوير
همبستگي ديدگاه از يكديگر

ويژگي هاي روش درصدي صدم چند بهبود باعث جمله، پيچيدگي از استفاده همچنين است. ويژگي ها

شده وزن دهي همسايگي «واژگان پيشنهادي روش هاي در هم رخدادي اطلاعات شد. عمومي-محلي

معرفي بالاي اهميت نشان دهنده نتايج بوده اند. مؤثر «(Relative) مفهوم ها «شباهت و «(Weighted)

پيشنهادي روش هاي همه (در است رگرسيون غيرخطي كردن مدل براي متغيرها بين وابستگي پارامتر

.( Weighted به غيراز

ويژگي هاي استخراج بر مبتني كه GLP پيشنهادي روش مي شود، ديده ۵ -۴ تصوير در كه همان طور

داشته قابل توجهي بهبود روش ها ساير به نسبت است،  زوج واژگان شباهت ماتريس از محلي و عمومي

شده استفاده شباهت محاسبه در مفهوم ها اطلاعات محتواي CTS رويكرد همانند GLP روش در است.

در قابل توجهي تأثير -لي» (Weigthed Path) مسير وزني فاصله ي «وابستگي معيار همچنين است.

ويژگي مهم ترين داشته اند. قابل توجهي نتايج نيز STS و Omiotis روش است. داشته سيستم عملكرد

عبارتي به است؛ شباهت محاسبه آماري اطلاعات روي روش اين كامل تكيه ،STS روش با ارتباط در

شباهت محاسبه بنابراين و نمي كند استفاده واژگان شبكه بر مبتني معيار هاي اطلاعات از روش، اين ديگر

مشتق روش همين از GLP پيشنهادي روش در واژگان تطابق الگوريتم است. مستقل زبان، به نسبت

است؛ شده استفاده مسير وزني فاصله معيار بار اولين براي آن كه بر علاوه GLP روش در است. شده

نتايج بهبود باعث نيز Yago واژگان شبكه روي شده محاسبه معيار دو وابستگي پياده سازي همچنين

توانسته جمله در آن ها) نقش به توجه (با واژگان وزن دهي از استفاده با Omiotis روش است. شده

واژگان خوشه بندي با است توانسته (LSA) نهفته معناي آناليز روش كند. كسب قابل توجهي نتايج است
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همبستگي ديدگاه از پيشين روش هاي با GLP پيشنهادي روش مقايسه :۵ -۴ تصوير
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پيرسون همبستگي ،۶ -۴ تصوير در بياورد. به دست شباهت محاسبه در خوبي نتايج بتواند هم، به شبيه

متن پيچيدگي و «عمومي ،«(GL) محلي و «عمومي ،«(L) «محلي ،«(G) «عمومي ويژگي هاي از هريك

داوران نمره هاي با «(All) متن «عمومي-محلي-پيچيدگي و «(LP) متن پيچيدگي و «محلي ،«(GP)

است. شده داده نمايش انساني

ويژگي نوع ديدگاه از GLP پيشنهادي روش اجزاي همبستگي :۶ -۴ تصوير

دارند. يكديگر با تلفيق در را عملكرد بهترين ويژگي سه است، مشخص ۶ -۴ تصوير در كه همان طور

ويژگي هاي تلفيق و باشد داشته همبستگي در چنداني تأثير است نتوانسته تنهايي به متن پيچيدگي

همچنين است. داشته دربر بهتري نتيجه متن، پيچيدگي با هريك تلفيق به نسبت عمومي، و محلي

قابل توجه نتايج بهبود براي تلفيق» در آن «تأثير و است داشته عمومي ويژگي هاي را نتيجه بهترين

صورت به ،GLP پيشنهادي روش ويژگي هاي از هريك پيرسون همبستگي ۷ -۴ تصوير در مي باشد.

است. شده داده نمايش انساني داوراني نمره هاي با مستقل،

STSS65 داده هاي با GLP پيشنهادي سيستم مستقل ويژگي هاي همبستگي :۷ -۴ تصوير
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مسير-لي) وزني (فاصله وابستگي معيار يك از استفاده است، مشخص ۷ -۴ تصوير در كه همان طور

آورده دست به خوبي نتايج تنهايي به واژگان تطابق روش همچنين است؛ شده نتايج قابل توجه بهبود باعث

داشته لي روش به نسبت بهتري نتايج شده) وزن دهي مسير (كوتاه ترين وزني فاصله معيار بعلاوه، است.

شبكه ي معيار دو «بين وابستگي معيار از استفاده كه مي كنند تائيد را فرضيه اين نتايج بنابراين است.

همبستگي بهبود باعث شباهت، محاسبه در عمومي» «ويژگي هاي و متن» «پيچيدگي بعلاوه واژگان»،

مي شوند. هدف و پيش بيني رگرسيون نمره هاي بين

(Weighted) شده وزن دهي همسايگي واژگان روش اجزاي همبستگي ۲ -۵ -۴

آورده مستقل صورت به Weighted پيشنهادي روش مختلف اجزاي همبستگي مقايسه ۸ -۴ تصوير در

گرفته نظر در M ماتريس مستقل صورت به ويژگي ها از هريك براي آزمون، اين انجام براي است. شده

همان طور مي شود. استخراج عمومي ويژگي هاي فقط رويكرد، اين در كه باشيد داشته نظر در مي شود.

كمي بقيه به نسبت (WSOC-PMI) وزني هم رخداد روش نتايج است، شده آورده ۸ -۴ تصوير در كه

۷ -۴ تصوير با تصوير اين مقايسه با است. بوده ضعيف تر بقيه از لي روش كه حالي در مي باشد بهتر

واژگان، تطبيق الگوريتم نتايج بهبود در محلي و عمومي ويژگي هاي از استفاده كه گرفت نتيجه مي توان

از استفاده با لي روش كه چرا گرفت؛ را نتيجه همين لي روش مورد در نمي توان اما است. نبوده مؤثر

تأثير، اين ميزان بنابراين باشد؛ داشته قابل توجهي بهبود است توانسته عمومي، و محلي ويژگي هاي تلفيق

مي گيرد. قرار استفاده مورد كه است معياري به وابسته

STSS65 داده هاي با Weighted پيشنهادي سيستم مستقل ويژگي هاي همبستگي :۸ -۴ تصوير
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(Relative) مفهوم ها شباهت و واژه ها هم رخدادي روش اجزاي همبستگي ۳ -۵ -۴

تصوير در كه همان طور است. شده آورده ۹ -۴ تصوير در Relative روش اجزاي از هريك تأثير مقايسه

روش هاي بودن بهتر دارد؛ معيار ها ساير به نسبت بهتري نتيجه وزني فاصله معيار است، مشخص ۹ -۴

ك زيرا مي باشد؛ شباهت ارزيابي در مسير كوتاه ترين محاسبه بالاي اهميت نشان دهنده وزني فاصله و لي

مقايسه با ،۹ -۴ تصوير در مي گيرد. نظر در را مشترك مفهوم عميق فقط كه است روشي تنها پالمر روش

از استفاده كه گرفت نتيجه مي توان ،Weighted وزني نوع با Relative نسبي هم رخدادي روش نتايج

است. داده بهبود اندكي را نتايج نزديك تر، واژگان براي بيشتر وزن هاي

STSS65 داده هاي با Relative پيشنهادي سيستم مستقل ويژگي هاي همبستگي :۹ -۴ تصوير

(WordnetPPDB) PPDB روشWordNetو ويژگي هاي همبستگي ۴ -۵ -۴

مقادير دارند؛ مستقلي محاسبات PPDB دانش پايگاه و WordNet بر مبتني معيارهاي بخش، اين براي

مبتني معيار كه مي دهد نشان تصوير اين است. شده داده نمايش ۱۰ -۴ تصوير در هركدام همبستگي

عالي مستقل صورت به آن نتايج كه هرچند است، داشته كل نتايج بهبود روي ناچيزي تأثير PPDB بر

به بنابراين داشت، خواهد سيستم براي محاسباتي بار بيشتر PPDB معيار از استفاده مي شود. ارزيابي

مي شود. پيشنهاد وزني فاصله از مستقل استفاده روش، اين جاي
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STSS65 داده هاي روي WordNetPPDB روش اجزاي مقايسه :۱۰ -۴ تصوير

از GLP و Relative, WordnetPPDB, Weighted پيشنهادي روش هاي مقايسه :۱۱ -۴ تصوير
STSS65 داده هاي روي انحراف ميانگين ديدگاه

انحراف ميانگين ديدگاه از پيشين روش هاي با مقايسه ۵ -۵ -۴

يكديگر با GLP و Relative, WordnetPPDB, Weighted پيشنهادي روش هاي ابتدا ۱۱ -۴ تصوير در

شده اند. مقايسه معيار اين به نسبت

،WordNetPPDBروش و شده» وزن دهي همسايگي «واژگان بر مبتني روش ،۱۱ -۴ تصوير به توجه با

روش هاي با را شده ياد پيشنهادي روش چهار ۱۲ -۴ تصوير در داشتند. بخش اين در را عملكرد بهترين

مي كنيم. مقايسه ديگر

Weighted روش پيشنهادي روش هاي بين كه فهميد مي توان آن مقايسه و ۱۱ -۴ تصوير به نگاه با

روش هاي از GLP روش است. داشته بهتري نتيجه (STS) انحراف ميانگين ديدگاه از GLP روش از

Omiotis روش هاي با مقايسه در آن، اختلاف و است كرده كسب بهتري نتايج STASIS و LSA, LSS
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با GLP و Relative, WordnetPPDB, Weighted پيشنهادي روش هاي مقايسه :۱۲ -۴ تصوير
STSS65 داده هاي روي انحراف ميانگين ديدگاه از پيشين روش هاي

از GLP و Relative, WordnetPPDB, Weighted پيشنهادي روش هاي مقايسه :۱۳ -۴ تصوير
STSS65 داده هاي روي باقي مانده استاندارد خطاي ديدگاه

است. پوشيدني چشم SyMSS و

باقي مانده استاندارد خطاي ديدگاه از پيشين روش هاي با مقايسه ۶ -۵ -۴

يكديگر با GLP و Relative, WordnetPPDB, Weighted پيشنهادي روش هاي ابتدا ۱۳ -۴ تصوير در

پيشنهادي روش باشد، نزديك تر صفر به معيار اين مقدار هرچقدر شده اند. مقايسه معيار اين به نسبت

است. بهتر

روش كه مي دهد نشان يكديگر با باقي مانده استاندارد خطاي از پيشنهادي روش چهار مقايسه

واژگان متقابل «هم رخدادي بر مبتني روش هاي است. داشته بخش اين در را عملكرد بهترين Relative

روش چهار بين قابل توجهي اختلاف كلي به طور و داشتند هم مشابه عملكردي (Weighted و «GLP)

است. شده داده نمايش نيز پيشين روش هاي با GLP روش مقايسه تصوير، در ندارد. وجود پيشنهادي
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است. آمده ۱۲۵ صفحه ۲۱ -۴ جدول در مقايسه، مورد پيشين رويكردهاي منابع

با GLP و Relative, WordnetPPDB, Weighted پيشنهادي روش هاي مقايسه :۱۴ -۴ تصوير
STSS65 داده هاي روي باقي مانده استاندارد خطاي ديدگاه از پيشين روش هاي

با و دارند را عملكرد بهترين STS روش با همراه GLP پيشنهادي روش ،۱۴ -۴ تصوير به توجه با

رگرسيون با خوبي همپوشاني ،STASIS و LSA, LSS روش هاي دارند. قابل توجهي فاصله رقبا ساير

به دست خوبي نتايج نيز Feng و Liu روش هاي دارند. روش ها ساير با قابل توجهي اختلاف و ندارند هدف

هستند. STS و پيشنهادي روش با مقايسه قابل و آوردند

R2 آماري ديدگاه از پيشين روش هاي با مقايسه ۷ -۵ -۴

يكديگر با GLP و Relative, WordnetPPDB, Weighted پيشنهادي روش هاي ابتدا ،۱۵ -۴ تصوير در

پيشنهادي روش باشد، نزديك تر يك به معيار اين مقدار هرچقدر شده اند. مقايسه معيار اين به نسبت

است. كرده مدل بهتر را هدف رگرسيون

نتيجه بهترين (Relative) مفهوم ها شباهت و نسبي هم رخدادي روش ،۱۵ -۴ تصوير در آزمون اين در

نسبت خوبي بسيار نتيجه (Weighted) است دانش پايگاه بر مبتني كاملاً كه روشي و كرده اند؛ كسب را

،«GLP عمومي-محلي «ويژگي هاي بر مبتني روش است. كرده كسب پيشنهادي روش هاي ساير به

در است. داشته ضعيف تري عملكرد آزمون اين در و دارد ديگر روش هاي به نسبت قابل توجهي فاصله
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از GLP و Relative, WordnetPPDB, Weighted پيشنهادي روش هاي مقايسه :۱۵ -۴ تصوير
STSS65 داده هاي روي R2 ديدگاه

جدول در پيشين رويكردهاي منابع مي كنيم. مقايسه پيشين روش هاي با را GLP روش ۱۶ -۴ تصوير

است. آمده ۱۲۵ صفحه ۲۱ -۴

R2 ديدگاه از پيشين روش هاي با پيشنهادي روش هاي مقايسه :۱۶ -۴ تصوير

است، كرده كسب را نتايج بهترين STS روش پيشين، روش هاي با مقايسه در ،۱۶ -۴ تصوير به توجه با

كه كرد ذكر را نكته اين بايد البته مي باشد. سوم جايگاه در GLP روش و است بهترين دومين Liu روش

بهتري بسيار نتايج SyMSS و LSS, STASIS روش ،LSA استاندارد روش به نسبت شده، ياد روش سه

است رفته بالا هدف رگرسيون مقدار هرگاه كه معناست بدين آزمون، اين در منفي مقدار كرده اند. كسب

روش دارد. وجود نيز قضيه اين خلاف همچنين و است رفته پايين مدل ها اين در پيش بيني شده مقدار

داشته متوسطي نتيجه نيز Omiotis روش داشته اند. ضعيفي بسيار عملكرد آزمون اين در LSS و LSA

كند. مدل درستي به را هدف رگرسيون تغييرات درصد ۵۰ تنها توانسته و است
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STSS131 داده مجموعه روي پيشنهادي روش هاي با پيشين رويكردهاي مقايسه :۲۲ -۴ جدول

آناليز
معناي
نهفته

WordNet
PPDB

هم رخداد
و نسبي

مفهوم ها شباهت

واژگان
همسايگي

شده وزن دهي
ويژگي هاي

عمومي-محلي
LSA WordnetPPDB Relative Weighted GLP

0/736 0/682 0/69 0/71 0/734 همبستگي
پيرسون

0/696 0/606 0/62 0/667 0/729 همبستگي
اسپيرمن

0/144 0/153 0/155 0/144 0/147 انحراف ميانگين
0/194 0/202 0/23 0/206 0/203 استاندارد خطاي

باقي مانده
0/493 0/45 0/289 0/431 0/447 R2

STSS131 داده مجموعه روي آزمون ۸ -۵ -۴

در قبل، بخش هاي در شده مقايسه روش هاي همبستگي نمره هاي يا كدها نبودن دسترس قابل علت به

شده اند. مقايسه ۲۲ -۴ جدول در روش ها ساير اما كنيم مقايسه را روش ها اين همه نتوانسته ايم بخش اين

حل روش هاي بهترين هم، به نزديك بسيار نتايج با GLP و LSA روش كه است آن بيانگر نتايج

تنها پيرسون همبستگي نظر از GLP پيشنهادي روش همچنين هستند. داده مجموعه اين روي مسئله

همبستگي ديدگاه از قابل توجهي اختلاف است. كرده كسب درصد ۷۰ بالاي مقدار كه است روشي

روش ها بين معناداري اختلاف اسپيرمن آزمون در اما ندارد، وجود شده مقايسه روش هاي بين پيرسون

تلفيقي وابستگي «معيار هاي از آن ها در كه WordnetPPDB و Relative روش هاي است؛ قابل مشاهده

نتيجه گيري نمي توان اگرچه، دارند، روش ها بقيه با زيادي اختلاف است، شده استفاده واژگان» شبكه

مجموعه اين روي نتايج مقايسه با كلي، به طور است. شده اختلاف باعث معيار ها اين از استفاده كه كرد

مبتني «روش هاي به نسبت را عملكرد بهترين ،STS آماري روش كه مي رسد نظر به STSS65 و داده

است. داشته آزمون ها بيشتر در واژگان» شبكه ي بر

محاسبه در مهمي امر ويژگي استخراج كه است آن بيانگر ۲۲ -۴ جدول در پيرسون همبستگي نتايج

رقبا با توجهي قابل اختلاف كه هرچند است، دارا را عملكرد بهترين GLP روش كه زيرا مي باشد شباهت
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است. بوده موفق GLP روش نيز اسپيرمن همبستگي با ارتباط در اما است. نداشته

«فاصله وابستگي معيار موفقيت دليل به بيشتر موضوع اين دليل ،GLP خوب عملكرد مورد در اما

و Weighted روش در دوم درجه هم رخدادي اطلاعات كه چرا است؛ بوده مسير-لي-ووپالمر» وزني

مي دانيم باقي مانده)، استاندارد (خطاي RSE با ارتباط در است. گرفته قرار استفاده مورد نيز Relative

كمتر آن مقدار هرچقدر و مي كند تعيين هدف مقادير از را پيش بيني» مقادير مطلق «فاصله مقدار كه

،LSA روش كه مي دهد نشان موجود مقادير مي باشد. MSE با مشابه آن تحليل آنكه و است بهتر باشد

دو اين بنابراين كند؛ مدل را هدف و شده پيش بيني مقدار بين اختلاف است توانسته روش ها ساير از بهتر

مدل ها توسط كه واريانس نسبي درصد كه R2 با ارتباط در اما دارند. همديگر با را اختلاف كمترين بردار

كرد. اشاره LSA و WordnetPPDB روش دو بهتر نتايج به مي توان مي كند، اندازه گيري را شده تشريح

ندارد وجود روش ها بين قابل توجهي تفاوت انساني، داوران نمره هاي از انحراف ميانگين مقايسه در

ارتباط در موضوع همين داشته اند. را عملكرد بهترين زمينه اين در LSA و Weigthed روش هردو اگرچه

نتايج روش ها همه است مشخص جدول در كه همان طور است. صادق نيز باقي مانده استاندارد خطاي با

LSA روش R2 با ارتباط در دارد. اختلاف ناچيز، هرچند روش ها، بقيه با كمي Relative و دارند نزديكي

مقادير با را هدف رگرسيون درصد ۵۰ حدود در است توانسته كه معنا اين به دارد را نتيجه بهترين

دارد. روش ها بقيه با زيادي اختلاف Relative فقط بخش اين در دهد. توضيح پيش بيني شده

بهبود براي كه مي آيد نظر به و كنند كسب را نتايج بهترين توانسته اند LSA و GLP روش كلي به طور

مدل سازي نيز را جمله دو اختلاف مقدار بتوانند شباهت ها، از غير بايستي پيشنهادي روش هاي بيشتر،

يابد. كاهش همبستگي نتايج ديگري داده مجموعه روي تا شود باعث است ممكن اين كه هرچند كنند

چندوجهي توصيف گر عصبي شبكه روش نتايج ۹ -۵ -۴

توصيفگر، سه تلفيق بر مبتني روش اين شد، داده توضيح ۱۰۱ صفحه ۱ -۱۴ -۳ بخش در كه همان طور

بر مبتني خود استفاده، مورد توصيفگرهاي است. استاندارد۲۵ Siamese شبكه گسترش يافته معماري و
25Siamese Sentence Similarity(2019). Github - MahmoudWahdan [online]. website:

https://github.com/MahmoudWahdan/Siamese-Sentence-Similarity [accessed 15 July 2021]
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هستند. جمله» واژگان وابستگي تجزيه درخت و ديكشنري در واژه ها تعريف هم، به نزديك «تصاوير

مشاهده را Word2Vec با استاندارد Siamese آموزش اجراهاي از يكي روند مي توان ۱۷ -۴ تصوير در

كرد. نگاشت موضوع دو به مي توان را ضعيف نسبتاً نتايج دليل كرد.

ضعيف عملكرد متوجه ديدند، آموزش واژه توصيف گرهاي از استفاده با كه پيشين پژوهش هاي .۱

مدل تشكيل براي توصيفگرها، كه معني بدين شدند. شباهت ارزيابي در استاندارد زباني مدل هاي

Word2Vec توصيف بردار بنابراين بودند. ديده آموزش خاص مسئله براي نه و عمومي، زباني

كردند. بهينه و داده آموزش SemEval2013 مانند مرتبط داده هاي روي دوباره را استاندارد

مي كنند استفاده شبكه عصبي آموزش شروع براي ديده پيش آموزش از وزن هاي از رويكردها بعضي .۲

.[۹۰] است مهم بسيار آن ها عملكرد در عصبي شبكه هاي وزن دهي نحوه كه مي دانيم و

بردار با Siamese متقارن معماري آموزش نتايج مي كنيد مشاهده ۲۲ -۴ و ۱۷ -۴ تصاوير در آنچه اما

زوج جمله هاي شباهت ارزيابي جهت لزوما نه (و زباني مدل تهيه منظور به كه است استاندارد Word2Vec

است۲۶. تهيه قابل رايگان صورت به توصيف گر اين استاندارد نسخه است. ديده آموزش كوتاه)

تكرار ۱۰ از كمتر حدود در بيش برازش، از قبل عصبي شبكه كه مي شود مشاهده ۱۷ -۴ تصوير در

۱۴۰ صفحه ۲۴ -۴ جدول در مقايسه مورد روش هاي منابع است. رسيده خطا مربعات حداقل كمينه به

همچنين نكرد. حاصل بهبودي آموزشي دسته هاي اندازه تغيير ،۹ -۵ -۴ جدول با ارتباط در است. آمده

در و مي كرد عمل كند بسيار AdaDelta زيرا مي شود پيشنهاد AdaDelta به نسبت Adam از استفاده

جهش هاي باعث آموزش دسته هاي اندازه تغيير .[۹۰] نكرد كسب را Adam نتايج هم تكرار ۱۰۰ از بيش

منفي جهش آموزش داده هاي همبستگي تكرار، ۱۰ بعد مثال براي كه صورتي به مي شد آموزش در منفي

شبكه كه دليل اين به كرد؛ پيدا بهبود آموزشي دسته هاي اندازه افزايش با مشكل اين اگرچه داشت،

در LSTM حافظه اندازه به افزودن مي كند. گير محلي كمينه در كوچك تر، دسته هاي اندازه با عصبي

برسد. بيش برازش به زودتر شبكه و شود بيشتر مربعات حداقل خطاي تا شد باعث توصيف گرها تمامي
26Google Word2Vec(2013). Amazon Web Services [online]. website: https://s3.amazonaws.com/dl4j-

distribution/GoogleNews-vectors-negative300.bin.gz [accessed 15 July 2021]
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SICK داده هاي روي Word2Vec بر مبتني عصبي شبكه نتايج :۱۷ -۴ تصوير

كارايي تصوير، اين در كرديم. بررسي را SICK داده هاي روي همبستگي نتايج ۲۲ -۴ تصوير در

قرار مقايسه مورد Word2Vec و Glove معروف روش دو و مستقل Siamese شبكه در توصيفگرها

است. آمده ۲۴ -۴ جدول در روش ها منابع است. گرفته

آزمون داده هاي روي چندوجهي توصيف گر (پيشنهادي) روش ارزيابي از نمونه اي ۲۵ -۴ جدول در

همبستگي شده پيش بيني مقادير مي كنيد، مشاهده جدول اين در كه همانطور است. شده آورده SICK

رفتار پيش بيني توان شده طراحي سيستم رگرسيون، نظر از كه ديد مي توان دارند. هدف بردار با خوبي

توليد اعداد مقياس كه ديد مي توان RoBERTa-base روش با ارتباط در اما است. دارا را هدف مقادير

روي شبكه آموزش عدم موضوع، اين دليل مي رود. انتظار بالا خطا ميانگين نتيجه در و مي باشد بالا شده

گاهي دارند، مشابهي واژگان ساختار شده استفاده زوج جمله هاي است. ربط ارزيابي داده هاي مجموعه

رفته كار به موضوع كه چرا باشد پايين جمله دو ربط مقدار اما باشد متفاوت واژه تعدادي است ممكن

RoBERTa-base مانند محتوا به وابسته توصيف گرهاي در حتي موضوع اين تشخيص است. متفاوت
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Stsbenchmark داده هاي روي Word2Vec بر مبتني عصبي شبكه نتايج :۱۸ -۴ تصوير

است. مشكل داده، مجموعه سبك اين روي پيش آموزش بدون آنهم

پيش آموزش مسئله است، شده بررسي نيز BERT مانند ديگري روش هاي در و ادامه در كه همانطور

پيچيدگي دليل به همچنين است. آن آموزش در مهم بسيار نكات از شبكه وزن دهي شروع شيوه و

آموزش large و base مدل نوع دو معمولاً مدل، بالاي حجم و قوي سخت افزارهاي به نياز بالا، محاسباتي

براي استفاده مورد پارامترهاي با ارتباط در است. دقيق تر اما و پيچيده تر مدلي دومي كه مي شود داده

پارامترهاي بودن بهينه اهميت توجيه در كرد. اشاره ۹ -۵ -۴ جدول به مي توان VSD شبكه آموزش

مورد توصيف گرهاي كه چرا كرد، اشاره ۲۰ -۴ و ۱۹ -۴ تصاوير به مي توان توصيف  گر بردار مقادير و شبكه

بحث مورد بيشتر مسئله اين ادامه، در شده اند. يهينه متناظر داده پايگاه آموزش داده هاي روي استفاده،

است. گرفته قرار

را SICK داده مجموعه روي شده ارائه روش هاي بهترين عملكرد ۲۷paperswithcode تارنماي
27Papers with code (2021). Semantic Textual Similarity on SICK [online]. website:

https://paperswithcode.com/sota/semantic-textual-similarity-on-sick [accessed 15 July 2021]
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Siamese عصبي شبكه براي بهينه پارامترهاي :۲۳ -۴ جدول

شده تنظيم مقدار پارامتر

۱۲۸ دسته ها اندازه

Adam بهينه ساز

۱۳ تكرار تعداد

مربعات خطاي حداقل خطا تابع

۳۰۰ توصيف گر ابعاد تعداد

LSTM استفاده مورد حافظه نوع

۵۰ حافظه اندازه

L1-norm فاصله آخر لايه در فاصله معيار

سيگمويد خروجي نورون تابع

VSD پيشنهادي روش با مقايسه در پيشين روش هاي منابع ليست :۲۴ -۴ جدول
GloVe[۱۰۱] Word2Vec[۸۵] ViCo[۴۱] SynGCN[۱۲۸] Dict2Vec[۱۲۲]
SimCSE[۳۹] MNet-Sim[۶۴] StructBERT[۱۲۹] SMART-RoBERTa[۶۵] XLM[۷۱]

RoBERTa[۱۰۹] SRoBERTa-NLI[۱۰۹]

مي كند. به روزرساني

Word2Vec روش مانند RoBerta-base مدل است، شده مشخص ۱۹ -۴ تصوير در كه همانطور

براي توصيف گر بهينه سازي بعد و است داشته ضعيفي نسبتا عملكرد (۲۳ -۴ و ۲۲ -۴ تصوير دو (در

حالت به نسبت كه است شده تشكيل SRoBERTa-NLI روش طبيعي۲۸، زبان استنتاج مسئله حل
28Natural language inference

آن نتايج و VSD پيشنهادي روش آزمون نمونه :۲۵ -۴ جدول
مقادير

RoBERTa-base
پيش بيني مقدار هدف مقدار دوم جمله اول جمله شناسه

Two people are seated on a camel
and another camel is in the foreground

No people are
riding camels at the beach

۰/۹۶۹۷ ۰/۴۵۸ ۰/۴۲۵ و نشسته اند شتر يك روي دونفر
مي شود ديده تصوير در ديگري شتر نمي كند شترسواري ساحل در هيچ كسي ۱

A man is performing a trick
on a surfboard in the water

The man is standing in
a lake near a waterfall۰/۹۸۲۱ ۰/۴۲۲۵ ۰/۳۷۵ مي كند اجرا تكنيك موج سواري تخته روي مردي است ايستاده آبشار نزديك درياچه كنار مردي ۲

A person with a green shirt
is jumping high over the grass

A person is reading the email
۰/۹۷۱۵ ۰/۳۷۸ ۰/۰۲۵ مي پرد چمن روي سبز لباس با شخصي مي خواند را خود رايانامه دارد شخصي ۳
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SICK داده هاي روي شده بهينه پيشين روش هاي با VSD پيشنهادي روش مقايسه :۱۹ -۴ تصوير
اسپيرمن همبستگي ديدگاه از

ساير بردارهاي مورد در را عملكرد همين بنابراين است. داشته توجهي قابل بهبود RoBERTa-base

اين با ارتباط در سيستم۳۰ بزرگ مدل يا و پايه۲۹ مدل عملكرد داشت. انتظار مي توان نيز توصيف گرها

سيستم به بيشتر پارامترهاي كردن اضافه كه است معني بدين اين نمي كند. چنداني تفاوت توصيف گر

نسبت را سيستم عملكرد لزوما بيشتر، (Attention heads) توجه يا پنهان لايه هاي كردن اضافه جمله از

زباني مدل سيستم پارامترهاي بهينه سازي كه مي دهد نشان نتايج نمي دهد؛ بهبود خاص مسئله حل به

در VSD چندوجهي توصيف پيشنهادي روش عملكرد است. مهمتر بسيار خاص مسئله براي استاندارد

روي عملكرد اين كه درحالي است، بهتر SICK ربط ارزيابي داده هاي روي RoBerta-base با مقايسه

است. مشابه Stsbenchmark شباهت ارزيابي داده هاي
29Base
30Large
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همبستگي ديدگاه از stsbenchmark داده هاي روي بهينه حالت هاي با RoBERTa روش مقايسه :۲۰ -۴ تصوير
پيرسون

موجك روش مزيت
نمايش مي تواند جزئي تر توصيف هاي به جمله توصيف تجزيه دليل به موجك بر مبتني سيستم

كرده عمل موجك روش از بهتر كه سيستمي تنها كند. فراهم آن عادي حالت به نسبت بهتري

لايه ۲۴ تعداد كه معنا اين به است. RoBERTa بزرگ تر مدل بر مبتني SimCSE روش است

ميليون ۳۵۵ و توجه حافظه واحد ۱۶ پنهان، نورون ۱۰۲۴ هرلايه در هم، به متصل نورون هاي

مدل سخت افزاري) محدوديت دليل (به ما مدل كه است حالي در اين است. كرده استفاده پارامتر

مورد روش اما است؛ تنظيم قابل پارامتر ميليون ۱۲۵ با كوچكتر بسيار مدلي كه است بوده پايه

توسط رده بند براي بهينه مقادير دارد. جمله توصيف گر سيستم هرنوع به تعميم قابليت استفاده

خطاي به توجه، با پارامترها مجموعه اي از كه است شده انتخاب GridSearch جستجوي روش

RBF شعاعي پايه تابع استفاده مورد بهينه تابع مي كند. انتخاب را تركيب بهترين رگرسيون،

فاصله نشان دهنده كه بود ۰/۱ مقدار رگرسيون، تابع جريمه بهينه پارامتر اينكه ضمن مي باشد.

است. Stsbenchmark داده هاي روي استفاده مورد رگرسيون به نسبت داده  نقاط با تابع بالاتر

در مي كند. مقايسه متون استنتاج براي آن شده بهينه نوع با را RoBERTa عملكرد ۲۰ -۴ تصوير

نيز را ۱۹ -۴ تصوير نتايج كه دارند بهتري بسيار عملكرد شده بهينه روش هاي كه است مشخص تصوير

مي كند. تأييد

بهينه براي Siamese باناظر معماري از مستقيماً (VSD) چندوجهي توصيف گر و SimCSE روش دو

واژگان توصيف گر مقادير ميانگين محاسبه از روش ها ساير مي كنند. استفاده جمله ها توصيف بردار كردن
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خود روش ها تمامي به نسبت SimCSE بهتر نتيجه .۳۱ مي كنند استفاده جمله توصيف تشكيل براي

پيشنهادي روش ۲۱ -۴ تصوير است. توصيف گر بردار توليد در Siamese معماري بهتر عملكرد گوياي

مي دهد. نمايش Stsbenchmark داده هاي روي اخير روش هاي برترين كنار در را VSD

ذكر به لازم است. آمده Stsbenchmark داده مجموعه روي روش ها بهترين آمار ۲۱ -۴ تصوير در

است۳۲. آمده paperswithcode گزارش در همگي شده نوشته مقادير كه است

داده هاي روي شده بهينه پيشين روش هاي با VSD پيشنهادي روش مقايسه :۲۱ -۴ تصوير
اسپيرمن و پيرسون همبستگي ديدگاه دو از stsbenchmark

روي مشابهي كارايي كه مي رفت انتظار SICK مجموعه در VSD سيستم عملكرد به توجه با

پيشنهادي روش موفقيت عدم دلايل از است. بوده ضعيف نتيجه اينجا اما باشيم داشته Stsbenchmark

برشمرد: زير موارد مي توان را شباهت داده مجموعه روي VSD

شباهت ارزيابي آن هدف كه دليل اين به است مشكل تر Stsbenchmark داده هاي روي ارزيابي -

همانطور و مي باشد؛ جمله دو بين ارتباط ارزيابي منظور به نمره گذاري SICK داده هاي در اما است

مختلفي شكل هاي به مي تواند جمله دو ارتباط و است ربط از خاص مورد يك شباهت مي دانيم كه

تناقض. حتي يا استلزارم شباهت، جمله از باشد

منابع از اخبار ويديوها، زيرنويس از شده برگرفته متنوع داده هاي شامل شباهت، داده مجموعه -

پاسخ و پرسش تالارهاي و متفاوت عبارت هاي با شده بازنويسي جمله هاي تصاوير، توضيح مختلف،
31Mean-pooling
32Papers with code (2021). Semantic Textual Similarity on SICK [online]. website:

https://paperswithcode.com/sota/semantic-textual-similarity-on-sts-benchmark [accessed 15 July 2021
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دارد. وجود بيشتري جمله هاي طول تنوع همچنين و داده تنوع آن در و است

تاكيدي مخفف، واژگان ،Stsbenchmark شباهت داده مجموعه در SICK داده مجموعه برخلاف -

جمله دو تفاوت هاي مواردي در همچنين مي شود، ديده بسيار دارند ابهام زدايي به نياز كه مبهم و

است. جمله دو بين استفاده مورد عددي مقادير در

درون جمله واژگان وابستگي اطلاعات StructBERT و VSD روش دو در مي دانيم كه همانطور

زوج جمله ها شباهت ارزيابي مسئله حل در StructBERT روش عملكرد است. شده كدگذاري توصيف گر

وابستگي اطلاعات كه كرد فرض مي توان مي آيد نظر به است. توجه درخور وزن ها، دوباره بهينه سازي بدون

مي شود. كدگذاري بهتر بسيار StructBERT الگوريتم زويكرد با وازگان

ليست در كردند. كسب Mnet-sim و StructBERT, SmartBERT روش سه را عملكردها بهترين

پرداختيم: مي كنند متمايز بقيه از را آن ها كه روش سه اين ويژگي هاي به زير

و شود ايجاد وزن ها در ناگهاني تغييرات نمي دهد اجازه عصبي شبكه به كه خصمانه آموزشي شيوه -

توجه مورد بسيار ً اخيرا روش اين مي كند. كنترل زيادي حدود تا را شبكه بيش برازش ترتيب بدين

ساخت. قدرتمندتري سيستم هاي مي توان روش اين از استفاده با كه چرا گرفته قرار

روش در مسئله اين هستند، شباهت ارزيابي در مهم عناصر عنوان به جمله واژگان وابستگي اطلاعات -

معمولي RoBERTa به نسبت آن عملكرد كه چرا است شده كدگذاري خوبي به StructBERT

است. بوده بهتر بسيار

ويژگي هايي قالب در غيره و اقليدسي كاسينوسي، فاصله مانند ارزيابي معيارهاي اطلاعات از استفاده -

MNet پيشنهادي سيستم خوب نتيجه مي شود. تلقي مهم امري مي شوند ارسال عميق شبكه به كه

است. مسئله همين بيانگر نيز SICK مجموعه با ارتباط در
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SICK داده هاي روي چندوجهي توصيف گر عصبي شبكه نتايج :۲۲ -۴ تصوير

موجك روش مزيت
استفاده آموزش براي كوچكتري مدل از ديگر برتر روش سه به نسبت موجك بر مبتني روش

رويكرد به نسبت موجك روش كند. كسب موفقيت آميزي نتايج توانسته حال اين با و است كرده

طيفي اطلاعات تا است توانسته موجك تبديل است. داشته توجهي قابل بهبود RoBERTa-base

كسب SVR خطي تابع با نتيجه بهترين رگرسيون بخش در اما و كند استخراج را زماني و محلي

محاسبه براي موجك تبديل از استفاده مورد ويژگي هاي بين خطي روابط نشان دهنده كه شد

نشان دهنده كه بود ۱۰ مقدار رگرسيون خط جريمه بهينه پارامتر اينكه ضمن است. شباهت

است. SICK داده هاي روي استفاده مورد رگرسيون به نسبت داده  نقاط با تابع كمتر فاصله

چندوجهي» «توصيف گر پيشنهادي روش VSDنماد و دارد SynGCN به GCNاشاره ۲۲ -۴ تصوير در

با VSD پيشنهادي روش مي شود ديده تصوير در كه همان طور است. ۱۰۱ صفحه ۱ -۱۴ -۳ بخش در

در آن نتيجه همچنين است. داشته بهتري عملكرد Word2Vec و Glove از چندگانه، توصيفگرهاي

اين در كه رسيد نتيجه گيري اين به مي توان است. بهتر توصيفگر نوع يك تنها از استفاده با مقايسه

كه است Dict2Vec توصيفگرهاي نوع از Vico و Dict2Vec, GCN روش سه بين مدل بهترين تصوير،

مي كند. استفاده توصيف براي كليدي نقش در مرتبط، همسايه واژگان از

VSD چندوجهي توصيف گر پيشنهادي روش را عملكرد بهترين مربعات، ميانگين خطاي با ارتباط در
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Stsbenchmark آزمون داده هاي روي چندوجهي توصيف گر مبتني عصبي شبكه نتايج :۲۳ -۴ تصوير

با را شباهت بيشترين سيستم، اين توسط شده توليد نمرات كه مي باشد معني بدين اين است. داشته

كه حالي در است عمكرده بهتر توصيف گرها تمامي از كمي اختلاف با روش اين دارد. انساني نمره هاي

اختلاف كل در اما مي گيرند قرار دو اين بين سيستم ها ساير و بوده ضعيف تر بقيه از Word2Vec عملكرد

ندارد. وجود بخش اين در توجهي قابل

آورده Stsbenchmark شباهت ارزيابي داده هاي روي VSD پيشنهادي روش نتايج ،۲۳ -۴ تصوير در

ارزيابي در نتايج ،SICK داده هاي روي پيشنهادي روش خوب نتايج برخلاف مي دهد نشان كه است؛ شده

جمله از آزموديم عصبي شبكه در را بسياري پارامترهاي ما است. بوده ضعيف Stsbenchmark شباهت

Dict2Vec نياورديم. دست به بهتري همبستگي اما غيره، و خطا كمينه سازي روش پنهان، لايه هاي تعداد

داشته اند. روش ها ساير از بهتري عملكرد GCN و VSD اما كرد عمل ضعيف تر همه از

براي عصبي شبكه شده محاسبه پيش وزن هاي از كه باشد اين است ممكن آن دليل يك چرا؟ اما

كه هرچند نيستند، كافي تعداد به آموزش داده هاي آنكه، ديگر است. نشده استفاده شبكه آموزش

آنكه ديگر دليل است. مشكل امري انساني داورهاي بازبيني به نياز دليل به بيشتر نمونه هاي جمع آوري

انتظار بود بهينه سازي فقط مشكل اگر نباشد. كافي مسئله اين حل براي تنهايي به LSTM معماري شايد

و ضعيف تر نتيجه اما كند تغيير SGD يا AdaDelta, AdaGrad, RmsProp از استفاده با نتايج مي رفت

بود. مشابه يا

مقدار اندازه به يكديگر، به وابستگي و واژگان قرارگيري نحوه گرامر، كه گفت مي توان جمع بندي در
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SICK آزمون داده هاي روي اخير روش هاي با ما روش مقايسه :۲۶ -۴ جدول
مربعات ميانگين خطاي اسپيرمن همبستگي پيرسون همبستگي روش

۰ / ۰۲۷۸ ۰/۶۸۳۴ ۰/۷۵۷۲ VSD
۰/۲۶۵۴ ۰/۷۹۹۱ ۰/۸۶۳۴ CNN-LSTM[۳۸]

- - ۰/۸۶۰ n-gram attention[۷۹]
۰/۲۸۷۹ ۰/۸۱۳۹ ۰/۸۶۹۵ windowed self-attention[۵۵]

- - ۰/۹۰۹ MultiTask[۲۷]
- - ۰/۸۸۷۶ Multi-Embedding[۵۷]

۰/۲۸۷۹ ۰/۸۱۳۹ ۰/۸۶۹۵ Disan[۱۱۳]
۰/۲۵۳۲ ۰/۸۰۸۳ ۰/۸۶۷۶ LSTMs[۱۱۹]

Stsbenchmark آزمون داده هاي روي اخير روش هاي با ما روش مقايسه :۲۷ -۴ جدول

پيرسون همبستگي روش
۰/۴۹۶۹ چندوجهي توصيف گر
۰/۸۰۶ ROT [۱۳۰]
۰/۷۷۳ n-gram attention [۷۹]
۰/۶۷۲ Unsupervised [۸]
۰/۸۰۳ MultiTask [۲۷]
۰/۸۲۴۵ Multi-Embedding [۵۷]

مي توانند تصاوير، در موجود هم رخدادي هاي كه است اين ديگر مهم نكته دارد. اهميت واژه دو شباهت

واژگان از استفاده ديگر، طرفي از كنند. فراهم متون در هم رخدادي خوبي به جديدي و مفيد اطلاعات

فراهم Word2Vec و Glove مانند را مشابهي عملكرد توصيف، براي لغات» فرهنگ در واژه «تعريف

مي كند.

از تعدادي با اين بار چندوجهي) (توصيف گر VSD پيشنهادي روش نتايج ۲۷ -۴ و ۲۶ -۴ جداول در

اين قبل، نمودارهاي با مقايسه در است. شده مقايسه شده اند، بررسي ۲ فصل در كه پيشين روش هاي

متاسفانه، كرده اند. استفاده Word2Vec و Glove مانند متن از مستقل واژگان توصيف گرهاي از روش  ها

در برداري آن براي است، نشده ديده توصيف گر دو اين توسط كه باشد واژه اي آموزش، فرآيند در اگر

نمي شود. گرفته نظر

و ۲۶ -۴ جدول دو در كه همان طور چيست؛ برتر روش هاي موفقيت دليل كه كنيم بررسي بياييد ابتدا

از كه روشي است. كرده كسب را نتايج بهترين MultiTask روش كلي، طور به مي شود، ديده ۲۷ -۴
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نحوه تا مي كند استفاده (soft-alignment attention) واژگان به توجه فن و Word2Vec توصيفگرهاي

است. بيشتر آموزشي داده هاي از استفاده روش، اين ديگر نكته كند. كشف را جمله دو اجزاي بين ارتباط

به توصيفگرها متفاوت ويژگي هاي به مستقل توجه بر مبتني كه مي باشد ليست در روش تنها Disan

براي SynGCN مانند توصيفگرها ساير از استفاده آينده كارهاي براي ما پيشنهاد است. هم زمان صورت

واژگان همسايگي پنجره هاي در وزني دقت موارد ،۲۶ -۴ جدول در است. شده ياد روش هردو بهبود

مي كنند تأييد (n-gram attention) چندنويسه بر مبتني وزني دقت و (Windowed self-attention)

MultiEmbedding روش مي شود. همبستگي نتايج در توجهي قابل بهبود باعث توجه فن از استفاده كه

آنكه به شرط يابد، بهبود هنوز استاندارد توصيفگرهاي از استفاده با مي تواند نتايج كه است داده نشان نيز

(۲) يا باشد پيشرفته تر Siamese روش به نسبت جمله توصيفگر توليد براي استفاده مورد معماري (۱)

توصيف تا باشند شده بهينه قبل از شباهت ارزيابي داد ه هاي آموزشي داده هاي روي توصيف بردارهاي

كنند. فراهم واژگان از بهتري

فشرده توصيف ارائه با خوبي نتيجه است توانسته CNN-LSTMكدگذار-كدگشاي معماري از استفاده

عصبي غير مدل هاي از هردو ROT روش و (Unsupervised) ناظر بدون روش هاي كند. كسب جمله،

نسبت بهتري بينش مي توانند نتيجه در و كنند كسب خوبي نتايج توانستند كه هستند جداول اين در

دهند. ارائه جمله مناسب توصيفگر ساخت نحوه از عصبي روش هاي به

كدگذار-كدگشا عصبي شبكه ارزيابي ۱۰ -۵ -۴

مي كنيم. ارزيابي را ۱۰۲ صفحه ۲ -۱۴ -۳ بخش ۵ -۳ تصوير در شده طراحي سيستم بخش، اين در

داده پايگاه دو در مربعات حداقل ميانگين كمينه سازي با خطا كاهش فرآيند ۲۵ -۴ و ۲۴ -۴ تصاوير

مي دهند. نمايش Stsbenchmark و SICK

روند اين اما است، نبوده موفق پيوسته صورت به كمينه سازي كه هرچند مي شود ديده تصوير دو در

كاهش مي باشد. بيشتر خطا مقدار و بود كندتر مشترك وزن هاي با پيچشي پنجره هاي از استفاده با

به نسبت آموزش خطاي نشدن كمتر وجود با است. بوده موفق تر Stsbenchmark داده هاي روي خطا
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SICK داده هاي روي خطا كاهش روند :۲۴ -۴ تصوير

STS داده هاي روي خطا كاهش روند :۲۵ -۴ تصوير
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شباهت ارزيابي زمينه در كدگذار-كدگشا سيستم نتايج :۲۶ -۴ تصوير

توليد بردارهاي توسط روش اين ارزيابي به حال ندارد. توجيه تكرار ۸ -۷ از بيشتر آموزش اعتبارسنجي،

عصبي شبكه ابتدا بنابراين، مي پردازيم. جمله دو بين شباهت محاسبه به منظور كدگذار، بخش در شده

آزمون، براي و مي دهيم، آموزش داده پايگاه هر آموزشي بخش داده هاي در موجود جمله هاي توسط را

در كه همانطور روش، اين نتايج اما مي كنيم. محاسبه را آزمون داده هاي بردار دو بين كاسينوسي فاصله

زمينه در كه هرچند است بوده ناموفق ربط يا شباهت ارزيابي زمينه در مي كنيم، مشاهده ۲۶ -۴ تصوير

مي باشد. بهتر كمي عملكرد ربط ارزيابي

بررسي و بحث ۶ -۴
ارزيابي مسئله حل براي عصبي شبكه هاي و آماري كلي رويكرد دو شد، بررسي ۲ فصل در كه همانطور

و SICK داده هاي از قبل STSS131 و STSS65 داده مجموعه دو دارد. وجود زوج واژگان شباهت

عصبي شبكه هاي آموزش براي مناسب و بودند كوچك داده پايگاه دو اين شدند. معرفي Stsbenchmark

در شده معرفي آماري چه و پيشين رويكردهاي چه داده، مجموعه دو اين در آماري روش هاي نيستند.

عملكرد Stsbenchmark و SICK داده هاي روي روش ها اين تمامي اما داشتند خوبي عملكرد ،۳ فصل

مي توان موضوع اين دلايل از كردند. كسب درصد ۵۰ از كمتر همبستگي مقادير و داشتند ضعيفي بسيار

بين مرتبط اجزاي كه جايي يعني كرد اشاره جمله دو بين واژگان هم ترازي فرآيند در كلي اشكال به

در عبارت ها مي شود. محاسبه شده هم تراز اجزاي بين شباهت و مي يابند تطبيق همديگر با جمله دو
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كافي ارزيابي براي زوج واژگان شباهت ماتريس از شده استخراج ويژگي هاي و نشدند استفاده روش ها اين

همچنين و «GLP در عمومي و محلي «ويژگي هاي معرفي جمله از كارهايي زمينه، اين در نبودند.

داد. بهبود كمي را نتايج و شد انجام STASIS و LSS مانند واژگان توصيف گر بردار تشكيل

بردار به تعميم هنگام در واژگان توصيف گر بردارهاي كه بود اين آزمايش ها در جالب بسيار يافته يك

در اما بود. پژوهش اين انتظار برخلاف موضوع اين نبودند. مؤثر استاندارد و پيش فرض صورت به جمله

آن ها عملكرد ارزيابي»، مورد داده هاي مجموعه متن «موضوع روي توصيف گرها كردن بهينه از بعد ادامه،

است. شده مشخص نيز ۱۴۱ صفحه ۱۹ -۴ تصوير در مسئله اين چنانچه يافت توجهي قابل بهبود

واژگان شبكه بر مبتني معيارهاي با آماري روش هاي تلفيق با مي توان پژوهش، اين از ديگر يافته اي در

۱۲۳ صفحه ۱۹ -۴ جدول در نتايج اين آورد. دست به زوج فعل ها شباهت ارزيابي در توجهي قابل بهبود

شباهت ارزيابي در آماري اطلاعات افزودن كه مي كند تأييد پژوهش اين همچنين است. شده داده نمايش

باشد. مفيد بسيار مي تواند

تصاوير در واژگان هم رخدادي بر «مبتني توصيف گرهاي بهتر عملكرد نشده پيش بيني يافته يك

روش به نسبت استاندارد، صورت به «SynGCN جمله اجزاي وابستگي درخت بر «مبتني و «ViCo

است. Word2Vec

عملكرد اگرچه هستند، جمله ها توصيف زمينه در موفقي روش هاي محتوا به وابسته توصيف گرهاي

مسئله هاي «حل در جمله ها» بهتر «توصيف براي سيستم» پارامترهاي كردن «بهينه با روش ها اين

حاضر حال روش هاي برترين كه جمله توصيف زمينه در روش ها موفق ترين است. لازم امري خاص»

مي كنند تلاش روش ها اين مي باشند. BERT توصيف گر بر مبتني هستند، رساله اين نوشتن زمان در

جمله ها) همچنين (و واژگان از خوبي توصيف صورت بدين و بزنند تخمين را جمله از شده حذف واژگان

آن ها، قرارگيري ترتيب عبارتي به واژگان، وابستگي اطلاعات افزودن StructBERT روش در مي سازند.

كه كرديم مشاهده SICK داده هاي روي SimCSE روش در همچنين، است. شده نتايج بهبود باعث

مي بخشد. بهبود استاندارد توصيف گرهاي حالت به نسبت را نتايج Siamese معماري از استفاده

موجك توابع خوب عملكرد نشان دهنده جمله، توصيف گر روي موجك تبديل بر مبتني روش نتايج
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براي توصيف گر» سيگنال محلي «اطلاعات كه است معني بدان اين مي باشد. جمله توصيف بردار روي

فاصله جمله از كاسينوسي نوع از غير فاصله معيارهاي از ديگر تعدادي هستند. مفيد شباهت ارزيابي

سيستم به توجهي قابل بهبود يا كردند مختل را سيستم عملكرد يا اما شدند، آزموده اقليدسي و مانهاتان

بود. بهترين مقايسه، در كاسينوسي معيار عملكرد و نكردند اضافه

ارزيابي مسئله حل براي اخير رويكردهاي با تا كند كمك ما به مي تواند پژوهش اين يافته  هاي بعلاوه،

بودند عميق شبكه هاي بر مبتني پيشين، روش هاي بهترين شويم. آشنا (زوج واژگان/زوج جمله ها) شباهت

دارند. آماري روش هاي به نسبت بهتري بسيار عملكرد كلي طور به واژگان توصيف گر بردارهاي و

و دوباره بهينه سازي به نياز «بدون توصيف گرها بشود تا گيرد صورت بايد بسياري پژوهش هاي هنوز

فن از استفاده باشند. داشته جمله استنتاج يا شباهت ارزيابي در قبولي قابل عملكرد پيش فرض»، طور به

است؛ داشته آن وجود عدم به نسبت بهتري بسيار نتايج همزمان» طور به جمله واژگان «تمامي به توجه

تشخيص براي آن وجود مي ايد نظر به و كرده اند استفاده فن اين از همگي اخير پژوهش هاي كه طوري

است. نياز مورد زباني اصطلاح هاي و عبارت ها

جمع بندي ۷ -۴
روش هاي از موفق تر آزمون ها بيشتر در STSS65 داده هاي روي WordnetPPDB پيشنهادي روش

با اما دارند. ديگر روش هاي با مقايسه اي قابل نتايج نيز پيشنهادي ديگر رويكردهاي است. بوده پيشين

عملكرد بررسي براي بيشتري آزمون هاي ،STSS131 و STSS65 داده پايگاه هاي بودن كوچك به توجه

بود. LSA روش نتايج با مشابه بسيار STSS131 داده هاي روي نتايج است. موردنياز پيشنهادي روش هاي

خوبي بسيار نتايج توانسته اند GLP و Relative, WordnetPPDB, Weighted پيشنهادي روش چهار

است شده آزموده بيشتر داده هاي روي نيز عصبي شبكه روش نتايج كنند. كسب داده پايگاه دو هر روي

عملكرد به نسبت هم زمان» صورت به واژگان توصيفگر چندين از استفاده با نتايج «بهبود نشان دهنده كه

استفاده و هستند روش ها بهترين حاضر حال در عصبي شبكه بر مبتني روش هاي مي باشد. آن ها مستقل

ببخشد. بهبود را نتايج توانسته و مي باشد رايج شبكه ها اين در بسيار (Attention) وزني توجه فن هاي از
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بهترين شدند بهينه شباهت ارزيابي داده هاي براي كه BERT بر مبتني و محتوا به وابسته توصيف  گرهاي

«موفقيت نشان دهنده نيز موجك تبديل بر مبتني سيستم نتايج دارند. روش ها تمامي بين را عملكرد

است. پايه» زباني مدل نتايج «بهبود و جمله» جزئي تر توصيف در توابع اين
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ۡۑԼ̀ه ܎܃ری : ۵ ԂΙل



زوج واژگان شباهت ۱ -۵
نتايج توانست زوج واژگان، شباهت ارزيابي به آماري اطلاعات افزودن با كه شد ارائه روشي رساله، اين در

شباهت حل در مهم مسئله بخشد. بهبود STSS131 و STSS65 داده  پايگاه هاي در را پيشين روش هاي

آماري، اطلاعات كردن جايگزين با كه است، آن در خاص واژه هاي نبودن امكان واژگان، شبكه توسط

نوع به نسبت بهتري عملكرد واژگان، شبكه بر مبتني روش هاي گرفت. قرار بررسي مورد مسئله اين

تهيه است مشخص و منظم درختي ساختار آن دليل كه داشتند، رساله اين در استفاده مورد آماري

زمينه در تلفيقي» صورت به زوج واژگان «شباهت پيشنهادي سيستم است. انساني نيروي شدهتوسط

«پژوهش هاي مكمل مي تواند ما يافته هاي جهت اين از كرد؛ عمل روش ها بقيه از بهتر زوج فعل ها ارزيابي

كه بود نادر واژگان ارزيابي ما، روش مشكل بزرگ ترين شود. تلقي واژگان» شبكه زمينه در پيشين

تمامي گرفتن نظر در اهميت به بخش، اين از نتيجه گيري در باشد. آتي پژوهش هاي موضوع مي تواند

مي شود. تأكيد شباهت ارزيابي سيستم طراحي براي نقش واژه ها

واژگان شبكه و آماري معيارهاي تلفيق با جمله شباهت ۲ -۵
زوج واژگان» شباهت «ماتريس از ويژگي» «استخراج زمينه در اخير روش هاي كه شد بحث رساله اين در

گرفته ناديده واژگان رخداد بسامد عبارتي به يا اطلاعات محتواي اهميت بعلاوه، و نكردند عمل بهينه

مي باشد: زير موارد شامل رساله از بخش اين دستاوردهاي است. شده

شباهت محاسبه در استفاده مورد منبع عنوان به واژگان شبكه عنوان به YagoNet از استفاده -

واژگان.

كردن اضافه و متن در موجوديت ها شناسايي براي ويكي پديا و جغرافيايي داده پايگاه از استفاده -

زوج واژگان. ماتريس نتايج به آن

آن، نتيجه در كه شباهت محاسبه براي گوگل توسط شده جمع آوري آماري اطلاعات از استفاده -
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نتايج بهترين ربط ارزيابي داده هاي روي موارد، بعضي در و يافت بهبود سيستم عملكرد مواردي در

شد. كسب

زوج واژگان ماتريس روي شناور پنجره هاي از پيچشي پنجره هاي با محلي اطلاعات ،GLP روش در -

يافت. بهبود كمي نتايج و شد محاسبه

محاسبه در (۳۷ (صفحه وزني مسير كوتاه ترين «معيار از استفاده كه مي كنيم تأييد ما رساله اين در

همبستگي نتايج «(PPDB) هم معنا واژگان داده «پايگاه و «(Weighted Path) واژگان شبكه توسط شباهت

Yago شبكه بر مبتني ويژگي هاي استخراج رساله، اين در مي دهد. بهبود اخير روش هاي به نسبت را

STSS65 داده هاي در را همبستگي نتايج جمله، دو برداري شباهت با همراه زوج واژگان، ماتريس در

داده هاي روي نتايج كه حالي در كرديم كسب STSS65 داده پايگاه در را نتايج بهترين بخشيد. بهبود

غير كارآمدي آزمون هاي از بسياري در بود. نهفته معناي آناليز آماري روش با مقايسه قابل STSS131

را نتايج بهترين GLP و Relative, WordnetPPDB, Weighted پيشنهادي روش چهار همبستگي، از

استفاده داد نشان كه [۵۴] است همكاران و هوآنگ پژوهش يافته هاي مكمل مطالعه اين كردند. كسب

شباهت پيش بيني براي مهمي بسيار ويژگي واژه» دو بين مشترك مفهوم اطلاعات «محتواي مقادير از

كه (چندواژه عبارت ها كه بود اين بخش) اين (در پيشنهادي روش هاي مشكل بزرگ ترين مي باشد. آن ها

مورد بخش اين در بيشتري پژوهش بنابراين بود؛ نشده گرفته نظر در مي دهند) خاص معني باهم فقط

است. نياز

عصبي شبكه بر مبتني شباهت ۳ -۵
رساله اين در شد. بررسي جمله ها شباهت ارزيابي در واژگان توصيفگرهاي از استفاده اهميت رساله اين در

در يكساني اهميت هستند جمله ساختار و نحوه بر مبتني كه توصيفگرهايي از استفاده كه شد مشخص

از استفاده كه مي دهد نشان پژوهش اين از حاصل شواهد دارد. معنايي توصيفگرهاي از استفاده مقابل

سيستم عملكرد مي تواند متنوع، توصيفگر چند از استفاده با هم زمان ،(Attention) واژگان به توجه فن
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زمينه در گذشته پژوهش هاي نتايج مكمل رساله اين يافته هاي بنابراين، دهد؛ بهبود را شباهت ارزيابي

مي تواند جديد درك اين .[۴۱ ،۱۲۲ ،۱۲۸] است ViCo و SynGCN, Dict2Vec توصيف گرهاي ارزيابي

نوع از استفاده مطالعه اين در كند. كمك وابسته سيستم هاي و متن مشابهت پيش بيني هاي بهبود به

پيامد چندين داراي رساله اين يافته هاي است. نبوده تحقيق اين هدف زيرا نشد ارزيابي توجه فن سازوكار

جهت در بيشتري پژوهش به نياز كه مي كند تأكيد يافته  ها زيرا مي باشد، آينده پژوهش هاي براي مهم

و Word2Vec توصيفگرهاي از تنهايي به نبايد اينكه و دارد وجود نحو بر مبتني توصيفگرهاي طراحي

كرد. استفاده آينده سيستم هاي طراحي براي Glove

حل براي توصيف گرها اين شدند. ارزيابي نيز محتوا به وابسته توصيف گرهاي رساله، اين ادامه در

توصيف گر بردار مي دهد»، رخ آن در واژه كه محتوايي به «وابسته واژگان، معناي از ابهام زدايي مشكل

روش ها اين مشكل ،RoBERTa جمله از قوي زباني مدل هاي طراحي وجود با مي كنند. توليد متفاوتي

شباهت ارزيابي جمله از خاص مسائل حل زمينه در عملكردشان كه است اين نشده، بهينه حالت در

بهينه سازي با عملكرد اين كه ديديم نمودارها در است. بوده انتظار حد از ضعيف تر زوج جمله ها،

يافت. بهبود بسيار نتايج آموزش، داده هاي روي رويكرد) به (بسته جمله ها يا واژگان توصيف گرهاي

شده بررسي روش هاي ساير به نسبت را نتايج بهترين كه هستند مدل ها نوع اين كنوني مدل هاي برترين

كردند. كسب Stsbenchmark و SICK داده هاي مجموعه روي

موجك روش نتيجه گيري
واژگان توصيف ميانگين كه جمله توصيف گر از موجك، توصيف بر مبتني پيشنهادي روش در

شده گرفته تبديل باشد) هم شبكه پنهان لايه خروجي آخرين مثلا (مي تواند است دهنده تشكيل

گرفته واژگان مستقل توصيف روي موجك تبديل كه است اين پيشنهاد آينده، كارهاي براي است.

موفقيت آميز موجك رويكرد كلي طور به شود. سيستم كارايي بيشتر بهبود باعث شايد تا شود

داد. انجام بيشتري پژوهش هاي زمينه، اين در مي توان و است بوده

دو واژه هاي بين هم ترازي بهترين مي كنند تلاش آماري روش هاي كه شد مشخص پژوهش اين در
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توليد براي را جمله ها كليدي واژگان توجه» «فن از استفاده با عصبي روش هاي بعضي بيابند. را جمله

شبكه به را مهم و انتخابي اطلاعات سپردن خاطر به توانايي اينگونه، و مي كنند شناسايي توصيف گر

دارد وجود ناظر بدون مدل هاي طراحي و بيشتر داده هاي به نياز مي آيد نظر به مي كنند. اضافه عصبي

اين در اينكه وجود با بسازند. آن تشكيل دهنده واژگان به توجه با را جمله از خوبي توصيف بتوانند كه

زبان درك زمينه هاي در مي تواند آن يافته هاي است، بوده زوج جمله ها شباهت ارزيابي هدف، پژوهش،

محدوديت هاي وجود با شود. استفاده نيز پاسخ و پرسش سيستم هاي و متون خلاصه سازي طبيعي،

همچنين مي كند. كمك آينده و پيشين پژوهش هاي مسير بهتر درك به يافته ها پژوهش، اين در موجود

است. نياز مورد جمله ها شباهت در واژگان» به توجه «فن اهميت ارزيابي براي بيشتري پژوهش هاي

آينده پژوهش هاي ۴ -۵
بهينه ساز جايگزين عنوان به تقويتي يادگيري روش هاي كه مي شود توصيه آتي پژوهش هاي براي

به توجه با مي تواند تقويتي يادگيري سيستم شود. استفاده رگرسيون سيستم طراحي در پارامترها،

همچنين كند. جريمه بيشتر را نمونه ها بعضي پيش بيني شده، مقدار و هدف شباهت مقدار اختلاف

شود. افزوده مي تواند سيستم، بهينه پارامترهاي محاسبه در نمونه ها وزن دهي اهميت

دارد وجود كه مسئله اي مي شوند؛ ماسك تصادفي صورت به واژگان BERT بر مبتني سيستم هاي در

موجوديت ها تمام براي توصيف گر توليد رويه اما نيست ابهام داراي موجوديت ها نام گاهي كه است اين

باشند داشته مشابهي شباهت اندازه است ممكن جمله دو بين موجوديت هاي نتيجه در و مي باشد يكسان

شود. پيشنهاد بايد موضوع اين براي مناسب كار و ساز يك بنابراين نيست. اينطور واقعيت كه حالي در

موازي جمله از تغييرات نيازمند هنوز پارامترها افزايش وجود با هم عصبي شبكه هاي آموزش روش هاي

است. آموزش كردن

بالا» محاسباتي «پيچيدگي مشكل اما است بوده LSTM براي موفقي جايگزين مبدل ها۱ از استفاده

زباني مدل هاي «غيرخطي عملكرد همچنين است. كرده مشكل را آن ها از استفاده بالا» حافظه به «نياز و
1Transformers
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بيشتر درك براي پژوهش به نياز و مي كند مشكل را آن ها تصميم گيري نحوه درك ديده»، پيش آموزش

دارد. وجود زمينه اين در

است، گرفته قرار استفاده مورد موفقيت آميز ماشين، بينايي زمينه در كه ديگر آموزش روش هاي از

بودن مساوي مانند خاص مسئله اي حل براي مدل به شيوه، اين در مي باشد. خصمانه۲ هجوم راهبرد

اين در است. تشخيص قابل انسان براي ولي باشد غلط انداز كه مي شود داده متوني جمله، دو معني

جمله هاي توليد با مي كند سعي خصمانه) (مدل آن ها از يكي آن در كه دارد وجود مدل دو رويكرد،

درست تشخيصش تا مي كند تلاش زباني مدل و بيندازد اشتباه به را زباني مدل توصيف گر غلط انداز،

از مناسب تر توصيف تهيه منظور به زباني مدل و زباني، مدل بهتر فريب منظور به خصمانه مدل باشد.

و گرامري نظر از بايد كه است اين غلط انداز، متن خودكار توليد چالش هاي از مي شوند. بهينه جمله

است، مشكل خودكار صورت به خصمانه مدل توسط متن ها اين گونه توليد كل، در باشد. درست معنايي

توجهي قابل بهبود خاص مسائل حل در زباني مدل هاي كارايي در مي تواند آموزشي شيوه اين  كه هرچند

.[۱۰۵] كند ايجاد

2Adverserial attacks
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Abstract

There is a widespread of information published every day on the internet. there are a lot

of books from different cultures that are now digitized and kept in digital media in the form

of natural language. this means that it is key to have solutions for extracting important

or useful information from the massive amount of data. Computing sentence similarity

and the performance of such systems is a delicate matter of huge potential. Semantic

search, extractive summarization, sentiment analysis, document classification, plagiarism

detection can all be considered special cases of similarity. Sentence similarity assesses the

similarity of phrases in a sentence pair. The topic of this research is sentence similarity

assessment, which is composed of short texts of less than two lines. In the case of sentence

pair similarity, two sentences are sent to the system and the systemmust produce an output

of range zero to one (zero means the pair share no similarity, and one means they are

semantically equivalent). The purpose of this research is to design a system that can have

a better correlation with those of human judges and to study the key elements of state-of-

the-art systems.

In the proposed wavelet transform method, first, we fine-tune the sentence encoder

on the corresponding training data. Next, we decompose ”sentence description” using

wavelet transform, next, the cosine similarities of the corresponding channels of descriptors

are used to compute sentence similarity. The results suggest significant improvement over

the Roberta-base method and all other base encoders. Most superior methods use a large

model encodes however, in comparison our approach uses a base model which means less

training and test time.

KeyWords: Text similarity,Word co-occurrence, perplexity, word pair similarity, regression.
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