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 چکیده

انسان  کیاست که بتواند مانند  یستمیس جادیا وتر،یانسان و کامپ انیاز موضوعات مهم در تعامل م یکی

اطلاعات و  یگفتار علاوه بر متن گفته شده، حاو گنالیالعمل مناسب نشان دهد. سبشنود و عکس

و احساسات و  یسلامت زانیم ش،یلهجه، گو ت،یاز جمله سن، جنس ندهیبه گو راجع یمهم هاییژگیو

 د،یهدف کمک نما نیشدن به ا کیبه نزد تواندیکه م هایینهیاز زم یکی .است زین ندهیاسترس گو

ه و ارائ نیماش یاز سو یدرک احساسات انسان نیو همچن نیانسان و ماش نیب یارتباط کلام یبرقرار

احساس از گفتار شده  دکارخو صیتشخ ستمیس یامر منجر به طراح نیا. آن است واکنش مناسب به

 وستهیپ یفضا ایگسسته و  یهاها در کلاسنمونه یبندحوزه براساس طبقه نیا قاتیاکثر تحقاست. 

های این مساله انتخاب مدل نمایش احساسات یکی از چالش اند.شده یسازادهیو پ یطراح یاحساس

 نیدر ا رونیاز ا بندی احساسات در هر دو فضا است.اب یک مجموعه ویژگی موثر در طبقهکاراتر و انتخ

 دفه شده است. شنهادیمناسب پ یهایژگیدو فضا با استفاده از مجموعه و نیا نینگاشت ب کیرساله 

 ار فضای احساسی ابعاد ماهیت هک است یژگیو یفضا از ییبازنمابه یک  یابیدست یشنهادیپ ردیکرو از

 و یرساله در دو فاز طراح نیا یشنهادیاحساس از گفتار پ صیختش ستمیس .کشدیم ریبهتر به تصو

استخراج  روش کیبا استفاده از  افتهیاحساس بهبود صیتشخ ستمیس کی. در فاز اول شودمی یسازادهیپ

 شنهادیپ یکاملت یبیترک یژگیروش انتخاب و کیزمان و  -فرکانس بیضرا بریمبتن یانطباق نینو یژگیو

 احساس یسه بعد یفاز اول و فضا یشنهادیپ یژگیمجموعه و نینگاشت ب کی ومشده است. در فاز د

، مجموعه EMO-DB نیبرل یداده گفتار احساس گاهیبا استفاده از پا یشنهادی. مدل پشودمی جادیا

 PDREC یارسدرام ف ویراد یاحساس یها، مجموعه دادهSAVEE یریو تصو یصوت یداریدادگان شن

ان نش یتجرب جیشده است. نتا یو اعتبارسنج یابیارز VAM یآلمان وستهیپ یداده گفتار احساس گاهیو پا

 EMO-DB داده گاهیرا در پا یمختلف احساس یهاکلاس یبه طور موثر یشنهادیدهند که مدل پ یم

 شناسایی ٪19.۴۶با دقت  PDREC در و ٪۰۸با دقت  SAVEE، در مجموعه دادگان %19.79با دقت 

  .کندیم
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 مقدمه:  
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 مقدمه 1-1

ار یک ها است. سیگنال گفتترین روش ارتباطی بین انسانترین و متداولترین، طبیعیگفتار سریع

بر پیام درحال انتقال، شامل مشخصات گوینده از جمله شود که علاوهسیگنال پیچیده محسوب می

ن ولوژی، تعامل بین انسان و ماشیجنسیت، سن، زبان، گویش، احساسات و ... نیز هست. با پیشرفت تکن

های بهبود و تسریع این تعاملات، ارتباط گفتاری بین ماشین و انسان نیز افزایش یافته و یکی از روش

 در یگفتار ارتباط نیا ییکارا شیجهت افزا یمختلف یهاروش یمحققان رو ریاخ یهادر دههاست. لذا 

از اهداف مهم در  یکیاند. مطالعه نموده ندهیوگ ییگفتار و شناسا ییمانند شناسا ییهاستمیس

العمل است که بتوانند مانند انسان بشنوند و عکس ییهاستمیس جادیگفتار، ا صیتشخ یهاستمیس

 نامبه ریاخ یهادر سال یمهم و چالش قاتیاز تحق یکی یامر منجر به بررس نیمناسب نشان دهند. ا

در ارتباطات  تواندیم تاراحساس از گف صیخ. تش[1] تاساحساس از گفتار  شده کیاتومات صیتشخ

ردد. تعامل گ نیدر ا تیمیدقت، سرعت و صم شیداشته و باعث افزا ینقش مؤثر نیروزمره انسان با ماش

 یهایگوش ،یدر صنعت خوردوساز توانیاحساس از گفتار را م صیتشخ یو کاربرد یارزش عمل

قضاوت در  یاز آن برا توانیم ثال،عنوان ممود. بهو ... مشاهده ن نیآنلا یهوشمند، مراکز تماس تلفن

اس خدمات تم یابیریمس یبرا تواندیم نیاستفاده کرد. همچن یتماس اضطرار کی تیمورد صحت و فور

 ما،یهواپ یهانی. در کابردیبالا مورد استفاده قرار گ تیبا اولو یاضطرار یهاتماس یبرا یاضطرار

ا بهبود ر ییحمل و نقل هوا یمنیا تواندیم نانهوا و خلبا کیافکنترل تر نیگفتار استرس ب صیتشخ

 یبه اجرا تواندیم یعاطف تیوضع ییشناسا ،یقانون یگفتار پزشک لیو تحل هیدر تجز نیبخشد. همچن

شکوک م یهاها در مصاحبهبه آن ایکند  یابیرا ارز یتلفن رندگانیتماس گ تیقانون کمک کند تا وضع

 یهاچالش و هایکربندی. سپس انواع پمیپردازیم قیمساله تحق انیفصل ابتدا به ب نیا در. [1] کمک کند

و دستاوردها،  های. و در ادامه هدف، نوآورشوندیم یاحساس از گفتار بررس صیموجود در مسئله تشخ

 داد. میو ساختار رساله را شرح خواه
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 بیان مساله 1-2

دلیل افزایش تراکنش میان انسان و ه های گفتار بالسیگن ازهای بازشناسی احساس سیستمامروزه 

ها افزایش روز افزون داشته است. ماشین نقش مهمی در زندگی روزمره پیدا کرده و نیاز به این سیستم

در تحلیل احساسات، دشوار بودن تفکیک  مسالهها وجود دارد. اولین مشکلاتی نیز در این سیستم اما

های مختلف در احساسات، به افراد مختلف و حالت فعلی چرا که ویژگیباشد، های احساس میویژگی

گوینده در زمان بیان جملات احساسی مانند حوصله، وضعیت درونی، نگرش و خصوصیات شخصیتی 

فرد به شدت وابسته است. دومین دلیل پیچیدگی احساسات این است که اغلب اوقات در هنگام برقراری 

کنند، بلکه معمولاً ترکیبی از احساسات ت کامل، خالص و پایه بروز نمیارتباط بین اشخاص، احساسا

ای مبهم، پیچیده و مرکب است مختلف در یک لحظه ممکن است بروز کنند. بنابراین احساس پدیده

 باشد.که برای جداسازی، تشریح و تشخیص بسیار دشوار می

بین محققان پیدا کرده و در  تشخیص احساسات گوینده، موضوعی است که طرفداران زیادی در

های مختلف دنیا تحقیقات زیادی در این زمینه انجام گرفته است. بیشتر تحقیقات انجام گرفته در زبان

مورد چهار احساس اصلی غم، شادی، عصبانیت و ترس به همراه حالت طبیعی است. دکتر کریستین 

وقتی فرد افسرده یا ناراحت است، تن  :گویدت مدیره شرکت افکتیو مدا در این باره میاجونز، رئیس هی

رود شود، تن صدا بالا میشود، اما هنگامی که عصبانی میآید و حرف زدنش آرام میصدایش پایین می

ها راه کنیم، احساسات خود را از دهزمانی که صحبت مییعنی شود. و شدت حرف زدنش بیشتر می

اینکه چه واژگانی صحبت کردن استوار است و به چگونگیدهیم؛ مکانیزم این سیستم تنها بر نشان می

ای که صدای تواند چگونگی احساسات فرد را در همان لحظهمی ندارد. این سیستمتوجهی رود کار میهب

در تشخیص احساس از گفتار، با استخراج و انتخاب  .[2]فاصله زمانی، بیان کند  شنود و بدوناو را می

ا، هبند با این مجموعه ویژگیهای گفتار احساسی و مدل کردن طبقههای مناسب از دادهمجموعه ویژگی

حقیقات مربوط به تشخیص احساس از گفتار چهار طورکلی در اکثر تبه شود.عمل تشخیص انجام می



 

۶ 

 

انتخاب  -9، 2استخراج ویژگی -2 9مجموعه دادگان گفتار احساسی -9اند: بخش کلیدی بررسی شده

ها دهد که توسعه این سیستم. مروری بر تحقیقات گذشته نشان می۶بندیطبقه -۶ و 9)کاهش( ویژگی

 یافته است.های کلیدی ادامه با بهبود و توسعه این بخش

 حساس از گفتارا تشخیصهای مسئله انواع پیکربندی 1-3

هدف از تشخیص گفتار احساسی، تشخیص خودکار حالت احساسی یک انسان )مرد/ زن( از روی 

اولین سوال مطرح در تعریف مساله تشخیص احساس از گفتار این  گفتار بیان شده توسط آن فرد است.

ک حالت ذهنی است که خود به خود از طریق تلاش احساس چیست؟ احساس ی :موضوع است که

 یربهتج یک توان گفت احساسفیزیولوژیکی همراه است. می شود و اغلب با تغییراتآگاهانه مطرح می

است  (بیرونی) محیطی و( درونی) بیوشیمیایی عوامل ینتیجهدر که است روانی-فیزیولوژی مدتکوتاه

 امعج هایمدل یا یکسان قوانین تواننمی هستند، ذهنی تجربیات ینتیجه احساسات که آنجا از .[2]

 در ستهگس را احساسات اینکه به سی، بستهروانشنا تاریخ در گرایش دو ، اماکرد پیدا هاآن نمایش برای

عاطفی. در این  پایه هایکلاس تعیین از است عبارت گسسته رویکرد دارد. پیوسته، وجود یا بگیریم نظر

هفت گروه اساسی و  7شوند. اِکمانعنوان احساسات اصلی تعریف میهای احساسی مجزا بهروش، گروه

و  نفرتکرده است: شادی، غم، عصبانیت، نگرانی، خستگی،  اصلی احساس انسانی را به شکل زیر تعریف

از طرف . [2] دتوان به صورت ترکیبی از احساسات اصلی بیان کرخنثی بودن. سایر احساسات را می

ها یک فضای . مشهورترین آنعد برای بیان یک احساس استبُ N ، رویکرد پیوسته شامل تعریفدیگر

                                                
1 Emotional Speech Corpus 
2 Feature Extraction 
3 Feature Selection (Reduction) 
4 Classification 
5 Ekman 
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صورت تواند بهاست. هر احساس می 9)ظرفیت( و جاذبه 2تسلط 9بُعدی شامل: برانگیختگیاحساسی سه

ند. کبودن یک احساس را بیان مین سه پارامتر بیان شود. جاذبه مثبت یا منفی ترکیب خطی از ای

شود، و قدرت، گیری میی هیجان یا درگیری فرد در حالت احساسی توسط برانگیختگی اندازهدرجه

عنوان مثال، حس شادی یک احساس با جاذبه مثبت، . به[3]کندنفوذ و توانایی احساسات را بیان می

 9-9جدول انگیختگی بالا و قدرت زیاد است. مقادیری که این سه پارامتر خواهند داشت به صورت 

 .[3] شوندمشخص می

 بعُدی احساسسه یفضا یپارامترها ریمقاد 1-1جدول 

 دامنه مقادیر پارامتر

 7تا برانگیخته ۶ساکت برانگیختگی 

 منفی تا مثبت جاذبه

 ضعیف تا قوی قدرت

 

حساسات پیوسته ترکیب توان با قراردادن احساسات گسسته در فضای اهر دو رویکرد بیان شده را می

شکل بعدی است. همچنین ی موقعیت شش احساس پایه در فضای سهنشان دهنده 9-9شکل کرد. 

 دهد. بُعدی نشان میبندی این احساسات را براساس مقادیر بیان شده در فضای سهدسته 9-2

 
 [3] هیمدل سه بُعدی احساس با شش احساس پا  1-1شکل 

 

                                                
1 Activation 
2 Potency (Dominance) 
3 Valence 
۶ Calm 
7 Excited 

 ساکت انگیخته

 ضعیف قوی
 ضعیف قوی



 

۴ 

 

 

 [3] احساس یبُعدبراساس مدل سه هیاحساسات پا یبنددسته 2-1شکل 

 

 

 احساس از گفتار صیتشخ ستمیس کی متداول یمعمار 3-1شکل 

کنند. با این حال، بیشتر های متفاوتی را اتخاذ میهای مختلف تشخیص احساس معمولاً روشپروژه

خلاصه کرد. در ادامه  9-9شکل توان به روش کلی کارهای موجود در زمینه تشخیص احساس را می

ینده به بررسی آتوضیح مختصری ارائه خواهد شد، و در فصل ، 9-9شکل برای هر بخش از بلوک دیاگرام 

 پردازیم. ها در سایر تحقیقات میآن

 

داده گفتار پایگاه

 احساسی

 

مجموعه داده 

استخراج  آموزش

 انتخاب ویژگی ویژگی

مجموعه 

داده 

 آزمایش

استخراج 

 ویژگی
بندیطبقه  

 ارزیابی 

 فاز آموزش 

 فاز آزمایش
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 استخراج ویژگی 

ی پیش پردازش مرحله، مرحله لیناوای است. فرآیند سه مرحله یکاستخراج ویژگی معمولا 

نرمالیزه و نویزگیری شود. مراحل دوم و سوم مربوط به  بایداست که سیگنال گفتار در آن 

های مورد توجه در این و عمومی از سیگنال است. یکی از بخش محلیهای استخراج ویژگی

 تحقیق، روی این بخش و بخش انتخاب ویژگی است.

 انتخاب ویژگی 

ها، یک مجموعه مناسب از های مطرح در انتخاب ویژگیبا استفاده از الگوریتمدر این بخش 

 شود.های استخراج شده از بخش قبلی انتخاب میمیان خصیصه

 بندیطبقه 

های یویژگشده و سپس با استفاده از مجموعه  بند مناسب انتخابدر این مرحله ابتدا یک طبقه

بند آموزش داده شده و های گفتار، طبقهن سیگنالاستخراج و انتخاب شده از مجموعه دادگا

 شود.آزمایش می

 ارزیابی 

محاسبه معیار  های مختلفی از جمله توان از روشبند میدر این مرحله برای ارزیابی نتایج طبقه

برای  ۶ROCو یا رسم منحنی  9های یادآوری و دقت، روش2سردرگمی  از روی ماتریس 9دقت

بند و محاسبه مساحت زیر این منحنی به عنوان نشانه ی کیفیت طبقهمقادیر مختلف آستانه 

ا بندی توسط انسان بتوان از محاسبه همبستگی بین نتایج طبقهاستفاده کرد. همچنین می

 بندهای سیستم نیز استفاده کرد.نتایج حاصل از طبقه

                                                
9 Accuracy 
2 Confusion Matrix 
9 Recall and Precision 
۶ Receiver Operating characteristics 
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 های تشخیص احساس از گفتارهای سیستمچالش 1-4

 و، اما هنوز موانع رخ داده استگفتار  از احساس صیتشخ یهاستمیس در یاریبس یهاشرفتیاگرچه پ

 وند.برطرف ش دیباکه وجود دارد  ترموفق رسیدن به تشخیص با دقت بالاتر و یبرا یمختلفهای چالش

 عبارتند از:  [7] [6] [5] [4] هاچالشاین بعضی از 

 بندی شده : کدام مدل نمایش احساسات بهتر و کارآتر است؟ مدل دسته ایش احساساتمدل نم

 بعدی؟ براساس احساسات پایه یا مدل نمایش در فضای چند

 ترتر و طبیعیهای گفتار واقعیداده با دادهی هانبودن پایگاه 

 هاها در تحقیقات و عدم قابلیت مقایسه کارآیی آنداده یکسان نبودن پایگاه 

 بندی مناسب و مشترک برای تمام های طبقهویژگی و روش استخراج هایروش عدم وجود

بند روی مجموعه داده ها: در هر تحقیق نتایج مجموعه ویژگی و طبقهها و مدلداده پایگاه

بندها روی ها و یا طبقهتوان نتیجه گرفت که آیا این مجموعه ویژگیخاصی ارائه شده و نمی

 کنند؟خوبی عمل می ای دیگر نیز بههداده پایگاه

  وابستگی به حالت، فرهنگ، زبان و شخصیت گوینده: بیان احساسات توسط گفتار در هر گوینده

 تواند متفاوت باشد.اش میتوجه به سن و فرهنگ و جنسیت و شخصیت روانی و اجتماعی با

 ادی قات نرخ تشخیص شاز حالات احساسی: مثلا در اکثر تحقی نرخ تشخیص پایین برای بعضی

 و عصبانیت پایین است.

  قابلیت کاربردی تحقیقات موجود: در اکثر تحقیقات بررسی شده هیچگونه کاربرد عملی و

گرفته  کار صورت کاربردی بههشده ب های ارائهها و روشاست و سیستم خاصی مطرح نشده

 اند.نشده
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 هدف رساله 1-1

تشخیص احساس از گفتار با هدف بهبود دقت تشخیص رساله، توسعه یک سیستم هدف اصلی این 

در دو فاز مدل شده است. در فاز اول یک سیستم تشخیص  سیستم پیشنهادی در این رساله. است

دو بخش کلیدی مساله تشخیص  رویهای گسسته احساسی از گفتار پیشنهاد شده است که کلاس

بندی دقیق احساسات، متمرکز های موثر در طبقهو انتخاب ویژگیاحساس از گفتار، یعنی استخراج 

 یژگیو یک برای استخراج روشی ،تحقیقات متداول سایر هایاستفاده از ویژگی برعلاوه، فازدر این است. 

ی همچنین یک الگوریتم ترکیبی تکامل .ه استشد پیشنهادفرکانس -یافته در حوزه زمانجدید تطبیق 

ک در فاز دوم نیز ی .ه استبندی ارائه شدب بهترین مجموعه ویژگی قبل از مرحله طبقهنیز برای انتخا

 شود.نگاشت بین مجموعه ویژگی پیشنهادی و فضای سه بعدی احساس مدل و ارزیابی می

 ها و دستاوردهای رسالهنوآوری 1-6

  :های این رساله عبارتند ازوریآخلاصه دستاوردها و نو طوربه

 های انتخاب ویژگی در تشخیص احساس از گفتار انجام تدا مروری بر روشدر این رساله اب

ربوطه با م یهایژگیانتخاب و ی، برایبیترک یژگیانتخاب و تمیالگوریک در این راستا شد. 

  الهدر مق اولیه پیشنهاد و نتیجه مطالعات عمومیو  یمحل یجستجو یدر نظر گرفتن فضا

  ت.گزارش شده اس 2بیشتر در مقاله های و نتایج مطالعات و آزمایش  9

  فرکانس-حوزه زمان یهامولفهبا استفاده از  تطبیقی روش استخراج یک در فاز بعدی 

  گزارش شده است. 9معرفی و مدل شده است. نتایج این مطالعات در مقاله 

 عملکرد  نیبه بالاتر یابیدستSER در سه مجموعه داده با سه زبان مختلف 

  های آکوستیک گفتار و فضای سه بعدی احساس. بین فضای ویژگیارائه یک نگاشت 
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 ساختار رساله 1-7

مرتبط  یو کارهاپژوهش  نهیشیپ ۸در. تدوین شده استصورت زیر بندی و ساختار این رساله بهفصل

رویکرد  ۸ در. گرددرساله تشریح می کرد پیشنهادیروی 9فصل  در. مورد بررسی قرار خواهند گرفت

 ایهمقایسههای انجام شده و زمایشآو نتایج  گرفتهقرار و تجزیه و تحلیل پیشنهادی مورد ارزیابی 

دی و پیشنهاداتی برای کارهای بنکارهای انجام شده جمع ۸. درنهایت درشوندمیصورت گرفته گزارش 

 .خواهد شد ئهارا تیآ

 



 

99 

 

 

 

 

 

 موضوع و پیشینه پژوهش ادبیاتمروری بر  
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 مقدمه 2-1

استخراج ویژگی،  دادگان گفتار احساسی، بخش چهاربه طور کلی تشخیص احساس از گفتار از 

ایه و پ ابتدا مروری بر مفاهیم بندی تشکیل شده است. در این فصلانتخاب ویژگی )کاهش( و طبقه

در حوزه تشخیص احساس  شدهانجام تحقیقات مبانی نظری موضوع خواهیم داشت و سپس جدیدترین

 هایبراساس نوآوری مطالعات. این دهیممیمورد بررسی و مطالعه قرار را در چهار بخش از گفتار 

 اند. بندی شدهدسته از گفتار در هر بخش از سیستم تشخیص احساسشده انجام

 ظری و مفاهیم پایهمبانی ن 2-2

آن را به چند بخش  9-2شکل ( مطابق SERبرای درک بهتر سیستم تشخیص احساس از گفتار )

نماییم. همانطور که در شکل مجزا تفکیک کرده و مفاهیم پایه و نظری در هر بخش را بررسی می

ی حل مساله یک هم هنوز که دارد جودو احساسات سازیمدل برای مختلفی رویکردهایمشخص است 

 کی .شودمی استفاده بعدیچند  و گسسته مدلدو  معمولادر اکثر تحقیقات  حال،این با ،است نشده

 حساساتا تشخیص برای تا دارد نیاز ،با ناظر یادگیری ساختار یکیعنی  بند،طبقه یک به SER سیستم

 داربرچسب هایداده ضرورت ،ینظارت تحت سیستم چنین. یابد آموزش جدید گفتاری هایسیگنال در

 اهداده ها،ویژگی استخراج از قبلهمچنین  .آوردمی ارمغان به است، شده تعبیه هاآن در احساسات که را

 یهاداده، چرا که هستند ضروری بندیطبقه فرآیند یک برای هاویژگی .دارند نیاز پردازش پیش به

فی های مختلدر فرآیند استخراج ویژگی، مشخصه .دهندمی تقلیل ی آنهاهمشخص مهمترین به را اصلی

ها و توان از روشها میشود که برای ترکیب یا کاهش ابعاد و تعداد ویژگیاز سیگنال استخراج می

ترتیب )به 9-2شکل  های مطرح شده درهای انتخاب ویژگی استفاده کرد. در ادامه تمام حوزهالگوریتم

 شوند.از راست به چپ( بررسی و تشریح می
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 (SER) گفتار از احساس صیتشخ یهاستمیس بر یمرور 1-2شکل 

  های احساسانواع مدل 

 .شوند مدل و تعریف دقت با باید گفتار، احساسات احساس از تشخیص سیستم موفق سازیپیاده برای

 وجود احساسات سازیمدل برای مختلفی رویکردهای و ندارد وجود نظر اتفاق احساسات تعریف مورد در

 در احساس از تعریف نود از بیش ،Plutchik گفته است، و به ی حل نشدهمساله یک هم هنوز دارد که

 مؤلفه چندین از که هستند ایپیچیده روانشناختی هایحالت احساسات. [۰]است  شده ارائه بیستم قرن

، در اکثر حالاین با .اندشده تشکیل ارتباطی و رفتاری فیزیولوژیکی، هایواکنش شخصی، تجربه مانند

 [1] همکاران و اِکمان که همانطور. شودمی استفاده بعدیچند  و گسسته دو مدل تحقیقات معمولا

 ترس، شادی، غم، پایه: احساسات دسته شش اساس بر گسسته احساسات اند نظریهکرده توصیف

 مدت ایبر فرهنگی هستند و نظر از مستقل و ذاتی احساسات کاملا این. است ب،تعج و انزجار عصبانیت،

جا از آن .[1]آیند می دستبه پایه احساسات ترکیب این با احساسات سایر شوند، امامی تجربه کوتاهی

 طرح کنند،می استفاده خود شده مشاهده احساسات تعریف برای مدل این از مردم روزمره زندگی در که

 SER هایسیستم طبیعی است، بنابراین بیشتر پایه کاملااحساس  هایدسته براساس گذاریبرچسب

SERبررسی اجمالی 

مدل های احساسی

هگسست

پیوسته

دادگان

مبتنی بر 
رگوینده بازیگ

القا شده

طبیعی

پیش پردازش

فریم بندی

پنجره گذاری

نرمال سازی

کاهش نویز

استخراج ویژگی

عروضی

طیفی

کیفی

مبتنی بر 
TEO

انتخاب ویژگی

روش های مبتنی بر 
بسته بندی

روش های 
فیلترینگ

تکنیک های کاهش
ابعاد

الگوریتم های 
تکاملی

طبقه بند

طبقه بندهای متداول

 بر طبقه بندهای مبتنی
یادگیری عمیق
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ته گذاری گسسمدل برچسب این وجود، این دارند. با تمرکز پایه احساسی هایبندیدسته این بر موجود

 .نیست روزانه ارتباطات در شده مشاهده یپیچیده عاطفی حالات از برخی تعریف به قادر احساسات

ایگزین است که از تعداد کمی از ابعاد نهفته برای توصیف احساساتی مدل احساسی چندبعدی یک مدل ج

در . [9۸] کندکنترل استفاده میو  7و جاذبه )ظرفیت( ۶)قدرت( 9، تسلط2(تحریک) 9مانند برانگیختگی

 د. یکیانهای قطعی و عاطفی احساساتاین ابعاد جنبهاین مدل احساسات مستقل از یکدیگر نیستند و 

 اذبهج مقابل در بعد، یک در یرانگیختگاز ب که است بعدی دو مدل یک چندبعدی، های پرکاربردمدل از

بازه  و کندمی توصیف را احساس یک نبود منفی یا مثبت جاذبه بعد .کندمی استفاده دیگر بعد در

د، کنمی تعریف را شده درک احساس قدرت برانگیختگی، بعد .است 9دلپذیر و ۴ناخوشایند مقادیر آن بین

 واردیوانه هیجانات تا حوصلگیبی از و بازه مقادیرش  باشد احساسبی یا زدههیجان است ممکن که

با بازه  فرد ظاهری قدرت به هم وجود دارد که قدرت یا تسلط یک بعد بعدی سه در مدل .است متغیر

 ضعف ای قدرت درنظرگرفتن با ترتیببه سوم بعد مثال، عنوانبه .دارد اشاره قوی و ضعیف بین مقادیری

 .کندمی متمایز هم از را ترس و خشم فرد،

 دنز برچسب برای و نیست بصری کافی اندازه مدل به این. دارد زیادی معایب بعدی چند مدل نمایش

 و ترس مانند احساسات از برخی بر این،علاوه. باشد لازم خاصی آموزش است ممکن احساس هر به

 تواندر این مدل نمی را تعجب مانند احساسات از برخی و شوندتشخیص داده می یکسان عصبانیت

 .باشد فیمن یا مثبتجاذبه  دارای گیرانهغافل احساسات زمینه به بسته است ممکن زیرا کرد، بندیطبقه

                                                
9 Activation 
2 Arousal 
9 Dominance (Potency) 
۶ Power 
7 Valence 
۴ Unpleasant 
9 Pleasant 
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 انواع دادگان گفتار احساسی 

های تشخیص احساس از گفتار، کیفیت دادگان مورداستفاده برای یک موضوع مهم در ارزیابی سیستم

ها و قواعد در تهیه پایگاه داده گفتار احساسی، انواع روش. [11] ها استتوسعه و تعیین کارایی سیستم

آوری داده وجود دارد که منجر به توسعه مجموعه دادگان متنوعی شده است. مسائلی از قبیل جمع

ر ها، و ... دهای گویندگان، طول و تعداد کلمات جملات، زبان گفتار، فضا و روش ضبط سخنرانیویژگی

چالش مهمی که باید در ارزیابی تشخیص گفتار احساسی در نظر گرفته  .رندداتهیه دادگان نقش اساسی 

شود، درجه طبیعی بودن پایگاه داده استفاده شده برای  ارزیابی عملکرد آن است. اگر از یک پایگاه داده 

ه یک پایگا آید. بنابراین، طراحیدست گیری نادرستی بهبا کیفیت پایین استفاده شود ممکن است نتیجه

بندی، توسط بندی خواهد بود. همچنین نرخ طبقهداده مناسب و استاندارد بخش مهمی برای طبقه

 .[11]گیرد های احساسی موجود در پایگاه داده نیز مورد مقایسه قرار میتعداد و انواع کلاس

داده گفتار احساسی به شناسایی عملکرد سیستم تشخیص دهنده احساسات های کارایی بیشتر پایگاه

 :[12] اندهای پایگاه داده احساسات گوینده در زیر خلاصه شدهاند. برخی از محدودیتمحدود شده

ی سازصورت واقعی و واضح شبیههکافی باحساسات گوینده به اندازه  دادههای پایگاه در تعدادی از( 9

 .است نشده

ی تا حدی بردارداده، کیفیت ضبط گفتار خوب نیست. بنابراین فرکانس نمونههای ( در برخی از پایگاه2

 پایین است.

آماده نشده است. بنابراین، استخراج محتویات  دادههای پایگاههای آواشناختی برای برخی از رونوشت( 9

 مشکل است. دادههای پایگاهاختی از سخنان این شنزبان

 آوری داده جمع 2-2-2-1

داده باید شامل کلمات و عبارات ، از جمله اینکه پایگاهوجود داردهای صوتی قواعد خاصی در تهیه داده

 اع مختلفبا انوباید  نیز از طرفی گویندگاناست. مناسبی باشد که معرف مجموعه گفتاری زبان مورد نظر 
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همچنین  های گفتاری مختلف، انتخاب شوند.سن و سطح سواد جهت پوشش دادن مشخصهجنسیت، 

ه مند بآوری شده، بدون شک برای پژوهشگران علاقههای جمعیک رکورد اطلاعات توصیفی از دادهتهیه 

آوری شده اطلاعات توصیفی از قبیل زبان گفتار، . برای هر داده جمعاستتحلیل احساسات گوینده مفید 

های روانشناسی دیگر که احتمال دارد همزمان با گفتار ضبط شود، ای، سیگنالعداد و موضوعات حرفهت

های گفتار و انواع احساسات ) طبیعی، تقلیدی، استخراج آوری شده، ضبط حالتهای جمعهدف از داده

 .[13] دنگرفته شو ند درنظرنتواشده ( هم می

ها بر روی تشخیص احساسات گوینده به برخی از احساسات محدود دهد که پژوهششواهد نشان می

وجود آوری شده احساسات گوینده شامل پنج یا شش احساس است، باهای جمعشده است. اکثر داده

د ، تئوری پالت پیشنها919۸. در دهه استبندی احساسات در دنیای واقعی بیشتر از این اینکه دسته

ی که چیز ماننداحساسات اصلی )از از بعضی  یعنوان ترکیبشد که در تلاش بود تا همه احساسات را به

 “این نظریه پذیرفته نشده است و لغت  قابل ذکر است که دهد(، توصیف کند.می ها رخدر ترکیب رنگ

توانند با همدیگر یای بدون اشاره به اینکه احساسات مطور گستردهاکنون بههم ”ایاحساسات پایه

. اِکمان تر استای، عمومیطورکلی پذیرفتن احساسات پایههگیرد. بترکیب شوند، مورد استفاده قرار می

خوردگی، : عصبانیت، ترس، غم، احساس خوشی، فریبه استای زیر را پیشنهاد داداحساسات پایه

جالت و راحتی. احساساتی که خشنودی، خرسندی، تحریک، نفرت، تحقیر، تکبر، شرمساری، گناه، خ

 آوری شدههای جمعدر داده این نوع احساساتشوند و ای نیستند، احساسات سطح بالا نامیده میپایه

 .[13] شوندکمتر دیده می

های گفتار تحریف نشده و بدون نویز پس زمینه مورد نیاز همچنین برای تحلیل پارامترها، سیگنال

ای هطرف برای ضبط سخنان یکسان در موقعیتاست. به منظور بررسی احساسات گوینده، گفتارهای بی

نجام ااحساسی مختلف نیز موردتوجه است. در نتیجه ضبط باید با روش معین در شرایط آزمایشگاهی 

ای را به شخص در حال آزمون شود احساسات ویژهشود. در برخی از آزمایشات روانشناختی، سعی می

القاء کنند. اما بنا به دلایل اخلاقی وارد کردن احساسات منفی به شخص در حال آزمون ناخوشایند است. 
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. اما [12]ی است سازی شده توسط افراد، تخمین خوبی برای احساسات گوینده واقعاحساسات شبیه

 سازیاین است که بازیگران آن را شبیه مشخص احساس ها بارانیآوری سخنترین راه برای جمعساده

در . شوندی بندتواند گفتارهایی را تولید کند که به خوبی طبقهکنند. بطور یقین یک بازیگر خوب می

ه حالت یک بازیگر ک سیگنال گفتاریک فرد با  ساس واقعیاح گفتار این راستا در تحقیقات سیگنال

ه اما بطور کلی نحو مشاهد شده، هاسیگنالهایی بین این تفاوت و مقایسه کندتقلید میاحساسی را 

یکسان است. با این حال استفاده از  هر دو سیگنالمحدوده فرکانس اصلی و ناپایداری  ،صحبت کردن

-ها در ساختن محتوای احساسی مبالغه میشود، چرا که آنتوصیه نمی دهدادر طراحی پایگاه بازیگران

از  روش دیگر انتخاب تصادفییک . بنابراین نخواهند بودطبیعی  هاسیگنالکنند و واضح است که این 

شوند یک در جلسه انتخاب مقدماتی، افرادی که انتخاب می صورت کهاست، به اینافراد در دسترس 

گویند و آن سخنان بطور مستقیم با یک میکروفون در هارد د نظر میورحساسی مسخن را با هدف ا

  .[12] دیسک  ثبت خواهد شد

 ها را در سه دسته کلی زیر تقسیم کرد:توان پایگاه دادهطورکلی میبه

 شده()بازی  9بر گوینده بازیگرهای گفتار احساسی مبتنیپایگاه داده   

 2های گفتار احساسی القا شدهاه دادهپایگ  

 9پایگاه داده گفتار احساسی طبیعی 

یا  تئاتر ایدیده و حرفهباتجربه، آموزش های بیان شده توسط بازیگراندسته اول از مجموعه سخنرانی

در  اند.آوری شدههای داده گفتار احساسی از این روش جمعشده است که اکثر پایگاه آوریجمعرادیو 

این قان محقبه گفته حال، نیتر است. با انسبتاً آسان یاداده گاهیپا نیچن جادیها اروش ریبا سا سهیمقا

 زیآماغراق دیشا یمنتقل کند، و حتدرست  یرا به اندازه کاف یواقع یتواند احساسات زندگیگفتار نمنوع 

                                                
9 Acted (Simulated) speech emotion databases 
2 Elicited (Induced) speech emotion databases 
9 Natural speech emotion databases 
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 معمولی در آن تحریک شدهباشد. دسته دوم  گفتار القا شده، گفتاری است که احساسات یک گوینده 

ای سازی شده باشد و از گفتار ادا شده توسط بازیگران حرفهتواند طبیعی یا شبیهاست. این نوع گفتار می

ران است، زیرا بازیگ ترو به احساسات واقعی نزدیک تراطمینان برای تشخیص احساسات گوینده، قابل

ای است که از گفتارهای های دادهو دسته آخر پایگاهای ممکن است در بیان احساسات اغراق کنند. حرفه

که با ی ده ادا گاهیپا. احساسات واقعی است گفتار خودانگیخته با طبیعی تشکیل شده، که هر نمونه یک

شامل اطلاعات ثبت شده از مکالمات ها داده نیشده است. ا جادیا یواقع یهاخودجوش داده سخنرانی

مراه هو پزشک، مکالمه  ماریب نی، مکالمه بیعادریغ طیخلبان در شرا نیبکا مکالمات مرکز تماس، ضبط

ممکن  رایها دشوارتر است زداده آوری این. جمعو تعاملات مشابه است یعموم یهابا احساسات در مکان

 .دیآ دوجوهب یو حقوق یمشکلات اخلاق هاآن عیهنگام پردازش و توزاست 

 داده هایمسائل مطرح در طراحی پایگاه 2-2-2-2

های تشخیص احساس از های داده در سیستمتوجه در طراحی پایگاهدر این بخش چند مساله مورد 

 نماییم:گفتار را بررسی می

 ه ، از جملهای گوینده، باید چند عامل را در نظر داشتبرای استخراج ویژگی ها:انتخاب ویژگی

ی مخابراتی حساس باشند، همچنین این هاها نباید به نویز محیط انتقال مانند کانالاین ویژگی

ها نباید به حالت روانی و فشارهای محیطی که گوینده در آن در حال صحبت کردن ویژگی

 است وابسته باشند. 

 های بازشناسی گوینده، مدل هر گوینده شامل خصوصیات در سیستمهای گویندگان: مدل

ز دو مدل پارامتری )مانند مدل گوسی( آماری او است. معمولا در مدل کردن گویندگان از یکی ا

 ریساشود. همچنین ها یا حالات چندگانه( استفاده میو غیرپارامتری )مانند مدل مراکز خوشه

ی اطلاعات یها. اکثر بانکرندیگیمورد توجه قرار منیز مانند سن و جنس  یموضوعات طراح
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کودکان و ندگان در رده سنی با گوی مجموعه دادگان، اما هستند سالبزرگ دارای گویندگان

 وجود دارد. زین خوردگانسال

 : گردد.تری حاصل میبا افزایش این زمان، نتایج مطلوب طول گفتار آموزشی 

 : های غیرگفتاری حذف گردد. گردد سکوت و بخشپیشنهاد می انتخاب گفتار مناسب

ردد گر بوده و پیشنهاد میها کم اثواک در تمایز بین گویندههمچنین گفتارهای کم انرژی و بی

 از اطلاعات مدل حذف گردند.

 :نویز پشت زمینه یک مشکل عمومی است و بهتر است برای تخمین آن از نویز  محیط نویزی

پشت زمینه در زمان سکوت استفاده و با اعمال آن به مدل، تخمینی از مدل بدون نویز داشته 

 باشیم.

 : های خوشحالی، ناراحتی و خستگی متفاوت حالتسیگنال گفتار هر شخص در  تنوع گوینده

دهد )خصوصیات آماری یک فرد ثابت نیست(. است و به این ترتیب کارایی سیستم را کاهش می

 تیمختلف، احساسات متفاوت و جنس گرانیها با بازسخنرانیشامل تکرار  گریملاحظات د

 .متفاوت است

خلاصه شده  9-2جدول  احساس از گفتار در مساله تشخیصبرجسته در  دادگاناز مجموعه  فهرستی

در این رساله جهت ارزیابی روش پیشنهادی آزمایشات متعددی با چهار مجموعه داده انجام شده  است.

، پایگاه داده گفتار SAVEE(، دادگان احساسی Emo-DBاست که شامل: پایگاه داده احساسی برلین )

 باشند. می VAM( و مجموعه داده مدل احساس پیوسته PDRECم )احساسی فارسی درا
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 احساس از گفتار صیاز مجموعه دادگان برجسته در مساله تشخ یفهرست 1-2جدول 

 دسترسی اندازه  گویندگان نوع زبان احساسات دادهپایگاه

 (Emo-DB9) [14] 
شادی، غم، عصبانیت، ترس، 

 تنفر،خستگی، خنثی
 آلمانی

بر مبتنی

 گوینده بازیگر

 7زن،  7) 9۸

 مرد(

9۸۸ 

 فایل 
 عمومی و رایگان

(SAVEE2) [15] 
شادی، غم، عصبانیت، ترس، 

 تنفر، تعجب، خنثی
 انگلیسی

بر مبتنی

 گوینده بازیگر
 )مرد( ۶

۶۰۸ 

 فایل 
 رایگان

PDREC9 ]16[  

عصبانیت، خستگی، نفرت، 

ترس، ناراحتی، تعجب، 

 خوشحالی، خنثی

 فارسی
طبیعی )رادیو 

 نمایش(

زن،  97) 99

 مرد( 9۰

9۶۰ 

 فایل 
 خصوصی

Vera-Am-Mitting 

(VAM) [17] 
 آلمانی تسلط برانگیختگی،، جاذبه

بیعی)برنامه ط

 تلویزیونی(
 گوینده ۶9

1۶9 

 فایل 

عمومی و با 

 پرداخت مجوز

(DES۶) [18] 
عصبانیت، شادی، غم، تعجب، 

 خنثی
 دانمارکی

بر مبتنی

 گوینده بازیگر

 2زن،  2) ۶

 مرد(

2۴۸ 

 فایل 

عمومی و با 

 پرداخت مجوز

(CASIA9) [19] 
عصبانیت، ترس، خنثی، 

 ناراحتی، تعجب، خوشحالی
 ماندارین)چینی(

بر مبتنی

 گوینده بازیگر

 2زن،  2) ۶

 مرد(

92۸۸۸ 

 فایل 

عمومی و با 

 پرداخت مجوز

(IEMOCAP2) [20] 
شادی، غم، عصبانیت، ترس، 

 ناامیدی، خنثی
 انگلیسی

بر مبتنی

 گوینده بازیگر

 7زن،  7) 9۸

 مرد(

997۸ 

 فایل 

عمومی و با 

 پرداخت مجوز

FAU Aibo 
Emotion [21] 

شادی، غم، عصبانیت، ترس، 

 تنفر، خستگی، خنثی
 آلمانی

طبیعی 

 )مدرسه برلین(

آموز دانش 79

9۸-99  
 ساعت  1

عمومی و با 

 پرداخت مجوز

Persian ESD 9 

[22]  

عصبانیت، شادی، غم، ترس، 

 چندش، خنثی
 فارسی

بر مبتنی

 گوینده بازیگر

 9زن،  9) 2

 مرد(

۶۴۰ 

 فایل 
 خصوصی

دادگان گفتار احساسی 

 [23]سهند

خنثی، تعجب، شادی، غم، 

 عصبانیت
 فارسی

 برمبتنی

 گوینده بازیگر

 7زن،  7) 9۸

 مرد(

7۸ 

 دقیقه
 خصوصی

 (SUSAS۶) [24] 

 :چهار حالت تحت استرس

، خراشگوش، یعصبان ،یخنث

 اثر لومبارد

 انگلیسی
طبیعی و 

 سازیهشبی

زن،  99) 92

 مرد( 91

9۴۸۸۸ 

 فایل

عمومی و با 

 پرداخت مجوز

 (BHUDES7) [25] 
عصبانیت، نفرت، ناراحتی، 

 خوشحالی، تعجب
 ماندارین)چینی(

گویندگان 

 ایغیرحرفه
9  

9۸۸ 

 فایل
 خصوصی

IITKGP-SESC 
[26] 

 عصبانیت، نفرت، دلسوزی،

 ترس، خوشحالی، تعجب،

 آمیزطعنه خنثی،

 تلوگو )هندی(
بر مبتنی

 گوینده بازیگر

 7زن،  7) 9۸

 مرد(

92۸۸۸ 

 فایل
 خصوصی

 

                                                
9 Berlin Emotional Database 

2 Surrey Audio-Visual Expressed Emotion 

 داده گفتار احساسی فارسی درامپایگاه 9

۶ Danish Emotional Speech Database 
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 پردازشپیش 

 پردازشپیش ،SER سیستم در بندطبقه آموزش برای استفادهمورد هایداده آوریجمع از پس قدم اولین

 خیبر کهدرحالی د،نشومی استفاده هاویژگی استخراج برای پردازشپیش هایتکنیک از برخی. است

 تأثیر اساییشن روند بر هاضبط و گویندگان پذیریتغییر تا روندکار میبه هاویژگی سازینرمال برای دیگر

 است. 1و کاهش نویز ۰سازی، نرمال9گذاری، پنجره۴بندیپردازش شامل فریمفرایند پیش .نگذارد

 قسیمت فرآیند گویند،می نیز گفتار بندیقطعه آن به که سیگنال بندیفریم: بندیفریم 

 فتارهای گسیگنال که آنجا از. است ثابت طول با هاییبخش به پیوسته های گفتاریسیگنال

 دتم برای گفتار اگر چه. کنند تغییر گفتار طول در توانندمی احساسات هستند، 9۸ایستا غیر

 حالت این توانمی گفتار سیگنال بندیفریم با است، ثابت ثانیهمیلی 9۸ تا 2۸ مانند کوتاهی

 بین اطلاعات و ارتباط علاوه،به. آورد دستبه را محلی هایویژگی و زد تقریب را ثابت نیمه

به علت حفظ  نتیجه کرد. در حفظ هاقطعه این ٪7۸ تا ٪9۸پوشانی هم با توانمی را هاقاب

 گفتاری هایدر سیگنال ثابت اندازه با هایفریم گفتار، در احساس به شدن اطلاعات مربوط

 .[7]هستند  بندی، مناسبو طبقه ویژگی استخراج برای پیوسته

 جرهپن تابع یک اعمال معمولاً گفتار، سیگنال بندیفریم از بعد بعدی مرحله :گذاریپنجره 

 ریعس فوریه تبدیل هنگام در نشتی اثرات کاهش برای گذاریپنجره تابع از .است هافریم روی

                                                
9 Chinese Emotional Speech Corpus 

2 The Interactive Emotional Dyadic Motion Capture Database 

 داده گفتار احساسی فارسیپایگاه 9

۶ Speech Under Simulated and Actual Stress Database 

7 Beihang University Database of Emotional Speech 

۴ Framing 
9 Windowing 
۰ Normalization 
1 Noise Reduction 
9۸ Non-Stationary 
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 ع پنجرهترین تواباز متدوال .شودمی استفاده شده ها ایجادسیگنال لبه در ناپیوستگی علتکه به

 توان به پنجره مستطیلی، پنجره هنینگ و پنجره همینگ اشاره کرد.می

 اثر  کاهش برای که است هاویژگی سازینرمالپردازش در پیش مهم مرحلهیک  سازی:نرمال

 رتقد دادن دست از بدون ضبطتنوع  و ایزمینه واژگانی محتوایگوینده، تنوع ناشی از  تنوع

 هاژگیوی تعمیم قابلیت ها،ویژگی کردن نرمال از استفاده با. ودشمی استفاده هاویژگی جداسازی

ا و ی داده سطح ویژگی، سطح مانند مختلف سطوح در توان می را سازینرمال. یابدمی افزایش

 . [27] داد انجامسطح مدل 

  :که شودمی ضبط گفتار سیگنال با همراه محیط در موجود نویز واقعی، زندگی درکاهش نویز 

مانند  زنوی کاهش هایتکنیک از برخی بنابراین گذارد.می تأثیر تشخیص میزان بر مساله این

 برای خطا مربعات میانگین حداقللگاریتمیک  دامنه و( MMSE) 9خطا مربعات میانگین حداقل

  .دنشومی استفادهاین اطلاعات نویزی  هشکا یا حذف

استخراج ویژگی در تشخیص احساس از های انواع روش 2-3

 گفتار

 یاصل از مراحل یکی گذارد،یم ریتاث یبندگفتار بر عملکرد طبقه یهایژگیجا که انتخاب مناسب واز آن

ار جهت گفت گنالیاز س ییپارامترها دیو تول یژگیاحساس از گفتار، مرحله استخراج و صیدر روند تشخ

شکل  ایگفتار  گنالیس ایلحظه فیدارد که عموماً به ط یادیز هاییژگیگفتار و گنالیپردازش است. س

 یاراحساس، ک صیهمانند تشخ ،یخاص یکاربرد یبرا یژگیتعداد و نیگفتار مربوطند. پردازش ا یمجرا

یژگیتا بتوان و شودیگفتار انجام م گنالیس یرو هاییلیمنظور تبد نینخواهد بود، بد یو عمل یمنطق

 اطلاعات ی: اولا سبب تمرکز روشودیانجام م لیبه دو دل یژگیرا استخراج نمود. استخراج و دیمف های

                                                
9 Minimum Mean Square Error 
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 هایکلاس انیشباهت و عدم شباهت م زانیامر منجر به بهبود م نیکه ا شودیم گنالیموجود در س

کم  یادیز زانیبه م زیکاهش داده، و محاسبات ن ایملاحظه قابل نحو به را هاداده ای. ثانشودیمختلف م

 [.22] شودیم

 صیتشخ ستمیس یمناسب برا یژگیمجموعه و کیدرباره  یتوافق عموم کیمختلف  قاتیتحق در

یژگی، و یمحل یهایژگیمانند و یمختلف یهایژگیو قاتیاحساس از گفتار وجود ندارد، اما در اکثر تحق

  یفیط هاییژگی، و یعروض هاییژگی، و یفیک هاییژگی، و وستهیپ هاییژگی، و یسراسر های

منبع  یهایژگی، و و TEO یبر انرژ یمبتن هاییژگی(، و یمربوط به اطلاعات دستگاه صوت یهایژگیو)

 .دهدیمرا نشان  هایژگیاز انواع و یبندگروه کی 2-2شکل  .[29اند ]شده یبررس  کیتحر

 

 گفتار یهایژگیاز انواع و یبندگروه کی 2-2شکل 

ها را بررسی خواهیم کرد و سپس در پایان این بخش های استخراج هریک از این ویژگیدر ادامه، روش

 اند.نوآوری داشتهژگی های استخراج ویمروری خواهیم داشت بر تحقیقات مختلفی که در روش



 

2۶ 

 

 های عروضیویژگی 

 ،2شدت ،1دیرش شیامل و بخشیدمی سیاختار را گفتار جریان زبرزنجیری، اطلاعات یا عروضیی اطلاعات

دیرش  الگوهای گفتار، تولید حین در هاانسان .[11] اسیت صیوتی واحدهای و 3صیدا بمی و زیر لحن،

 هایمحدودیت این تلفیق .کنندمی تحمیل صییوتی واحدهای توالی به را شییدت و لحن ،(زمان مدت)

های ها ویژگینزبادر اکثر . کندمی ترطبیعی را انسییان گفتار( شییدت و لحن زمان، مدت) عروضییی

ایی به شینوندگان دارند و بخش اساسی رفتار زبانی عروضیی )نوایی( نقش مهمی در انتقال اطلاعات معن

 واحدهای با مرتبط گفتاری هایویژگی عنوانبه توانمی را یا نوا عروضدر واقع  دهند.را تشییکیل می

 زیادی تمرکز احسیاسات، سینتز در .[22]در نظر گرفت  جملات و عبارات کلمات، ،هاهجا مانند بزرگتر

 وجود اصد کیفیت هایویژگی کنار در گفتار ریتم و شدت لحن، توصییف یعنی عروضیی، هایویژگی بر

ها برای تشخیص احساسات گوینده دست آمده از این ویژگیتوان از اطلاعات بهرو میاز این .[22] دارد

و  ،دیرشها مانند انرژی، ویژگیهای آکوسییتیک این بسییتگیهمتحقیقات  بسیییاری ازاسیتفاده کرد. در 

. [5] [31] [33] انددر تشییخیص اسیییتفاده شییده موثرهای عنوان ویژگیبه هاآن و مشییتقات 4امگ

ل ا در سطح کل سیگناو ایست سیراسریصیورت ها بیشیتر بههمچنین در تحقیقات مختلف، این ویژگی

   .[32] اندهای محلی کار کردهاند و تحقیقات کمتری روی ویژگیاستخراج شده

 سطح( ب) ،5شیناختیزبان سیطح( الف) بندی کرد:دسیته اصیلی سیطح چهار در توان می را عروض

 به عروض شناختی،زبان سطح در .[33] هستند 8ادراکی سطح( د) و ،7صیوتی ادراک سیطح( ج) ،6بیان

 .دارد اشاره بودن طبیعیرسییدن به یک سطح موردنیاز از  برایجمله  یک زبانی مختلف عناصیر ارتباط

                                                
9 Duration 
2 Intensity 
9 Intonation 
۶ Pitch 
7 Linguistic Level 
۴ Articulatory Level 
9 Acoustic Realization Level 
۰ Perceptual Level 
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 یک بر یمعنای تأکید یا پاسخ و پرسیش بین تمایز طریق از تواندمی که زبانی هایتفاوت مثال، عنوانبه

 مفصییلی حرکات از ایمجموعه صییورت به زیکیفی نظر از عروض بیان، سییطح در. شییود برقرار عنصییر

 دامنه تغییرات شیامل معمولاًگفتار  عروضییی ابراز بنابراین، .شیودمی آشییکار( شیمرده شیمرده حرکات)

 در ینهمچن و تنفسی سیستم در عضلات فعالیت ، واست هوا فشار تغییرات همچنین و مفصلی حرکات

 با توانمی را عروض صوتی ادراک .[22] شودمی صیوتی امواج انعکاس به منجر صیوتی دسیتگاه امتداد

 زمان مدت و شییدت ،(F0) 1پایه فرکانس مانند آکوسییتیک پارامترهای تحلیل و تجزیه از اسییتفاده

 دامنه بالاتر، پایه فرکانس دارای اسییترس و تنش دارای هجاهای مثال، عنوانبه. کرد مشییاهده( دیرش)

 حسطآخرین سطح یعنی  در .سیتنده اسیترس بدون هجاهای به نسیبت بیشیتری مدت طول و بزرگتر

 اطلاعات ادراکی، پردازشوسیییله به که شییودمی وارد ایشیینونده گوش به گفتاری صییوتی امواج ادراک،

 با توانمی را عروض ادراک، حین در کند.( اسییتخراج میعروضطریق نوا ) از را شییناسیییزبان و زبانی

 کرد بیان شییدهدرک گفتار صییدای بلندی و ملودی طول، مکث، مانند شیینونده ذهنی تجربه به توجه

 زا رواین از. اسییت دشییوار ادراک هایمکانیسییم یا گفتار تولید طریق از عروض تحلیل یا پردازش .[22]

   .شودمی استفاده عروض تحلیل و تجزیه برای گفتار آکوستیک خصوصیات

 یانب مختلف احساس پنجهای عروضی یک جمله که با برای نمایش ویژگی تصویر سه 9-2شکل در 

 انرژی کانتورهای( ب) ،هاهجا دنباله )دیرش( زمان مدت( الف، شامل: [9۶]داده شده است  نشانشده، 

 احساسات همه برای زمان مدت الگوهای که کرد مشاهده توانمیتصویر اول  از کانتورهای گام.( ج) و

 و ترس مانند احساسات از برخی برای که دهدمی نشان شکلمچنین ه تقریبا یکسان و مشابه است

 ثیخن و خوشحالی احساسات برای رسدمی نظر بهو  است، بیشتر ابتدایی هجاهای مدت زمان ،خوشحالی

 کلش)ترطولانیجمله  آخر هجاهای عصبانیت و ترس برای احساسات اما هستند، ترطولانی میانی هجاهای

 در ار انرژی بالاترین خشم احساس با گفتار که شودمی مشاهده انرژی به مربوط تصاویر از (.الف-2-9

 بتنس بیشتری انرژی حدودی تانیز  خوشحالی و ترس خشم، احساس کنار در. دارد سیگنال کل طول

                                                
9 Fundamental Frequency 



 

2۴ 

 

 خوشحالی و ترس تشخیص برای توانمی انرژی خطوط پویایی از. دهندمی نشان دیگر احساس دو به

 و شادی عصبانیت، احساسات که مشاهده کرد توانمی (ج-9-2)شکل از. (ب-9-2 کلش) کرد استفاده

 مقادیر تغییر) 9پویایی از استفاده با. هستند دیگر احساس دو از بالاتر کمی گام مقادیر دارای خنثی

 پذیرامکان خنثی و شادی خشم، احساسات بین آسانی تشخیص گام، کانتورهای( زمان برحسب عروضی

 انگیزه توانمی 9-2شکل با توجه به  بنابراین،. باشند یمشابه متوسط مقادیر دارای هاآن اگر یحت است،

 .ک کرددر را از گفتار احساس تشخیص در عروضی هایویژگی پویایی از استفاده تحقیقات برای اساسی

 2۸ دنباله) نمودارها اولیه هایقسمت که دشومی مشاهده ،(ج-9-2) شکل از گام کانتورهای مشاهده با

 و احساسات خوشحالی برای استاتیک هایویژگی. ندارند را یکسانی دهندهتشخیص اطلاعات( گام مقدار

 ساساتاح تشخیص برای استاتیک هایویژگی از است ممکن حال،این با .هستند یکسان تقریباً خنثی

 گسترش هرتز 9۸۸ تا 27۸ بین هاآن استاتیک گام ادیرمق زیرا شود استفاده ترس و ناراحتی، خشم،

 می. تاس یکسان تقریباً ترس، جز به  احساسات، همه برای پویا های ویژگی ، مشابه طور بهیافته است. 

 و خنثی شادی، عصبانیت، احساسات برای را گام کانتورهای تدریجی افزایش و کاهش اولیه روند توان

 خصیصه .شود می شروع صعودی روند با گام کانتور ترس احساس برای که حالی در کرد، مشاهده غم

 فتارگسیگنال  پایانی و میانی اولیه، هایقسمت در است ممکن یکسانی محلی یدهندهتشخیص های

 احساسات بندیطبقه که دهدمی نشان پدیده این. شود مشاهده نیز زمان مدت و انرژی پارامترهای در

 .باشد دشوار گاهی است ممکن گفتار کل از مستخرج محلی یا سراسری ضیعرو هایویژگی براساس

 هایویژگی از استفاده با گفتار از احساس تشخیص شده درانجام تحقیقات ای ازخلاصه 2-2جدول در 

فتار از گهای عروضی برای تشخیص احساس از جمله تحقیقاتی که از ویژگیفهرست شده است.  عروضی

، متوسط 2مانند نرخ عبور از صفر یهایویژگیاست که  [35]و همکارانش  Leeاند، تحقیق استفاده کرده

                                                
9 Dynamic 

2 Zero Crossing Rate 
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را از  آن و مشتقات MFCCضریب کپسترال  92و  2، نسبت هارمونیک به نویز9مربع ریشه انرژی

استفاده از روش درخت تصمیم دودویی سلسله مراتبی و  تار استخراج کرده و سپس باهای گفسیگنال

بندی احساسات عصبانیت، خوشحالی، غم و (، مدلی برای طبقهSVM) 9بند ماشین بردار پشتیبانطبقه

  اند.طبیعی پیشنهاد نموده

 

( دنباله هجاها، رشیجمله با پنج احساس:  الف( مدت زمان )د کی یعروض یهایژگیو شینما 3-2شکل 

 گام یو )ج( کانتورها یانرژ ی)ب( کانتورها

 

 7۶۸۸رین استفاده کرده است که شامل ایکی دیگر از تحقیقات از مجموعه دادگان زبان چینی ماند

. در این تحقیق یک [2] ستگفتار در شش دسته احساس: غم، عصبانیت، ترس، تعجب، شادی و تنفر ا

سطح با روش انتخاب ویژگی فیشر و ماشین  بندی پیشنهاد شده که در هرسطحی برای دسته-مدل سه

( کاهش PCA) ۶اصلی مؤلفههای موردنظر انتخاب شده و سپس با تحلیل ویژگی SVMبردار پشتیبان 

. ستفاده کرده استبندی اویژگی صورت گرفته است و در ادامه از شبکه عصبی مصنوعی برای طبقه

                                                
9 Root Mean Square Energy 

2 Harmonics to Noise Ratio 

9 Support Vector Machine 
۶ Principal Component Analysis 
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 است.گزارش شده ٪7۸.2و  ٪۴۰.7، ٪۰۴.7ترتیب برای هر سطح به درست متوسط نرخ تشخیص

 یعروض یهایژگیاحساس از گفتار با استفاده از و صیشده در تشخانجام قاتیاز تحق یاخلاصه 2-2جدول 

منبع 

 تحقیق
 هدف و رویکرد تحقیق مورد استفادههای ویژگی

[63] 
 از نتوا و انرژی گام، برمبتنی هایویژگی استخراج

 کلمات و هجا فریم، سطوح

 ماندارین زبان به احساس ۶ تشخیص 

 1۸٪ با ترکیب احساس تشخیص عملکرد 

 کلمه و هجا فریم، سطوح هایویژگی

[63] 
 و انرژی زمان )دیرش(، مدت برمبتنی هایویژگی

 گام

 ماندارین زبان در احساسات تشخیص 

 رو ابانتخ الگوریتم با هاویژگی بهترین انتخاب 

 ( SFS) ترتیبی جلوی به

 مدولار عصبی هایشبکه بندی:بقهط 

[63] 
 میانگین، مانند: هاییآماره و F0 کانتورهای

  F0دامنه  و مقادیر حداقل حداکثر،

 ها از سطح جمله و سطح بخش استخراج ویژگی

مجموعه  9داده )دادگان  پایگاه۶صدادار از 

 دادگان انگلیسی، یک مجموعه دادگان آلمانی(

 های سطح جمله نسبت به موثر بودن ویژگی

 رهای سطح بخش صداداویژگی

 77٪ عملکرد تشخیص احساس 

[63] 

هایی مانند نرخ عبور از صفر، متوسط مربع ویژگی

ضریب  92 ،ریشه انرژی، نسبت هارمونیک به نویز

 و مشتقات آن MFCCکپسترال 

 دادهپایگاه AIBO دادهپایگاه و USC 

IEMOCAP 
  مراتبی و تصمیم دودویی سلسلهروش درخت

 بند ماشین بردار پشتیبانطبقه

  ۶9.79و  ٪7۰.۶۴متوسط نرخ تشخیص٪ 

 USC هایدادهپایگاه ترتیب رویبه

IEMOCAP  وAIBO  

[2] 

 از عبور نرخ با برابر انرژی صفر، از عبور نرخ انرژی،

 مرکزی، طیف سوم، تا اول هایفرمنت گام، صفر،

 بعد همبستگی، چگالی طیف، برش فرکانس

 Mel فرکانس باند پنج انرژی فرکتال،

 بندی با روش سطحی برای دسته-یک مدل سه

ان ردار پشتیبانتخاب ویژگی فیشر و ماشین ب

SVM در هر سطح 

  و شبکه عصبی مصنوعی  اصلیتحلیل مؤلفه

 بندی نهاییبرای طبقه

  متوسط نرخ تشخیص درست برای هر سطح

 ٪7۸.2و  ٪۴۰.7، ٪۰۴.7ترتیب به
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 (مربوط به اطلاعات دستگاه صوتیهای ویژگیطیفی )های ویژگی 

 هایهمشخص های طیفی شناخته می شوند.عنوان ویژگیهای مستخرج از دستگاه صوتی اصولا بهویژگی

 یگنالس تبدیل با طیفی هایویژگی علت همین به شوند،می داده نشان فرکانس حوزه در صوتی دستگاه

استخراج  طورکلی برایبه .آیندمی دستبهفوریه  تبدیل از استفاده با فرکانس حوزه سیگنال به زمان حوزه

 و تجزیه برای ثانیه مورد نیاز است.میلی 9۸-2۸ار به طول گفت یک فریمهای دستگاه صوتی ویژگی

 سیگنال شیب و طیفی انرژی ها،آن باند پهنای ،9هانتفرم مانند گفتار طیف از مختلف هایویژگی تحلیل

دیل ضرایب کپسترال یک فریم گفتار با گرفتن تب .است ضروری سیگنال فریم یک فوریه تبدیل یافتن

 های طیفی برای مدل کردن الگوی، ویژگیتحقیقات در لگاریتم به دست می آید. فوریه روی طیف اندازه

. تغییرات در فرکانس گام همبستگی [32] دنشوو فرکانس گام گفتار یک گوینده استفاده می یبم و زیر

تحقیقات اثبات شده که این تغییرات منجر به تغییرات  مهمی با احساسات در گفتار دارد و همچنین در

دهنده اطلاعات های طیفی نشانواقع ویژگی شود. دردر سایر پارامترهای عروضی مانند طول و انرژی می

طیف، با  شده ازهای مشتقاند. این ویژگیآوایی هستند که مستقیما از طیف سیگنال گفتار مشتق شده

های فرکانسی در پردازش یک سیگنال یلتر، به سهم برابر و یکسان تمام مولفههای فاستفاده از بانک

مانند  های طیفیدر اکثر تحقیقات مربوط به تشخیص احساسات از گفتار، ویژگی گفتار تاکید دارند.

 ضرایب، (CCLL) 9(، ضرایب کپسترال فرکانس ملCCLL) 2بینی خطیضرایب کپسترال پیش

عنوان اطلاعات مستخرج از دستگاه صوتی استفاده ها بهو فرمنت (PLPC) ۶ادراکی خطی بینیپیش

 شناخته نیز یسیستم یا طیفی ،7سگمنتال هایویژگی عنوانبه صوتی دستگاه هایویژگی این اند.شده

-IITKGP از مجموعه دادگان احساس هشت برای را طیفی هایمشخصه ۶-2شکل  .[13] شوندمی

                                                
9 Formants 
2 Linear Prediction Cepstral Coefficients 
9 Mel Frequency Cepstral Coefficients 
۶ Perceptual Linear Prediction Coefficients 
7 Segmental  
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SESC واکه ثابت یک ناحیه دهندهنشان ۶-2شکل  در شده ترسیم هایطیف. دهدمی نشان  /A  /از 

مشخص است  شکل . همانطور که در[34]ه است دش بیان مختلف احساس هشت در کهیک جمله 

 یزمتمای خصوصیات دارای طیفی شیب و هافرمنت باند پهنای ها،فرمنت مکان ها،فرمنت هایقله تیزی

 از ستفادها با از گفتار احساسات تشخیص به مربوط تحقیقات بسیاری از .هستند مختلف احساسات برای

 نجاما فریم پردازش متداول رویکرد یک طریق از گفتار سیگنال کل از شدهمشتق طیفی هایویژگی

ده شو سپس مروری بر تحقیقات انجام پردازیمها میبه بررسی انواع این ویژگیابتدا شود. در ادامه می

 ها خواهیم داشت.روی این دسته ویژگی

 

  [34] جمله که در هشت احساس مختلف کیز ا  A/ثابت واکه / هیناح کی فیط 4-2شکل 

 

 ضرایب کپسترال پیش( بینی خطیCCLL) 

ه از تحلیل شد، ضرایب کپسترال مشتقیهای مستخرج مربوط به اطلاعات دستگاه صوتیکی از ویژگی

: اردد بستگی عامل دو به نسانا احساسات توسط تشخیصاست.  CCLLبینی خطی یعنی پیش

 در LPCC از ضرایب استفاده از هدف. شنونده توسط آن درک همچنین و گوینده توسط آن بیان
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از  .تاس احساسات خودکار تشخیص انجام حین در گوینده صوتی دستگاه هایمشخصه گرفتن نظر

گنال ام یک سیnی هتوان نمونبینی خطی این نکته است که میایده اصلی تحلیل پیش این جهت،

 دست آورد.به 9-2معادله نمونه قبلی مطابق  pگفتار را با استفاده از یک ترکیب خطی از 

𝒔(𝒏) 9-2معادله  ≈ 𝒂
𝟏
𝒔(𝒏 − 𝟏) + 𝒂

𝟐
𝒔(𝒏 − 𝟐) + ⋯𝒂

𝒑
𝒔(𝒏 − 𝒑) 

𝑎ضرایب  وقدر رابطه ف
1
. 𝑎

2
.𝑎

3
شوند. بینی خطی در هر فریم محاسبه میعنوان ضرایب پیشبه ⋯.

های گفتار برای محاسبه مجموعه مقادیر یکتای این ضرایب، باید مجموع مربع تفاوت بین نمونه

تدا از ابحداقل شود. برای این کار  ،بینییعنی خطای پیش ،های گفتار واقعیشده و نمونهبینیپیش

𝑎بینی برحسب هر یک از ضرایب  خطای پیش
𝑘

مشتق گرفته و سپس مساوی صفر قرار داده تا ضرایب  

دست به 2-2معادله صورت بازگشتی از به 𝑎𝑘دست آمده از به 𝐶𝑚دست آیند. ضرایب کپسترال به

 .آیندمی

 2-2معادله 

𝐶
3
= gol

𝑒
𝑝

𝐶
𝑚

= 𝑎
𝑚

+ ∑
𝑘

𝑚
𝐶

𝑘
𝑎
𝑚−𝑘

𝑚−1

𝑘=1

          

  𝑟𝑜𝑓 1 < 𝑚 < 𝑝 

 

 ضرایب کپسترال ( فرکانس ملCCLL) 

 ( است کهCCLLم فرکانس مل )وهای مستخرج از اطلاعات طیفی، ضرایب کپستردسته دوم ویژگی

وان استفاده از تبدیل خطی کسینوسی لگاریتم طیف ت گر طیف توان زمان کوتاه یک فریم گفتار بانمایان

دست آمده، سیستم شنوایی طور که در تحقیقات بهروی یک مقیاس فرکانس مل غیرخطی است. همان

 هایکند. همچنین اثبات شده که مولفهانسان سیگنال گفتار را در یک روش غیرخطی پردازش می

یاس رو یک بانک فیلتر مقتر واج هستند، از اینتر یک سیگنال حاوی اطلاعات مشخصکانسی پایینفر

ر استفاده های بالاتمیان فرکانس تر سیگنال درهای فرکانسی پایینتاکید مولفهمل غیرخطی برای پیش

هایی فریم ن بهتاکید سیگنال گفتار و تقسیم آبعد از پیش CCLLدست آوردن ضرایب شود. برای بهمی

ثانیه و اعمال پنجره همینگ روی هر فریم، اندازه طیف برای میلی 9۸پوشانی ثانیه و هممیلی 2۸با طول 



 

92 

 

آید. سپس سیگنال ضرایب فوریه از میان یک دست میهر فریم با استفاده از تبدیل فوریه گسسته به

ی مل فرکانس یان روی لگاریتم ضرایبشود تا طیف مل بدست آید. در پابانک فیلتر مل عبور داده می

ند. موردنظر استخراج شو CCCLشود تا ضرایب دست آمده یک تبدیل کسینوسی گسسته اعمال میبه

های ایستا لحاظ عنوان ویژگیاز آنجا که این ضرایب شامل اطلاعات هر فریم مشخص هستند معمولا به

اول  توان مشتقاتهای زمانی سیگنال میاینامیکدست آوردن اطلاعات بیشتر درباره دشوند. برای بهمی

. روال استخراج [41] [43] کنار ضرایب اصلی استفاده کرد عنوان ویژگی درو دوم این ضرایب را نیز به

 آمده است. 7-2معادله تا   9-2معادله در  آن و مشتقات CCLLضرایب 

 

 9-2معادله 
𝑋(𝑘) = ∑𝑥(𝑛)𝑒

−𝑘𝑛𝑘2𝑗

𝑁

𝑁−1

𝑛=0

; 0 ≤ 𝑘 ≤ 𝑁 − 1 

𝑠(𝑚) ۶-2معادله  = ∑ [|𝑋(𝑘)|
2
𝐻

𝑚
(𝑘)]

𝑁−1

𝑘=3

; 3 ≤ 𝑚 ≤ 𝑀 − 1 

 7-2معادله 
𝐶(𝑛) = ∑ gol

13
(𝑠(𝑚)) soc (

𝑛𝑛(𝑚− 3.5)

𝑀
)

𝑀−1

𝑚=3

 

𝑛 = 3.1.2.⋯ .𝐶 − 1 

 ، 𝑋(𝑘) روابطترتیب با به CCLLفوق  ضرایب فوریه گسسته، طیف مل اندازه فوریه و ضرایب  روابطدر 

𝑠(𝑚)  و𝐶(𝑛) اند. که شخص شدهمN  ،تعداد نقاط مورد استفاده در محاسبه تبدیل فوریه گسستهC 

و  𝑥(𝑛) مچنین سیگنال اولیهاست. ه CCLLنیز تعداد ضرایب  Lتعداد فیلترهای بانک فیلتر مل و 

H
m
(k) .نیز مربوط به فیلتر بانک مل است  

 ادراکی خطی بینیپیش ضرایب (PLPC) 

این است که قدرت تفکیک فرکانسی و حساسیت نسبت به تغییر فرکانس در  PLPایده اصلی روش 

نرژی شدت و اعلاوه حساسیت گوش نسبت به های مختلف، یکسان نیست و بهگوش انسان در فرکانس

داده شده است که در گوش انسان میزان های مختلف متفاوت است. بر این اساس نشانصوت در فرکانس
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 فطی از تخمینی آوردن دستهب برای روش این. احساس بلندی با ریشه سوم انرژی آن متناسب است

رزولوشن ) بحرانی دبان طیفی وضوح( 9) :کندمی استفاده شنوایی شناختیروان مفهوم سه از شنوایی

احساس یکسان نبودن بلندی ) صدا بلندی منحنی(2)، ( کندسازی میرا شبیه انسان فرکانسی گوش

ای غیرخطی بین رابطه) صدا شدت قدرت قانون( 9)و  (،کندهای مختلف را جبران میصدا در فرکانس

 بینیشپی تحلیل با قایسهم دربنابراین  .(کند.سازی میشده شبیهشدت صدا و بلندی صدای دریافت

 .است سازگارتر انسان شنوایی با PLP تحلیل و تجزیه ،(CCLL) معمولی خطی

 هافرمنت 

ها، طور که در تحقیقات بیان شده، نواحی با دامنه بالاتر در یک طیف سیگنال گفتار، مانند فرمنتهمان

عنوان توان از پارامترهای فرمنت به. با این دیدگاه، می[42] گیرندنسبتا کمتر تحت تاثیر نویز قرار می

های کپسترال استفاده کرد. همچنین این نکته نیز باید موردتوجه قرار گیرد های مکمل ویژگیویژگی

که برند، درحالیکار میهای کپسترال فقط اطلاعات دامنه )انرژی( طیف توان گفتار را بهکه ویژگی

هایی از اشکال دستگاه ها توالیکلی فرمنتطورکنند. بهرکانس هم استفاده میها از اطلاعات ففرمنت

استفاده از قدرت، موقعیت و پهنای باندشان اطلاعات  ها باتوان با تحلیل آندهند که میصوتی را نشان می

 خاص احساسی دستگاه صوتی را استخراج کرد. 

شده در تشخیص احساس از گفتار با استفاده از ای از تحقیقات انجامخلاصه 9-2جدول  دردر ادامه 

 فهرست شده است. طیفی و مستخرج از دستگاه صوتیهای ویژگی

 کیفی های ویژگی 

 است مکنم غیرارادی تغییرات. شودمی تعیین صوتی دستگاه فیزیکی هاییصهخص توسط صدا کیفیت

 نسبت و 2شیمر ،9جیتر مانند هاییویژگی از استفاده با را ساساتاح که کند ایجاد گفتاری سیگنال یک

 فتارگ احساسی محتوای و صدا کیفیت بینیک همبستگی قوی . کند متمایز( HNR) نویز به هارمونیک

                                                
9 Jitter 
2 Shimmer 
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 که حالی در است، متوالی ارتعاشی هایچرخه بین پایه فرکانس اتتغییر Jitter. [43] دارد وجود

shimmer است دامنه تغییرات. Jitter کهدرحالی است، فرکانس ثباتیبی معیار shimmer ناپایداری 

 نسبت این. است هاواکه فرکانس طیف در نویز نسبی سطح اندازه ،نویز به هارمونیک نسبت .است دامنه

 در تغییر انعنو به تغییرات این. است صدادار گفتار هایسیگنال در غیرتناوبی به تناوبی یهامؤلفه بین

 از احساس تشخیص در شدهانجام تحقیقات از ایخلاصه 9-2جدول  در .شوندمی مشاهده صدا کیفیت

 .است شده فهرست کیفی هایویژگی از استفاده با گفتار

 یفیو ک یفیط یهایژگیاحساس از گفتار با استفاده از و صیشده در تشخانجام قاتیاز تحق یاخلاصه 9-2جدول 

 هدف و رویکرد تحقیق هاویژگی تحقیق

[44] 

MFCC 

 یزبان یداده ها ومیاز کنسرس پایگاه داده 

 یبا استفاده از خوشه بند میهر فر یبرچسب گذار MFCC ییچند الگو 

  با طبقه بند  %۴۴.۶دقت تشخیصHMM 

 -و مشتقات MFCCطیفی:  هایویژگی [43]

های کیفی: ویژگی -های عروضیویژگی

 برهای مبتنیویژگی -شیمر جیتر و
Teo 

 مرد( ۶۴زن و  19نوجوان ) 991صوتی و تصویری  پایگاه داده 

  طبقه بند GMM وSVM 

 ین ب) یدقت طبقه بند -یفیو ط یعروض یهایژگیگلوت با و اتیخصوص بیترک

 زنان( برای ٪97 - ٪9۸مردان و  برای ۴1٪ - ۴9٪

 برهای مبتنیی با ویژگیدقت طبقه بند Teo (مردان و  برای ٪۰9 - ٪۰9 نیب

  (زنان برای 91٪ - 92٪

 نییسطح پا هکنند فیتوصتابع  92 [43]

(LLD و ضرایب رگرسیون مشتق مرتبه )

 ,ZCR, RMS Energy, F0اول آن ها:

HNR, MFCC  

 :پایگاه داده ABC , SUSAS  

  طبقه بندDenoising autoencoders  وSVM 

 ۴۶.9۰٪ در صیتشخ زانیم نیانگمی ABC ،  در دقت نیانگمی ٪۴2.9۶و 
SUSAS  

 یعروضهای ویژگی،  یاز انرژ یبیترک [43]

 MFCC یفیطهای ویژگیگام، و 

  :ایو اسپان نیبرل یگفتار احساسپایگاه داده 

 ی با استفاده از ژگیو یروش همجوش کیLDA, RDA, SVM, KNN 

 2۸%  جداگانه یها یژگیبا و یبا عملکرد هر طبقه بند سهیدر مقابهبود عملکرد 

[43] F0  ،احتمال صدا ،ZCR ،MFCC  با
 اول مرتبهو مشتقات  یانرژلگاریتم 

 یمدل شبکه عصب کی RNN مدل حافظه  کیقدرتمند با  یریادگیروش  کو ی
 BLSTMکوتاه مدت بلند مدت 

  نسبت به شبکه عصبی  %92بهبود دقت تشخیص تاDNN 

[44]  یکننده ها فیتوص LLD  مستخرج

و  ZCR م،یفر ی، انرژF0متشکل از 
MFCC 

  :پایگاه داده IEMOCAP 

  آموزش خودکار توسطDeep RNN یکننده ها فیو توص LLD  مستخرج

 MFCCو  ZCR م،یفر ی، انرژF0متشکل از 

  یها یژگیبا و - ٪۴9.۰خام  یفیط یهایژگیبا و ی:شنهادیپ ستمیسدقت LLD 

  ٪۴9.7 یدارا
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 های منبع تحریکویژگی 

شوند. یمنبع شناخته م یهایژگیعنوان وبه کیمنبع تحر گنالیشده از سمشتق یگفتار یهایژگیو

 .دیآی( از گفتار بدست مVT) یدستگاه صوت یهاصهیپس از مانع شدن بر خص کیمنبع تحر گنالیس

 یگفتار گنالی( از سLPC) لتریف بیبا استفاده از ضرا VTصورت است که ابتدا اطلاعات  نیمهم بد نیا

مانده باقی عنوانحاصل به گنالی. س[22] شوندیجدا م لتریو سپس با فرمول معکوس ف شده ینیبشیپ

به دلایل  است. کیشامل اطلاعات مربوط به منبع تحر شتریشود و بیشناخته م 9یخط ینیبشیپ

 در کیاطلاعات منبع تحر استخراج یبرا تحقیقاتدر ی کم اریبس یهاتلاش ،[22]شده در زیر مطرح

 :گفتار انجام شده استتشخیص احساس از  یهاستمیتوسعه س

 .یفیط یهایژگیو تی. محبوب9

قابل ریغ یهامولفه لیبه دل LP لیو تحل هیدست آمده از تجزبه (LP ماندهیباق) کیتحر گنالیس  .2

 .شودیخطا مشاهده م گنالیس کیعنوان به شتریار، بگفت گنالیس ینیبشیپ

 امشخصنروابط مرتبه بالاتر  نیاسازی و حل پیادهاساساً شامل روابط مرتبه بالاتر است و  LP ماندهی. باق9

  .و دشوار است

 های استخراج ویژگیسایر روش 

ختلف م یهایژگیاز و یبیگفتار، بر استفاده از ترک از احساس صیتشخ نهیدر زم اتقیتحق ریروند اخ

 ستگاه صوتید، تحریکمنبع کیفی،  یهایژگیو .دارند دیتأک صیبه بهبود عملکرد تشخ یابیدست یبرا

 نالگیاطلاعات منحصر به فرد س ی، عمدتاً حاوندمورد بحث قرار گرفت یقبل یهابخشکه در  یو عروض

 یهایژگیهوشمند از و بیترک یک رودیانتظار مدرنتیجه  هستند. گریکدیمکمل از نظر ذاتی  و، رگفتا

  شود. ستمیمکمل باعث بهبود عملکرد مورد نظر س

                                                
9 Linear Prediction Residual 
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 هایگرفیتوصاند: گفتار به دو دسته تقسیم شدهاستخراج شده از  یهایژگیودر بسیاری از تحقیقات، 

 یهایژگیو و یعروض یهایژگیها شامل و LLD .[53] 2یعملکرد یهایژگی( و وLLD) 9نییسطح پا

و  (MFCCمل ) فرکانسکپسترال  بی، ضراهافرمنت، ی، انرژ(F0)ها مانند گام و مشتقات آن یفیط

مانند  یمشتقات آماری عملکرد یهایژگیو ( هستند.LPCC) یخط ینیبشیپکپسترال  بیضرا

 تیمحبوب رغمی، علسال گذشته 9۸در  شوند.یصفر را شامل ماز عبور  نرخحداقل و  ،، حداکثرنیانگیم

LLD9کویفلت موجک بسته کپسترال بیها مانند ضرایژگیاز و یدیها، اشکال جد (CWPCC )[51] 

در  هااین ویژگیحال، کاربرد نیبا ا .اند نیز ارائه شده [53][52]( BoAW) ۶یصوت هایکلمه سهیو ک

SER  ها با در مورد عملکرد آن یکم سهیو مقا بودهمحدودLLDتوان که میطوریبهشده است. ها انجام

که توسط محققان  یدیجد یژگیهر و ، واستها LLD یبر رواکثر تحقیقات تمرکز  ادیبه احتمال زگفت 

 .شودمحک زده میها LLDشود ، با یارائه م

نوع  ویک سیستم تشخیص احساس از گفتار با استفاده از د شو همکاراندر یکی از تحقیقات، آلونسو  

 و ی،فیط یمربوط به گام و تعادل انرژ شناسیزبان یژگیو چهار و یعروض یژگیدو و ی شاملژگیو

 ادگاندو غم در  تی، عصبانی، خنثخستگی، حالیمانند خوش یاحساسات یبندطبقه یبرا SVMبند طبقه

نشان این تحقیق  جینتا .[54]اند پیشنهاد داده یو لهستان (LDCی )سی، انگل(EMO-DBی )آلمان

 یدر برنامه ها گرید یهابا روش سهیداده در مقا گاهیسه پا یمختلف برا یبنددقت طبقه که دهدیم

 EMO-DB  ،٪۰۰.92 یبرا ٪1۶.1مانند  یمختلف یهادقتی دارد )ترنییپا یدگیچیپ یزمان واقع

های ویژگی SERهای مورداستفاده در یکی دیگر از ویژگی .ی(داده لهستانگاهیپا یبرا ٪1۸، و  LDC یبرا

اش دهندهلیل فوریه، یک سیگنال به ارتعاشات سینوسی تشکیلدر تحمستخرج از ضرایب فوریه است. 

های سینوسی و کسینوسی هایی از موجتواند برحسب سریشود و اگر پریودیک باشد میتجزیه می

                                                
9 Low-Level Descriptors (LLDs)  
2 Functional Features 

9 Coiflet Wavelet Packet Cepstral Coefficients 
۶ Bag of Audio Word 
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عبارت دیگر، یک به .[41] هارمونیکال مربوطه مانند ضرایب صحیح یک فرکانس پایه توصیف شود

ی نای از میان یک فیلتر خطچاک صورت خروجی عبور یک شکل موج تحریکتواند بهسیگنال گفتار می

 تحقیقی در. کندهای تشدیدشده مجرای صوتی را مدل میمتغیر نمایش داده شود، که خصیصه-زمان

ها برای تشخیص های مربوط به پارامترهای فوریه و مشتقات مرتبه  اول و دوم آنویژگی [41] دیگر

که طوریشده بهسیمفریم تق Cبه  x(m) . در این تحقیق سیگنال گفتار اندشده استخراجاحساس از گفتار 

 : ( نمایش داد9( و )۴) روابطصورت ترکیبی از پارامترهای فوریه مطابق با توان آن را بهمی

 ۴-2معادله 
𝑥(𝑚) = ∑𝐻

𝑘

𝑙
(𝑚)(𝑠𝑜𝑠( 2𝑛

𝑟
𝑘

𝑙

𝐹
𝑠

𝑚) + 𝜑
𝑘

𝑙
)

𝑀

𝑘=1

 

 9-2معادله 
H(k) = ∑ 𝑥(𝑚)𝑒

−𝑗
𝑘2

𝑁
𝑚𝑘

𝑁−1

𝑚=3

  𝑘 = 3.1.2. … . 𝑁 − 1 

های پریودیک سیگنال گفتار است، که بخش هارمونیک مدل گفتار یک نمایش سری فوریه از مؤلفه

نمایش داده شد است  ۴رابطه ها شامل فرکانس، دامنه و فاز هستند. همانطور که در این هارمونیک

𝐻
𝑘

𝑙
𝐻م است و C، پارامتر فوریه فریم 

𝑖
𝐻م است )مقادیر متوسط iدامنه پارامتر فوریه  

𝑖
(. بنابراین یک 

𝐻بردار ویژگی گفتار 
𝑘

 تخمین زده می شود. Cتا فریم  9برای همه فریم های سیگنال گفتار از فریم  

 هایاستفاده از ویژگی به بعد کارهای زیادی روی تشخیص احساس با 2۸92از سال قابل ذکر است که 

قیق یک تح است، از جمله نتایج منتشرشده در مستخرج از دستگاه صوتی و اطلاعات عروضی انجام شده

های مستخرج از دستگاه صوتی در کنار اطلاعات عروضی و منبع دهد که مجموعه ویژگینشان می [55]

روی دادگان گفتار  [2] چن و همکارانشبهبود بخشند.  ٪91.9۶توانند نرخ تشخیص را تا تحریک می

، MFCCها، انرژی و ضرایب هایی مانند گام، فرمنتبر ویژگیعلاوه (BHUDES) مانداریناحساسی زبان 

یشر فهای تحلیل مجزاساز خطی بُعد فرکتال و چگالی همبستگی نیز از هر فریم استخراج شده و با روش

 سطحی-کاهش ویژگی انجام شده است. سپس یک مدل تشخیص احساس سه اصلی مؤلفهو تحلیل 

ترتیب با متوسط نرخ تشخیص ها تشکیل داده که در سه سطح بهدوی کلاسبهبندی دوبرای طبقه
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که روی  [56]دهد. در تحقیقی دیگر بندی انجام میبرای هر سطح طبقه ٪7۸.2و  ۴۰.7٪، ۰۴.7٪

برای  MFCCو ضرایب  SBC(9( باند-بر زیرانجام شده، از پارامتر کپسترال مبتنی SAVEEدادگان 

است. گزارش شده ٪91هترین نرخ تشخیص بندی شش کلاس احساسی استفاده کرده است که بطبقه

ای تشخیص احساس از معماری شبکه عصبی کانولوشنال برای یک مدل دومرحله [57] مائو و همکارانش

رمزگذار  یکاستفاده از با  های ثابت محلیویژگییادگیری  شاملل مرحله او که انداز گفتار استفاده کرده

 (PCA) اصلی مؤلفهاستفاده از تحلیل  در مرحله بعد با، و است نگار گفتاربرای طیف ارسخودکار اسپ

دست آمده روی چهار مجموعه دادگان شوند. نتایج بههای مجزاساز جهت تشخیص استخراج میویژگی

 است.  91دهد که متوسط نرخ تشخیص درست در این تحقیق نشان می

کاهش ابعاد در تشخیص  های انتخاب ویژگی وانواع روش  2-4

 احساس از گفتار

ی های مختلفسیگنال گفتار ویژگی تشخیص احساس ازدر طورکه در بخش قبلی بیان شد، همان

 واز آن محاسبه  فریماز یک  یاز کل سیگنال گفتار و گاه یها گاهاین ویژگی که دنشواستفاده می

آوری جمع داده، سرعتکنولوژی در زمینه پایگاهباتوجه به پیشرفت سریع کامپیوتر و تشوند. استخراج می

به دلیل افزایش متغیرهای مربوط به یک نمونه،  و ها بسیار بیشتر از سرعت پردازش اطلاعات استداده

ن تریها از مهماست. انتخاب ویژگی اهمیت حائزها داده اصلی قبل از پردازش هاییپردازشنیاز به پیش

انتخاب ویژگی فرآیندی است که  پردازش داده برای کاوش داده است.ها جهت پیشها و تکنیکروش

در مساله انتخاب ویژگی،  کند.سازی انتخاب میمعیار بهینهیک ها را براساس ای از ویژگیزیرمجموعه

ها و حذف موارد از ویژگیو مرتبط  های مهمهای گفتاری، با انتخاب بخشهدف کاهش اندازه داده

حله انتخاب ویژگی در مر ی است.که شامل اطلاعات بیشتر استید چندین ویژگی جدید نامناسب، یا تول

                                                
9 Sub-Band based Cepstral Parameter (SBC) 
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 ه، بتشخیصهای نامناسب، افزایش دقت یادگیری و بهبود  قبل از پردازش، در کاهش ابعاد، حذف داده

کمتر  بندیهایی است که در طبقهکاهش ابعاد، فرآیند کاهش تعدادی از ویژگیکند. کمک می بندطبقه

بندی و داشتن یک سازی و محاسبات مورد نیاز طبقهبرای ذخیره SERشوند. در ر نظر گرفته مید

خابی های انتتوان کاهش ابعاد را به ویژگیشود و میها، کاهش ابعاد انجام مییابی در تفکیک ویژگیدرون

در  یمهم یهاو کاهش ابعاد گام یژگینتخاب وا .[52] [11] تقسیم کرد مستخرجهای و ویژگی

ها به این در این سیستم یژگیانتخاب و هایتمیاستفاده از الگور ضرورت .احساسات هستند صیتشخ

 یها برایژگیاز و یخاصمشخص و مجموعه  که موجود است زیادی یهایژگیو در بین دلیل است که

د شوباعث میها یژگیوشده، تعداد زیاد حقیقات بیانطورکه در تهمان احساسات وجود ندارد. یسازمدل

تحت  ینیبشیپ زانیمو مواجه شوند  2برازشبیشزمان آموزش و  شی، افزا9ابعاد مزاحمتبندها با طبقه

، هااز مجموعه داده دیمجموعه مرتبط و مفریزیک انتخاب  ندیفرآ یژگیانتخاب وبنابراین  .گیردقرار ریتأث

است  ینیبشیمدل پ در راستای افزایش دقتربط یب ای دی، زایرضروریغ یهایژگیو حذف و ییشناساو 

 ی، اما برخاندشدهاستفاده  SER مختلف مطالعات در یژگیانتخاب و یهااز روش یاریاگرچه بس .[52]

 .[63] دهندیکاهش مرا  SER و دقت تیموفق بعادها پس از کاهش اکیتکن این از

های ، الگوریتم9بندیبر بستههای فیلترینگ، مبتنیدر تحقیقات عموما در فاز انتخاب ویژگی روش

دی بنهای فیلترینگ از یک تکنیک رتبهشوند. در روشهای کاهش ابعاد استفاده میتکاملی و روش

بندی اطلاعات های رتبهشود، مانند روشها استفاده میبندی آنهمراه معیاری برای دستهها بهویژگی

ها برای هر ویژگی یک رتبه یا امتیاز )با در نظر گرفتن یک . در این روش7و معیار همبستگی ۶متقابل

های با بندی شده و ویژگیها دستهبندی ویژگیشود و سپس براساس این رتبهحد آستانه( محاسبه می

 بندی برای ارزیابیتابع دسته بندی از یکبر بستههای مبتنیشوند. در روشامتیاز کمتر حذف می

                                                
9 Curse of Dimensionality 
2 Overfitting 
9 Wrapper-based 
۶ Mutual Information (MI) 
7 Correlation criteria 
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 های مناسب توسطمجموعه ویژگیهای مختلف ویژگی استفاده شده و سپس زیرشایستگی زیرمجموعه

های اکتشافی هستند که از های تکاملی نیز روششوند. الگوریتمیک الگوریتم جستجو انتخاب می

تند. سازی مفید هسمشکلات بهینه فرآیندهای تکامل بیولوژیکی الهام گرفته و برای طیف وسیعی از

 لیو تحل هیعبارتند از: تجز SERمورداستفاده در  ی و کاهش ابعادژگیانتخاب و یهااز روش یبرخ

، با انتخاب رو به جلو یبندبسته کردیرو، (LDA) 2یخط لیو تحل هی(، تجزPCA) 9یاصل یهامؤلفه

انتخاب رو به جلو شناور   و  (BFS) ۶عقب ی رو بهژگی( و انتخاب وFFS) 9جلورو به  یژگیانتخاب و

با استفاده از درختان  [65]ای مطالعه درعنوان مثال ه. ب[64][63][62][61]( SFFS) 7یمتوال

ک ی عروضی و کپسترال، شدههای استخراجای، از بین ویژگیمرحلهگیری و ارائه یک الگوریتم دوتصمیم

و یک   c4.5گیری. در این تحقیق در مرحله اول با یک درخت تصمیمشده استمجموعه ویژگی انتخاب 

کثریت، ا گیریگیرند و سپس با یک روش رایگوریتم جنگل تصادفی، ویژگی ها در دو دسته قرار میال

چینی و مجموعه دادگان  KNNبند . نتایج با استفاده از طبقهیک مجموعه ویژگی انتخاب می شود

یک  [66]انجام شده  2۸9۴در یکی از تحقیقاتی که در سال دهند.دقت تشخیص را نشان می 92.27٪

بندی سازی تکاملی برای جستجوی یک بانک فیلتر پیشنهاد شده است که حداکثر دقت طبقهروش بهینه

را در تشخیص گفتار با استرس و احساسی داشته باشد. نتایج این تحقیق روی دو مجموعه دادگان هندی 

 از ایخلاصه ۶-2جدول  در .تشخیص درست گزارش شده است ۶2.7و  19.9ترتیب و آلمانی به

 زا استفاده با گفتار از احساس تشخیص های انتخاب ویژگی درمربوط به روش شدهانجام تحقیقات

 .است شده فهرست

                                                
9 Principal Component Analysis 
2 Linear Discriminate Analysis 

9 Forward Feature Selection 
۶ Backward Feature Selection 
7 Sequential Floating Forward Selection 
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 یژگیانتخاب و یاهروش یاحساس از گفتار با بررس صیشده تشخانجام قاتیاز تحق یاخلاصه ۶-2جدول 

 هدف و رویکرد تحقیق هاویژگی تحقیق

ویژگی"ویژگیهای جدیدی تحت عنوان  استخراج [67]

ک یبراساس ادراک هارمون "های هارمونی جدید

 ایهویژگی -سایکواکوستیک از نظریه موسیقی

 های کیفیویژگی -های عروضیویژگی - طیفی

 داده گفتار احساسی برلینپایگاه 

 های منتخب با روشانتخاب ویژگیSFFS 

  با طبقه بند   %99.7دقتGMM 

[66] Intensity  

Spectrogram  

Pitch, MFCC, HNR 
Long-Term Average Spectrum 

 داده گفتار احساسی لهستانیپایگاه 

  الگوریتم های انتخاب ویژگی های مبتنی بر

 همبستگی

  9۶بیزین از دقت طبقه بند شبکه عصبی بهبود% 

شبکه  -%1۴تا  %۴۶از  SVMطبقه بند  -%1۴به 

 %۰۰به  %۴9از  RBFعصبی 

[61] Energy, MFCC, Zero-crossing rate 

of time signal, Voicing Probability, 

F0 

 داده گفتار احساسی برلینپایگاه 

  روش سریع مبتنی بر باانتخاب ویژگی 

 فیشرو الگوریتم نرخ  (FCBF) همبستگی

 از گفتار با استفاده از تکنیک  ستشخیص احسا

بر روی تکنیک های یادگیری شبکه  رای اکثریت

 KNNو   SVM  ،درخت تصمیم گیری، عصبی

 ی، پارامترها MFCCاز جمله  یژگیوعه ومجم 9 [70]

استخراج شده با جعبه ابزار  یها یژگیو و هیفور

توسط ابزار استخراج  خیمون یقیباز گفتار و موس

 (openSMILEبزرگ ) یفضا

 احساساتگفتار  و گفتار احساسی برلین دادگان 

 ینیسالمندان چ

  برای  9هارمونی جستجویروش استفاده از

 ی هاانتخاب و کاهش ویژگ

  برابر در  9۸متقابل  یاعتبار سنجاستفاده از

LIBSVM ریز نیدقت ب رییتغ یابیارز یبرا 

 یانتخاب شده و مجموعه ها یمجموعه ها

 یاصل

 

 بندی در تشخیص احساس از گفتارهای طبقهانواع روش 2-1

ندی بها برای طبقهها، بهترین ویژگیدر سیستم تشخیص احساسات گوینده بعد از محاسبه ویژگی

است، از جمله ها پیشنهاد شدهبندها برای این سیستمشوند. انواع مختلفی از طبقهانتخاب می

                                                
9 Harmony Search 
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های یادگیری عمیق. در حقیقت هیچ روش مورد توافقی برای های متداول و الگوریتمکنندهبندیطبقه

 SERر ن گفت دتوابنابراین می بندی احساسات وجود ندارد و مطالعات فعلی بیشتر تجربی است.طبقه

که بعضی از تحقیقات با ترکیب طوریهای خاص خودش را دارد، بهبند مزایا و محدودیتهر طبقه

اغلب بالاتر از  یگروه بندهایطبقهعملکرد ها را حل نمایند. اند این محدودیتبندها سعی نمودهطبقه

 هاروشاز  یکیموجود است.  یگروه یهادبندر طبقه یمختلف معمار انواع .منفرد است یبندهاطبقه

 یینها میتصم آمده برایدستبه جینتابندی و رتبه سهیمقا و یبندهر طبقه یمشابه برا یهاداده هیتغذ

 کیبه  یورود یهاروش، داده نیاست. در ا یسلسله مراتب یبنداستفاده از طبقه گریاست. روش د

ند داده باز طبقه یگریبه نوع د یمراتب روش سلسله کیدر  جهی، سپس نتوندشیم هیتغذ تمیالگور

 .[9] شودیم گرفته یینها میشود، سپس تصمیم

 بندی های متداول طبقهروش 

 هابندقهطب اینکنند. یاستفاده م ی متداول و کلاسیکبندطبقه یهاتمیمعمولاً از الگور SER یهاستمیس

اشت نگ این تابع یریادگی تمیالگور. کند نگاشت Yرا به  X تادارد  ازیتابع نیک و  Y ی، خروجX یبه ورود

 یدارا یهابه داده یریادگی تمیکند. الگور کمک دیجد یکلاس ورود ینیبشیبه پ تا، زندمی بیرا تقر

که در  ییهارا مشخص کند. پس از اتمام آموزش، از داده هاآنها و کلاس دارد که نمونه ازیبرچسب ن

ه از جمل شود.یاستفاده م یبندعملکرد طبقه و آزمایش تست یطول آموزش استفاده نشده است، برا

، 9، مدل مخفی مارکوف2نزدیکترین همسایه-k، 9توان به مدل مخلوط گوسیدسته میهای این الگوریتم

بر استفاده علاوهگیری اشاره کرد. و درخت تصمیم ، شبکه های عصبی مصنوعی۶ماشین بردار پشتیبان

بند طبقه نیشود که چندیاستفاده م SER یبرا زین ی و ترکیبیگروه یهامنفرد، از روش یهادبناز طبقه

                                                
9 Gaussian Mixtures Model (GMM) 
2 K-nearest neighbors (KNN) 
9 Hidden Markov Model (HMM) 
۶ Support Vector Machine (SVM) 



 

۶9 

 

و همکاران نشان دادند که  Nweعنوان مثال به د.نورآدست به یبهتر جید تا نتانکنیم بیا با هم ترکر

LFPC بندبا استفاده از طبقه HMM نسبت به  یعملکرد بهترMFCC  وLPCC نیو بهتر نیانگیم .دارد 

و همکاران  نیل. [99] درصد گزارش شده است ٪۰1و  ٪99.9 بیبه ترت قیتحق نیدر ا صیتشخ زانیم

ه استفاد یو حالت خنث تعجب، غم، ی، شادتیپنج احساس عصبان یبندطبقه یبرا SVMو  HMMاز 

 یبرا SFS الگوریتم استخراج شده، و سپس HMMبند طبقه یبرا یژگیو 91 قیتحق نیدر ا ند.اهکرد

 کیفرکانس مل،  اسیمق یباندهاریز یهایانرژ نیاز تفاضل بهمچنین شود. یاعمال م یژگیانتخاب و

. شده است شیبردار آزما نیاستفاده از ا با  هیهمسا نیکترینزد-Kساخته شده و عملکرد  دیبردار جد

 SVMبند با طبقه و ٪11.7ت دق HMM با دهد کهنشان می ندهیدر حالت وابسته به گونتایج تحقیق 

توان بندهای ترکیبی انجام شده است میاز جمله تحقیقاتی که با استفاده از طبقه .[92] است ۰۰.1دقت 

 یهاهیلا قیرا از طر یگفتار ورود گنالیس شانیشنهادیروش پاشاره کرد که  [97]به لی و همکارانش 

بند طبقه عنوانبه نیزیب کیلجست ونیها از رگرسکند. آنیم یبندقهطب ینریبا یبندهاطبقه یدرپیپ

 افتهیبهبود  ٪7.44 اندازهبه SVMبند نسبت به طبقه جینتااند که نشان داده و استفاده کرده ینریبا

  .است

 بر یادگیری عمیقبندی مبتنیهای طبقهروش 

معمولاً  دهستن یمصنوع یعصب یهار شبکهبیمبتن قیعم یریادگی یهاتمیالگور شتریبجا که از آن

ه شود کیم یپنهان ناش یهاهیاز تعداد لا "قیعم". اصطلاح کننداشاره می قیعم یعصب یهابه شبکه

در  ت.اس انپنه هیسه لا ایشامل دو  یسنت یشبکه عصب کیه کیبرسد، درحال هیتواند به صدها لایم

گرفته یشیپ یسنت نیماش یریادگی یهاتمیاز الگور قیعم یریادگی یهاتمی، عملکرد الگورریاخ یهاسال

است. همه  یژگیو انتخاب و یژگیبه مراحل استخراج و ازیها عدم نتمیالگور نیاز ا یبرخ تی. مزاست

 یهاتمیشوند. الگوریانتخاب ماستخراج و  قیعم یریادگی یهاتمیطور خودکار با الگورها بهیژگیو
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 9کانولوشن یعصب یهاد، شبکهنشویاستفاده م SERدر دامنه  ترر گستردهطوکه به یقیعم یریادگی

(CNN )2بازگشتی یعصب یهاشبکه و (RNN.هستند ) 

 Fayekبندی تشخیص احساس از گفتار مربوط به شده در راستای مشکل طبقهیکی از تحقیقات انجام

بر فریم برای تشخیص احساس از گفتار پیشنهاد است که یک فرمول فرایند مبتنی [99]و همکارانش 

که عصبی بر بانک فیلتر گفتار و یک شبتبدیل فوریه مبتنی نگارهاستفاده از طیف اند. این تحقیق باداده

 بینی کردهچندلایه عمیق، احتمال وقوع هر کلاس احساسی را برای هر فریم یک گفتار ورودی پیش

 ۴۶.9۰با روش پیشنهادی   IEMOCAPاست. نتایج تشخیص درست در این تحقیق روی دادگان 

سه  9هبر توجیکانولوشنال مبتن یبازگشت یشبکه عصب کی [9۶] گرید ایمطالعهدست آمده است. در به

نگار مل همراه با مشتقات مرتبه فیکه از ط شدهارائه SERمجزاساز  یهایژگیو یریادگی یبرا یبعد

با مجموعه  قیتحق نیشده در اانجام یهاشی. آزماکندیاستفاده م یاول و دوم به عنوان ورود

IEMOCAP  وEmo-DB ایخلاصه 7-2جدول  دهند.ینشان مرا دقت  ٪۰2.۰2و  ٪۴۶.9۶ بیترتبه 

 .است شده فهرست SER تحقیقات مربوط به شده در بندهای استفادهاز طبقه

 SER قاتیشده در  تحقاستفاده یبندهااز طبقه یاخلاصه 7-2جدول 

References Features Classifiers 

[67] [75] Prosodic Gaussian mixture 

models (GMM) [75] [76] Spectral 

[77][78][68][65][69][79][2] Prosodic Support vector 

machines (SVM) [77][78] [79][2][66][80] Spectral 

[68][65][69] [2][81] Prosodic Artificial neural 

networks (ANN) [78] [66] Spectral 

[69] Prosodic k-Nearest neighbor 

(KNN) [82]  Spectral 

[67] [78][68][65] Prosodic Bayes classifier 

[78]  [23]  Spectral 

[65] Prosodic Linear Discriminant 

Analysis with 

Gaussian probability 

distribution 
[30] Spectral 

 [75] [76] [77][5] Prosodic Hidden Markov 
models (HMM) 

[75] [76] [77] [5] Spectral 

                                                
9 Convolutional Neural Networks (CNN) 
2 Recurrent Neural Networks (RNN) 
9 Attention-based Convolutional Recurrent Neural Network 
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 بندیجمع 

بر ادبیات موضوع و مبانی نظری مربوط به حوزه تشخیص احساس از گفتار در این فصل در کنار مروری

شده در هر بخش پرداختیم. نتایج نهایی این و مطالعات انجام ها در این سیستمررسی انواع بخشبه ب

. مطالعات فهرست شده است حوزهاین  دیجد قاتیاز تحق یاخلاصهصورت به ۴-2جدول در مطالعات 

 ،داده استرخگفتار  از احساس صیتشخ یهاستمیس در یادیز یهاشرفتیاگرچه پدهند که نشان می

ز ا یکی .حل شوند زیآمتیموفق تشخیص یبرا دیوجود دارد که با یمتعددهای و چالشاما هنوز موانع 

ار و بسیار تاثیرگذ یریادگی ندیفرا یاست که برا گانمجموعه داد آوری و تولیدجمعمشکلات  نیترمهم

ای حرفه بر بازیگرانیا مبتنیشوند یاستفاده م SER یکه برا یاداده یاه. اکثر مجموعهبا اهمیت هستند

، کهالیدرحشوند. یضبط م دور از نویز و سروصداو به ژهیو شرایط آزمایشگاهیکه در  القا شده هستند او ی

 همین. بهمتفاوت است اریها بسآن یهایژگیو و تندهسو نویزی پر سر و صدا  یواقع یزندگ یهاداده

های نویزی نیز تشخیص هایی باشد که در محیطتواند یافتن مجموعه ویژگیعلت یکی از مسائل می

امیزی دارند. در این راستا در فصل سوم این رساله یک سیستم تشخیص احساس از گفتار موفقیت

 بر یک روش استخراج ویژگی خاص پیشنهاد شده تا بتوان این مشکلات را حل نمود.مبتنی
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 SER حوزه در دیجد قاتیتحق از یاخلاصه ۴-2جدول 

 عملکرد مورداستفاده گفتار احساسی دادگان بندنوع طبقه های مورد استفادهویژگی روش پیشنهادی مرجع

(Koolagudi2012  )[33] با  یاحساسات گفتار یبندقهبو ط تشخیص

 تگاهدس، منبع هایویژگی مجموعه استفاده از

صورت جداگانه و به یعروض یهایژگیو و وتیص

 یبیصورت ترکبه

 :از تخرجمس هایویژگی مجموعه

 صوتی دستگاه   

 یعروض اطلاعات 

  تحریک بعمن  

 Autoassociative Neural 
Network 

 Gaussian mixture model 

 Support Vector Machine 

 تلوگو یساز هیداده شب گاهیپا (IITKGP-SESC) 

 نیبرلی گفتار احساس داده  گاهیپا Emo-DB)) 

 %91.9۶افزایش نرخ دقت تشخیص تا 

( Degaonkar 2013) [34]  بر سه روشمتدی مبتنیتشخیص احساس بر پایه :

 و (WPT) تبدیل موجکاز استفاده  :روش اول

 یبزرگتر از آستانه در باندها بیتعداد ضرا مقایسه

 . مختلف

 یباندها یاستفاده از نسبت انرژ: روش دوم 

 ینسبت انرژمقایسه و  WPTمختلف با استفاده از 

 .مختلف یهادر باند

  .MFCCز استفاده ا :سوم روش

 بزرگتر از آستانه در  بیضرا

 WPT مختلف یباندها

 مختلف با استفاده از  یباندها یانرژ

WPT 

  ضرایبMFCC 

 

 random forest 

 support vector machine 

 Bayes 

 multi-layer perceptron 

 ensemble classifiers such as 
AdaBoost, 

حالت  یبرا WPTست آمده با استفاده از به د جینتا Marathi  به زبانایجاد پایگاه داده جدید 

 ٪۰۸ و ٪۴7 ، ٪۰7 بیترتبه یو خنث خوشحالی، یتعصبان

 یعنی MFCCبدست آمده با استفاده از  جیبا نتا سهمقای در

 سه احساس است.  برای ٪۴۸ و ٪۶7 ، ٪97 بیترتبه

 یهایژگیاساس وبر WPT یعنیاحساسات  لیتبد یبرا یمدل 

 ه احساس شاد ارائه شده است.ب یخنثو  نیبه خشمگ یخنث

(Ooi2014 )[33] ی:مواز یاصل ریمس 2بر روشی مبتنی 

-یژگیفشرده از و لیو تحل هیبراساس تجز 9: ریمس

 یمختلف عروض یها

 :یفیط یهایژگیو لیو تحل هیبراساس تجز :2 ریمس

و  هیتجزهای روشتوسط  MFCC یژگیاستخراج و

و  هیتجزو  BDPCA دو جهته اصلیمولفه  لیتحل

که شب یبندو طبقه LDA مجزاساز یخط لیتحل

 BDPCA ریمسریساختار ز 9 یدارا -RBF یعصب

+ LDA + RBF هر دو احساس  برای کنترل یمواز

 در یک زیرمسیر

  eNTERFACE’05پایگاه داده RBF Neural Network  یفیو ط یعروض هاییژگیو

  پایگاه دادهRML 

  پایگاه دادهدر  %97.۰1دقتeNTERFACE’05  

  پایگاه داده در  %۴۰.79دقتRML 

(Deng2014 )[43] بر یمبتن دیروش انطباق دامنه بدون نظارت جد کی

و  هیتجز یسازگار برا denoising یرمزگذارهاخود

ش با رویکرد کاه احساسی یگفتار گنالیس لیتحل

 لیآموزش و مجموعه آزمون به دل نیاختلاف ب

 )مجموعه دادگان مختلف(مختلف  طیشرا

 نییسطح پا هکنندفیتوصتابع  92

(LLD و ) ضرایب رگرسیون مشتق

 ها:مرتبه اول آن

ZCR, RMS Energy, F0, HNR, 

MFCC 

 Denoising Autoencoders  
 SVM 

 پایگاه داده SUSAS 

 پایگاه داده ABS 
 ۴۶.9۰٪ در صیتشخ زانیم نیانگمی ABC   

  ۴2.9۶٪ در دقت نیانگمی SUSAS 
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 عملکرد مورداستفاده گفتار احساسی دادگان بندنوع طبقه های مورد استفادهویژگی روش پیشنهادی مرجع

(Mao2014) [33]  دل م کی یکانولوشن برا یشبکه عصباستفاده از

 : یامرحله احساسات دو ییشناسا

با  یثابت محل یهایژگیو یریادگی :مرحله اول

-فیط یذار خودکار پراکنده برااستفاده از رمزگ

 گفتار  یسنج

با استفاده  زیمتما یهایژگیاستخراج و دوم:مرحله 

 تشخیصبهبود  یبرا PCAاز 

 یهایژگیو) یسنجفیط شینما 

RAW  ) 

 های ویژگی TEO  

 آکوستیک: یهایژگیو 
Pitch, Energy-related features, 

Speech rate, MFCC 
 ثابت یمحل یهایژگیو LIF 

 Convolutional Neural 

Network 

 SVM 

 آلمانی  پایگاه دادهEMO-DB 

 انگلیسی  پایگاه دادهSAVEE 

 ی دانمارک یداده گفتار احساس گاهیپاDES 

 ماندرین  پایگاه دادهMES 

 به  جینتابراساس  ٪91شناخت به طور متوسط  زانیم

 دست آمده از چهار مجموعه داده 

(Esmaileyan2014)[33]  فیاز ط به دست آمده دیجد یهایژگیوارائه-

پردازش  یهاکیگفتار با استفاده از تکن یسنج

)با محاسبه  احساسات صیتشخ یبرا ریتصو

  (.گفتار یسنجفیاز ط وگرامیوار ینمودارها

 یهایژگیوDCT 

 یعروض یهایژگیو  

 یفیطی هایژگوی 

SVM+FDR  آلمانی  پایگاه دادهEMO-DB 

 فارسی  پایگاه دادهPDREC 

 

 

  درEMO-DB: ۰9.9۰از  بیترتبه صیتشخ زانیبهبود م٪ 

 زنان و مردان برای ٪1۸.۶9 و ٪۰۴.۰2 به ٪۰1.9۴ و

  درPDREC : ان و زن یبرا بیترتبه یبنددقت طبقه نیبهتر

 %79.99و  %۴9.9۰مردان 

(Kuchibhotla2016)[33] یادو مرحله یژگیروش انتخاب و کی: 

 یمناسب برا یهایژگیادغام وو  انتخاب :مرحله اول

  احساس صیتشخ

انتخاب  یهاکیاز تکنمرحله دوم: استفاده 

به جلو  رو یانتخاب متوال( نهیبه یژگیمجموعه وریز

SFSی، و انتخاب رو به جلو شناور متوال SFFS) 

 یعروض یهایژگیو  

 یفیطی هایژگوی 

 SVM 
 KNN 
 LDA 
 RDA 

 آلمانی  پایگاه دادهEMO-DB 

 اسپانیایی  پایگاه دادهSES 

 

  با روش انتخاب  یبندطبقه ییارادرصدی ک 2۸الی  97بهبود

 یادو مرحله یژگیو

 1۶.۶٪ در دقت نیانگمی EMO-DB 

 1۸.9% در دقت نیانگمی SES 

(Wang2015) [44]  استفاده از با  هیفور دیمدل پارامتر جد کیارائه

ول مرتبه ا یهااضلصدا و تف تیفیک یادراک یمحتوا

احساس گفتار مستقل از  صیتشخ یو دوم برا

 گوینده

  ضرایبMFCC 

 یشنهادیپ یهایژگیو 

 هیفورپارامتر

SVM+PCA  آلمانی  پایگاه دادهEMO-DB 

 ینیداده احساسات سالمندان چ گاهیپا EESDB 

 ی نیداده زبان چ گاهیپاCASIA 

  9۸.7و  9۸،  99.7 به بیترتبه ییشناسا یها نرخبهبود 

 EESDB و EMO-DB ،CASIAدرصد در 

(Vignolo2016) [33]   یبرا یتکامل یسازنهیبه روش کیارائه 

رایب ضبرای استخراج  لتریبانک ف کی یجستجو

 (ESCCکپسترال اسپلاین تکاملی )

 لی این تکامضرایب کپسترال اسپل

(ESCC) 

  ضرایبMFCC 

SVM 
 

 پایگاه داده آلمانی FAU Aibo 

 هندی  پایگاه داده 
 ۶2.7% در دقت نیانگمی FAU Aibo 

 19.9% هندی پایگاه داده در دقت نیانگمی 

(Fayek2017) [36]  بر فریم برای تشخیص فرمول فرایند مبتنی یکارائه

تبدیل فوریه نگارهاستفاده از طیفاحساس از گفتار با

ار و یک شبکه عصبی بر بانک فیلتر گفتمبتنی

 چندلایه عمیق

بر بانک تبدیل فوریه مبتنینگارهطیف

 ارفیلتر گفت
 DNN  

 LSTM-RNN 
هر کلاس احساسی برای هر فریم بینی احتمال وقوع پیش IEMOCAP  پایگاه داده 

 یک گفتار ورودی 

  روی دادگان  %۴۶.9۰ تشخیصدقتIEMOCAP  

 

(Yogesh2017) [33]  صیتشخ ستمیس کی جادیا یراروشی بارائه 

 / استرس از گفتار مستقل از موضوع، بااحساس

ها، آن یاز صدا ندهیاحساس گو ییشناسا استفاده از

 یهایژگی، وOpenSmileجعبه ابزار  یهایژگیو

 ستیر زب یمبتن تمیالگوریک مرتبه بالاتر و  یفیط

 PCM loudness 

 MFCC 

 LOG MEL FREQ. BAND 0–

7 

 LINE SPECTRAL PAIRS 

FREQ. 0–7 

 F0 and F0 ENVELOPE 

ELM classifier  آلمانی  پایگاه دادهEMO-DB 

 انگلیسی  پایگاه دادهSAVEE 

 هیو شب یداده گفتار تحت استرس واقع هگایپا-

 SUSAS  شدهیساز

 در محدوده صینرخ تشخ

 1۸.99٪ -11.۶9٪  درEMO-DB 

 ۴2.7۸٪ -9۰.۶۶٪  درSAVEE 

 ۰7.۰9٪ - 1۰.9۸٪  درSUSAS 
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 عملکرد مورداستفاده گفتار احساسی دادگان بندنوع طبقه های مورد استفادهویژگی روش پیشنهادی مرجع

 (PSO) ازدحام یسازنهیکمک بهبه ییایجغراف

 هایژگیانتخاب و برایات ذر

 VOICING PROBABILITY 

 JITTER Local and CONSEC 

FRAME PAIRS SHIMMER 

LOCAL 

(Liu2018) [34]  یمبتن یاحساسات گفتار صیروش تشخ کیارائه 

و  افتهیبهبود  BELمغز یعاطف یریادگیبر مدل 

 یپردازش عاطف سمیالهام گرفته شده از مکان

 متیالگوراستفاده از  –در مغز  کیمبیل ستمیس

آزمایش   -BELوزن مدل  یروزرسانبه یبرا کیژنت

( و مستقل از SDگوینده ) وابسته بهدر دو حالت 

 (SIگوینده )

MFCC و مشتقات مرتبه اول آن 
LogMelFreqBand 

 GA-BEL 

 SVM  

 ELM 
 LDA 

 PCA 

 PCA+LDA 

 ایگاه داده آلمانیپ FAU Aibo 

 هیو شب یداده گفتار تحت استرس واقع گاهیپا-

 SUSAS  شدهیساز

 ی نیداده زبان چ گاهیپاCASIA 

  گفتاراز احساس  صیتشخ دقت نیانگیم

  1۸.2۰٪ (SD) ،55.33% (SI)  درCASIA 

 9۴.۶۸٪ (SD ،)۶۶.9۰% (SI ) درSAVEE  

 99.۸7٪ (SD ،)۴۶.۴% (SI در )FAU Aibo 

 (Ozseven2019) [36]   راتییاساس تغبر  یژگیروش انتخاب وارائه یک 

 :احساسات هایتفاوت ها با توجه بهیژگیمجموعه و

 ها بر  یژگیدر مجموعه و یژگیهر و نیانگیم

 اساس احساسات

 اوت تف نیانگیما )هیژگیو یمحاسبه تبادل عاطف

 (دوگانه احساسات باتیترک نیب

 هایژگیانتخاب و یمقدار آستانه برا  میتنظ 

 جعبه ابزار  آکوستیک یهایژگیو
OpenSmile  

 SVM 
 KNN 
 MLP 
 PCA  
 FCBF 
 SFS 

 

 مجموعه دادگان:

 SAVEE 

 EMO-DB 

  eNTERFACE05 

  EMOVO  

 ی ازشنهادیروش پ استفاده از باها یژگیکاهش اندازه و 

  درصد. 1۰.۴تا  97 نیب عدد 97۰2

 کاهش اندازه مجموعه بسته به مقدار آستانه انتخاب شده ،

 یبندطبقه تیموفق شیافزا کاهش حجم کار، وها، یژگیو

 یتجرب جیدر همه نتا

(Shahin2019 )[89] از مستقل احساسات تشخیص سیستم یک ارائه 

د بنطبقه یک اساس بر گوینده از مستقل و متن

 ی گوسیمخلوط مدل یک از ترکیبی جدید

 (GMM-DNN) عمیق عصبی شبکه و یآبشار

 ضرایب MFCC  بند ترکیبیطبقه GMM-DNN  Emirati speech database 

(Arabic United Arab Emirates 
Database) 

  گفتاراز احساس  صیتشخ دقت نیانگیم

 ۰9.19%  دقت تشخیص 

(Kerkeni2019)[90]   تشخیص سیستم برای سراسری رویکرد یکارائه 

 تجربی حالت تجزیه از استفاده بار گفتا از احساس

(EMD) : 

 از استفاده با سیگنال هر تجزیه EMD به 

 (IMF) ذاتی حالت توابع نام به نوسانی اجزای

 هایویژگی نام به جدیدی هایویژگی ستخراجا 

 فرکانس هایویژگی و (MS) مدولاسیون طیفی

 مدولاسیون مدل براساس (MFF) لاسیونمدو

AM-FM هایویژگی با هاآن ترکیب و 

 کپسترال

 Teager-Kaiser Energy 

Operator (TKEO) 

 Modulation Spectral 

(MS)   

 Modulation Frequency 

Features (MFF) 

 MFCC 

 SMFCC 

 Support Vector Machine 

(SVM)  

 Recurrent Neural Networks 

(RNN) 

 ادگان:مجموعه د

 EMO-DB 

 Spanish corpus 

 با اسپانیایی داده پایگاه در  ٪91/16 تشخیص میزان 

 های ویژگی تمام از ترکیبی و RNN بندطبقه از استفاده

  (IMF) ذاتی حالت توابع از شده استخراج

 با  برلین، داده پایگاه در  ٪86.22  تشخیص میزان

  اهیویژگ همه از ترکیبیو  SVM بندطبقهاستفاده از 

(Issa2020 )[91]  رائه یک سیستم تشخیص احساس از گفتار با ا

استفاده از یک شبکه عصبی کانولوشنال یک 

 .های طیفی و کپسترالبعدی و ویژگی

  مدل اصلاح برای افزایشی روش یکاستفاده از 

  بندی طبقه دقت بهبود برای اولیه

 ضرایب MFCC  

  مل مقیاس بااسپکتروگرام 

 کروموگرام 
 طیفی کنتراست ویژگی 

 مدل نمایشTonnet z 

 Convolutional Neural 

Network 

 SOFTMAX 

 مجموعه دادگان:

 EMO-DB 

 RAVDESS 

 IEMOCAP 

  گفتاراز احساس  صیتشخ دقت نیانگیم

 71.61٪ برای RAVDESS کلاس 8 با  

  86.1٪ برای EMO-DB کلاس 7 در نمونه 535 با  

 95.71٪ برای EMO-DB کلاس 7 در نمونه 520 با 

  64.3٪ برای IEMOCAP کلاس 4 با 
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 عملکرد مورداستفاده گفتار احساسی دادگان بندنوع طبقه های مورد استفادهویژگی روش پیشنهادی مرجع

(Zheng2020 )[92] سیگنال در سراسری احساسی هایویژگی تولید-

 مدل از استفاده و مختلف زوایای از گفتاری های

 گام: 9در  احساس تشخیص برای یگروه یادگیری

 :SER ی برا یتخصص نقش سه یطراح  (1)

  سه یها یژگیو استخراج یبرا 1 متخصص 

  یمحل یها گنالیس یبعد

 در جامع اطلاعات استخراج یبرا 2 متخصص 

  یمحل یها دهدا

 یعموم یها یژگیو استخراج یبرا 3 متخصص 

(LLDs) 

، هر یگروه یریادگیمدل  کی ی( با طراح2)

کند و  یتواند به نفع خود بازیمتخصص م

 یابیمختلف ارز یهارا از کانون یاحساسات گفتار

 کند.

، عملکرد متخصصان شاتیآزما قی( از طر9)

 صیدر تشخ یگروه یریادگی یهامختلف و مدل

 سهیمقا IEMOCAPاحساسات مجموعه دادگان 

 شود.یم دییتأ یشنهادیو اعتبار مدل پشده 

 ویژگی هایکنندهتوصیف 

 (LLDs) پایین سطحآکوستیک 

 یآمار بالای سطح توابع (HSF) 

 مشتقات  و محلی هایویژگی

 زمانی

 Convolutional neural 

network (CNN) 

 Bi-directional long short-

term memory (BLSTM) 

 Gated recurrent unit (GRU) 

   پایگاه دادهIEMOCAP در حالت  %97 گفتاراز احساس  صیتشخ دقت نیانگیم

 بند گروهیاستفاده از طبقه

 هایویژگی از بااستفاده هانمونه بندیطبقه  [46]( 1316حریمی)

 سطح برمبنای طیفی و عروضی متداول

    برانگیختگی

  برانگیختگی سطح با تاحساساجداسازی 

 پیشنهادی هایویژگی از استفاده با یکسان

  خطی غیر دینامیکی

  از خطی غیر دینامیکی هایویژگیاستخراج 

 بازسازی فاز فضای هندسی مشخصات روی

  گفتار یگنالس شده

 یعروض یهایژگیو  

 یفیطی هایژگوی 

 خطی غیر دینامیکی هایویژگی 

SVM+FDR  آلمانی  پایگاه دادهEMO-DB  مردان و زنان برای  87/18% و %96/35 بازشناسی نرخ  

 هانمونه تعداد به توجه با%92/34 بازشناسی نرخ متوسط 

 جنسیتی گروه هر در
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 مقدمه 3-1

ها در این مساله انتخاب یک مدل کاراتر نمایش یکی از چالش ،بیان شد 9طور که در فصل همان

بر احساسات گسسته و های تشخیص احساس از گفتار در دو مدل مبتنیسیستم احساسات است.

ا هاند. در هر دو نوع مدل، استخراج و انتخاب ویژگیسازی شدهبر مدل چندبعدی احساس پیادهمبتنی

ی کلیدی و موثر در تشخیص هستند.  در این راستا در این رساله دو فاز برای طراحی سیستم هابخش

که در فاز اول با استفاده از یک طوریسازی شده است، بهتشخیص احساس از گفتار پیشنهادی پیاده

بندی احساسات های موثر در طبقهفرکانس ویژگی-روش استخراج ویژگی پیشنهادی در فضای زمان

های استخراج شده و مدل سته استخراج شده و سپس در فاز دوم یک نگاشت بین این ویژگیگس

 شود.بعدی احساس ارائه میسه

 ،جاذبه ابعاد جوهره هک است یژگیو یفضا از ییبازنمای به یک ابیدست یشنهادیپ ردیکرو از هدف

در  برانگیزو چالش خش کلیدیبا توجه به اینکه دو ب .کشدیم ریبهتر به تصو را و تسلط یختگیبرانگ

های موثر های استخراج و انتخاب مجموعه ویژگیهای تشخیص احساس از گفتار شامل بخشسیستم

این راستا ابتدا در فاز اول این رساله یک سیستم تشخیص  های احساسی است، دربندی کلاسجهت طبقه

خاب نوین و یک الگوریتم ترکیبی انتبر یک روش استخراج ویژگی احساس از گفتار بهبودیافته مبتنی

رائه اسیستم پیشنهادی این نمای کلی ویژگی پیشنهاد و آزمایش شده است. در بخش دوم این فصل 

ستخرج های مشده است. سپس در فاز دوم با استفاده از یک الگوریتم یادگیری یک نگاشت بین ویژگی

شود. بخش سوم این فصل تخمین زده می از فاز اول و سه بعد احساس )جاذبه، برانگیختگی تسلط(

 .دهدرا نشان میمراحل این نگاشت 
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سیستم تشخیص احساس از گفتار پیشنهادی فاز اول:   3-2

 بر مدل گسسته احساسیمبتنی

 1-3کل شدیاگرام ی تشخیص احساس از گفتار مطابق با بلوکدر این رساله یک سیستم بهبودیافته

 شامل مراحل اصلی زیر است 1-3شکل مطابق با نمای کلی پیشنهادی  اد شده است. این سیستمپیشنه

 :تفضیل در ادامه شرح داده خواهد شدکه هر بخش به

 پردازشپیش. 9

 استخراج ویژگی پیشنهادی .2

 پیشنهادی انتخاب ویژگی. 9

 و ارزیابی بندیطبقه .۶

 پردازشپیش 

 :با مراحل زیر مطابق بندی است،گذاری و فریمکید، پنجرهاتهای پیشپردازش شامل بخشپیش

 ک ی آوردن دستهب و گفتار سیگنال طیفی شدن مسطح در این مرحله برای: کیداتپیش

( عبور داده FIRسیگنال از میان یک فیلتر بالاگذر ) ،هافرمنت تمام برای مقایسه قابل دامنه

ارائه شده  9-9معادله همانطور که در  .باندهای فرکانس بالا را افزایش دهد شود تا دامنهمی

 9 و ۸.1معمولا بین است که مقدار آن کید اتپارامتر پیش 𝛼و  سیگنال گفتار ورودی xت اس

 .[23]( ۸.19است )در حدود 

𝑥′(𝑛) 9-9معادله  = 𝑥(𝑛) − 𝛼𝑥(𝑛 − 1) 
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 نال شوند. سیگهای کوچکی تقسیم میهای گفتار به فریمدر این مرحله نمونه بندی:فریم

 9پوشانیثانیه با نرخ هممیلی 𝐿هایی به طول ورودی به فریم
𝐿

2
نه از نمو Nشود. ، تقسیم می 

 دست آورد:توان به روش زیر بهسیگنال را می

                                                
9 overlap 

𝑁 2-9معادله  = 𝑟𝑠 ∗ 𝑡_𝑟𝑓𝑎𝑚𝑒 
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𝜶

⋮
∆∆𝑭𝒅𝟐

𝜶
 
 
 
 

     +  

𝑴𝑭𝑪𝑪𝟏

𝑴𝑭𝑪𝑪𝟐

⋮
𝑴𝑭𝑪𝑪𝒅𝟏

   

𝚫𝑴𝑭𝑪𝑪𝟏

𝚫𝑴𝑭𝑪𝑪𝟐

⋮
𝚫𝑴𝑭𝑪𝑪𝒅𝟏

   

𝚫𝚫𝑴𝑭𝑪𝑪𝟏

𝚫𝚫𝑴𝑭𝑪𝑪𝟐

⋮
𝚫𝚫𝑴𝑭𝑪𝑪𝒅𝟏

  

 

 ((3-3تکاملی پیشنهادی )فلوچارت شکل )-یک الگوریتم ترکیبی برمبتنی انتخاب ویژگی

 دادگان گفتار احساسی

 پردازشپیش

 بندیفریم گذاریپنجره تاکیدپیش

 استخراج ویژگی پیشنهادی

 DFTمحاسبه 

محاسبه مقادیر ویژه و 

بردار ویژه ماتریس 
PSP 
 

 Sمحاسبه ماتریس 

 

محاسبه تابع 

گوسی -یتهرم

 گسسته

 بندیطبقه

 احساسات هدف

 یمدل گسسته احساس بریاحساس از گفتار مبتن صیتشخ یشنهادیپ ستمیس 1-3شکل 
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 (( 9-9)رابطه ) 9استاندارد همینگ پنجره توسط گفتاری فریم هر گذاری:پنجره

 ابتدا رد را سیگنال هایناپیوستگی ات در هر فریم ضرب میشود(شود )پنجره گذاری میپنجره

 . به حداقل برساند هر فریم انتهای و

𝑤(𝑛) 9-9معادله  = 0.54 − 0.64 𝑠𝑜𝑠 (
2𝑛𝑛

𝑀 − 1
)            0 ≤ 𝑛 ≤ 𝑀 − 1 

 روش استخراج ویژگی پیشنهادی 

یا در حوزه زمان هستند یا با  SERخراج ویژگی در های استدر فصل قبل مشاهده کردیم که روش

 هایی در حوزه فرکانساستخراج ویژگی وجود دارد( به خصیصههای روشاستفاده از تبدیل فوریه )که در 

یه تجزیه و تحلیل فور و شودسازی میزمان مدل در در فرکانس و همهم سیگنال گفتار شوند. تبدیل می

طورکه در تحقیقات گزارش شده است اگرچه . همانسیگنال می شود یکانسفر هایمؤلفهتولید منجر به 

واند برای تثابت مناسب است، اما نمی-های زمانتبدیل فوریه برای تجزیه و تحلیل و پردازش سیگنال که

و  2سیگنال گفتار غیرایستاجا که از آن .[24] متغیر به عملکرد مطلوبی دست یابد-های زمانسیگنال

استفاده کرد که شامل هر  )DFrFT( 9گسسته تبدیل فوریه کسریتوان از متغیر در طول زمان است می

تبدیل  های خطی است که ازای از تبدیلخانواده DFrFT. استزمان و فرکانس سیگنال  هایمؤلفهدو نوع 

گیرند. تبدیل مورد استفاده قرار می ضیاتریا در تحلیل هارمونیک شوند و در شاخهمشتق می فوریه

است( تعریف کرد؛  عدد صحیح  n )که در آن تبدیل فوریه امn توان توان بصورتفوریه کسری را می

. همانند تبدیل نگاشت کند فرکانس و زمان در بینای تواند یک تابع را به هر دامنهمی بنابراین این تبدیل

دست آوردن هر دو اطلاعات فاز و اندازه هب یتواند برایمختلط است و م بیضرا یدارانیز  DFrFTفوریه، 

ر های خطی است دchirpای از ، مجموعهDFrFT تبدیل کرنلهمچنین  .استفاده شود گنالیس کی

                                                
1 Hamming Window 
2 Non-Stationary 
3 Discrete Fractional Fourier Transform 
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ها را است. بسته به نوع  درجه کسری، سیگنال مختلط یسینوس توابع از تبدیل فوریهحالی که کرنل 

در تجزیه و تحلیل  بیشتریدرجه آزادی  DFrFTبه ویژگی های مختلف نشان داد. این توان در دامنهمی

ه در دامنه فوریمتغیر -های زمانپردازش سیگنال. دهداستاندارد می تبدیل فوریهسیگنال نسبت به 

 تخمین بزنیم (MSE) مربعاتسیگنال را با حداقل خطای میانگین  که دهدمی را امکان این کسری به ما

ولید دیدگاه تدو از ترکیبی، فرکانس -های زمانعنوان سیگنالهای گفتاری بهسازی سیگنالمدل .[25]

 بازنمایینمایش و های آوایی خاص بر این، کلاسعلاوه های گفتار بهتر تطابق دارد.و ادراک با ویژگی

 .کسری مختلف دارند هایبهتری در حوزه

ند. اگر کتعامد متناظر با زمان و فرکانس استفاده میتبدیل فوریه کسری از یک صفحه با دو محور م

در امتداد محور فرکانس  𝑋(𝜔) در طول محور زمان نشان داده شود و تبدیل فوریه آن x(t) یک سیگنال

عنوان تغییری در نمایش سیگنال متناظر با یک تواند بهمی F نشان داده شود، آنگاه عملگر تبدیل فوریه

  های ساعت توسط یک زاویههت عقربهچرخش محور در خلاف ج
𝑘

2
با بعضی از نکته این  .ترسیم شود

𝑘با زاویه درپی سیگنال دو چرخش پی عنوان مثالبه ،خصوصیات تبدیل فوریه سازگار است

2
منجر به  

گذارد درپی سیگنال را بدون تغییر میبر این، چهار چرخش پیعلاوه .وارونگی محور زمان خواهد شد

های بسیار مهم این تبدیل بازیابی یکی از ویژگی .باید سیگنال را تغییر ندهد 2𝑛با زاویه ا چرخش زیر

 آلفا زاویه ترپارام یک به توجه با شکل تغییر صورت که اینسیگنال اصلی از سیگنال نویزی است. بدین

 اعاتاطل حذف در اآلف پارامتر مناسب تنظیم. شودمی زمان-فرکانس فضای در سیگنال چرخش به منجر

 کسری شکل تغییر یک در آلفا پارامتر از استفاده نحوه از مثالی (2-9) شکل. است موثر( نویز) ربطبی

 سمتق تا کرد ایجاد تبدیل فضای در مناسب چرخش یک توانمی پارامتر این تنظیم با. دهد می نشان را

 ه اشاره کرد که مفهوم نویز در یادگیریباید به این نکتهمچنین . شود حذف راحتیبه سیگنال نامطلوب

طور خلاصه هر بخشی از سیگنال که در کاربرد هدف هتواند تعمیم یابد. بماشین بسته به کاربرد، می

ا که باید به طریقی تاثیر آن تضعیف یا فیلتر گردد ت استای از نویز یافتهمورد دلخواه نیست نوع تعمیم
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یم در موضوع تشخیص احساسات این مسئله را شرح دهیم باید اشاره مدل بهتری آموزش یابد. اگر بخواه

یک جمله مشخص  گانگویند دادگاناغلب این در موجود در این کاربرد کنیم.  مجموعه دادگانای به 

 کلمات و تاثیردهد که . این موضوع نشان میکنند()بازی می دنکنرا با احساسات مختلف بیان می

توان گفت در کاربرد تشخیص احساس . در نتیجه میموردنظر نیستاس گوینده احس برهای آوایی، کلاس

هایی که مرتبط با گفتار و کلمات است بخش نامرتبط به هدف ما بوده و مفهوم کلی از نویز ویژگی

های قابلیت از در این رسالهاین موضوع  حلها را کم کرد. برای باشند که باید به طریقی تاثیر آنمی

 .استفاده کردیم ه کسریوریتبدیل ف

 

 زیدر حذف نو یکسر هیفور لیدر تبد گنالیچرخش س ریتاث 2-3شکل 

 اساسی اطلاعات استخراج SER در مهم بسیار فرایند یک ،شد بیانهای گذشته در فصل که طورهمان

وصیات ها و خصبا توجه به ویژگی ،رساله این در. است بندیطبقه عملکرد بهبود برای سیگنال ضروری و

 بربتنیم تطبیقی زمان-فرکانس ویژگی استخراج روش یکشده درباره تبدیل فوریه کسری در بالا، مطرح

شده  پیشنهاد 9-9شکل دیاگرام پیشنهادی در مطابق با بلوک( DFrFT) کسری گسسته فوریه تبدیل

 دیاگرام، مطابق با تابع تعریف شده درمراحل مشخص شده در بلوک این ویژگی پیشنهادی طی است.
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 شود: های زیر استخراج میو توسط گام ۶-9معادله 

 گسسته فوریه تبدیل بسط (DFT ) 

 ماتریس  محاسبهS  

  ماتریس  ویژه مقادیر و ویژه بردارهایمحاسبهPSP 

 محاسبه تابع هرمیت گوسی 

 اعتبارسنجی مجموعه یک با آلفا پارامتر تنظیم 

.𝐹𝑎[𝑚 ۶-9معادله  𝑛] = ∑ 𝑢
𝑘
[𝑚]𝑒

−𝑗
𝑘

2
𝑘𝑎

𝑢
𝑘
[𝑛]

𝑁−1

𝑘=0

 

λkو گسسته دلالت دارد، گوسی -یتمین تابع هرمkبه  𝑢𝑘[𝑛]در رابطه فوق  = 𝑒
−𝑗𝜋

2
𝑘𝑎

مقدار ویژه  

 ۶-9معادله ، در حل [26]بیان شده  Candanی طور که در مطالعههمان م تبدیل فوریه است.𝛼توان 

 :دو ابهام وجود دارد که باید حل کرد

 توان عمل محاسبه زیرا افتد،می اتفاق ویژه مقادیر کسری توان در زمان محاسبه اول ابهام 

𝜆𝑘صورت ویژه به مقدار محاسبه را با ابهام این .نیست 9مقداری-تک کسری
𝛼 = 𝑒

−𝑗𝜋𝑘𝛼

2 

 توان برطرف کرد.می

 2ابهام دوم مربوط به ساختار ویژه DFT ماتریس که جاآن است. از DFT مقدار چهار فقط 

𝜆𝑘دارد )یعنی  خاص λk ویژه = 𝑒𝑥𝑝(−𝑗𝑛𝑘 ∕ 2) ∈ {1.−1. 𝑗.−𝑗}،) ویژه دیگر و مقادیر 

 همینبه. بودنخواهد  فردمنحصر به ویژه بردار مجموعه بنابراین روند،هدر می طورکلیبه

 .شود مشخص ۶-9معادله  در استفاده برای خاص ویژه بردار مجموعه یک است لازم دلیل،

ق با مطاب .شودمی حل رابطه در ویژه توابع عنوانبه گوسی-هرمیت توابع انتخاب با ابهام این

                                                
1 Single-Valued 
2 Eigen-Structure 
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 هستند S ماتریس ویژه توابع که گوسی-هرمیت توابع اثبات شده است که [26]تحقیقات 

 بردارهای شده که همچنین مشخص .هستند نیز DFT ماتریس توابع ویژه ،(7-9معادله )

 تعریف P ماتریس یک ما بنابراین، .هستند فرد یا زوج بردارهای S یا DFT ماتریس ویژه

 مثال عنوانبه کند،می تجزیه خود فرد یا زوج اجزای به را دلخواه بردار یک هک کرد خواهیم

 ،𝑃𝑆𝑃−1 تبدیل گرفتن نظر در با .است شده داده نشان ۴-9معادله  در P بعدی-7 ماتریس

و  "𝐸𝑣" های زوجماتریس ویژه بردارهای یافتن به S از مشترک ویژه بردارهای یافتن مشکل

 .(9-9معادله یابد )می کاهش "𝑂𝑑" فرد

𝑆 7-9معادله  =
−1

4𝑛

 
 
 
 
 
 
 
 
 
−2 1 0

1 2 𝑠𝑜𝑠(
2𝑛

𝑛
) 1

0 1 2 𝑠𝑜𝑠(
2𝑛

𝑛
2) − 4 

… 0 1
… 0 0
… 0 0

⋮
⋮

1 0 0… 1 2 𝑠𝑜𝑠(
2𝑛

𝑛
(𝑛 − 1)) − 4  

 
 
 
 
 
 
 
 

 

𝑃 ۴-9معادله  =
1

√2

 
 
 
 
 √2    0    0    0    0
0      1    0    0    1
0      0    1    1    0
  0      0    1 − 1   0
0      1    0    0    1  

 
 
 
 

 

𝑃𝑆𝑃−1 9-9معادله  = 𝑃𝑆𝑃 = (
𝐸𝑣 0
0 𝑂𝑑

) 

 𝑂𝑑 و Ev صفر پوششهای ماتریس ویژه بردارهای ازترتیب به S فردو  زوج ویژه هایبردارجا که از آن

 چیزی که ،P طریق از تبدیل و صفر وششپ از پس که ادد نشان توان می بنابراینشوند، استخراج می

 از عبور 2k با S زوج ویژه بردار صفر، از عبور k با Ev ویژه بردار بردار، فرد و زوج ندپسو یک جز نیست

0) صفر ≤ 𝑘 ≤ ⌊𝑁 2⁄  2k+1 با S فرد ویژه بردار صفر، از عبور k با Od ویژه بردار و کندایجاد می را (⌊

0) صفر از عبور ≤ 𝑘 ≤ ⌊(𝑁 − 3) 2⁄ ترتیب با به S فردو  زوج ویژه هایبردار .دهدمی دست به را (⌊

 شوند:محاسبه می 1-9معادله و  ۰-9معادله 
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𝑈2𝑘[𝑛] ۰-9معادله  = 𝑃[𝑒̂𝑘
𝑇|0⋯0]𝑇;                 0 ≤ 𝑘 ≤ ⌊𝑁 2⁄ ⌋ 

𝑈2𝑘+1[𝑛] 1-9معادله  = 𝑃[0⋯0|𝑜̂𝑘
𝑇]𝑇;            0 ≤ 𝑘 ≤ ⌊(𝑁 − 3) 2⁄ ⌋ 

 دهند. را نشان می صفر از عبور k با Od ویژه بردار 𝑜̂𝑘، و صفر از عبور k با Ev ویژه بردار 𝑒̂𝑘 در روابط فوق

، مرحله آخر یافتن بهترین مقدار برای زاویه ۶-9معادله  ی ویژه دردر پایان با توجه به یافتن بردارها

𝛼  در محاسبه مقادیر ویژه𝑒
−𝑗

𝜋

2
𝑘𝑎

 مناسب چرخش یک توانمی پارامتر این تنظیم باجا که است. از آن 

 پارامتراین  9تنظیم برای ،شود حذف راحتیبه سیگنال نامطلوب قسمت تا کرد ایجاد تبدیل فضای در

در فصل آینده چگونگی این  .کردیم استفادهو مطابق با رابطه زیر   2اعتبارسنجی مجموعه یک از آلفا

  را تجزیه و تحلیل خواهیم کرد. 𝛼اعتبارسنجی و یافتن بهترین مقدار زاویه 

𝐹𝑖𝑛𝑑 ′𝛼′ 𝑡ℎ𝑎𝑡 {𝑚𝑎𝑥 9۸-9معادله 
𝛼

𝐴𝑠𝑠(𝐹𝑖
𝛼[𝑚, 𝑛], 𝑡𝑖)} ;       0 < 𝛼 ≤ 2𝑛   𝑎𝑛𝑑  𝛼 ∈ ℛ 

𝐹𝑖، و SVMبند دقت طبقه 𝐴𝑠𝑠که 
𝛼[𝑚. 𝑛]  و𝑡𝑖 ترتیب بردار ویژگی و برچسب کلاس نمونه بهi.م هستند 

  استخراج ضرایبMFCC  

گزینی کل سیستم خطی با رویکردهای دهند که بدون جاینشان می [22] [27] برخی از آثار

 دست آورد.دقت تشخیص بیشتری به MFCCهای غیرخطی با ترکیب ویژگیتوان با می ،غیرخطی جدید

و مشتقات مرتبه اول  MFCCبر استخراج ویژگی پیشنهادی، ضرایب علت در این سیستم علاوه همینبه

 شوند.  استخراج می 9-9شکل دیاگرام و دوم آن نیز مطابق با بلوک

                                                
1 Tuning 
2 Validation Set 

∆MFCC, 

∆∆MFCC 
 

MFCC 
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 MFCC یهایژگیمراحل استخراج و 3-3شکل 

 

است که در این مرحله  پردازشپیش، مرحله اول است نشان داده شده 9-9شکل طور که در همان

ثانیه میلی 𝐿هایی به طول شوند. سیگنال ورودی به فریمهای کوچکی تقسیم میهای گفتار به فریمنمونه

𝐿پوشانی با نرخ هم

2
شود. گذاری انجام میشود. سپس با استفاده از پنجره همینگ عمل پنجره، تقسیم می 

 مالعا تبدیل فوریه گسسته سریعگذاری شده، بندی و پنجرهدر مرحله بعدی روی این سیگنال فریم

 .خواهد بود 99-9معادله مطابق  𝑋(𝑘)باند گسسته فرکانس  Nشده و خروجی آن 

𝑋(𝑘) 99-9معادله  = ∑ 𝑥(𝑛)𝑒−𝑗2(
𝑘
𝑁)𝑘𝑛

𝑁−1

𝑛=0

 

گیری مقیاس مل یک مقیاس اندازه .فوریه استبر روی ضرایب  1فیلتر بانک مل مرحله بعدی اعمال

 هایبا فرکانس 2ییها. سیگنال گفتار شامل تناست توسط انسان ی یک آواشدهگام یا فرکانس شنیده

  :شودمی یگیراندازهبا استفاده از رابطه زیر . مقیاس مل است f مختلف

𝑀𝑒𝑙 92-9معادله  = 1127.01048 log𝑒(1 + (𝑟/700)) 

 ته،معکوس تبدیل فوریه گسسمل، و محاسبه  بانک فیلتر روی سیگنال خروجی از لگاریتمبعد از اعمال 

 شوند.تولید می MFCCیعنی ضرایب ای محدود از نقاط داده دنباله

ت مرتبه اول و دوم باهم ترکیب شده و مشتقا MFCCهای مستخرج پیشنهادی و ضرایب ویژگی

                                                
1 Mel-scaled Filter bank 
2 Tones 

سیگنال 
گفتار 
ورودی

پیش 
پردازش

تبدیل 
فوریه 

سریع  
(DFFT)

نک فیلتر با
مل 

لگاریتم

تبدیل 
فوریه 
سریع 
معکوس

مشتقات 
زمانی
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عنوان ورودی الگوریتم انتخاب شود. سپس بردار ویژگی نهایی به( نیز محاسبه می99-9معادله ها )آن

 گردد.ویژگی ترکیبی پیشنهادی لحاظ می

𝛥𝑟𝑘[𝑖] 99-9معادله  = 𝑟𝑘+𝑀[𝑖] − 𝑟𝑘−𝑀[𝑖]        (𝑀 = 1…3 𝑟𝑓𝑎𝑚𝑒𝑠) 

 روش انتخاب ویژگی پیشنهادی 

حداکثر به .9در این مرحله از مدل نیاز به تعریف یک روش انتخاب ویژگی براساس دو معیار است : 

دف ه بندی. با اینهای استفاده شده برای طبقهحداقل رساندن تعداد ویژگی. به2 بند،رساندن دقت طبقه

 انتخاب برای 2فاخته جستجوی تکنیک و 9الگوریتم ژنتیک از متشکل ترکیبی روش یک از رساله این در

 .است شده استفاده ویژگی

 9سراسری یتصادف یروش جستجو ک، یشده است شنهادیپ 919۸دهه  لیکه در اوا الگوریتم ژنتیک

لف مخت یشده و با استفاده از عملگرها آغاز هااز کروموزوم هیاول تیجمعتولید تصادفی یک ا ب است که

برای  الگوریتم ژنتیک مطالعات زیادی از .است ۶دنبال بهبود این جمعیت براساس یک تابع برازندگیبه

، به n، یک زیرمجموعه ویژگی توسط یک رشته باینری با طول GAاند. در انتخاب ویژگی استفاده کرده

با عدد یک یا صفر، انتخاب یا عدم  iکه مقداردهی موقعیت  صورتاینشود، بهنام کروموزوم مدل می

سازی برای رفتن به نسل بعدی مورد دهد. کروموزوم از طریق یک تابع بهینهرا نشان می i انتخاب ویژگی

 شوند.توسعه داده می ۴و جهش 7ها توسط دو عملگر ادغامگیرد. جمعیت کروموزومارزیابی قرار می

 یپرندگان دمثلیکه براساس تول عت استیگرفته از طب، یک الگوریتم الهامالگوریتم جستجوی فاخته

ها )میزبان( دیگر فاخته 9های بارورشده خود را در لانهاز نژاد فاخته ایجاد شده است. فاخته معمولا تخم

                                                
1 Genetic Algorithm (GA) 
2 Cuckoo Search (CS)  
3  Stochastic global search 
4 Fitness Function 
5 Cross-Over 
6 Mutation 
7 Nest 
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مالی ر احتاش تعلق ندارند، دو رفتاها به لانهشود این تخمکه متوجه مییدهد و پرنده میزبان زمانقرار می

ه یپاساس این الگوریتم  براکند. اندازد یا لانه را ترک میرون مییدهد: یا تخم را از لانه بمیاز خود نشان 

 : [22] سه قانون زیر استوار است

 دهدتصادفی قرار می یاحل( را در لانههر فاخته یک تخم )راه. 

 شوند.حل( به نسل بعدی منتقل میها از نظر کیفیت تخم )راهبهترین لانه 

 تواند تخم بیگانه را با احتمال موجود میزبان ثابت است و یک میزبان می یهاتعداد لانه𝑝𝛼 ∈

واند تخم را بیرون انداخته و یا لانه را ترک کند تکشف کند. در این حالت، میزبان می [0.1]

 یک لانه جدید در مکانی جدید ایجاد کند. و

 شوند. پروازهایپایه تعریف می CSهای الگوریتم گام 9نام پرواز لویبراساس این سه قانون و مفهومی به

 لوی توزیع از هاآن هایگام طول و است تصادفی ها نیزآن جهت که هستند تصادفی هایرویپیاده لوی

نند. کتصادفی جستجو میدر طبیعت حیوانات غذای خود را به صورت تصادفی یا شبه .شودمی مشتق

های تصادفی است، زیرا حرکت بعدی براساس مکان یا وضعیت طورکلی، مسیر کاوش یک حیوان، گامبه

روازی اند که رفتار پشان دادهشود. تحقیقات مختلفی نفعلی و احتمال انتقال به مکان بعدی تعیین می

دهند و کاربرد این رفتارها در های ویژه پرواز لوی را نشان میبسیاری از حیوانات و حشرات مشخصه

. به [131][133]ای دارند های جستجوی بهینه نتایج امیدوارکنندهسازی و روشهای بهینهالگوریتم

سازی الگوریتم جستجوی فاخته برای تولید لانه جدید، از این روش استفاده شده همین دلیل در پیاده

 است.

 ضایف الگوریتم ژنتیک گام، اولین در ،رسالهروش انتخاب ویژگی ترکیبی پیشنهادشده در این در 

 در .کند جدا را جستجو در فضای منطقه ترینامیدوارکنندهو ترین محتمل تا کندمی کاوش را جستجو

 هایبهینه در شدن گرفتار از جلوگیری و سراسری جستجوی بهبود برای جستجوی فاخته دوم، مرحله

                                                
9 Lévy Flight 
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در . یابدمیرا  بهتری دیجد یو راه حل ها را بسط داده GAی محدودشده توسط جستجو یفضا محلی

برازندگی استفاده شده است. در تابع  SVMبند ها از طبقهحلهر دو مرحله جهت انتخاب بهترین راه

 .است شده داده نشان ۶-9شکل  در پیشنهادی ویژگی فلوچارت تکنیک انتخاب

گر یک مجموعه ویژگی است که حل نمایاننشان داده شده، یک راه 4-3شکل  همانطور که در فلوچارت

مفاهیم  ترتیب باحل( و ژن )ویژگی(، و در الگوریتم فاخته بههیم کروموزوم )راهدر الگوریتم ژنتیک با مفا

شود. برای انتخاب یا عدم انتخاب یک ویژگی، از یک بردار باینری با طولی برابر لانه و تخم نشان داده می

انتخاب  نایدر هر بردار به مع 9که عدد طوریشود بهحل استفاده میعنوان راهها بهتعداد کل ویژگی

  (.7-9شکل ویژگی مربوطه برای ساخت لانه جدید است و عدد صفر نماد عدم انتخاب آن ویژگی است )
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 یشنهادیپ یژگیو انتخاب یبیترک تمیالگور فلوچارت 4-3شکل 

 

 

 

D d-1 .... ۰۱ ۹ ۸ ۷ ۶ ۵ ۴ ۳ ۲ ۰ 

۱ ۱ ..... ۱ ۰ ۰ ۰ ۰ ۱ ۱ ۱ ۱ ۰ 

بردار 

       هاویژگی

 انتخاب چرخ رولت

 جهش -ادغام

(    n*dایجاد جمعیت اولیه )

 ها کروموزوم

  𝑟(𝑥𝑖) تابع ارزیابی

 شرط خاتمه؟

ها و بندی کروموزومرتبه

ها حلذخیره بهترین راه

 Bestدر 

No 

Yes 

 GAمراحل 

 مجموعه ویژگی انتخابی

 iحل انتخاب یک راه
 صورت تصادفیبه

 x(i) حل جدیدتولید یک راه

 Levyتوسط پرواز 

  𝑟(𝑥𝑖) تابع ارزیابی

 CSمراحل 

شرط 

 خاتمه؟

If (𝑟(𝑥𝑖) > 𝑟(𝑥𝑗)) 

Replace j by i solution in 

Best 

No 

Random 

j 

Best 
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 یشنهادیدر روش پ کیژنت تمیکروموزوم در الگوریک نمونه  1-3شکل 

ارزیابی جمعیت با استفاده ژن،  dکروموزوم تشکیل شده از  nبعد از تولید جمعیت اولیه با تعداد 

ها برای نسل حلع برازندگی انجام شده و سپس عملگرهای ادغام و جهش و انتخاب بهترین راهاز تاب

ند ب، استفاده از طبقهرسالهیکی دیگر از پیشنهادات این  شوند.ها اعمال میبعدی، روی این کروموزوم

SVM ت معیار دقشده از دو در طراحی تابع ارزیابی الگوریتم پیشنهادی است، که این تابع پیشنهاد

تابع برازندگی پیشنهاد شده را  9۶-9معادله کند. شده استفاده میهای انتخاببند و تعداد ویژگیطبقه

 دهد:نشان می

و  ،𝑥𝑖با استفاده از مجموعه ویژگی پیشنهادی  SVMبند دقت طبقه 𝑆𝑉𝑀_𝐴𝑠𝑠(𝑥𝑖)که به طوری 

𝑟_𝑛𝑢𝑚(𝑥𝑖) دهند. همچنین وزنی که براساس میزان های این مجموعه را نشان مینیز تعداد ویژگی

نشان  𝑤𝑛و  𝑤𝑟های ترتیب با وزندر تابع ارزیابی لحاظ شده، به هابند و تعداد ویژگیتاثیر دقت طبقه

نشان داده شده، ارزیابی جمعیت و اعمال عملگرهای ژنتیک:  ۶-9شکل داده شده است. همانطور که در 

یابند و در پایان بهترین طور تکراری ادامه میانتخاب چرخ رولت، ادغام و جهش تا ارضاء شرط خاتمه به

 شوند. ا ذخیره شده و به فاز بعدی الگوریتم )جستجوی فاخته( ارسال میهحلراه

ها عنوان لانهبه GAهای تولیدشده توسط حلدر فاز دوم الگوریتم پیشنهادی، بهترین راه

توسط پرواز  𝑥𝑖 دیجدحل تصادفی شوند و در مرحله اول یک راهاعمال می CSها( به الگوریتم حل)راه

 (. 97-9معادله شود )ی تولید میلو

 97-9معادله 

𝑥𝑖
𝑗
(𝑡 + 1) = {1.       𝑖𝑟  𝑆(𝑥𝑖

𝑗
(𝑡)) > 𝛿

0                  𝑜𝑡ℎ𝑒𝑓𝑤𝑖𝑠𝑒 
 

𝑆(𝑥𝑖
𝑗
(𝑡)) =

1

1 + 𝑒−𝑥
𝑖
𝑗
(𝑡)

 

δدر رابطه فوق  ∼ 𝑈(0.1)  و𝑥𝑖
𝑗
(𝑡) حل ارزش راهiم در لانه اj ام در مرحلهt ها است. پرواز فاخته

𝑟(𝑥𝑖) 9۶-9معادله  = 𝑤𝑟 ∗ 𝑆𝑉𝑀_𝐴𝑠𝑠(𝑥𝑖) + 10 ∗ 𝑤𝑛 ∗ 𝑟_𝑛𝑢𝑚(𝑥𝑖)
−1 
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ستفاده از ا ها باصورت که ابتدا موقعیت فعلی فاختهاینشود، بهبراساس یک تابع سیگموئیدی انجام می

شود و سپس بهترین پرواز جهت نسل بعدی انتخاب می 9و  ۸ تبدیل به اعداد بین δتابع تصادفی 

دست آمده و با مقدار به 9۶-9معادله حل توسط تابع ارزیابی گی این راهشود. سپس مقدار برازندمی

ن، مقایسه شده و درصورت بهتر بود GAم از مجموعه جواب تولیدشده توسط jحل تصادفی برازندگی راه

شود. این مراحل تا رسیدن به شرط خاتمه الگوریتم تکرار شده و در پایان یک مجموعه جایگزین می

 ید.آدست میویژگی بهینه به

 و ارزیابی بندیطبقه 

 بندیطبقه 3-2-4-1

شتیبان بند ماشین بردار پآخرین مرحله در سیستم پیشنهادی تشخیص احساس از گفتار استفاده از طبقه

(SVMبا هسته تاب )احساسی هایهای گفتار در دستهبندی سیگنالبرای دسته  9ع پایه شعاعی گوسی 

است. در این مرحله ابتدا جهت کاهش تاثیر حاصل از تنوع  و ارزیابی خروجی با معیارهای استاندارد

-بندی با روش استانداردسازیطبقهآموزش و آزمایش قبل از  گوینده در نرخ تشخیص، بردارهای ویژگی

z  شوندنرمال می 9۴-9معادله ابق با مط. 

𝑟ر رابطه فوق د
𝑠

𝜇𝑢𝑛𝑒است، و   c گفتار بردار ویژگی مستخرج از سیگنال 

𝑟
𝑠

𝜎𝑛𝑒𝑢و  

𝑟
𝑠

ترتیب مقادیر به 

شده جهت آموزش و دهند. سپس بردارهای ویژگی نرمالها را نشان میویژگیمیانگین و انحراف معیار 

                                                
1 Gaussian Radial Basis Function Kernel 

𝑟 9۴-9معادله 
𝑠̂
=

𝑟
𝑠
− 𝜇

𝑛𝑒𝑛

𝑓
𝑠

𝜎
𝑛𝑒𝑛

𝑓
𝑠
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روش اعتبارسنجی متقابل در شوند. انتخاب می 9لایه-kبند با روش اعتبارسنجی متقابل آزمایش طبقه

k- طور تصادفی بهزشی بههای آمومجموعه دادهلایه k زیرنمونه یا لایه (Fold)  با حجم یکسان تفکیک

عنوان مجموعه داده آموزشی ها بهاز این لایه k-1 ، تعداداعتبارسنجی در هر مرحله از فرایندو سپس ، شده

 شوند.ه میعنوان مجموعه داده اعتبارسنجی در نظر گرفتبه عدد و یک

ی وابسته به تعداد بردارهای پشتیبان آزمایشپشتیبان در مرحله پیچیدگی محاسباتی ماشین بردار 

گیری ماشین بردار رابطه مرز تصمیم 99-9معادله مده است. آ دستهموزش بآاست که در مرحله 

 :دهدنشان می هکلاس پشتیبان را در حالتی که از تابع هسته استفاده شود برای حالت دو

𝑥که در آن 
′
∈ 𝑅

𝑛
𝑥یک نمونه آزمایشی و  

𝑖
∈ 𝑅

𝑛
𝑦مین نمونه آموزشی است. iنیز  

𝑖
∈ {−9.+9} 

𝒦(𝑥مونه آموزشی است. تابع مین نiوزن  𝑥𝑖مین نمونه آموزشی و iخروجی 
𝑖
. 𝑥

′
 SVMتابع هسته  (

از اهمیت خاصی برخوردار است. این انتخاب به   SVMبندمناسب در طبقه انتخاب تابع هستهاست. 

تواند در انتخاب هسته ها میدیگر معیار شباهت بین دادهعبارتموزشی بستگی دارد. بهآهای جنس داده

ته . در چنین حالتی هساستر کاربردها معیار شباهت اقلیدسی معیار مناسبی . در اکثکمک کندمناسب 

 در سیستم تشخیص احساس از گفتار پیشنهادی. استگوسی که تابعی از فاصله اقلیدسی است، مناسب 

 استفاده شده است: 9۰-9معادله مطابق با  تابع پایه شعاعی گوسیبا هسته  SVMبند این رساله از طبقه

                                                
1 K-fold Cross Validation 

𝑦̂ 99-9معادله  = 𝑠𝑔𝑛(∑𝑤
𝑖
𝑦
𝑖
𝒦(𝑥

𝑖
. 𝑥

′
)

𝑛

𝑖=1

) 

𝒦(𝑥 9۰-9معادله 
𝑖
. 𝑥

𝑗
) = 𝑒𝑥𝑝(−𝛾)‖𝑥

𝑖
− 𝑥

𝑗
‖

2
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 ارزیابی عملکرد 3-2-4-2

معیارهای ارزیابی و با استفاده از  9ریختگیعملکرد مدل بر اساس ماتریس درهم، سنجش گام بعدی

گویند، جدولی است که ریختگی که به آن ماتریس خطا نیز میریس درهممات .است متداول عملکرد

کند. هر ستون این ماتریس ها توصیف میعملکرد یک مدل یادگیری ماشین تحت نظارت را بر روی داده

 آنهای واقعی که هر سطر نمونهشده در یک کلاس است، در حالیبینیهای پیشدهنده نمونهنشان

 دهد.ای از این ماتریس را نشان مینمونه ۴-9شکل هد. دکلاس را نشان می

 

 یختگیردرهم سیماتر نمونه کی 6-3شکل 

 :استبه شرح ذیل   ریختگیدرهم هر یک از عناصر ماتریسمفهوم 

 TN :  ی بندها منفی بوده و الگوریتم دستهواقعی آن (دستهبرچسب )که  هایینمونهتعداد

 .است درستی منفی تشخیص دادههها را بآنبرچسب نیز 

 TP :  رچسب ببندی نیز ها مثبت بوده و الگوریتم دستهواقعی آنبرچسب که  هایینمونهتعداد

 .درستی مثبت تشخیص داده استهها را بآن

 FP :  ب برچسبندی الگوریتم دسته اماا منفی بوده هواقعی آنبرچسب که  هایینمونهتعداد

 .ها را به اشتباه مثبت تشخیص داده استآن

 FN :  سب برچبندی الگوریتم دسته اماها مثبت بوده واقعی آنبرچسب که  هایینمونهتعداد

 .ها را به اشتباه منفی تشخیص داده استآن

                                                
1 Confusion Matrix 
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ه اند ککارایی مختلفی را تعریف نمودهمحققان براساس این ماتریس و عناصر آن معیارهای ارزیابی 

ز ها استفاده نمود. اتوان برای ارزیابی عملکرد سیستم تشخیص احساس از گفتار پیشنهادی از آنمی

یا  9، حساسیت2، صحت9توان به معیارهای دقتمی SERجمله معیارهای پرکاربرد برای ارزیابی عملکرد 

کار رفته در این رساله عریف مختصری از معیارهای ارزیابی بهدر ادامه ت اشاره نمود. 7و خاصیت ۶یادآوری

 خواهیم داشت.

 :ها را بند آناین است که چند درصد از الگوهایی که دسته دهندهاین پارامتر نشان دقت

شکل شده در و براساس ماتریس ارائه. مثبت تشخیص داده، در واقعیت هم مثبت هستند

 .ودشزیر فرموله و تعریف میمتوسط دقت برای یک الگوریتم یادگیر مطابق رابطه  ،9-۴

 .ها استگر تعداد کلاسنمایان 𝑙پارامتر  وابط محاسبه معیارهای ارزیابی،رتمام در 

  :ک گیری کیفیت یترین معیار اندازهترین و سادهترین، اساسیپارامتر صحت، متداولصحت

بند در مجموع دو دسته. این است و عبارت است از میزان تشخیص صحیح دسته بندطبقه

اند و براساس اده شدهگر میزان الگوهایی است که درست تشخیص دپارامتر در واقع نشان

ر زیمتوسط صحت برای یک الگوریتم یادگیر مطابق رابطه ، ۴-9شکل شده در ماتریس ارائه

 :شودفرموله و تعریف می

                                                
1 Precision 
2 Accuracy 
3 Sensitivity 
4 Recall 
5 Specificity 

𝐴𝑣𝑒𝑓𝑎𝑔𝑒 𝑃𝑓𝑒𝑠𝑖𝑠𝑖𝑜𝑛 91-9معادله  =  
∑

𝑡𝑝𝑖

𝑡𝑝𝑖 + 𝑟𝑝𝑖

𝑙
𝑖=1

𝑙
 

𝐴𝑣𝑒𝑓𝑎𝑔𝑒 𝐴𝑠𝑠𝑢𝑓𝑎𝑠𝑦 2۸-9معادله  =  
∑

𝑡𝑝𝑖 + 𝑡𝑛𝑖

𝑡𝑝𝑖 + 𝑟𝑛𝑖 + 𝑟𝑝𝑖 + 𝑡𝑛𝑖

𝑙
𝑖=1

𝑙
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 حساسیت: ( حساسیت که همان معیار فراخوانRecall است، به معنی نسبتی از )

 .است عنوان نمونه مثبت تشخیص دادهدرستی بهها را بههای مثبت است که سیستم آننمونه

س از گفتار معمولا عملکرد سیستم با استفاده در اکثر تحقیقات مربوط به حوزه تشخیص احسا

شود ( گزارش میWA) "2میانگین وزنی صحت"( و UA) "9میانگین بدون وزن صحت"از 

معیارهای  با ترتیببه WA و UA معیارهای همکارانش، و سوکولووا مطالعه . طبق[4]

Macro-Average Recall  وMicro-Average Recall این معیارها با .[132]هستند  برابر 

 شوند:استفاده از روابط زیر محاسبه می

 

 

بر سیستم تشخیص احساس از گفتار مبتنیفاز دوم:   3-3

 ها به فضای چندبعدی احساسنگاشت مجموعه ویژگی

پیشنهادی فاز اول یک نگاشت بین فضای  هایبا استفاده از ویژگی وم مدل پیشنهادی این رساله،در فاز د

ویژگی آکوستیک گفتار و فضای سه بعدی احساس تخمین زده شده است. در الگوریتم پیشنهادی این 

ن گفتار های مجموعه دادگاپیشنهادی فاز اول و نمونه ابتدا با استفاده از روش استخراج ویژگی فاز

های گفتار و سپس ابعاد داده شودمییک مدل یادگیر آموزش داده  VAMاحساسی فضای پیوسته 

                                                
1 Unweighted Average (UA) Recall  
2 Weighted Average (WA) Recall 

𝑈𝑛𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝐴𝑣𝑒𝑓𝑎𝑔𝑒(𝑀𝑎𝑠𝑓𝑜 𝐴𝑣𝑒𝑓𝑎𝑔𝑒 𝑅𝑒𝑠𝑎𝑙𝑙) 29-9معادله  =  
∑

𝑡𝑝𝑖

𝑡𝑝𝑖 + 𝑟𝑛𝑖

𝑙
𝑖=1

𝑙
 

𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝐴𝑣𝑒𝑓𝑎𝑔𝑒 (𝑀𝑖𝑠𝑓𝑜 𝐴𝑣𝑒𝑓𝑎𝑔𝑒 𝑅𝑒𝑠𝑎𝑙𝑙) 22-9معادله  =  
∑ 𝑡𝑝𝑖

𝑙
𝑖=1

∑ (𝑡𝑝𝑖 + 𝑟𝑛𝑖)
𝑙
𝑖=1
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شکل نمای کلی این فاز در  د.شونمیبا این مدل تخمین زده  EMO-DBاحساسی گسسته پایگاه داده 

 نشان داده شده است. 9-9

 

 

 

 

 احساس یچندبعد یبه فضا هایژگینگاشت مجموعه و -بلوک دیاگرام فاز دوم 7-3شکل 

های پردازش و استخراج ویژگیپیشفرایند مشخص شده است، بعد از  9-9شکل طور که در همان

ا هقبل از نگاشت به فضای سه بعدی ابعاد فضای ویژگی ،VAM های گفتار دادگانپیشنهادی از سیگنال

 اند.ادامه مراحل این فاز شرح داده شدهدر  یابد.کاهش می PCA اصلیروش تحلیل مؤلفه از  استفادهبا

 های اصلی ها با روش تحلیل مؤلفهکاهش ابعاد ویژگیPCA:  کاهش  برایدر این الگوریتم

 یهانمونه ابعاد نیتخم

 EMO-DB 

  یکنکت با هایژگیو ابعاد اهشک
PCA 

 یاحساس گفتار دادگان یریادگی مدل تست و آموزش
EMO-DB 

 یافتهآموزش مدل

 
 
 
 
𝑭𝟏

𝜶

𝑭𝟐
𝜶

⋮
𝑭𝒅𝟐

𝜶
 
 
 
 

 

 
 
 
 
∆𝑭𝟏

𝜶

∆𝑭𝟐
𝜶

⋮
∆𝑭𝒅𝟐

𝜶
 
 
 
 

 

 
 
 
 
∆∆𝑭𝟏

𝜶

∆∆𝑭𝟐
𝜶

⋮
∆∆𝑭𝒅𝟐

𝜶
 
 
 
 

     +  

𝑴𝑭𝑪𝑪𝟏

𝑴𝑭𝑪𝑪𝟐

⋮
𝑴𝑭𝑪𝑪𝒅𝟏

   

𝚫𝑴𝑭𝑪𝑪𝟏

𝚫𝑴𝑭𝑪𝑪𝟐

⋮
𝚫𝑴𝑭𝑪𝑪𝒅𝟏

   

𝚫𝚫𝑴𝑭𝑪𝑪𝟏

𝚫𝚫𝑴𝑭𝑪𝑪𝟐

⋮
𝚫𝚫𝑴𝑭𝑪𝑪𝒅𝟏

  

 

 

 فاز اول یشنهادیپی ژگیو استخراج

 پردازششیپ
 گفتار دادگان

 VAM یاحساس

 
𝑉𝑎𝑙𝑒𝑛𝑠𝑒

𝐴𝑠𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛
𝐷𝑜𝑚𝑖𝑛𝑎𝑛𝑠𝑒

  

 ارزیابی
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هدف  .شودفاده میفضای جدید با ابعاد کوچکتر است یک ها بهیژگیو از روش نگاشت هاتعداد ویژگی

سعی  PCAالگوریتم  یکلطور. بهاستهای جدید این الگوریتم از بین بردن همبستگی بین ویژگی

-یویژگای از ، مجموعهاین الگوریتم. ورودی ارائه دهددارد بهترین نمایش یک داده را با ابعاد کوچکتر 

ن ایاست. برای انجام این تبدیل، ابتدا کواریانس بین  VAMراج شده از دادگان های پیشنهادی استخ

 Aاین ماتریس کواریانس با تبدیل سپس و  محاسبه شده)که دارای میانگین صفر هستند(  هاویژگی

 .شودییک ماتریس کواریانس قطری تبدیل مبه  29-9معادله مطابق 

 

ن های این ماتریس، هما. ستونکندمنتقل می یرا به فضای جدید هاویژگیتبدیلی است که  Aتبدیل 

 های با میانگین صفر است. یعنی:ویژگیبردارهای ویژه ماتریس کواریانس بین 

 

 

 

 

 های جدید، یک ماتریس قطری خواهد بود:س بین ویژگیاین انتقال، کواریاناستفاد از با

 

 

  :های ویژگی با استفاده از در این مرحله یک شبکه عصبیآموزش و تست مدل یادگیری

ی سه مقداره )جاذبه، انگیختگی، تسلط( دست آمده از مرحله قبل براساس یک تابع خروجبه

برای تخمین مقادیر سه  EMO-DBهای مستخرج از پایگاه داده یابد. سپس ویژگیآموزش می

 .شونددیده اعمال میبه این مدل آموزش بعد )جاذبه، انگیختگی، تسلط(

  :وسطدر مرحله آخر، مقادیر سه بعد )جاذبه، انگیختگی، تسلط( تخمین زده شده تارزیابی 

𝑦 29-9معادله  = 𝐴𝑇𝑥 

 2۶-9معادله 
𝑅𝑦 ≡ 𝐸[𝑦𝑦𝑇] = 𝐸[𝐴𝑇𝑥𝑥𝑇𝐴] = 𝐴𝑇𝑅𝑥𝐴 

𝑅𝑦 = 𝐴𝑇𝑅𝑥𝐴 = Λ 

𝑅𝑥 27-9معادله  ≈
1

𝑛
∑𝑥𝑘𝑥𝑘

𝑇

𝑛

𝑘=1

  

Σ𝑦 2۴-9معادله  = 𝐴𝑇Σ𝑥𝐴 = Λ 
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مطابق  2پیرسون ( و ضریب همبستگیMSE) 9معیارهای ارزیابی خطای میانگین مربعات

 شوند.معادلات زیر ارزیابی می

خروجی بردار  𝑌̂بردار سه بعدی مقادیر واقعی )جاذبه، انگیختگی، تسلط( و  𝑌در معادلات فوق 

است. همچنین پارامترهای  نمونه Nاز  i زده شده توسط مدل یادگیرنده برای هر نمونهتخمین

𝜇𝑌  ،𝜇𝑌̂ ،𝜎𝑌  و𝜎𝑌̂ ترتیب میانگین و واریانس این مقادیر هستند.به 

 بندیجمع 3-4

سته و و مدل گسی تشخیص احساس از گفتار براساس ددر این فصل در دو فاز یک سیستم بهبودیافته

پیوسییته فضییای احسییاسییات ارائه شیید. در فاز اول با ارائه یک روش اسییتخراج ویژگی نوین و یک روش 

هاد های گسیسیته احسیاسی پیشنترکیبی تکاملی انتخاب ویژگی یک مدل بهینه برای تشیخیص کلاس

یک مجموعه  های مستخرج ازشید. در فاز دوم با اسیتفاده از آموزش یک مدل یادگیرنده توسط ویژگی

های اسییتخراج شییده از یک مجموعه دادگان دیگر، یک دادگان و تخمین مقادیر سییه بعد برای ویژگی

ها به فضیای سیه بعدی احسیاس تخمین زده شید. در فصل بعد با استفاده از نگاشیت از فضیای ویژگی

 خواهد شد.ارزیابی اعتبارسنجی و عملکرد آن های متعدد این سیستم پیشنهادی آزمایش

 

                                                
9  Mean squared error 
2  Pearson’s Correlation Coefficient 

𝑀𝑆𝐸 29-9معادله  =
1

𝑛
∑(𝑌𝑖 − 𝑌̂𝑖)

2
𝑛

𝑖=1

 

 2۰-9معادله 
𝐶𝐶(𝑌. 𝑌̂) =

𝑠𝑜𝑣(𝑌. 𝑌̂)

𝜎𝑌𝜎𝑌̂
=

∑ (𝑌 − 𝜇𝑌)(𝑌̂ − 𝜇𝑌̂)
𝑁
𝑖=1

√∑ (𝑌 − 𝜇𝑌)2
𝑁
𝑖=1

√∑ (𝑌̂ − 𝜇𝑌̂)
2𝑁

𝑖=1
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تحلیل نتایج آزمایش 
 ها و تجزیه و 
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 مقدمه 4-1

اساس و برتشخیص احساس از گفتار با هدف بهبود دقت تشخیص یک سیستم در این رساله در دو فاز 

دو بخش کلیدی مساله تشخیص  سیستم پیشنهادی رویدر فاز اول . دو مدل احساسی پیشنهاد شد

. ودببندی دقیق احساسات، متمرکز های موثر در طبقهیاحساس از گفتار، یعنی استخراج و انتخاب ویژگ

 گیویژ یک برای استخراج روشی ،تحقیقات متداول سایر هایاستفاده از ویژگی برعلاوهراستا، در این 

همچنین یک الگوریتم ترکیبی تکاملی نیز  شد. پیشنهادفرکانس -یافته در حوزه زمانجدید تطبیق 

ن در فاز دوم یک نگاشت بین ای بندی ارائه شد.ویژگی قبل از مرحله طبقهبرای انتخاب بهترین مجموعه 

بعدی احساس پیشنهاد شد. برای ارزیابی این دو مدل پیشنهادی سیستم پیشنهادی و مدل سه

های متعددی در هر بخش سیستم انجام شد که در ادامه ارائه خواهد شد. برای ارزیابی عملکرد آزمایش

افزار استفاده از نرم پیشنهادی سیستم تشخیص احساس از گفتار باهر دو مدل ده آم دستبهو نتایج 

MATLAB-R2017  همچنین برای آموزش و آزمایش سیستم پیشنهادی از سازی شده استپیاده .

 شوند.چهار مجموعه دادگان استفاده شد که در ادامه به تفصیل شرح داده می

ان استفاده شده برای ارزیابی روش پیشنهادی معرفی خواهند در ادامه این فصل، ابتدا مجموعه دادگ

ها در سه دسته )ارزیابی روش استخراج شد. سپس ارزیابی فاز اول روش پیشنهادی رساله با انجام آزمایش

خش شود. در ببند( انجام میتاثیر طبقه -ارزیابی روش انتخاب ویژگی پیشنهادی -ویژگی پیشنهادی

بعدی احساس مورد ارزیابی و تجزیه و تحلیل ها به فضای سهگاشت مجموعه ویژگیبعدی، فاز دوم یعنی ن

 قرار خواهد گرفت.

 مجموعه دادگان 4-2

متعددی با چهار مجموعه داده شامل: پایگاه  هایدر این رساله جهت ارزیابی روش پیشنهادی آزمایش

ار احساسی فارسی درام ، پایگاه داده گفتSAVEE(، دادگان احساسی Emo-DBداده احساسی برلین )
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( فصل دوم اطلاعات کلی 9-2. در جدول )انجام شده است VAMو مجموعه داده مدل احساس پیوسته 

به زبان آلمانی و شامل  Emo-DB. مجموعه دادگان درباره این چهار مجموعه دادگان ارائه شده است

جمله را در  9۸، که هر بازیگر بازیگر )پنج زن و پنج مرد( است 9۸شده توسط سیگنال گفتار بیان 797

گاه داده اند. پایهفت کلاس احساسی: خوشحالی، غم، عصبانیت، ترس، تنفر، خستگی و خنثی بیان کرده

SAVEE  هفت  جمله با 97سیگنال گفتار آن توسط چهار گوینده مرد در  ۶2۸به زبان انگلیسی است و

اند. مجموعه شدهبیان خنثی و تعجب ، غم، عصبانیت، ترس، تنفر،دسته احساسی شامل: خوشحالی

عصبانیت، سیگنال گفتار احساسی با هشت برچسب:  9۶9( شامل PDRECدادگان فارسی درام )

. در انداست که از رادیو نمایش ضبط شده خنثیو  خستگی، نفرت، ترس، ناراحتی، تعجب، خوشحالی

شده از رادیو نمایش های پخشمیان برنامهمرد( از  9۰زن و  97بازیگر ) 99های این پایگاه داده سخنرانی

های فاز اول روش گذاری شده است. این سه مجموعه دادگان برای ارزیابی نتایج آزمایشضبط و برچسب

اند. در فاز دوم از مجموعه دادگان گفتار احساس طبیعی با زبان آلمانی پیشنهادی رساله استفاده شده

VAM  گفتار است که از یک برنامه جنگ تلویزیونی ضبط شده  سیگنال 1۶9استفاده شده که شامل

است. در این پایگاه داده برای هر سیگنال گفتار سه پارامتر: جاذبه، انگیختگی و قدرت )تسلط( لحاظ 

است.  2گذاریو انحراف معیار برچسب 9شده که هر پارامتر دارای دو مقدار میانگین وزنی ارزش احساس

 دهد.توزیع مجموعه دادگان گفتار احساسی گسسته استفاده شده در این رساله را نشان می 9-۶جدول 

 :AG غم، :SD ،یخوشحال :HP) -اول فاز در شده استفاده یاحساس گفتار دادگان مجموعه عیتوز 9-۶جدول 

 .(مرد(: م) زن،(: ز) و تعجب، :SR ،یخنث :NE تنفر، :DG ،یخستگ :BD ترس، :FR ت،یعصبان

 HP SD AG FR BD DG NE SR Total دادگان/ احساسات

Emo-Db 
)ز( ۶۶

 )م(29

)ز( 99

 )م(27

)ز( ۴9

 )م(۴۸

)ز( 92

 )م(99

)ز( ۶۴

 )م(97

)ز( 97

 )م(99

)ز( ۶۸

 )م(91
- 

)ز( 9۸9

 )م(29۶

SAVEE ۴۸)م(۶2۸ )م(۴۸ )م(۴۸ )م(۴۸ - )م(۴۸ )م(۴۸ )م(۴۸ )م( 

PDREC 
)ز( 9۴

 )م(۶۰

)ز( 9۰

 )م(۴9

)ز( 99

 )م(9۸۶

)ز( 29

 )م(۶2

)ز( 97

 )م(9۶

)ز( 92

 )م(7

)ز( ۰۰

 )م(9۸۴

)ز( 9۴

 )م(29

)ز( 991

 )م(۶۸1

                                                
9 Average Weighted Emotion Value 
2 Standard Deviation of Labeling 
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ارزیابی فاز اول: سیستم تشخیص احساس از گفتار با  4-3

فرکانس -استفاده از روش پیشنهادی استخراج ویژگی زمان

 تکاملی-ریتم انتخاب ویژگی ترکیبیتطبیقی و الگو

در فاز اول رساله یک سیستم تشخیص احساس از گفتار پیشنهاد شده است که مبتنی بر یک روش 

تکاملی عمل -فرکانس تطبیقی و یک الگوریتم انتخاب ویژگی ترکیبی-پیشنهادی استخراج ویژگی زمان

های مختلفی را در سه یستم آزمایشدهد. جهت ارزیابی عملکرد این ستشخیص احساسات را انجام می

نتایج روش استخراج ویژگی بخش با سه مجموعه دادگان با سه زبان مختلف انجام دادیم. در آزمایش اول 

رار ق ارزیابی و تجزیه و تحلیلبررسی و مورد  های استخراج ویژگی متداولپیشنهادی در مقایسه با روش

های انتخاب خاب ویژگی پیشنهادی در مقایسه با روشزمایش دوم نتایج روش انتخواهد گرفت. در آ

ارزیابی و تجزیه و تحلیل نتایج سیستم تشخیص شود. و در آخرین آزمایش ارزیابی می ویژگی متداول

گیرد. قبل از انجام مورد بحث قرار می بندهای مختلفاحساس از گفتار پیشنهادی با اعمال طبقه

قادیر پارامترهای مختلف موجود در روش پیشنهادی را بیان خواهیم ها، ابتدا چگونگی تنظیمات مآزمایش

 پردازیم.ها میها و نتایج آنکرد و سپس به بررسی آزمایش

 تنظیمات مقادیر پارامترهای روش پیشنهادی 

ها و مراحل سیستم پیشنهادی تشخیص احساس از در تمام بخش در فصل سوم بیان شد طور کههمان

دول جها در نتیجه تشخیص موثر است. در وجود دارند که تنظیم درست و دقیق آن گفتار پارامترهایی

تمام تنظیمات مربوط به پارامترهای روش پیشنهادی این رساله نشان داده شده است. در  ۶-2

وسط شده تها براساس مقادیر گزارشیمپوشانی فرپردازش پارامترهایی نظیر اندازه فریم و مقدار همپیش

 اند. شده روی دادگان موردنظر تنظیم شدههای انجاممحققان در آزمایش
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 یشنهادیپ روش یپارامترها به مربوط ماتیتنظ 2-۶جدول 

 مقدار پارامتر بخش موردنظر

 پردازشپیش

𝑟𝑠 برداریفرکانس نمونه = 16𝑘𝐻𝑧 

𝑡_𝑟𝑓𝑎𝑚𝑒 طول فریم = 20 𝑚𝑠 

𝐿 پوشانینرخ هم

2
= 10𝑚𝑠 

  هاویژگی تعداد

𝛼 میزان چرخش زاویه = 0.85 
MFCC ۳۱ و مشتقات مرتبه اول و مرتبه دوم -ضریب 

LPCC ۳۱ و مشتقات مرتبه اول و مرتبه دوم -ضریب 

DFT ۳۲۱ ومو مشتقات مرتبه اول مرتبه د -ضریب 

 و مشتقات مرتبه اول و مرتبه دوم -ضریب ۳91 ویژگی پیشنهادی

 انتخاب ویژگی پیشنهادی

 ۸.۰7 نرخ ادغام

 ۸.27 نرخ جهش

 GA 7۸جمعیت اولیه 

 CS 9۸۸های تعداد لانه

 بندطبقه
 𝑠 = 10, 𝛾 = 0.1 پارامترهای کرنل

 k=10 ها )فولدها(تعداد لایه

جزیه و تحلیل نتایج روش استخراج آزمایش اول: ارزیابی و ت 

  های استخراج ویژگی متداولویژگی پیشنهادی در مقایسه با روش

در آزمایش اول نتایج تشخیص احساس از گفتار با استفاده از روش استخراج ویژگی پیشنهادی روی سه 

راج های استخمورد ارزیابی و مقایسه با سایر روش PDRECو  EMO-DB ،SAVEEمجموعه دادگان 

های گزارش شده است، ویژگی [11] و همکاران Ayadiتحقیق طورکه در ویژگی قرار گرفت. همان

 ابراینهای محلی  بهتر هستند، بنبندی و کارایی محاسباتی نسبت به ویژگیسراسری به لحاظ نرخ طبقه

های موردنظر از هر ویژگی ها،ن سیگنالبندی شدفریم پردازش وبعد از انجام مرحله پیش در این رساله

یک منحنی برای هر مجموعه ویژگی مستخرج از هر منجر به ایجاد این عمل  .شوندفریم استخراج می

تابع آماری میانگین، ماکزیمم، مینیمم، میانه، دامنه تغییرات، انحراف معیار،  2۸سپس . شودسیگنال می
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، دامنه 2ام، چولگی11م و ا17ام، 1۸ام، 97ام، 27ام، 9۸ام، 7ام، 9 9انحراف متوسط از میانگین، صدک

مده از هر ویژگی آدستروی هر منحنی به ٪27و  ٪9۸ 7شدهنگین اصلاحو میا ۶، درجه اوج9بین چارکی

  شوند.اعمال می

 ندیمرحله از فرآ نیآخرسیستم پیشنهادی تشخیص احساس از گفتار بیان شد، که در  طورهمان

ت. در فرکانس اس-برای چرخش سیگنال در فضای زمان نهیبه هیزاو افتنی، یشنهادیپ یژگیاستخراج و

 𝛼مختلف  ریانجام شد و مقادبا استفاده از روش اعتبارسنجی  بسیاری هایشیآزماین هدف راستای ا

شکل مطابق  𝛼ها مشاهد شد که بهترین مقدار برای پارامتر از آزمایش شد. شیآزما 9-۶جدول مطابق 

 است. ۸.۰7مقدار  ۶-9

 بندطبقه ییکارا در یشنهادیپ یژگیو ریتاث در 𝜶 مختلف ریمقاد یبررس 9-۶جدول 

  1 0۹11 0۹61 0۹7 0۹1 0۹2 0۹01مقادیر  

 12.۸2 12.99 19.7۰ 12.99 19.۶7 19.۸۰۶ 12.17 (٪بند)نرخ تشخیص درست طبقه

 

 

 بندطبقه دقت یرو یشنهادیپ یژگیو در 𝜶 بیضر مختلف ریمقاد ریتاث سهیمقا 1-4شکل 
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، سیستم تشخیص احساس از گفتار پیشنهادی را با استفاده از 𝜶بعد از یافتن بهترین مقدار زاویه 

، مورد آزمایش قرار 2-۶جدول و اعمال تنظیمات  PDRECو  EMO-DB ،SAVEEمجموعه دادگان 

دست آمده از نتایج آزمایش سیستم پیشنهادی روی هر سه مجموعه ریختگی بههای درهمدادیم. ماتریس

  شده است.ارائه ۴-۶جدول الی  ۶-۶جدول دادگان در 

 EMO-DB دادگان مجموعه با یشنهادیپ SER یختگیردرهم سیماتر ۶-۶جدول 

EMO-DB عصبانیت خستگی تنفر ترس خوشحالی خنثی غم 

 ۸ ۸ 9 9 ۸ 9 71 غم

 ۸ ۸ ۸ ۸ 2 99 ۸ خنثی

 ۸ ۸ ۸ 2 ۴9 2 ۸ خوشحالی

 ۸ ۸ ۸ ۴۴ 2 9 ۸ ترس

 ۸ ۸ ۶7 ۸ ۸ 9 ۸ رتنف

 ۸ ۰9 ۸ ۸ ۸ ۸ ۸ خستگی

 929 ۸ ۸ ۸ ۸ ۸ ۸ عصبانیت

 

شود، نتایج روش پیشنهادی روی هر سه ریختگی مشاهده میهای درهمطور که در ماتریسهمان

دست آمده از ارزیابی روش پیشنهادی با استفاده داشته است. نتایج به ٪۰۸مجموعه دادگان دقت بالای 

درستی تشخیص داده ها بهداده ٪19.29دهد که تقریبا کلاس احساسی نشان می EMO-DBاز دادگان 

ترتیب در نیز دقت بالایی به PDRECو  SAVEEشده است. سیستم پیشنهادی در مجموعه دادگان 

های های کلاستمام نمونه بر اینکهدهد که علاوهنشان می ۶-۶جدول دارد.  ٪۰9.99و  ٪۰۸حدود 

-اند، هیچ نمونهدرست تشخیص داده شده EMO-DBاحساسی خستگی و عصبانیت در مجموعه دادگان 

-های درهماند. با توجه به ماتریسبندی نشدهها دستههای دیگر نیز به غلط در این کلاسای از کلاس

های ن دقت تشخیص مربوط به نمونهبالاتری PDRECو  SAVEEریختگی ارائه شده، در مجموعه دادگان 

 کلاس احساسی خنثی است. 
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 SAVEE دادگان مجموعه با یشنهادیپ SER یختگیردرهم سیماتر 7-۶جدول 

SAVEE عصبانیت تعجب تنفر ترس خوشحالی خنثی غم 

 9 ۸ ۴ 9 ۸ 2 7۸ غم

 ۸ ۸ ۸ ۸ ۸ 79 9 خنثی

 ۰ 9 2 7 ۶9 ۸ 9 لیخوشحا

 2 ۴ 9 ۶7 7 ۸ 9 ترس

 2 9 ۶1 2 2 ۸ ۶ تنفر

 ۶ ۶9 2 ۰ 2 9 ۸ تعجب

 79 9 2 9 7 ۸ ۸ عصبانیت

 

 PDREC دادگان مجموعه با یشنهادیپ SER یختگیردرهم سیماتر ۴-۶جدول 

PDREC تعجب تنفر خستگی خنثی غم خوشحالی ترس عصبانیت 

 9 ۸ ۸ 9 9 9 9 9۴۰ عصبانیت 

 ۸ ۸ ۸ ۸ ۸ ۴ 79 ۴ ترس 

 ۸ ۸ ۸ 9 1 ۴1 ۸ ۴ خوشحالی

 ۸ ۸ ۸ 1 999 9 ۸ 2 غم

 ۸ ۸ ۸ 919 9 ۸ ۸ ۸ خنثی 

 ۸ 2 2۶ 9 ۸ ۸ ۸ ۸ خستگی

 ۸ 9۶ 9 ۸ ۸ ۸ ۸ ۸ تنفر

 9۶ ۶ 9 ۸ ۸ ۸ ۸ 9 تعجب

 

ن با استفاده از معیارهای ارزیابی همچنین عملکرد روش پیشنهادی روی هر سه مجموعه دادگا

شود روش طور که در جدول مشاهد میارائه شده است. همان 9-۶جدول شده در فصل سه در اشاره

بسیار بهتر از دو مجموعه  EMO-DBهای احساسی مجموعه دادگان پیشنهادی در تشخیص کلاس

آوری این علت وجود استانداردهای محکم در جمعتواند بهده است. این امر میدادگان دیگر عمل کر

ها در هر کلاس ها و تعداد سیگنالمجموعه دادگان از جمله: توازن در تعداد گویندگان و جنسیت آن

تنها از گویندگان مرد استفاده  SAVEEطور که در فصل دوم بیان شد در مجموعه دادگان باشد. همان

های آن نسبت به دو مجموعه دادگان دیگر کمتر است. این مساله بر میزان ت و تعداد نمونهشده اس

 پایین بودن دقت تشخیص روش پیشنهادی در این پایگاه داده نسبت به دو مجموعه دیگر تاثیر دارد.
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 دادگان مجموعه سه یرو گفتار از ساساح صیتشخ یشنهادیپ ستمیس عملکرد 9-۶جدول 

 2متوسط دقت 1متوسط صحت دادگان
 3میانگین وزنی صحت

(WA) 
 4میانگین بدون وزن صحت

(UA) 

EMO-DB 11.99٪ 19.29٪ 19.79٪ 19.29٪ 

SAVEE 1۶.21٪ ۰۸.۸۰٪ ۰۸٪ ۰۸٪ 

PDREC 19.۰9٪ ۰1.1۰٪ 19.۶9٪ ۰9.1۰٪ 

و  2-۶شکل  های احساسی روی عملکرد سیستم، درهمچنین برای بررسی تاثیر توزیع متوازن کلاس

نتایج تشخیص هر کلاس توسط سیستم پیشنهادی را در هر پایگاه داده بررسی کردیم. نتایج  ۰-۶جدول 

های احساسی عصبانیت و خستگی های کلاسد که صد درصد نمونهدهنشان می 2-۶شکل  ارائه شده در

لی طورکاند. بهبا استفاده از ویژگی پیشنهادی درست تشخیص داده شده EMO-DBدر مجموعه دادگان 

توان مشاهد نمود که کلاس احساسی عصبانیت در هر سه مجموعه دادگان دقت تشخیص از شکل می

در مجموعه دادگان « خوشحالی»نیز مربوط به کلاس احساسی  بالایی دارد. کمترین میزان تشخیص

EMO-DB  وSAVEE در دادگان « ترس»، و کلاس احساسیPDREC  .نرخ  نیز ۰-۶جدول در است

  بررسی شده است. در سه مجموعه دادگانهر کلاس های و تعداد نمونه صیتشخ

 (EMO-DB,SAVEE,PDRECن )دادگا مجموعه سه در کلاس هر یهانمونه تعداد و صیتشخ نرخ ۰-۶جدول 

 یشنهادیپ ستمیس توسط

 EMO-DB SAVEE PDREC 

  ٪11۹72نمونه( 9۶7)    ٪63۹33نمونه( ۴۸)   ٪11۹16نمونه( ۴2)  غم

 ٪14۹12نمونه( 999)   ٪61ه( نمون۴۸)  ٪100نمونه( 929)  عصبانیت

 ٪61۹16نمونه( ۰7)   ٪66۹33نمونه( ۴۸)  ٪14۹37نمونه( 99)  خوشحالی

 ٪60۹11نمونه( ۴9)  ٪71نمونه( ۴۸)  ٪11۹61نمونه( ۴1)  ترس

 ٪62۹31نمونه( 99)  ٪61.67نمونه( ۴۸)  ٪17۹63نمونه( ۶۴)  تنفر

 ٪61نمونه( ۶۸)  ٪71۹67 نمونه(۴۸)  ــ تعجب

 ٪62۹76نمونه( 21)  ــ  ٪100نمونه( ۰9)  خستگی

 ٪11۹46نمونه( 91۶)   ٪11نمونه( ۴۸)  ٪17۹47نمونه( 91)  خنثی

 

                                                
9 Average Accuracy 
2 Average Precision 
9 Weighted Average (WA) Recall 
۶ Unweighted Average (UA) Recall 
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در ادامه برای ارزیابی روش استخراج ویژگی پیشنهادی، سیستم تشخیص احساس از گفتار را با 

(، Pitch, Energy, Durationهای عروضی )استفاده از پنج مجموعه ویژگی متداول شامل ویژگی

(، Jitter, Shimmer, HNRهای کیفی )(، ویژگیMFCC, LPCC, Formantهای طیفی )ویژگی

 1-۶جدول سازی کردیم. های مستخرج از ضرایب فوریه پیادهو ویژگی TEOبر انرژی های مبتنیویژگی

لکرد روش استخراج ویژگی پیشنهادی را در مقایسه با این پنج مجموعه ویژگی نشان عم 9-۶شکل و 

شود روش استخراج ویژگی مشاهد می 9-۶شکل ها در آزمایشنتایج طور که از دهند. همانمی

گان ادویژگی در هر سه مجموعه د های استخراجپیشنهادی بالاترین دقت تشخیص را در بین سایر روش

 SAVEEهای استخراج ویژگی نیز روی مجموعه دادگان دهد که سایر روشاین جدول نشان میدارد. 

طور که بیان شد این نسبت به دو مجموعه دادگان دیگر کمترین میزان دقت تشخیص را دارند. همان

های احساسی در این پایگاه داده ناشی اسهای کلمساله از تعداد کم و تنوع پایین گویندگان و نمونه

بعد از روش پیشنهادی استخراج  EMO-DB، در مجموعه دادگان 9-۶شکل با توجه به شده است. 

های طیفی و ضرایب مستخرج از فوریه دارای بالاترین ، مجموعه ویژگی٪19.79تشخیص  ویژگی با دقت

توان مشاهده نمود که در از شکل می هستند. ٪97.9۶و  ٪۰2.7ترتیب در حدود یص بهنرخ تشخ

قادیر ترتیب با منیز ویژگی پیشنهادی بالاترین میزان تشخیص به PDRECو  SAVEEمجموعه دادگان 

نیز عملکرد روش استخراج ویژگی  1-۶جدول . در داردها در بین سایر ویژگیرا  ٪19.۶9و  ۰۸٪

 ها با استفاده از معیارهای ارزیابی کارایی مختلف بررسی شده است.پیشنهادی در مقایسه با سایر روش

در هر سه  αفرکانس با یک زاویه مناسب -دهند که چرخش سیگنال در فضای زماننتایج نشان می

بندی احساسات شده است. در دادگان در طبقههای موثر مجموعه دادگان منجر به دستیابی به ویژگی

EMO-DB اد تعدعلت بههای گفتار احساسی استاندارد استخراج این ویژگی پیشنهادی از سیگنال

 دست آورده است.بالاترین دقت تشخیص را به، ها در هر کلاسمناسب و متوازن گویندگان و نمونه
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-EMO) دادگان مجموعه سه در کلاس هر یهانمونه تعداد و صیتشخ نرخ 2-4شکل 

DB,SAVEE,PDREC )یشنهادیپ ستمیس توسط 

 متوسط -دادگان مجموعه سه در یژگیو استخراج یهاروش ریسا با یشنهادیپ روش عملکرد سهیمقا 9-4جدول 

  (UA) صحت وزن بدون نیانگیم-(WA) صحت یوزن نیانگیم-(Prc) دقت متوسط-(Accت )صح

بر مبتنی کیفی طیفی عروضی (٪) دادگان/ عملکرد
TEO 

بر مبتنی

 ضرایب فوریه

روش 

 پیشنهادی

EMO-DB 

Acc ۰۴.۴7 1۶.1۸ 9۸.9۸ 9۰.۰۸ 12.1۸ 11.99 

Prc 72.7۴ ۰2.92 9۸ ۶2 99.۰۶ 19.29 

WA 13۹27 62۹10 40۹16 42۹24 71۹14 17۹17 

UA ۶۰.1۴ ۰9.۴1 ۶۸.۴۸ ۶2.2۸ 99.۰1 19.29 

SAVEE 

Acc ۰۸.۴۰ ۰۶.29 ۴۰ ۴۰.۶۸ ۰۶.1۸ 1۶.21 

Prc 99.1۶ 77.2۸ 21.2۸ 9۸ ۶۴.۰۶ ۰۸.۸۰ 

WA 32۹36 13۹17 21۹01 30 47۹14 60 

UA 92.9۰ 79.79 21.۸7 9۸ ۶9.9۶ ۰۸ 

PDREC 

Acc 7۰.۴۸ ۰۴.۶7 63.20 ۴9.۴۸ ۰۰.97 19.۰9 

Prc 99.7۴ 9۴.99 28 2۰.1۸ 99.۴۴ ۰1.1۰ 

WA 34۹01 41۹10 32 32۹60 47۹60 11۹47 

UA 99 99.۴۶ 32 92.۰۸ 97.۰1 ۰9.99 

0 20 40 60 80 100 120

غم

عصبانیت

خوشحالی

ترس

تنفر

تعجب

خستگی

خنثی

(%)نرخ تشخیص 

س
سا

اح
ع 

نو

غم عصبانیت خوشحالی ترس تنفر تعجب خستگی خنثی

PDREC 91.72 94.92 81.18 80.95 82.35 85 82.76 99.48

SAVEE 83.33 85 68.33 75 81.67 71.67 0 95

EMO-DB 95.16 100 94.37 95.65 97.83 0 100 97.47

PDREC SAVEE EMO-DB
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های استخراج ویژگی در تشخیص هر کلاس در ها به بررسی تاثیر روشدر آخرین مرحله از این آزمایش

عملکرد روش استخراج ویژگی پیشنهادی  ۴-۶شکل الی  ۶-۶شکل پردازیم. در هر مجموعه دادگان می

های استخراج ویژگی مقایسه برای تشخیص هر کلاس در سه مجموعه دادگان موردنظر با سایر روش

ویژگی پیشنهادی  EMO-DBمشخص است در مجموعه دادگان  ۶-۶شکل طور که در شده است. همان

در تشخیص شش احساس: خوشحالی، عصبانیت، ترس، تنفر، خستگی و خنثی نسبت به سایر مجموعه 

که دقت تشخیص کلاس احساسی غم با استفاده از مجموعه ویژگی کند. در حالیها بهتر عمل میویژگی

 پیشنهادی است.درصد بهتر از تشخیص احساس غم با استفاده از ویژگی  9.7طیفی در حدود 

 

 دادگان مجموعه سه در یژگیو استخراج یهاروش ریسا با یشنهادیپ روش عملکرد سهیمقا 3-4شکل 

(EMO-DB,SAVEE,PDREC) 

ویژگی  SAVEEگان نشان داده شده است، در مجموعه داد 7-۶شکل طور که در همچنین همان

ها برابر بهتر از سایر روش 2تا  9.7طور متوسط های احساسی بهبندی تمام کلاسپیشنهادی برای دسته

نیز با استفاده از روش استخراج ویژگی پیشنهادی، تمام  PDRECکند. در مجموعه دادگان عمل می

وعه دادگان نیز دقت روش اند. در این مجمبندی شدههشت کلاس احساسی با بالاترین دقت دسته
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دادگان

ویژگی های عروضی ویژ گی های طیفی ویژگی های کیفی

TEOویژگی های مبتنی بر  ویژگی های مستخرج از ضرایب فوریه روش پیشنهادی
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ی های احساسهای استخراج ویژگی در تشخیص تمام کلاسپیشنهادی بیش از دو برابر دقت سایر روش

 است.

 

 EMO-DB دادگان در یژگیو استخراج یهاروش ریسا با یشنهادیپ روش عملکرد سهیمقا 4-4شکل 

های استخراج ویژگی  طیفی دهند که روشنشان می ۴-۶الی  ۶-۶های شکل ائه شده درار نمودارهای

 TEOبر های عروضی، کیفی و مبتنیهای احساسی بهتر از روشو کپسترال در تشخیص تمام کلاس

اکثر کارهای حوزه تشخیص احساس از گفتار که روی مجموعه دادگان متفاوتی انجام  کنند. عمل می

 خیص احساسها در تشو  فرمنت MFCCهای کپسترال و طیفی مانند ز به تاثیر بالای ویژگیاند، نیشده

ضرایب کپسترال یک فریم گفتار با گرفتن تبدیل فوریه روی طیف اندازه جا که از آن اند.اشاره نموده

انس و فرک یبم و برای مدل کردن الگوی زیر هاشده از آنمشتقهای ویژگیاز  ،لگاریتم به دست می آید

تغییرات در فرکانس گام همبستگی مهمی با احساسات در  .دنشوگام گفتار یک گوینده استفاده می

گفتار دارد و همچنین در تحقیقات اثبات شده که این تغییرات منجر به تغییرات در سایر پارامترهای 

لاعات آوایی هستند که دهنده اطهای طیفی نشانواقع ویژگی شود. درعروضی مانند طول و انرژی می

غم عصبانیت خوشحالی ترس تنفر خستگی خنثی

عروضی 80.64 85.82 12.67 24.63 32.6 49.38 56.96

طیفی 96.77 85.8 50.7 85.5 80.4 83.95 88.6

کیفی 50 85 1 10.1 1 59.3 29.1

TEOمبتنی بر  56.5 59.1 21.1 43.5 17.4 35.8 43

مبتنی بر ضرایب فوریه 93.55 94.49 67.61 52.17 47.83 67.9 79.75

روش پیشنهادی 95.16 100 94.37 95.65 97.83 100 97.47
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شده از طیف، با استفاده از های مشتقاند. این ویژگیمستقیما از طیف سیگنال گفتار مشتق شده

های فرکانسی در پردازش یک سیگنال گفتار تاکید های فیلتر، به سهم برابر و یکسان تمام مولفهبانک

  دارند.

 SAVEE دادگان در یژگیو استخراج یهاروش ریسا با یشنهادیپ روش عملکرد سهیمقا 7-۶شکل 

 

و  TEOبرهای استخراج ویژگی مبتنیدهد که روشنشان می ۴-۶شکل دست آمده در نمودار نتایج به

یعنی  PDRECاحساسی مجموعه دادگان  هایکلاس %7۸های های کیفی در تشخیص نمونهویژگی

ی که ویژگی پیشنهاد. در حالیناتوان هستندکاملا های احساسی تعجب، خستگی، تنفر و ترس کلاس

نتایج  ها را درست تشخیص داده است.های این کلاسنمونه %۰9طور متوسط در حدود این رساله به

صورت زنده در رادیو نمایش شده بهسخنان بیان از PDRECپایگاه داده  دهند که با وجود اینکهنشان می

تواند در نتیجه تشخیص تاثیر بگذارد، می گذاری انسانیبرچسبخطا در تهیه شده است و نویز محیط و 

زمان توسط یک زاویه مناسب منجر به افزایش -ها در فضای فرکانساما چرخش مناسب این سیگنال

غم عصبانیت خوشحالی ترس تنفر تعجب خنثی

عروضی 47.3 52.2 47.2 36.5 40.6 48.9 54.9

طیفی 55.2 48.5 49.2 39 48.4 58.8 66.1

کیفی 18.3 25 16.7 35 40 25 43.3

TEOمبتنی بر  16.7 23.3 21.7 38.3 41.7 23.3 45

مبتنی بر ضرایب فوریه 68.8 57.9 56.5 55.6 46.8 55.9 64.6

روش پیشنهادی 83.33 85 68.33 75 81.67 71.67 95
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   .دقت تشخیص شده است

 

 
 PDREC دادگان در یژگیو استخراج یهاروش ریسا با یشنهادیپ روش عملکرد سهیمقا 6-4شکل 

 انتخابروش  و تجزیه و تحلیل نتایج ارزیابی دوم:آزمایش  

 ویژگی انتخابهای ویژگی پیشنهادی در مقایسه با روش

های تخاب ویژگی پیشنهادی، بعد از بررسی و آزمایش روشدر آزمایش دوم برای ارزیابی عملکرد روش ان

مختلف انتخاب ویژگی، یک سیستم تشخیص احساس با استفاده از مجموعه ویژگی پیشنهادی و سه 

( و الگوریتم LDA(، تحلیل مجزاساز خطی فیشر )PCA) اصلی مؤلفهروش انتخاب ویژگی متداول تحلیل 

طور . همانگزارش شده است 9-۶شکل ها در نتایج این آزمایشسازی و آزمایش شد. ( پیادهGAژنتیک )

تر عمل که در شکل مشخص است در هر سه مجموعه دادگان، روش انتخاب ویژگی پیشنهادی دقیق

علت این امر ترکیب جستجوی عمومی و محلی در روش پیشنهادی انتخاب ویژگی است. این کند. می

غم عصبانیت خوشحالی ترس تنفر خستگی تعجب خنثی

عروضی 34.1 58.5 29.4 34 9.1 11.1 12 55.3

طیفی 35.1 57.9 36 23.6 17 41.2 20 53.7

کیفی 19.3 50.8 20 0.63 0.5 0.5 0.7 51.5

TEOمبتنی بر  22.8 51.4 16.5 0.6 0.6 0.7 1 53.1

مبتنی بر ضرایب فوریه 38.9 65.7 32.1 36 7.3 38.9 10 53.7

روش پیشنهادی 91.72 94.92 81.18 80.95 82.35 82.76 85 99.48
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 ترینترین و امیدوارکنندهمحتمل تا کندمی کاوش را جستجو فضای فاده از  الگوریتم ژنتیکروش با است

 سراسری جستجوی بهبود برای جستجوی فاخته دوم، مرحله در .کند جدا را جستجو در فضای منطقه

 را بسط داده GAی محدودشده توسط جستجو یفضا محلی هایبهینه در شدن گرفتار از جلوگیری و

بعد از روش پیشنهادی با  EMO-DBمجموعه دادگان  در .یابدمیرا  بهتری دیجد یحل ها و راه

نیز بعد  PDRECدر مجموعه دادگان  عملکرد خوبی دارد. ٪19.۰9با دقت  LDAدقت، روش  19.79٪

بهتر از دو روش دیگر  ٪۰2.99با دقت  LDAروش ، ٪19.۶9از روش انتخاب ویژگی پیشنهادی با دقت 

، SAVEEدقت در دادگان  ٪۰۸بعد از روش پیشنهادی با ، 9-۶شکل اما با توجه به نتایج  د.کنعمل می

  .بهتر از دو روش دیگر است ٪99.99الگوریتم ژنتیک با دقت 

 

 سه در یژگیو انتخاب یهاروش ریسا با یژگیو انتخاب یشنهادیپ روش عملکرد سهیمقا 7-4شکل 

 (EMO-DB, SAVEE, PDRECن )دادگا مجموعه

EMO-DB SAVEE PDREC

PCA 89.91 65.71 80.27

LDA 93.83 41.9 82.13

GA 84.3 73.33 81.73

Propoesd 97.57 80 91.47
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های مختلف روش جینتا لیو تحل هیو تجز یابیوم: ارزس آزمایش 

 بندیطبقه
فی بندهای مختلدر آزمایش سوم برای بهبود عملکرد روش پیشنهادی تشخیص احساس از گفتار، طبقه

بندی، نتایج سیستم تشخیص احساس های مختلف طبقهیش روشبررسی شد. بعد از بررسی و آزما

(، شبکه عصبی پرسپترون چندلایه KNNترین همسایه )نزدیک-kبند پیشنهادی با استفاده از سه طبقه

شود طور که در شکل مشاهده می. همانارائه شده است ۰-۶شکل ( در SVMو ماشین بردار پشتیبان )

بندی در هر سه مجموعه دادگان با دقت بیشتری نسبت به دو طبقه بند دیگر عمل دسته SVMبند قهطب

  SVMبنددر طبقهپایه شعاعی گوسی مناسب  انتخاب تابع هستهاین مساله ناشی از دهد. را انجام می

خیص شدر سیستم تشخیص احساس از گفتار بر افزایش دقت تموزشی آهای جنس دادهعلت به است که 

 موثر است.

 

مختلف در سه مجموعه دادگان  یبندهابا استفاده از طبقه یشنهادیعملکرد روش پ سهیمقا 6-4شکل 

(EMO-DB, SAVEE, PDREC) 

 

EMO-DB SAVEE PDREC

KNN 88.6 64.76 72.13

NN 94.39 52.38 69.73

SVM 97.57 80 91.47
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ارزیابی کارایی عملکرد روش پیشنهادی در مقایسه با سایر  

 تحقیقات

 یبلق یهادر بخشستم تشخیص احساس از گفتار پیشنهادی این رساله، جهت ارزیابی عملکرد سی

طور که نتایج ارائه شده در نمودارها و انجام شد. همان SERدر سه بخش کلیدی  شینوع آزما نیچند

، مجموعه EMO-DBهر سه مجموعه دادگان عملکرد را در  نیبهتر یشنهادیروش پنشان دادند،  جداول

SAVEE داده  گاهیو پاPDREC سنجی برای اعتبارسنجی و امکان، هاآزمایش نیبر اعلاوهدر ادامه . دارد

معماری پیشنهادی این رساله، عملکرد روش پیشنهادی را با نتایج گزارش شده توسط سایر مطالعات 

( مقایسه 9۸-۶شده در حوزه تشخیص احساس از گفتار مقایسه و بررسی نمودیم. در جدول )انجام

م تشخیص احساس از گفتار پیشنهادی این رساله با نتایج گزارش شده در چند تحقیق عملکرد سیست

تفاده با اس صید که دقت تشخندهینشان مجدول  جینتاروز با استفاده از معیار دقت ارائه شده است. به

 دیجد یآمار یژگیروش انتخاب ویک ، که از [63]اوزسون با مطالعه  سهیدر مقا یشنهادیاز روش پ

 یو برا ٪99د حدو EMO-DB یکند، برایاستفاده م یصوت یهایژگیو دراحساسات  راتییتغ برمبتنی

دقت  بهبود (9۸-۶) جدولهمچنین  است. افتهی شیافزا ٪7.5حدود در SAVEE مجموعه دادگان 

روی این مجموعه دادگان انجام که دهد مینشان  یمطالعات ریبا سا سهیدر مقا را PDRECدر  صیتشخ

سته گس ینوسیکس لیتبد بیاستخراج شده از ضرا یهایژگیاز و بیترتبهها و در آن [26] [16]شده 

 استفاده شده است. یقبل یهامورد بحث در بخشطیفی و عروضی  متداول یهایژگیو و وگرامیوار

تر از قیدق [57]مطالعه مائو و همکاران  جیداده شده است، نتانشان( 9۸-۶)طور که در جدول همان

روش پیشنهادی  EMO-DBاست، اما در  SAVEE گاندر مجموعه داد این رساله یشنهادیپ SER جینتا

 یمطالعه از شبکه عصب نی. اآورده استدست هب یبهتر جینتاتشخیص احساس از گفتار این رساله 

 یریادگیاول، مرحله  که در ستاستفاده کرده ا یااحساسات دو مرحله صیمدل تشخ کی یکانولوشن برا

جام شده انسنج گفتار فیطیک  یرمزگذار خودکار پراکنده برا کیبا استفاده از  یثابت محل یهایژگیو
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 را بهبود بخشد. تشخیصتا شده استخراج  PCAبا استفاده از  زیمتما یهایژگیو یو در مرحله بعد است

Issa  استفاده از یک شبکه عصبی یک سیستم تشخیص احساس از گفتار با 2۸2۸و همکارانش در سال 

 روش یکاین سیستم از از  .اندپیشنهاد داده های طیفی و کپسترالکانولوشنال یک بعدی و ویژگی

استفاده کرده  EMO-DBمجموعه دادگان  بندیطبقه دقت بهبود برای اولیه مدل اصلاح برای افزایشی

دست یافته است،  %۰۴.9داده به دقت  نمونه از این پایگاه 797است. بدین صورت که در یک مرحله با 

 گزارش کرده است.  %17.99نمونه از این مجموعه  72۸و در آزمایشی دیگر دقت تشخیص را با 

توسط یوگش و همکارانش  SAVEEو  EMO-DBیکی دیگر از مطالعاتی که روی مجموعه دادگان 

بر الگوریتم بیوژئوگرافی برای نوین مبتنی PSOسازی ذرات از یک الگوریتم بهینه [22]انجام شده 

انتخاب ویژگی روی دو دسته ویژگی طیفی استفاده کرده است. مطابق جدول، روش پیشنهادی این 

، نیهمچنتر از عملکرد روش ارائه شده در این تحقیق است. رساله در هر دو مجموعه دادگان دقیق

 جیتر از نتاقیدق EMO-DB یهادر مجموعه داده روش پیشنهادی جیدهد که نتاینشان م (9۸-۶)جدول

دو  نهیبه یژگیروش انتخاب و کی، که [27] و همکاران است بوتلایتوسط کوچ انجام شده مطالعه

 کند.یم یمعرف (Pitch, Energy, MFCC) آکوستیک یهایژگیرا با استفاده از و SER یبرا ایمرحله

ی تشخیص احساس از گفتار این رساله در مقایسه با شنهادی، روش پ(9۸-۶)مطابق جدول طورکلی، به

سیستم پیشنهادی تشخیص احساس از گفتار  ت.اس صیتشخدقت  زانیم نیبالاتر یمطالعات دارا ریسا

فرکانسی با یک زاویه مناسب و ترکیب -این رساله با استفاده از چرخش سیگنال در یک فضای زمان

، و انتخاب یک مجموعه ویژگی MFCCهای کپسترال های استخراج شده در این فضا با ویژگیویژگی

 های مختلف احساسی دریزان دقت تشخیص کلاسموثر با تعداد مناسب از این ترکیب به بالاترین م

 های مختلف، تعداد و تنوع گویندگان مختلف دست یافته است.مجموعه دادگان با زبان
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 گذشته قاتیاز تحق یاحساس از گفتار با برخ صیتشخ یشنهادیپ ستمیعملکرد س سهیمقا 9۸-۶جدول 

 (٪نرخ تشخیص ) تحقیق دادگان

EMO-DB 

Mao et al. (2014) [57]  88.30 

Kuchibhotla et al. (2016) [87] 92.70 

Yogesh et al. (2017) [88] 97.54 

Özseven )2019) [60] 84.62 

Issa (2020) [91] 86.1 

Proposed 97.57 

SAVEE 

 

Mao et al. (2014) [57]  86.70 

Yogesh et al. (2017) [88] 78.44 

Liu et al. (2018b) [59] 76.40 

Özseven )2019) [60] 72.39 

Proposed 80 

PDREC 

Esmaileyan and Marvi (2014a) [16] 51.51 

Esmaileyan and Marvi (2014b) [86] 60.28 

Proposed 91.47 

 

 بریمبتن گفتار از احساس صیتشخ ستمیس: دوم فاز یابیارز 4-4

 احساس یبعد چند یفضا به هایژگیو مجموعه نگاشت
 ارزیابی نگاشت  

در گام اول بعد از  شنهادی نگاشت در فاز دوم،جهت ارزیابی مدل پیدر آخرین مرحله از اعتبارسنجی 

)مطابق مراحل بیان شده در بخش  VAMهای مجموعه دادگان پردازش روی نمونهانجام مراحل پیش

( یک مجموعه ویژگی از این 2-2-9با استفاده از روش استخراج ویژگی پیشنهادشده  )بخش ، (9-2-9

های متعدد بهترین برای مدل یادگیر بعد از آزمایش استخراج شد.جهت آموزش مدل یادگیر ها نمونه

لایه پنهان درنظر گرفته شد. همچنین قبل از آموزش شبکه با این  97نوع مدل یک شبکه عصبی با 

 هاعدد کاهش یافت. در این آزمایش 7۸ها به تعداد ویژگی PCAروش  مجموعه ویژگی، ابتدا با استفاده از
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له در فاز اول، جهت ارزیابی دقت نگاشت چهار دسته ویژگی دیگر اسویژگی پیشنهادی ربر مجموعه علاوه

ها استخراج نیز از این نمونه TEOر انرژی بهای مبتنیهای عروضی، طیفی، کیفی و ویژگیشامل ویژگی

شکل با توجه به نمایش داده شده است.  9۸-۶ل شکو  1-۶شکل  ها درحاصل از این آزمایششد. نتایج 

ها های پیشنهادی کمتر از سایر روشمقدار متوسط خطای تخمین هر بعد با استفاده از ویژگی ۶-1

دهد که مقادیر واقعی ابعاد دارای بیشترین میزان همبستگی با نشان می 9۸-۶ل شکاست. همچنین 

 ها است. های پیشنهادی نسبت به سایر روشزده شده توسط ویژگیمقادیر تخمین

های آکوستیک و فضای سه بعدی احساسی، با استفاده از در ادامه برای نگاشت بین فضای ویژگی

های ، برای نمونهVAMهای پیشنهادی مستخرج از مجموعه دادگان یافته توسط ویژگیدل آموزشم

شوند. ( تخمین زده میValence,Activation,Dominanceمقادیر سه بعد ) EMO-DBپایگاه داده 

های استخراج ویژگی روش عملکرد روش پیشنهادی با سایر 99-۶شکل جهت ارزیابی این نگاشت مطابق 

طور که در شکل مشخص است روش پیشنهادی بالاترین دقت را در مقایسه با مقایسه شده است. همان

 ها دارد. سایر روش
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 مختلف هاییژگیسه بعد بااستفاده از و ینیتخم ریمقاد یخطا زانیم یابیارز 1-4شکل 

 مختلف هاییژگیسه بعد بااستفاده از و ینیتخم ریمقاد قدار همبستگیم یابیارز 10-4ل شک
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 ریابا س ی در نگاشت به فضای سه بعدی احساس در مقایسهشنهادیعملکرد روش پ یابیارز 11-4شکل 

 یژگیاستخراج و هایروش

 

پیشنهادی در مقایسه با سایر  نگاشتارزیابی کارایی عملکرد  

 تحقیقات

شکل  .است شده انجام احساس بعدی چند فضای در احساس تشخیص حوزه در کمی تحقیقات طورکلیبه

 و 2۸۸9های ی در سالاتتحقیق نتایج ارائه شده توسط با مقایسه در را پیشنهادی روش نتایج ۶-92

در تحقیق اول از یک روش رگرسیون بردار پشتیبان  دهد.می ارائه بستگیهم ارزیابی معیار برحسب 2۸9۰

 MFCCهای گام، انرژی و ( بااستفاده از ویژگیجاذبه، انگیختگی و تسلطبرای تخمین مقادیر سه بعد )

 فضای احساسات در شناخت برای ق دومتحقیدر . [103]ستفاده شده است ا SFSو روش انتخاب ویژگی 

است  شده استفاده (SC)مراتبی  سلسه اسپارس کدگذاری رویکرد یک برانگیختگی( از بعدی )جاذبه، دو

 بالای سطح ایهیویژگ عروضی و طیفی هایگیویژ درکنارق تحقی این پیشنهادی سیستم . در[104]
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 استفاده زانسان نی شنوایی مدل از برگرفتهی معیارها و صدا زیروبمی بر مبتنی معیارهای مانند ادراکی

 مدل یک وسپس بااستفاده از شده استخراج VAM دادگان مجموعه از ویژگی مجموعه این است. شده

بندی با روش رگرسیون بردار پشتیبان اسپارس ضرایبی از آن استخراج و جهت طبقه کدگذار دیکشنری

(SVRانتخاب شده ) .مشخص است مقدار همبستگی بعد جاذبه با  92-۶شکل طور که از هماناند

جع موردبحث است. اما مقدار ابهتر از روش مر ۸.۸7استفاده از روش پیشنهادی این رساله به اندازه 

عنی علاوه روش پیشنهادی این رساله بعد سوم یانگیختگی تغییر چندانی نداشته است. به همبستگی بعد

 زند.تخمین مینزدیک به مرجع اول همبستگی بعد تسلط را نیز با مقدار 

 

 اتتحقیقسایرمقایسه روش نگاشت پیشنهادی با  12-4شکل 

 های احساسیارزیابی عملکرد نگاشت در تفکیک کلاس 

 هر کلاس یجداسازاستخراج شده در سطح  یهایژگیونگاشت  ریتأث شینما یبراها در یکی از آزمایش

تحلیل مجزاساز روش کاهش ابعاد  با استفاده از پیشنهادی یژگیو یدر هر مجموعه دادگان، ابتدا فضا
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 ییضابه ف یاصل یژگیو یروش، فضا نیدر ا .شدبا ابعاد کوچک نگاشت  یفضا کیبه  GDA 9یافتهتعیم

(. 97-۶شکل و 97-۶شکل و  9۶-۶شکل ) اندشده میجداگانه ترس کیهر شده و بعد نگاشت  9با 

کلاس قابلیت تفکیک بالایی  9فضای ویژگی پیشنهادی در هر  شود،یها مشاهده مطور که در شکلهمان

 هادر کلاس یشتریب یجداساز یدارا EMO-DB پایگاه دادهدر  یشنهادیپ یژگیوها دارد. مطابق شکل

 دهندینشان م ودیتا حد ریتصاو نی. ااست PDRECو  SAVEE مجموعه دادگان یهانسبت به کلاس

  دارند.نسبت به دو مجموعه دادگان دیگر  یشتریب کیتفک تیقابل EMO-DB یهاکه داده

 

 EMO-DBدر  یشنهادیپ یژگیبااستفاده از و یاحساس یهاکلاس یرپذیکیتفک 13-4شکل 
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 SAVEEدر  یشنهادیپ یژگیبااستفاده از و یاحساس هایکلاس یرپذیکیتفک 14-4شکل 

 

 PDREC در یشنهادیپ یژگیو از بااستفاده یاحساس هایکلاس یرپذیکیتفک 11-4شکل 
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 و پیشنهادات آتی گیری نتیجه 
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 بندیبحث و جمع 1-1

و با توجه به اهمیت برقراری  در راستای بهبود تعامل انسان و ماشین در کاربردهای روزمرهدر این رساله 

 طورهمان .یافته پیشنهاد شدبهبود، یک سیستم تشخیص احساس از گفتار این ارتباط از طریق گفتار

شناسی و علوم مرتبط نمایش و تعریف احساسات توسط دو مدل گسسته که در مقدمه بیان شد در روان

های مشخص و گسسته احساسی مانند خوشحالی، غم، ها و دستهگذاری احساسات با برچسب)برچسب

ته ضای پیوسعصبانیت و ...( و یا مدل پیوسته در فضای چند بعدی احساس )بیان احساسات در یک ف

ساله در این ر روشود. از اینسه بعدی با ابعادی مانند میزان انگیختگی، میزان تسلط و جاذبه( انجام می

های احساسی گسسته بااستفاده از مجموعه مساله تشخیص احساس از گفتار در دو فاز تشخیص کلاس

ی احساس بعدا و فضای سهههای مستخرج از سیگنال و سپس یافتن یک نگاشت بین این ویژگیویژگی

ای هکلاس برای بهبود عملکرد تشخیصدر فاز اول ذکر شد،  فصل سومکه در  طورمدل شده است. همان

هاد شد پیشن یکسر هیفور لیزمان براساس تبد-فرکانس یانطباق یژگیروش استخراج ویک  احساسی

در استخراج  DFrFTده از استفا زهی. انگاستزمان -در صفحه فرکانس α هیبر چرخش زاویکه مبتن

ود که شیم نگاشت ییبه فضا گنالی، سα هیبود که با چرخش زاو نیشناخت احساسات ا یبرا یژگیو

اطلاعات  کیتفکتوان برای که از این خصیصه می دنشویم یابیباز نویزی یهااز داده یاصل گنالیدر آن س

توان دقت یم نگاشت نی. براساس استفاده کردی ابندطبقهبهبود  یبرانامرتبط سیگنال از اطلاعات  دیمف

-یم ریتأث تشخیص جهیبر نت αیه جا که درجه چرخش زاو. از آندیاحساسات را بهبود بخش صیتشخ

ارامتر مقدار پ نی، بهترصیدقت تشخ شیمنظور افزابه یادگیرمدل  کی و اعتبارسنجی گذارد، با آموزش

α یهادشنیپ یژگیجا که واز آنت این مساله مشخص شد که همچنین از مطالعات و تحقیقا دست آمد.به 

 که اطلاعات MFCC بیبا ضرا هابا ترکیب این ویژگیکند، یزمان را استخراج م-نساطلاعات دامنه فرکا

در . دست آوردبندی بهتوان مجموعه ویژگی مؤثرتری برای طبقهمیدهند یارائه مرا  کپسترالحوزه 
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تفاده اس، بابندیکاهش ابعاد و انتخاب زیرمجموعه ویژگی بهینه در مباحث طبقهمساله ، با توجه به ادامه

 گاندر هر سه مجموعه داد صیتشخ زانیم نیبالاتر ،GA-CS یژگیانتخاب و یبیترک تمیالگوریک از 

ر بااستفاده از چها شینوع آزما نیچنددر راستای ارزیابی عملکرد این سیستم پیشنهادی حاصل شد. 

دادگان  ، مجموعهEMO-DB استاندارد شامل پایگاه داده گفتار احساسی به زبان آلمانی  هداد گاهیپا

 PDREC آوری شده از رادیو نمایش فارسیجمع داده گاهیپا ،SAVEE گفتار احساسی به زبان انگلیسی

، نیر ابعلاوه. انجام شد VAMآوری شده از یک برنامه تلویزیونی به زبان آلمانی و مجموعه دادگان جمع

 یتا اثربخش شد سهیمقا متداول نیز یژگیوو انتخاب استخراج  یهاروشبا  یشنهادیپ یمعمارعملکرد 

SER نیالاتر، بهاروش ریبا سا سهیدر مقا یشنهادیلازم به ذکر است که روش پشود.  دییتأ پیشنهادشده 

 نی( و همچنیو فارس یسی، انگلیبا سه زبان مختلف )آلمان گانمجموعه داد هس یرا برا صیتشخ زانیم

اده دنشان جی، با توجه به نتاهمچنین. ه استدست آوردسخنرانان مختلف به متفاوت تیتعداد و جنس

در هر سه مجموعه  اهکلاساکثر  ییشناسا یدقت برا نیبالاتر یدارا یشنهادیپ SER، ۶ فصلشده در 

، ینهادشیپ تشخیص احساس از گفتارسیستم  سنجی و اعتبارسنجیامکان ی، براعلاوهبهاست.  گانداد

 شد که مطابق نتایج ارائه سهیمقا هسه مجموعه داد شده درمطالعات و تحقیقات انجام ریعملکرد آن با سا

 . را دارد صیتشخ زانیم نیمطالعات بالاتر ریبا سا سهیدر مقا یشنهادیروش پ، ۶شده در فصل 

سه بعد مدل  VAMمستخرج از مجموعه دادگان  در فاز دوم با استفاده از مجموعه ویژگی پیشنهادی

سه بعدی احساسات یعنی جاذبه، انگیختگی و تسلط تخمین زده شد. برای ارزیابی این مقادیر تخمین 

دست آمده در اعتبارسنجی و تست انجام شده است. نتایج به EMO-DBزده شده، با استفاده از دادگان 

ا از ههای پیشنهادی، نگاشت بهتری نسبت به سایر ویژگیینشان دادند که با استفاده از ویژگ ۶فصل 

 فضای گسسته به فضای پیوسته خواهیم داشت.

آمده در مجموعه دادگان دستیکی از نکات بررسی شده در این رساله مساله تفاوت نتایج بههمچنین 

ز مجموعه بهتر ا اریضبط بس یو استانداردها ندهیاز نظر تنوع گو EMO-DBدادگان  مختلف است.



 

9۸۴ 

 

اند. شده یسازهیمرد( شب 7زن و  7) گریباز 9۸، احساسات توسط EMO-DBاست. در  SAVEE گانداد

 یاطور گسترده( است که بهیجمله طولان 7جمله کوتاه و  7) یمجموعه داده شامل جملات آلمان نیا

 یریو تصو یده صوتمجموعه دا کی SAVEE گان. اما مجموعه داددنشویروزمره استفاده م ارتباطاتدر 

جمله  9: کنندرا بیان میجمله  97در هر احساس  یسیانگل گریاست که در آن چهار باز یاحساس

در یکی از هر احساس متفاوت است.  یکه برا یجمله کل 9۸احساسات و  یجمله خاص برا 2مشترک، 

در هر مجموعه  هر کلاس یاستخراج شده در سطح جداساز یهایژگیو ریتأث شینما یبراها آزمایش

به  GDA 9یافتهتحلیل مجزاساز تعیمروش کاهش ابعاد  با استفاده از هیاول یژگیو یدادگان، ابتدا فضا

بعد نگاشت  9با  ییبه فضا یاصل یژگیو یروش، فضا نیدر ا . .شدبا ابعاد کوچک نگاشت  یفضا کی

ها مشاهده طور که در شکل(. همان9۶-۶شکل  و 99-۶شکل ) اندشده میجداگانه ترس کیهر شده و 

 یژگیوها کلاس قابلیت تفکیک بالایی دارد. مطابق شکل 9فضای ویژگی پیشنهادی در هر  شود،یم

 یاهنسبت به کلاس هادر کلاس یشتریب یجداساز یدارا EMO-DBمجموعه دادگان در  یشنهادیپ

SAVEE یهاکه داده دهندینشان م ودیتا حد ریتصاو نی. ااست EMO-DB یشتریب کیتفک تیقابل 

  دارند.نسبت به دو مجموعه دادگان دیگر 

 پیشنهادات آتی 1-2
های متعدد انجام شده در ها و آزمایشسازیشبیهمطالعات، دست آمده از در این بخش براساس نتایج به

 شود.ارائه می مطابق با فهرست زیر ی ادامه تحقیقاین رساله چند پیشنهاد برا

 وعهمجم دیتولهای تشخیص احساس از گفتار سیستمبراس توسعه ها چالش نیترمهم از یکی 

 استفاده SER یبرا هک ییهاداده مجموعه شتریب. است یریادگی ندیفرآبهبود  یبرا ی مناسبداده

 و تکسا و مخصوص یهااتاق در ا القاشدهشده یتوسط گویندگان با احساسات بازی شوندیم
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 یهایژگیو و هستند نویزی یزندگ یواقع یهاداده کهدرحالی .شوندیم ضبطبدون نویز 

 یهاداده مجموعهدر این حوزه  اگرچه. دارند نسبت به مجموعه دادگان تولیدشده یمتفاوت

 یعیطب احساسات از ستفادها و ثبت یبرا ، واست مترک اهآن تعداد اما است، موجود زین یعیطب

 یعیطب یهاداده مجموعه در های گفتاریسیگنال شتریب. دارد وجود یاخلاق و یقانون لاتکمش

 هک اندآوری شدهجمع مشابه موارد و تماس زکامر یهاضبط ،تلویزیونی و رادیویی یهابرنامه از

 و ندستین ساساتاح همه شامل ها داده مجموعه نیا. هستند مطلع ضبط از ریدرگ نیطرف

 گذاری اینبرچسب ، نیا برعلاوه .ندکن سکمنع شود یم احساس هک را یاحساسات است نکمم

 ها نیز ممکن است بادقت انجام نشود. داده

 روز در یادگیری ماشین کاربرد یادگیری عمیق در استخراج و طبقهیکی از مسائل مطرح و به-

ز نیعد زمان بُ این رساله  یشنهادیپ یژگیخراج ودر روش است جا کهاز آنهاست. بندی ویژگی

مانند  قیعم یهاشبکه یعنوان ورودها بهیژگیو نیتوان از ایم ندهیدر دسترس است، در آ

LSTM  وCNN ح بالا سط یهایژگیبه و یابیدست یها براشبکه نیا تیاستفاده کرد تا از قابل

  برد.بهره 

 نده در مسائل تشخیص احساس از گفتار بررسی کرد، توان در آییکی دیگر از مسائلی که می

در این راستا است.  SERروی  یزبانو اثرات فرهنگی و های گوینده، مساله بررسی تاثیر مشخصه

 گگوینده و زبان و فرهنگفتار مستقل از  از احساس صیتشخ سازی یک سیستمتوان پیادهمی

 در گفتار بر احساسات یختگیآمدرهمته الب بررسی نمود. Cross-Languageهای با تکنیکرا 

 یک چالش در این روش مطرح باشد. عنوانبه است نکمم مختلف یهازبان نیب

  ،ستمیسدر این حالت  .استآمیخته  یگفتار یهاگنالیس مسالهچالش دیگر SER است مجبور 

 هایتمیرالگو از توانیمبرای حل این چالش . ندک زکتمر گنالیس دامک یرو هک ردیبگ میتصم

  استفاده کرد.  پردازششیپ مرحله در گفتار کیکتف
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Abstract 
One of the most important issues in human-computer interaction is creating a 

system that can hear and react like a human. In addition to the text, the speech 

signal also contains important information and characteristics about the speaker, 

including age, gender, accent, dialect, health and emotions, and stress of the 

speaker. One of the areas that can help to achieve this goal is the establishment of 

spoken communication between humans and machines, as well as the 

understanding of human emotions by the machine and provide an appropriate 

response to it. This has led to the design of an Automatic Speech Emotion 

Recognition System. Most research in this area has been designed and implemented 

based on the classification of samples into discrete classes or emotionally 

dimensional space. Therefore, in this dissertation, a mapping between these two 

spaces is proposed using a suitable set of features. The aim of the proposed 

approach is to obtain a representation of the feature space that would better 

capture the essence of the emotional dimensions. The proposed speech emotion 

recognition system in this dissertation is designed and implemented in two phases. 

In the first phase, an improved emotion recognition system is proposed using a new 

adaptive feature extraction method based on time-frequency coefficients and an 

evolutionary hybrid feature selection method. In the second phase, a mapping is 

created between the proposed feature set of the first phase and the three-

dimensional space of emotions. The proposed model has been evaluated and 

validated using the Berlin EMO-DB Emotional Speech Database, the SAVEE 

Audio-Video Database, the PDREC Persian Radio-Drama Emotional Database, 

and the German Continuous Emotional Speech Database VAM. Experimental 

results show that the proposed model effectively detects different emotional classes 

in the EMO-DB database with 97.57% of accuracy, in the SAVEE dataset with 

80% of accuracy, and in PDREC with 91.64% of accuracy. 
 

 
Keywords: Emotion Recognition, Speech Processing, Feature Extraction, Feature Selection, 

Classification, Computer- Human Interaction. 
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