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ی بزرگ را که مرا یاری رساند تا بتوانم این مقطع تحصیلی را به پایان رسانده و گامی در  سپاس خدا

که  دکتر مرتضی زاهدی  راستای اعتلای علم بر دارم. از استاد راهنمای گرانقدرم جناب آقای

وجودشان همیشه قوتی برای انجام کارهایم بوده است و بدون شک انجام این پایانامه بدون 

کان پذیر نبوده است،  ایشان های ارزنده کمک و راهنمایی  ام

 .کمال تشکر را دارم
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‌فعالان‌بازار‌این‌موضوع‌به‌طور‌دقیق‌صورت‌گیرد.‌
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1فصل  مقدمه : 

‌
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‌پیشگفتار 1-1
و‌‌ی‌بیشماری‌بودههاگیریدرگیر‌تصمیمی‌گوناگون‌هادر‌بازارروزی‌به‌صورت‌روزمره‌امبشر‌در‌دنیای‌

گیری‌را‌برای‌او‌باه‌‌صحت‌تصمیم‌و‌یا‌کاهش‌زمان‌تصمیم‌دی‌که‌امکان‌بهبود‌دقت‌وهاگونه‌پیشنهر

رونق‌بوده‌و‌مزایای‌بهیی‌که‌امروزه‌روهایکی‌از‌بازارباشد.‌مییاورد‌برای‌وی‌جذاب‌و‌ارزشمند‌ارمغان‌ب

شاامل‌باازار‌‌‌ی‌پولی‌و‌سرمایه‌هابازار‌،باشدبسیار‌مشهود‌میگیری‌در‌آن‌ی‌پشتیبان‌تصمیمهاسیستم

ه‌و‌از‌در‌آن‌بازار‌پرداختا‌‌هام‌شرکتهاباشد.‌فعالان‌این‌بازار‌به‌خرید‌و‌فروش‌سدار‌میهاببورس‌اوراق

‌.ورندآای‌خود‌سود‌و‌یا‌زیان‌به‌بار‌میآینده‌سهم‌بر‌آن‌طریق‌با‌پذیرفتن‌ریسک

‌اانید‌الیام‌یااهزاربادر‌‌مهااس‌لاتحلیو‌‌ی‌بررسیهاروش‌دبهبو‌ایبری‌هادگستر‌یهاتلاش‌روزه‌هر

‌هاااک‌اییاااهزاربادر‌‌هبویژ‌مسها‌تحلیلو‌‌تجزیه‌یهاااروش‌دبهبو‌رمنظو‌بهر‌د‌شتلا‌.دمیگیر‌رتصو

در‌‌هاا‌ک‌تاا‌سه‌اداش‌رامنج‌وینیان‌یهاروش‌نمدآ‌پدید‌به‌،ستا‌دیاز‌ربسیا‌نهادر‌آ‌مسها‌گوناگونی

‌.تاسا‌الیام‌یااهزاربادر‌‌دواس‌زیااسکثراداح‌ایراب‌خیاپاس‌یافتن‌دصددر‌گذشته‌یهاروش‌رکنا

روی‌پایش‌‌هاا‌ی‌از‌انتخااب‌هاگاذاری‌طیاف‌گساترد‌‌‌با‌توجه‌به‌رشد،‌تنوع‌و‌پیچیدگی‌محیط‌سرمایه

ی‌ناوین‌بارای‌‌‌هاا‌و‌روش‌هاا‌افزاری‌ریاضای،‌نارم‌‌ها‌مدلگذاران‌قرار‌دارد‌و‌ضرورت‌استفاده‌از‌سرمایه

ی‌جستجو‌هاابتکاری‌و‌انواع‌روشفرای‌هاباشد.‌به‌این‌منظور‌استفاده‌از‌الگوریتمم‌میهای‌سساز‌بهینه

در‌این‌زمینه،‌از‌مهمترین‌موضوعاتی‌بوده‌است‌که‌در‌چند‌سال‌اخیر‌توجه‌محققین‌را‌به‌خود‌جلب‌

ین‌ی‌کارا‌و‌اثربخش‌است‌به‌نحوی‌که‌در‌اهانموده‌است.‌مساله‌مورد‌توجه‌این‌محققین‌طراحی‌روش

محدوده‌زمانی‌موجه،‌جوابی‌را‌که‌تا‌حد‌قابل‌قبولی‌به‌جواب‌بهینه‌نزدیک‌است،‌برای‌مسااله‌ماورد‌‌‌

‌ارقر‌دهستفاا‌ردمو‌اینکاار‌‌ایبر‌گوناگونییهاو‌تکنیک‌هاروش‌،سرمایه‌یهازاربادر‌‌.دست‌آورد‌نظر‌به

‌زار،بادر‌‌مسها‌یپویا‌رفتار‌به‌توجه‌با‌که‌ستا‌ینا‌تحقیق‌یندر‌ا‌هشد‌گرفته‌نظردر‌‌ضفر گیارد.‌مای‌

 ‌باشد.گذار‌میبزار‌مناسبی‌به‌منظور‌کمک‌به‌سرمایها‌[1]‌1الگوریتم‌گرگ‌خاکستری

                                                 
1‌Grey Wolf Optimization (GWO) 
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 تعریف‌مسئله 1-2
به‌‌ییگو‌پاسخ‌یبرا‌یدتریجد‌یهاو‌ابزار‌ها‌دهیروند‌و‌روزانه‌ا‌یم‌شیبا‌گذر‌زمان،‌رو‌به‌تکامل‌پ‌هابازار

‌یگاذار‌‌هیسرما‌یموجود‌برا‌سکیر‌نیبا‌کمتر‌یبازده‌نیشتریب‌افتیجهت‌در‌ینامحدود‌بشر‌یهاازین

کمک‌گارفتن‌از‌‌‌با‌یگذار‌حرفه‌ا‌هیسرما‌کیاست‌که‌‌نیشود.‌استدلال‌در‌پژوهش‌حاضر،‌ا‌یم‌فیتعر

خود‌را‌کااهش‌و‌در‌‌‌سکیر‌یو‌نگهدار‌دیخر‌یساده‌زمانبند‌یاستراتژ‌لهیتواند‌بوسیم‌هاروش‌یبرخ

یی‌هاو‌مناسب‌بودن‌هر‌تصمیم،‌به‌نوع‌و‌ماهیت‌رخدادصحیح‌‌.دیرا‌کسب‌نما‌یحال‌بازده‌بالاتر‌نیع

ی‌غیر‌قابل‌کنترل‌این‌ها‌پیوندد.‌اگر‌بتوان‌جنبه‌ه‌وقوع‌میدارد‌که‌در‌پی‌تصمیم‌اتخاذ‌شده‌ب‌بستگی

د،‌بناابراین‌چاون‌‌‌آیا‌‌گیری‌بهتری‌بوجود‌مای‌‌کان‌تصمیمگیری‌حدس‌زد،‌ام‌حوادث‌را‌قبل‌از‌تصمیم

گونه‌حاوادث‌حاائز‌‌‌‌این‌بینی‌پیش‌کنند‌ی‌را‌ایفا‌میهاری‌نقش‌عمدگی‌حوادث‌آینده‌در‌فرآیند‌تصمیم

‌بینای‌‌پایش‌‌توان‌گفت‌که‌دارد.‌از‌این‌رو‌می‌بینی‌پیش‌نه‌نیاز‌بههاگیری‌آگا‌اهمیت‌است‌و‌هر‌تصمیم

‌بینای‌‌پایش‌‌برآورد‌احتمالی‌وقایع‌آینده‌بر‌اساس‌اطلاعاات‌حاال‌و‌گذشاته.‌هادف‌از‌‌‌‌‌:عبارت‌است‌از

صحیح‌نیساتند‌و‌دارای‌مقاداری‌خطاا‌‌‌‌‌معمولاً‌ها‌بینی‌پیش‌گیری‌است.‌کاهش‌ریسک‌در‌یک‌تصمیم

لاسیک‌ک‌یها‌مدلدر‌یابد.‌‌هستند‌که‌این‌میزان‌با‌داشتن‌اطلاعات‌بیشتر‌در‌مورد‌سیستم‌کاهش‌می

-همچناین‌سارمایه‌‌.‌م‌بوده‌اسات‌هاس‌و‌فروش‌گذاری،‌مسأله‌اصلی‌توزیع‌سرمایه‌جهت‌خریدسرمایه

-حجم‌سارمایه‌‌حداکثر‌حداقل‌و‌،مهایی‌را‌همچون‌اندازه‌سبد‌سهاذاران‌در‌دنیای‌واقعی‌محدودیتگ

یی‌هاا‌که‌ایان‌چناین‌محادودیت‌‌‌‌،افزایندی‌خود‌میساز‌بهینهگذاری‌در‌یک‌دارایی‌و‌غیره‌را‌به‌مدل‌

‌هاآن‌که‌حل،ی‌غیرخطی‌و‌عدد‌صحیح‌را‌تشکیل‌دهدها‌مدلریزی‌ترکیبی‌از‌تواند‌یک‌مدل‌برنامهمی

ی‌حال‌قطعای‌در‌حال‌‌‌‌هاا‌تر‌از‌حل‌مدل‌اصلی‌است.‌باید‌اذعان‌داشت‌کاه‌تکنیاک‌‌به‌مراتب‌مشکل

خطای‌بازرگ‌و‌‌‌ریازی‌غیار‌‌در‌این‌شرایط‌کاه‌مسائله‌برناماه‌‌‌‌.ندهااینگونه‌مسائل‌با‌شکست‌روبرو‌شد

به‌‌تصادفیی‌هاکلی‌الگوریتم‌شود.‌به‌طورحل‌استفاده‌میی‌تصادفی‌برای‌هاپیچیده‌باشد،‌از‌الگوریتم

فراابتکاری‌نسبت‌به‌ی‌هابرتری‌الگوریتم‌لایلشوند.‌یکی‌از‌دابتکاری‌تقسیم‌میدو‌دسته‌ابتکاری‌و‌فرا

در‌‌هاا‌ی‌محلی‌و‌عادم‌قابلیات‌آن‌‌های‌ابتکاری‌در‌بهینههاشدن‌الگوریتم،‌گرفتار‌ی‌ابتکاریهاالگوریتم
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-ساده‌بین‌تصاادفی‌‌1ری‌با‌یک‌تبادلی‌فراابتکاهای‌واقعی‌است؛‌در‌چنین‌شرایطی‌الگوریتمهاکاربرد

تصادفی‌سازی‌یک‌راهکار‌خوب‌برای‌حرکت‌از‌‌و‌جستجوی‌محلی‌مشکل‌را‌حل‌خواهند‌کرد.‌2سازی

مشهورترین‌عضو‌این‌خاانواده‌‌‌خاکستری‌گرگالگوریتم‌‌.جستجوی‌محلی‌به‌جستجوی‌سراسری‌است

حافظه‌کمی‌دارد‌و‌همچنین‌‌،‌که‌یک‌روش‌جستجوی‌تصادفی‌و‌تکاملی‌است،‌نیاز‌بهآیدبه‌شمار‌می

‌از‌سرعت‌بالایی‌برخوردار‌است.

 اهمیت مسئله 1-3

ی‌انادک‌‌ها‌رود.‌رسالت‌این‌بازار‌جذب‌سرمایه‌م‌از‌جمله‌ارکان‌اقتصادی‌هرکشور‌به‌شمار‌میهابازار‌س

یی‌است‌که‌منفعت‌عاماه‌هساتند.‌بادین‌ترتیاب‌از‌‌‌‌‌ها‌و‌سرگردان‌عموم‌و‌هدایت‌آن‌به‌سمت‌فعالیت

ری‌ی‌کاذب‌و‌مخارب‌اقتصاادی‌جلاوگی‌‌‌ها‌گیری‌به‌فعالیتی‌عموم‌بواسطه‌سمتها‌رمایهرفتن‌سهدر‌

 کند.‌را‌فراهم‌می‌ها‌مناسب‌از‌این‌سرمایه‌برداری‌بهرهنموده‌و‌زمینه‌لازم‌جهت‌

ی‌افزایش‌دارایی،‌متناسب‌با‌افزایش‌تورم‌است؛‌اما‌احتماالاً‌ایان‌‌‌ها‌گذاری‌در‌بورس‌یکی‌از‌راهسرمایه

م‌خاوب‌را‌شناساایی‌‌‌هااکثر‌فعالان‌بازار‌سرمایه‌وجود‌دارد‌که‌چگونه‌در‌بازار‌باورس‌سا‌‌دغدغه‌برای‌

گاذاری‌در‌باورس‌نیااز‌‌‌‌‌برای‌سارمایه‌‌.گذاری‌مطمئن،‌به‌بازدهی‌مطلوب‌برسند‌سرمایهکنند‌تا‌با‌یک‌

ی‌مختلاف‌کساب‌کارد‌و‌‌‌‌هاا‌و‌ابزار‌هاا‌گاذاری،‌بازار‌‌ی‌سارمایه‌هاا‌‌است‌تا‌اطلاعات‌کافی‌دربااره‌روش‌

گذاری‌هوشمندانه‌در‌باازار‌باورس‌کاافی‌‌‌‌یی‌برای‌انجام‌یک‌سرمایههاتن‌به‌جستجوی‌اخبار‌و‌اطلاعات

درستی‌ارزیابی‌شود‌و‌افاراد‌‌‌م‌بههابررسی‌قرار‌گیرد‌تا‌وضعیت‌بازار‌و‌س‌نیست.‌این‌اطلاعات‌باید‌مورد

  .گیری‌خود‌داشته‌باشند‌ی‌بهتری‌در‌فرآیند‌تصمیمها‌انتخاب

م‌در‌بازار‌بورس‌چگونه‌خواهد‌باود.‌زیارا‌‌‌هاروند‌بعدی‌سکه‌بدانند‌‌،واره‌علاقه‌دارندگذاران‌هم‌سرمایه

یت‌دقت‌هاگیری‌در‌بازار‌سرمایه‌است‌و‌باید‌در‌تعیین‌آن‌ن‌ی‌اصلی‌تصمیمها‌م‌یکی‌از‌ابزارهاقیمت‌س

م‌باید‌تلاش‌کرد‌تا‌تمامی‌آن‌عوامل‌را‌تاا‌‌هاثر‌بر‌قیمت‌سید.‌بنابراین‌در‌شناسایی‌عوامل‌مؤبه‌عمل‌آ

                                                 
1‌Trade off 
2‌Randomization 



 

5 

 

گذاری‌از‌آن‌استفاده‌کرد.‌به‌علت‌نباودن‌اطلاعاات‌‌‌‌حد‌امکان‌شناسایی‌و‌سپس‌در‌تصمیمات‌سرمایه

م‌و‌همچناین‌وجاود‌شارایط‌پیچیاده‌اقتصاادی،‌سیاسای،‌‌‌‌‌‌‌هادقیق‌در‌مورد‌عوامل‌مؤثر‌بر‌قیمات‌سا‌‌

م‌به‌هاقیمت‌س‌بینی‌پیش‌بازار‌سرمایه‌ایران،‌اجتماعی‌و‌حتی‌روانشناسی‌و‌از‌همه‌مهمتر‌عدم‌کارآیی

ی‌گذشته‌با‌دقت‌ها‌م‌دورههای‌گذشته‌و‌عوامل‌مؤثر‌بر‌قیمت‌سها‌سادگی‌میسر‌نیست‌اما‌هر‌چه‌داده

 م‌ارائه‌نمود.هاقیمت‌س‌بینی‌پیش‌توان‌مدلی‌جهت‌ثبت‌شود‌می

ی‌خطای‌از‌‌هاا‌‌مادل‌اسات.‌‌ی‌طبیعی‌رفتاری‌غیر‌خطی‌ها‌م‌در‌بازار،‌مانند‌بسیاری‌از‌پدیدههارفتار‌س

توانند‌بخش‌خطی‌رفتاار‌را‌خاوب‌تشاخیص‌دهناد.‌‌‌‌‌می‌هاتشخیص‌رفتار‌غیرخطی‌عاجز‌هستند‌و‌تن

‌گیاری‌و‌‌م‌تااثیر‌بسازایی‌در‌تصامیم‌‌‌های‌غیرخطای‌بارای‌شناساایی‌رفتاار‌سا‌‌‌‌‌ها‌مدلبنابراین‌نیاز‌به‌

یافتن‌روشای‌‌‌،حاکم‌استدار‌هابر‌بورس‌اوراقم‌دارد.‌باتوجه‌به‌عدم‌اطمینانی‌که‌بهاآتی‌س‌بینی‌پیش

غلباه‌کارد‌‌‌‌هاا‌‌دار‌که‌از‌طریق‌آن‌بتوان‌بر‌عدم‌اطمینانهابانتخاب‌یک‌مجموعه‌مناسب‌از‌اوراقبرای‌

 باشد.‌ضروری‌می

باشد.‌میزان‌سودی‌کاه‌‌‌برای‌سودآوری‌می‌هاترین‌بازار‌دار‌یکی‌از‌پر‌رونقهابامروزه‌بازار‌بورس‌و‌اوراق

شود‌بستگی‌زیادی‌به‌تخصص‌و‌تبحر‌فرد‌برای‌شناساایی‌‌‌عاید‌هر‌فرد‌میدار‌هابو‌اوراق‌از‌بازار‌بورس

موقع‌فرد‌در‌بازار‌را‌دارد.‌همه‌افراد‌در‌بازار‌سارمایه‌باه‌یاک‌شایوه‌‌‌‌‌درست‌و‌بهم‌خوب‌و‌عملکرد‌هاس

می‌را‌میفروشد‌براین‌باور‌است‌فروش‌ساودده‌اسات‌و‌در‌‌‌هاعنوان‌مثال‌شخصی‌س‌کنند،‌به‌عمل‌نمی

ن‌سهم‌معتقد‌است‌خرید‌سهم‌سودآور‌است،‌البته‌این‌تفاوت‌در‌عقایاد‌اسات‌کاه‌‌‌‌مقابل‌خریدار‌هما

‌کنایم‌و‌براسااس‌ایان‌‌‌‌بینای‌‌پایش‌‌م‌را‌به‌موقعهات‌قیمت‌سآورد.‌اگر‌بتوانیم‌تغییرا‌بازار‌را‌بوجود‌می

‌به‌موقع‌عمل‌کنیم‌عملکرد‌خوبی‌نیز‌خواهیم‌داشت.‌بینی‌پیش

ریتم‌گرگ‌خاکستری‌در‌مسائل‌بهینه‌سازی‌این‌الگوریتم‌از‌سوی‌دیگر‌با‌توجه‌به‌عملکرد‌موفق‌الگو‌

م‌دست‌یابند.‌لذا‌هاگذاران‌قرار‌دهد‌تا‌به‌انتخاب‌بهینه‌سبد‌س‌تواند‌روش‌مناسب‌در‌اختیار‌سرمایه‌می

م‌با‌استفاده‌از‌الگاوریتم‌گارگ‌خاکساتری‌‌‌‌هاهدف‌اصلی‌تحقیق‌حاضر‌انتخاب‌و‌بهینه‌سازی‌سبد‌س

‌است.
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 هدف تحقیق 1-4

باه‌‌‌باشدیمگرگ‌خاکستری‌‌تمیبا‌استفاده‌از‌الگور‌هام‌شرکتهابازده‌س‌بینی‌پیش‌پژوهش‌نیهدف‌از‌ا

ند‌کاراتر‌باشاد‌‌هاکار‌شد‌نهیزم‌نیکه‌در‌ا‌ییها‌الگوریتم‌رینسبت‌به‌سا‌یدهاشنیپ‌تمیکه‌الگور‌یطور

‌‌داشته‌باشاند.‌م،‌در‌دست‌هابازده‌س‌داراز‌مق‌یترقیدق‌بینی‌پیش‌گذاران‌و‌صاحبان‌شرکت،هیتا‌سرما

لازم‌از‌‌تیا‌فیک‌یمناسب‌باشاد‌کاه‌دارا‌‌‌یریگمیو‌تصم‌یزیربرنامه‌یبرا‌تواندیم‌یاطلاعات‌در‌صورت

‌نانیباشد‌و‌اطم‌ندهیاطلاعات‌اگر‌مربوط‌به‌زمان‌آ‌نیجمله‌به‌موقع‌بودن‌و‌مربوط‌بودن‌باشد.‌ارزش‌ا

بر‌اساس‌اطلاعات‌‌بینی‌پیش‌اگر‌نیهمچنخواهد‌بود.‌‌دوچنداناتکا‌را‌داشته‌باشد،‌‌تیلازم‌از‌نظر‌قابل

-سارمایه‌‌در‌باازار‌باورس‌‌‌یاد.‌خطا‌منجر‌خواهد‌گرد‌نیانجام‌شود،‌به‌کمتر‌حیمناسب‌و‌از‌روش‌صح

‌از‌ابازار‌‌استناچار‌‌پس‌،کند‌بینی‌پیش‌را‌یسهم‌یآت‌تیموفق‌خواهد‌بود‌که‌بهتر‌بتواند‌وضعگذاری‌

کم‌کردن‌زمان‌یافتن‌پاسخ‌بهینه‌‌ی‌فراابتکاری‌برایهابنابراین‌آزمودن‌روش،‌دیاستفاده‌نما‌بینی‌پیش

‌.رسدضروری‌به‌نظر‌می

 ساختار پایان نامه 1-5

اصاطلاحات‌اساسای‌باازار‌‌‌‌و‌‌پیشین‌تمطالعا‌بر‌وریمر‌در‌فصل‌دوم‌این‌پایان‌نامه‌به،‌پس‌از‌مقدمه

‌بورس‌پرداخته‌شده‌است.‌‌بینی‌پیش‌م‌وهاس

به‌اختصار‌شارح‌داده‌‌‌خاکستری‌گرگ‌ی‌تکاملی‌و‌الگوریتمها‌الگوریتمصل‌سوم‌مفاهیم‌مربوط‌به‌فدر‌

‌مورد‌بررسی‌قرار‌خواهد‌گرفت.‌خاکستری‌گرگی‌الگوریتم‌هااربردچند‌نمونه‌از‌کادامه‌‌و‌در‌شده

ساود‌باا‌‌‌‌م‌باا‌هادف‌کساب‌‌‌هابه‌منظور‌خرید/فروش‌سدی‌هاپیشنتشریح‌الگوریتم‌رم‌به‌هاچ‌فصلدر‌

‌اص‌داده‌شده‌است.اختص‌خاکستری‌گرگاستفاده‌از‌الگوریتم‌

‌ایراا‌ب‌دنهااپیش‌اهراهم‌هاب‌هداش‌ماانجا‌رااک‌از‌یراگیهانتیج‌و‌بندیجمع‌به‌و‌ششم‌پنجم‌فصلدر‌

‌.‌استیافته‌،‌ستا‌صختصاا‌ادامه‌کار
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 مقدمه 2-1
-مای‌نی‌تبدیل‌شده‌است.‌هرگونه‌نوسان‌در‌این‌باازار‌‌هاناپذیر‌اقتصاد‌جبه‌بخش‌جدایی‌بورسامروزه‌

بورس‌با‌.‌را‌تحت‌تاثیر‌خود‌قرار‌دهد‌ها،‌زندگی‌مالی‌اشخاص‌و‌شرکتهاتواند‌شرایط‌اقتصادی‌کشور

شود.‌با‌این‌گذاری‌محسوب‌میمایهری‌سهاترین‌بخشآن‌همیشه‌یکی‌از‌محبوب‌بالایتوجه‌به‌بازده‌

شود.‌روند‌بازار،‌‌بینی‌پیش‌تا‌رفتار‌این‌بازار‌غیرقابلشده‌است‌‌ثثر‌در‌بورس‌باعؤحال‌برخی‌عوامل‌م

توانناد‌صاعودی،‌‌‌مای‌‌هاروناد‌د.‌شاو‌دار‌قیمت‌در‌یک‌محدوده‌زمانی‌مشخص‌گفته‌میبه‌حرکت‌معنا

به‌تضعیف‌داشته‌باشد،‌تمایل‌به‌‌تمایلنزولی‌و‌یا‌خنثی‌باشند.‌در‌روند‌صعودی‌قیمت‌بیشتر‌از‌آنکه‌

تقویت‌داشاته‌باشاد،‌تمایال‌باه‌‌‌‌‌‌بهکه‌تمایل‌دارد.‌در‌روند‌نزولی‌قیمت‌بیشتر‌از‌آن‌بالا‌رفتنتقویت‌و‌

کننده‌قدرت‌برابر‌خریداران‌و‌فروشندگان‌در‌زمانی‌خاص‌عیف‌و‌پایین‌آمدن‌دارد.‌روند‌خنثی‌بیانتض

روند‌بازار‌‌بینی‌پیش‌ی‌مختلف‌جهتهاو‌تکنیک‌های‌بسیاری‌با‌استفاده‌از‌ابزارها‌مدلاست.‌تا‌به‌حال‌

تواند‌سود‌قابل‌تاوجهی‌را‌در‌‌م‌میهاروند‌تغییر‌سح‌پیش‌بینی‌صحیارائه‌شده‌است.‌با‌توجه‌به‌اینکه‌

‌.‌باشدهوشمندانه‌بورس‌بسیار‌حائز‌اهمیت‌می‌بینی‌پیش‌پی‌داشته‌باشد،‌پس‌ارائه‌مدلی‌جهت

ی‌ابتکااری‌و‌‌ها‌م‌با‌استفاده‌از‌تکنیکهاس‌سازی‌بهینهو‌‌بینی‌پیش‌تاکنون‌تحقیقات‌متعددی‌در‌مورد

‌.شود‌یپرداخته‌م‌نهیزم‌نیدر‌ا‌یاصل‌میاز‌مفاه‌یسر‌کیبه‌که‌در‌ادامه‌‌مصنوعی‌صورت‌گرفته‌هوش

گذاری‌را‌چنین‌تعریف‌کرد:‌خریدن‌یک‌قلم‌دارایی‌واقعی‌یا‌مالی‌که‌میزان‌بازدهی‌آن‌‌میتوان‌سرمایه

گاذاری‌‌‌را‌با‌ریسک‌مورد‌انتظار‌در‌تناسب‌باشد.‌بسیاری‌از‌مردم‌خریدن‌خانه‌جدید‌را‌نوعی‌سارمایه‌

باعاث‌افازایش‌ارزش‌‌‌افزایش‌یافتاه‌و‌‌‌های‌اخیر‌قیمت‌خانه‌در‌بسیاری‌از‌کشورها‌پندارند.‌در‌سال‌می

گاذاری‌در‌اناواع‌‌‌‌نناد‌سارمایه‌‌ی‌ماالی‌ما‌هاا‌‌گذاری‌در‌دارایی‌سرمایه‌آنان‌شده‌است.‌همچنین‌سرمایه

گاذاری‌اقتصاادی‌و‌یاا‌‌‌‌‌گاذاری‌در‌زماین‌و‌خاناه‌را‌سارمایه‌‌‌‌‌باشاند.‌در‌واقاع‌سارمایه‌‌‌‌دار‌مای‌هاباوراق

‌هاا‌یی‌است‌کاه‌سارانجام‌آن‌‌ها‌تگذاری‌یک‌سلسله‌فعالی‌نامند.‌فرآیند‌سرمایه‌گذاری‌واقعی‌می‌سرمایه

‌دار‌است.‌هابی‌واقعی‌یا‌اوراقها‌خریدن‌دارایی

‌و‌ریساک‌‌فاکتور‌دو‌این.‌باشد‌می‌گذاری‌سرمایه‌مبنای‌و‌بوده‌برخوردار‌بسزایی‌اهمیت‌از‌فاکتور‌دو
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‌شارایط‌‌از‌ناشای‌‌که‌باشدمی(‌بازار‌ریسک)‌سیستماتیک‌ریسک‌هاریسک‌انواع‌از‌یکی.‌باشندمی‌بازده

‌در‌ریساک‌‌این‌رسد‌می‌نظر‌به.‌ندارد‌آن‌روی‌بر‌کنترلی‌میهاس‌یهاشرکت‌مدیریت‌و‌بوده‌محیطی

‌.باشد‌بالا‌محیطی‌عوامل‌شدید‌و‌زیاد‌تغییرات‌لحاظ‌به‌ما‌کشور

 ثر بر بورس  ؤعوامل م 2-2

تاثیر‌قرار‌یند‌خرید‌افراد‌در‌بورس‌و‌بازار‌سرمایه‌را‌تحت‌آتوانند‌فرعوامل‌درونی‌و‌بیرونی‌بسیاری‌می

توان‌به‌عوامل‌اقتصادی،‌سیاسی‌و‌فرهنگی‌اشاره‌کارد‌همچناین‌‌‌هند،‌که‌از‌جمله‌عوامل‌بیرونی‌مید

مداران،‌ها،‌قدرت‌تحلیل‌ذاتی،‌کسب‌وجهه‌سهای‌بورس،‌اندیکاتورهاعوامل‌درونی‌نظیر‌عوامل‌شاخص

نفس‌‌میزان‌اعتماد‌بهپذیری‌و‌انطباق‌تصویر‌ذهنی‌خریدار‌و‌تصویر‌واقعی‌شرکت،‌میزان‌درجه‌ریسک

گذاران‌شده،‌در‌نتیجه‌تر‌رفتار‌سرمایهدقیق‌شناخت‌هر‌چه‌ثتواند‌باعاست‌که‌سنجش‌این‌عوامل‌می

دار‌و‌اقتصاد‌کشور‌را‌فراهم‌آورد.‌ما‌در‌این‌پژوهش‌به‌بررسای‌‌هاموجبات‌رشد‌و‌توسعه‌بورس‌اوراق‌ب

ی‌مورد‌اساتفاده‌در‌‌هابستگی،‌از‌معیارهم‌پردازیم.‌ضریببرخی‌عوامل‌درونی‌موثر‌بر‌بورس‌ایران‌می

تعیین‌همبستگی‌دو‌متغیر‌است‌که‌در‌این‌مطالعه‌استفاده‌شده‌است.‌عوامل‌تاثیرگذار‌بر‌روی‌بورس‌

دار‌تقسایم‌‌های‌بورس‌اوراق‌بهای‌تکنیکی‌و‌شاخصهاایران‌در‌این‌پژوهش‌به‌دو‌دسته‌کلی‌اندیکاتور

‌2کانولوشان‌‌یعصاب‌‌شابکه‌‌،1قیا‌عم‌یریادگی‌یهاکیاز‌تکن[‌2]‌چانگ‌و‌همکاران‌در‌مرجع‌.ندهاشد

‌ساازی‌‌بهیناه‌‌یرا‌بارا‌‌یمطالعاه‌روشا‌‌‌نیا‌ادند.‌در‌استفاده‌کرم‌هانوسانات‌شاخص‌س‌بینی‌پیش‌یبرا

‌یبررس‌یبراو‌.‌نمودند‌دهاشنیپ‌3کیژنت‌تمیالگور‌با‌استفاده‌ازرا‌‌CNNمدل‌‌یهاپارامتر،‌کیستماتیس

‌جینتاا‌‌کردند.‌سهیمقااستاندارد‌‌یمصنوع‌یعصب‌یها‌شبکهرا‌با‌‌بینی‌پیش‌جهینت‌مدل‌خود،‌یاثربخش

و‌‌‌GAیبا‌یروش‌ترک‌ریکناد‌و‌تاأث‌‌یبهتر‌عمل‌م‌یهاسیمقا‌یها‌مدلاز‌‌GA-CNNدهد‌که‌ینشان‌م

CNNدقات‌‌شیو‌افازا‌ی‌باازار‌‌هامطالعه‌رفتار‌یبرا[‌3]‌آنکیت‌و‌همکاران‌در‌مرجع‌دهد.یرا‌نشان‌م‌‌

                                                 
1‌Deep Learning 
2‌Convolutional Neural Network(CNN) 
3‌Genetic Algorithm(GA) 
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‌‌PSOیبرتار‌‌نی.‌همچناستفاده‌کردند‌1ذرات‌ازدحام‌سازی‌بهینهمانند‌‌یمحاسبات‌تکامل‌از‌بینی‌پیش

م‌هامرتبط‌با‌بازار‌س‌یهاجنبه‌ریم‌و‌ساهام‌و‌روند‌سهاس‌متیق‌بینی‌پیش‌،مهاسبد‌س‌سازی‌بهینه‌یبرا

‌کند.یم‌لیو‌تحل‌هیرا‌تجز‌‌PSOیهاامدیهمراه‌با‌پ

م‌فاردا‌‌هاقیمت‌بسته‌شاده‌سا‌‌‌بینی‌پیش‌از‌مدل‌مخفی‌مارکوف‌برای‌[4]‌مرجع‌رگوپتا‌و‌همکاران‌د

‌بینای‌‌پایش‌‌است‌که‌حداکثر‌احتمال‌قیمات‌فاردا‌را‌‌ Map HMM دیهاند.‌مدل‌پیشنهااستفاده‌کرد

م‌استفاده‌هاس‌بینی‌پیش‌ی‌عصبی‌مصنوعی‌برایها‌شبکه‌از[‌5]‌مرجع‌کند.‌آبیشک‌و‌همکاران‌درمی

بعاد‌‌‌باه‌‌2011افت‌درساال‌‌کروسا‌یم‌شارکت‌ما‌هاجلو‌و‌از‌سا‌‌ند.‌در‌این‌روش‌از‌معماری‌رو‌بههاکرد

‌از‌شبکه‌عصبی‌مصنوعی‌بیزی‌به‌عنوان‌روش‌جدیدی‌برای[‌6]‌مرجع‌استفاده‌شده‌است.‌تیکنور‌در

‌از‌گاراف‌بیازی‌پویاا‌بارای‌‌‌‌[‌7]‌مرجاع‌رفتار‌بورس‌استفاده‌کرده‌است.‌وانگ‌و‌همکاران‌در‌بینی‌پیش

ی‌زمانی‌با‌ارزیاابی‌رواباط‌حاصال‌از‌گاراف‌بیازی‌‌‌‌‌‌هاروند‌بورس‌استفاده‌کرده‌است.‌سری‌بینی‌پیش

و‌‌الال د.پیدا‌کند‌بورس‌روند‌ثابتی‌را‌داربه‌صورتی‌که‌در‌زمانی‌که‌گراف‌حالت‌ثبات‌‌آینددست‌میب

‌بینای‌‌پایش‌‌ی‌عصبی‌و‌منطق‌فازی‌روناد‌باازار‌مصار‌را‌‌‌ها‌شبکهبا‌استفاده‌از‌[‌8]‌مرجع‌همکاران‌در

ی‌تجزیاه‌و‌‌هابناد‌اساتفاده‌شاد،‌کاه‌انادیکاتور‌‌‌‌‌بی‌مانند‌طبقهروش‌توابع‌شبکه‌عص‌ند.‌در‌اینهاکرد

یت‌این‌دو‌سیستم‌باا‌اساتفاده‌از‌شابکه‌عصابی‌یکپارچاه‌‌‌‌‌‌هابودند.‌درن‌های‌ورودی‌آنهاتحلیل‌ویژگی

سان‌و‌ها.‌بخشی‌حاصل‌شده‌است‌شدند.‌سیستم‌در‌بورس‌مصر‌مورد‌تست‌قرار‌گرفته‌و‌نتایج‌رضایت

ی‌وابسته‌به‌هم‌هام‌برای‌بازارهاقیمت‌س‌بینی‌پیش‌زنجیره‌مارکوف‌دراز‌مدل‌[‌9]‌مرجعهمکاران‌در‌

روند‌باورس‌‌‌بینی‌پیش‌یک‌مدل‌فرآیند‌مارکوف‌برای‌[10]‌مرجع‌.‌ژانگ‌و‌همکاران‌دراستفاده‌کردند

ارائه‌دادند‌و‌از‌آن‌به‌عنوان‌مکمل‌یک‌تحلیل‌تکنیکال‌موجود‌بهره‌بردند.‌لنداساکاس‌و‌همکااران‌در‌‌‌

-م،‌رویکردی‌مبتنی‌بر‌شابیه‌هانظور‌کمرنگ‌کردن‌مفروضات‌توزیع‌احتمال‌قیمت‌سمبه[‌11]‌مرجع

کردناد‌تاا‌‌‌‌ساعی‌[‌12]‌مرجعکارلوی‌زنجیره‌مارکوف‌توسعه‌دادند.‌اسوبدا‌و‌همکاران‌در‌‌سازی‌مونت

نتاایج‌‌‌هاا‌آند.‌نماین‌بینی‌پیش‌را‌با‌استفاده‌از‌تحلیل‌زنجیره‌مارکوف‌مبادلاتم‌بازار‌هاروند‌شاخص‌س

                                                 
1‌Particle Swarm Optimization(PSO) 
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گذاری‌باا‌اساتفاده‌از‌تحلیال‌زنجیاره‌ماارکوف‌‌‌‌‌‌ی‌مختلف‌سرمایههامدت‌روند‌را‌برای‌استراتژی‌کوتاه

م،‌بازگشت‌هامدل‌س‌بینی‌پیش‌به‌منظور‌افزایش‌قابلیت[‌13]‌مرجع‌بررسی‌کردند.‌لی‌و‌همکاران‌در

‌مرجاع‌همکاران‌در‌‌م‌را‌به‌صورت‌ترکیبی‌از‌زنجیره‌مارکوف‌گسسته‌و‌گوسی‌مدل‌کردند.‌تونر‌وهاس

واریانس‌بازده‌اضاافی‌سابد‌باه‌یاک‌متغیار‌‌‌‌‌‌‌های‌مختلفی‌پرداختند‌که‌در‌آنها‌مدلبه‌بررسی‌[‌14]

و‌همکااران‌در‌‌ یآناانت‌شاود،‌بساتگی‌دارد.‌‌‌حالت‌که‌توسط‌یک‌فرآیند‌مارکوف‌مرتبه‌یک‌تولید‌مای‌

انجاام‌‌‌2شامعدان‌‌یالگاو‌‌صیو‌تشاخ‌‌1ونیرگرسا‌اساتفاده‌از‌‌‌ابرا‌م‌هاس‌متیق‌بینی‌پیش‌[15]‌مرجع

و‌بهباود‌‌‌لیا‌تحل‌نیماشا‌‌یریادگی‌یها‌الگوریتمدار‌با‌استفاده‌از‌هاببورس‌اوراق‌بینی‌پیش‌.‌دقتدادند

ی‌هاا‌روند‌باورس‌همچناان‌یکای‌از‌زمیناه‌‌‌‌‌بینی‌پیش‌بنابراین‌است.‌دهرسی‌درصد 85است‌و‌به‌‌افتهی

 .باشدمورد‌نظر‌پژوهشگران‌می

 بینی پیش بورس و  2-3

پاول‌‌‌یآورجمع‌یم‌شرکت‌براهاس‌ایم‌هادار‌سهاببازار‌آزاد‌است‌که‌در‌آن‌اوراق‌کیدار‌هاباوراق‌بورس

‌رهی،‌کسب‌رقبا‌و‌غی،‌رشد‌مالدیجد‌یها،‌ورود‌به‌بازاردیمحصولات‌جد‌ی،‌معرفو‌توسعه‌قیتحق‌یبرا

‌ی.‌اقتصاد‌و‌سازماندهشرکت‌است‌تیاز‌مالک‌ی.‌سهم‌بخشردیگیمورد‌معامله‌قرار‌م‌یبه‌صورت‌عموم

م‌قارار‌دارد.‌‌هاعملکرد‌بازار‌س‌ریخورده‌و‌به‌شدت‌تحت‌تأث‌وندیکشور‌به‌شدت‌به‌هم‌پ‌کی‌یاجتماع

‌ریتحات‌تاأث‌‌‌هااز‌کشاور‌‌یاریبسا‌‌یتوسعه‌اقتصااد‌‌راین‌دارد‌زهادر‌اقتصاد‌ج‌یم‌نقش‌مهمهابازار‌س

نسبت‌به‌‌یاست‌که‌سود‌بالاتر‌نیم‌اهابازار‌س‌ی[.‌طرف‌صعود16]‌قرار‌دارد‌یمختلف‌مال‌یهاتیفعال

را‌شاامل‌‌‌یباالاتر‌‌سکیاست‌که‌ر‌نیم‌اهاس‌یگذارهیسرما‌نییدهد‌و‌سمت‌پایم‌یمال‌یهابازار‌ریسا

م‌قبال‌‌هابازار‌س‌بینی‌پیش‌نیرا‌کاهش‌دهد.‌بنابرا‌سکیر‌شتریتواند‌بیهوشمند‌م‌میشود‌اما‌تصمیم

فرسا‌طاقت‌اریم‌بسهاس‌متیق‌یزمان‌یسر‌بینی‌پیش‌نوظهور‌است.‌فهیوظ‌کیدر‌آن‌‌یگذارهیاز‌سرما

‌اتیا‌و‌ادب‌یزماان‌‌یهایدر‌سر‌یهاگران‌حرفلیگذاران‌و‌تحلهیسرما‌یبرا‌فیوظا‌نیزتریو‌چالش‌برانگ

                                                 
1‌Regression 
2‌Candlestick Pattern Detection 
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-هیسارما‌‌یبارا‌‌یم‌سود‌قابال‌تاوجه‌‌هابازار‌س‌قیو‌دق‌زیآمتیموفق‌بینی‌پیش‌است.‌یهوش‌محاسبات

‌گذاران‌به‌همراه‌خواهد‌داشت.

‌شامل:‌‌هاکردیرو‌نیشود.‌ایم‌استفاده‌مهابازار‌س‌بینی‌پیش‌یوجود‌دارد‌که‌برا‌یمختلف‌یهاروش

 یادیبن‌لیتحل‌‌

 یفن‌لیو‌تحل‌هیتجز‌‌

 یسنت‌یآمار‌یهاروش‌‌‌

 روش‌محاسبات‌نرم‌‌

‌م‌هساتند‌هارفتاار‌باازار‌سا‌‌‌‌بینی‌پیش‌و‌لیتحل‌یبرا‌جیرا‌کردیدو‌رو‌یکیتکن‌لیو‌تحل‌یادیبن‌لیتحل‌

دهناده‌سالامت‌‌‌دهند‌که‌نشاان‌یرا‌نشان‌م‌یمختلف‌یهااریگذاران‌معهی،‌سرمایقبل‌کردی[.‌در‌رو17]

،‌هانهی،‌هزیمانند‌گردش‌مال‌یمختلف‌یهااریمع‌یادیبن‌لیتحلدر‌م‌آن‌است.‌هاس‌دیشرکت‌قبل‌از‌خر

‌گیارد.‌مای‌را‌مورد‌مطالعاه‌قارار‌‌‌‌رهی،‌ترازنامه‌و‌غهایو‌بده‌هایی،‌داراانی،‌سود‌و‌زسالانه‌یهاگزارش

‌یفنا‌‌لیتحلدر‌شود.‌یم‌دیاست‌که‌توسط‌خود‌بازار‌تول‌یبر‌مطالعه‌آمار‌یمبتن‌یفن‌لیو‌تحل‌هیتجز

کناد.‌‌یمادل‌ما‌‌‌یزماان‌‌یسار‌‌کیم‌را‌به‌عنوان‌هابازار‌س‌یخیتار‌رو‌رفتااست‌م‌هاس‌متیق‌شاملکه‌

را‌بار‌‌‌ناده‌یآ‌یهادهد‌که‌رفتاریامکان‌را‌م‌نیا‌یفن‌لگریبه‌تحل‌یمال‌یزمان‌یهایسر‌لیو‌تحل‌هیتجز

‌خیتاار‌‌ناده‌یکند‌که‌معتقد‌است‌ممکن‌است‌در‌آ‌بینی‌پیش‌یزمان‌یسر‌نیگذشته‌ا‌یهااساس‌رفتار

‌.[18]‌تکرار‌شود

‌ایا‌شارکت‌‌‌یاقتصااد‌‌طیکالان‌از‌جملاه‌شارا‌‌‌‌یعوامل‌مختلف‌اقتصاد‌ریم‌تحت‌تأثهابازار‌س‌نوسانات

،‌گذارانهی،‌انتظارات‌سرمامهاس‌یهابازار‌ری،‌حرکت‌ساطلا‌متی،‌قکالا‌متی،‌ق،‌نرخ‌ارز،‌نرخ‌بانککشور

در‌چند‌‌[20و19.‌]رهیگذاران‌و‌غهیاست.‌سرما‌ی،‌روانشناسهاشرکت‌یهااستی،‌سیاسیس‌یهادادیرو

‌یریا‌گمیتصام‌‌ساتم‌یم‌و‌ارائاه‌س‌هاباازار‌سا‌‌‌بینای‌‌پایش‌‌یبرا‌یگریمختلف‌د‌یها،‌روشسال‌گذشته

،‌مهاسا‌‌متیق‌یزمان‌یسر‌بینی‌پیش‌یشده‌است.‌دو‌روش‌معمولاً‌مورد‌استفاده‌برا‌دهاشنیهوشمند‌پ

:‌مانناد‌‌یسانت‌‌یآماار‌‌بینای‌‌پیش‌یها[.‌روش21]‌محاسبات‌نرم‌است‌یهاکردیو‌رو‌یآمار‌یهاروش
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،‌‌3ونیمتحارک‌خودکاار‌رگرسا‌‌‌‌نیانگیا‌م‌،‌2یینماا‌‌یسااز‌،‌صااف‌‌1نویمتحرک‌خود‌رگرسا‌‌نیانگیم

‌ناده‌یم‌آهاس‌یها‌متیق‌5افتهی‌میتعم‌ییخودگرا‌یشرطواریانس‌و‌‌4ونیخود‌رگرس‌یشرط‌یناهمساز

‌یهاا‌یند‌که‌سرهاساخته‌شد‌هیفرض‌نیاساس‌ا‌بر‌ها‌مدل‌نی[.‌ا22م‌گذشته‌]هاس‌متیرا‌بر‌اساس‌ق

‌یزماان‌‌یروند‌سر‌یسازدر‌مدل‌ی[‌و‌سع23شوند‌]یم‌دیتول‌یخط‌ندیاز‌فرآ‌یمورد‌بررس‌یمال‌یزمان

‌تیا‌ماه‌یدارا‌مهاس‌یزمان‌یسر‌یهاوجود‌داده‌نیدارند.‌با‌ا‌هایسر‌ندهیارزش‌آ‌بینی‌پیش‌به‌منظور

توان‌ینم‌نی[.‌بنابرا24،‌25]‌نظم‌هستند‌یو‌ب‌ی،‌ناپارامترای،‌پودهیچی،‌پیخطری،‌غپر‌سر‌و‌صدا‌اریبس

م‌استفاده‌کرد.‌هاس‌یهاثابت‌بازار‌ریغ‌تیو‌ماه‌یدگیچیپ‌یسازمدل‌یبرا‌یآمار‌یسنت‌یهاکیاز‌تکن

و‌اساتفاده‌شاده‌اسات.‌‌‌‌‌دهاشنیم‌پهاروند‌بازار‌س‌بینی‌پیش‌یروش‌محاسبات‌نرم‌برا‌نی،‌چندنیبنابرا

 بانیبردار‌پشت‌یهانیو‌ماش‌یمصنوع‌یعصب‌یها‌شبکه
هستند‌که‌به‌طور‌گساترده‌در‌‌‌ییها‌الگوریتم6

‌[.26‌‌،27]‌شوندیاستفاده‌م‌هاکیتکن‌نیا‌نیب

باازار‌‌‌بینای‌‌پیش‌حل‌مشکل‌یاست‌که‌برا‌یهوش‌محاسبات‌ریاخ‌یهاکردیرو‌یکار‌بررس‌نیاز‌ا‌هدف

‌یگار‌ماال‌‌لیا‌گاذاران‌و‌تحل‌هی،‌سرمایمحقق‌پژوهش‌تیهدا‌یمطالعه‌برا‌نیم‌استفاده‌شده‌است.‌اهاس

‌است.‌دیم‌مفهابازار‌س‌ینیب‌شیروش‌هوشمند‌پ‌کی‌جادیا‌یبرا

 مرتبط  یهاکار 2-4

‌سندگانیتوسط‌نو‌یدر‌مشکلات‌بازار‌مال‌یهوش‌محاسبات‌یهاکیارتباط‌تکن‌یبررس‌در‌این‌بخش‌به

‌پرداختیم.مختلف‌

و‌‌یعصاب‌‌یهاا‌کیا‌ند‌کاه‌از‌تکن‌هاکرد‌یرا‌بررس‌ی[‌مقالات‌علم28]‌در‌مرجع‌سیو‌والوان‌سیآتسالک

،‌هر‌مقاله‌با‌توجه‌کنند.‌در‌آن‌مطالعهیم‌استفاده‌مهابازار‌س‌بینی‌پیش‌حل‌مشکل‌یبرا‌یفاز-یعصب

                                                 
1‌Autoregressive Moving Average (ARMA) 
2‌Exponential Smoothing(ES) 
3 Autoregressive Integrated Moving Average (ARIMA) 
4‌Autoregressive Conditional Heteroskedasticity(ARCH) 
5‌Generalized Auto Regressive Conditional Heteroskedasticity (GARCH) 
6‌Support Vector Machines (SVM) 
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‌‌.قرار‌گرفت‌یمورد‌بررس‌یاصل‌دگاهیبه‌پنج‌د

 م‌هابازار‌س‌

 هر‌مدل‌‌درشده‌‌یبررس‌یورود‌یهاریمتغ‌

 بینی‌پیش‌ساخت‌مدل‌یمورد‌استفاده‌برا‌یهاو‌پارامتر‌هاکیتکن‌

 مدل‌‌سهیمقا‌

 شود.‌یدقت‌هر‌مدل‌استفاده‌م‌یریگاندازه‌یکه‌برا‌یعملکرد‌یهااریمع‌

‌یهاکینم‌با‌استفاده‌از‌تکهابازار‌س‌ینیب‌شیدر‌پ‌اتیادب‌میرا‌در‌تنظ‌یمقاله‌سهم‌ارزنده‌ا‌نیاگرچه‌ا

‌اعماال‌شاده‌در‌‌‌یاز‌هاوش‌محاسابات‌‌‌ناه‌یزم‌نی،‌مطالعه‌ما‌چنددر‌مقابل.‌ددهیمحاسبات‌نرم‌ارائه‌م

توسط‌کاوالکانته‌و‌همکااران‌‌‌2015تا‌‌2009از‌‌هیکند.‌مطالعات‌اولیم‌یم‌را‌بررسهابازار‌س‌بینی‌پیش

دهد.‌در‌ینشان‌م‌یرا‌در‌بازار‌مال‌یهوش‌محاسبات‌یهاکیاستفاده‌از‌تکن‌هک‌[،29]‌شده‌است.‌یبررس

‌:شده‌است‌یطبقه‌بند‌یانتخاب‌شده‌به‌پنج‌جنبه‌اصل‌هی،‌مطالعات‌اولمقاله‌نیا

 یاستفاده‌از‌محاسبات‌نرم‌در‌بازار‌مال‌‌

 یمورد‌بررس‌یبازار‌مال‌‌

 مورد‌استفاده‌‌یورود‌یهاریمتغ‌

 دهاشنیهوشمند‌پ‌تجارت‌ستمیس‌‌

‌یمشاکلات‌ماال‌‌‌نیعماده‌تار‌‌‌هاا‌.‌آنریخ‌ایکند‌یتجارت‌کمک‌م‌ستمیکار‌بحث‌شده‌به‌توسعه‌س‌ایآ‌

‌انیا‌را‌در‌م‌یماال‌‌یتنگناا‌‌بینای‌‌پیش‌برق‌و‌متی،‌قکالا،‌نرخ‌ارز‌متی،‌قمهاس‌متیق‌بینی‌پیش‌مانند

و‌‌یادیا‌بن‌لیا‌و‌تحل‌هیتجز‌اًعمدت‌یساسا‌میکار‌ارائه‌مفاه‌نیا‌گرید‌یکردند.‌سهم‌اصل‌یبررس‌گرانید

حال‌‌‌یو‌محاسبات‌نارم‌ماورد‌اساتفاده‌بارا‌‌‌‌‌یآمار‌یسنت‌یهاکردی،‌روپردازششیپ‌یهاکی،‌تکنیفن

از‌هاوش‌‌‌یعیحوزه‌وسا‌‌یبررس‌نیمرتبط‌بود.‌اگرچه‌ا‌قاتیتحق‌ندهیو‌دامنه‌آ‌هاو‌چالش‌یمسئله‌مال

‌یادیا‌ز‌یهاا‌شارفت‌یپ‌2016است‌و‌از‌سال‌‌یمیدشود‌اما‌نسبتاً‌قیرا‌شامل‌م‌یو‌بازار‌مال‌یمحاسبات
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در‌‌یفا‌یاساتخراج‌اطلاعاات‌ک‌‌‌یکه‌از‌روش‌استخراج‌متن‌برا‌هیمطالعات‌اول‌یبرخحاصل‌شده‌است.‌

م‌بر‌هاس‌متیق‌ندهیرفتار‌آ‌ینیب‌شیپ‌یدانش‌استخراج‌شده‌برا‌نیاستفاده‌کرده‌و‌از‌ا‌هامورد‌شرکت

فرجام‌و‌همکااران‌ارائاه‌‌‌‌کیتوسط‌ن‌[30]‌در‌مرجع،‌استفاده‌شده‌است‌هااخبار‌شرکت‌تیفیاساس‌ک

با‌توجه‌باه‌‌‌زیمقاله‌ن‌نیمتنوع‌ارائه‌شده‌در‌ا‌یمتن‌کاو‌یهاروش‌یقیتطب‌لیو‌تحل‌هیتجز‌.شده‌است

‌اعماال‌شاده،‌‌‌‌یبناد‌طبقاه‌‌یهاا‌کیمورد‌بحث‌قرار‌گرفته‌است:‌تکن‌هیمطالعات‌اول‌هایژگیاز‌و‌یبرخ

‌یکااو‌ماتن‌‌یهاا‌کردیشاامل‌رو‌‌نیدقت‌جهت.‌مطالعه‌ما‌همچنا‌‌هدف‌و‌یهاکلاس‌ای‌هاتعداد‌دسته

ات‌ارائاه‌‌یا‌ادب‌یبررسا‌‌نیبحث‌را‌در‌قرارداد‌به‌ا‌نیم‌است‌اما‌ما‌آخرهابازار‌س‌بینی‌پیش‌یبرا‌یمتنوع

‌یمختلاف‌ماال‌‌‌یهاا‌را‌در‌بازار1یمصانوع‌‌یعصاب‌‌یهاا‌‌شبکه[‌کاربرد‌31]‌در‌مرجعو‌ما‌‌ی.‌لمیدهیم

‌بینای‌‌پیش‌یرا‌برا‌شبکه‌عصبی‌مصنوعی‌را‌که‌هیاول‌یقاتیتحق‌یهااز‌کار‌یبرخ‌هاند.‌آنهاکرد‌یبررس

این‌کردند.‌در‌‌یدهند،‌بررسیانجام‌م‌یو‌مال‌یبحران‌بانک‌بینی‌پیش‌م‌وها،‌بازار‌سنرخ‌ارز‌ندهیارزش‌آ

در‌‌یریادگیا‌‌یهاا‌‌الگاوریتم‌‌ای‌یمصنوع‌یعصب‌یها‌شبکه‌یاز‌معمار‌یاتیجزئ‌چیه‌سندگانیمقاله،‌نو

کلاس‌از‌کلاس‌هوش‌‌کیفقط‌‌هاآن‌رایدارد‌ز‌یند‌و‌دامنه‌محدودهااستفاده‌نکرد‌یمورد‌بررس‌اتیادب

‌کنند.‌یم‌یرا‌بررس‌یمحاسبات

حل‌مشکلات‌مختلاف‌‌‌یبرا‌یمحاسبه‌تکامل‌یهاکاربرد‌روش‌یبررس‌[32]‌در‌مرجع‌کارانو‌هم‌ورایر

-ستمی،‌س2کیژنت‌یسینومانند‌برنامه‌ینیدارو‌کردیبر‌رو‌یمبتن‌یتکامل‌یهاکی.‌تکنندرا‌ارائه‌داد‌یمال

در‌‌‌ساازی‌‌بهیناه‌طرح‌‌،چند‌هدفه‌یتکامل‌یها‌الگوریتم،‌4کیژنت‌تمی،‌الگور3ی‌یادگیریبندطبقه‌یها

‌یتکاامل‌‌یهاا‌روش‌رایاست،‌ز‌ینیدارو‌یهاکردیمحدود‌به‌رو‌شتریب‌یبررس‌نینظر‌گرفته‌شده‌است.‌ا

باازار‌‌‌بینای‌‌پایش‌‌یموجود‌برا‌یهاکی[‌تکن33]‌در‌مرجعآگراوال‌و‌همکاران‌.‌را‌ارائه‌داده‌است‌یکم

را‌ماورد‌بحاث‌‌‌‌هاا‌روش‌نیمختلف‌ا‌یهاتیو‌محدود‌ای،‌مزامربوطه‌یهاو‌پارامتر‌یم‌هند‌را‌بررسهاس

                                                 
1‌Artifcial Neural Networks (ANNs) 
2‌Genetic Programming(GP) 
3
 Learning Classifer Systems(LCS)  

4‌Genetic Algorithm(GA) 
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‌یماورد‌اساتفاده‌بارا‌‌‌‌یو‌فنا‌‌یادیا‌بن‌لیا‌از‌تحل‌یمختصار‌‌یمعرف‌سندگانی،‌نومقاله‌نیقرار‌داد.‌در‌ا

تاا‌‌‌2000را‌از‌‌یمقاالات‌پژوهشا‌‌‌[34]‌در‌مرجاع‌‌یند.‌کومار‌و‌راوهام‌را‌ارائه‌دادهابازار‌س‌بینی‌پیش

-،‌شاکاف‌از‌موضاوعات‌‌یاست‌و‌برخ‌یدر‌حوزه‌مال‌یکاوور‌کردند‌که‌مربوط‌به‌کاربرد‌متنمر‌2016

مارتبط‌را‌برجساته‌‌‌‌یهانهیدر‌زم‌ندهیآ‌یریگو‌جهت‌یدر‌حوزه‌مال‌یاصل‌یها،‌چالشیقاتیتحق‌یها

باازار‌‌‌بینای‌‌پایش‌‌را‌در‌عصبی‌مصنوعیی‌ها‌شبکه‌استفاده‌از‌نی[‌همچن35]‌در‌مرجع‌یکند.‌سونیم

را‌ارائاه‌داده‌و‌در‌‌‌ی‌عصبی‌مصنوعیها‌شبکهمختصر‌‌یمعرف‌سندهیمقاله‌نو‌نیکرد.‌در‌ا‌یم‌بررسهاس

‌یمطالعاات‌قبلا‌‌‌یقبل‌از‌ارائه‌بررس‌سندهیبحث‌کرده‌است.‌نو‌بینی‌پیش‌در‌ها‌شبکهاین‌‌تیمورد‌اهم

‌یاساس‌میمفاه‌ی،‌برخکنندیم‌استفاده‌مهابازار‌س‌بینی‌پیش‌حل‌مشکل‌یبرا‌ی‌عصبیها‌شبکهکه‌از‌

‌م‌را‌ارائه‌داده‌است.هابازار‌س

 م  هابازار س یاصطلاحات اساس 2-5

م،‌شاخص‌هادار،‌بورس‌سهابار‌مانند‌آنچه‌بورس‌اوراقدهاببورس‌اوراق‌یبخش‌اصطلاحات‌اساس‌نیا‌در

اداماه‌‌‌یو‌اساس‌برا‌هیاست‌که‌به‌عنوان‌پا‌یهوش‌محاسبات‌یهاکردیم‌و‌روهابازار‌س‌بینی‌پیش‌،مهاس

‌شود.ی،‌ارائه‌مکندیمقاله‌عمل‌م‌نیا

توافاق‌شاده‌‌‌‌مات‌یرا‌باا‌ق‌‌هاا‌م‌شرکت‌است‌که‌آنهاس‌دیفروش‌و‌خر‌یبرا‌یبازار‌عموم‌کیم‌هابازار‌س

.‌شارکت‌اسات‌‌‌تیا‌از‌مالک‌یم‌بخشا‌هام‌به‌تجارت‌معروف‌است.‌سهاس‌دی.‌فروش‌و‌خرکندیمنتشر‌م

م‌هاکند.‌س‌میشرکت‌را‌تقس‌انیاز‌سود‌و‌ز‌یتواند‌بخشیاست‌که‌فرد‌م‌یمعن‌نیسهم‌به‌ا‌کی‌اشتند

‌یداریتوان‌آن‌را‌خریدارد‌و‌م‌یارزش‌پول‌یاست‌که‌مقدار‌یمال‌یابزار‌یک‌دار‌است‌کههاباوراق‌ینوع

بتواناد‌در‌‌‌نتخاب‌فارد‌م‌‌کیباشد.‌اگر‌فقط‌‌یدولت‌ای‌یدار‌ممکن‌است‌خصوصهاب.‌اوراقمعامله‌کرد‌ای

بتواناد‌در‌آن‌‌‌چند‌نفار‌شود‌و‌اگر‌یشناخته‌م‌یدار‌خصوصهابکند‌به‌عنوان‌اوراق‌یگذارهیم‌سرماهاس

-هیم‌سارما‌هاکه‌در‌باازار‌سا‌‌‌یشود.‌افرادیشناخته‌م‌یدار‌عمومهابکند‌به‌عنوان‌اوراق‌یگذارهیسرما

‌یرویا‌پ‌یگاذار‌هیگذاران‌و‌سرماهیحاکم‌بر‌سرما‌ید‌نظارتهاو‌مقررات‌ن‌نیاز‌قوان‌دیکنند‌بایم‌یگذار
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و‌‌میتنظا‌‌1دار‌هناد‌هاا‌ببورس‌و‌اوراق‌ئتیتوسط‌ه‌یدار‌عمومهابمربوط‌به‌اوراق‌نیکنند.‌در‌هند‌قوان

گذاران‌به‌طور‌عادلانه‌رفتار‌هیحاصل‌کند‌که‌با‌سرما‌نانیاست‌که‌اطم‌‌SEBIفهیوظ‌نیشود.‌ایاجرا‌م

انجاام‌نشاده‌‌‌‌یرقاانون‌یمعامله‌غ‌چیند‌و‌در‌بازار‌ههاانجام‌شد‌نهصادقا‌هایگذارهیشود‌و‌تمام‌سرمایم

آن‌‌مات‌ی،‌قداشاته‌باشاد‌‌‌یادیز‌یتقاضا‌یمهادارد.‌اگر‌س‌یم‌به‌عرضه‌و‌تقاضا‌بستگهاس‌متیاست.‌ق

-یما‌‌مات‌ی،‌منجر‌به‌کااهش‌ق‌دارند‌یادیفروش‌ز‌ایکم‌‌یتقاضا‌یمهاکه‌س‌ی،‌در‌حالابدییم‌شیافزا

‌[.36]‌شوندیم‌دهینام‌یبورس‌یها،‌شرکتبه‌تجارت‌در‌بورس‌هستند‌جازکه‌م‌ییهاشود.‌شرکت

‌کیدار‌هابشود.‌بورس‌اوراقیدر‌آن‌معامله‌م‌هام‌شرکتهااست‌که‌س‌یم‌محلهابورس‌س‌،مهابورس‌س‌

دار‌هاا‌باوراق‌ریساا‌‌ایا‌م‌هاسازمان‌متقابل‌باشد‌کاه‌سا‌‌‌ایشرکت‌‌کیتواند‌یکند‌که‌میبازار‌را‌فراهم‌م

‌2یعماوم‌‌هیا‌اول‌دهاشان‌یپ‌قیا‌از‌طر‌ماًیم‌مساتق‌ها.‌سا‌ردیگیسازمان‌مورد‌معامله‌قرار‌م‌یتوسط‌اعضا

-قادرت‌‌نیبزرگتر‌شتریشود.‌ب‌یداریدار‌خرهابد‌از‌بورس‌اوراقتوان‌یم‌ایشود‌یم‌نیتوسط‌شرکت‌تأم

م‌هاباورس‌سا‌‌‌نیبزرگتار‌‌،3ورکیا‌ویدار‌نهاا‌بم‌خود‌را‌دارند.‌بورس‌اوراقهاس‌سبور‌ایدن‌یاقتصاد‌یها

‌،دو‌بورس‌بزرگ‌5مهاس‌یو‌بورس‌مل4یم‌بمبئهاس‌بورسبورس‌وجود‌دارد.‌‌21.‌در‌هند‌باشدمین‌هاج

م‌خااص‌‌هادر‌باورس‌سا‌‌‌دی،‌بام‌خاصهاس‌یهام‌شرکت‌در‌بورسهاتجارت‌س‌یم‌هند‌هستند.‌براهاس

‌[.37وارد‌شود‌]

شرکت‌شاخص‌تعاداد‌‌‌کیاست‌.‌‌ها‌از‌شرکت‌یعملکرد‌گروه‌یآمار‌اریشاخص‌مع‌کیم‌هاشاخص‌س

را‌در‌باازار‌نشاان‌‌‌‌یبخاش‌خاصا‌‌‌ایا‌که‌عملکرد‌کال‌باازار‌‌‌‌،کند‌یم‌شرکت‌را‌انتخاب‌مهاس‌یمحدود

‌لیا‌و‌تحل‌هیا‌تجز‌یگذاران‌براهیاز‌سرما‌یشمار‌افتنی‌یرا‌برا‌ها‌و‌به‌طور‌متوسط‌عملکرد‌آن‌دهد‌یم

 & 7‌S،‌استاندارد6داو‌جونز‌یصنعت‌نیانگیم.‌کند‌یانتخاب‌م‌گریم‌دهاآن‌با‌س‌سهیمقا‌ایبازار‌و‌‌ملکردع

P 500م‌هاکه‌هر‌شااخص‌سا‌‌‌هستند،‌متحده‌‌الاتیم‌اهاسه‌شاخص‌عمده‌س‌،م‌نزدکهاو‌شاخص‌س‌‌

                                                 
1‌Securities and Exchange Board of India (SEBI) 
2‌Initial Public Ofer (IPO) 
3‌New York Stock Exchange (NYSE) 
4‌Bombay Stock Exchange (BSE) 
5‌National Stock Exchange (NSE) 
6‌Dow Jones Industrial Average (DJIA) 
7‌Standard & Poor’s 500 (S&P 500) 
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م‌هاحجام‌متوساط‌و‌تعاداد‌سا‌‌‌‌قیمات‌بساته،‌‌‌‌،نییپا‌متیباز،‌ق‌متیکه‌ق‌باشد‌یچارت‌خود‌م‌یدارا

NSEو‌‌‌BSEیاصال‌م‌هاس‌یهاشاخص‌ ۵۰Niftyو‌‌S&P BSE.‌دهد‌یشده‌را‌نشان‌م‌مبادله
از‌باازار‌‌‌1

دار‌هاا‌که‌توسط‌بورس‌اوراق‌ب‌یگریشاخص‌محبوب‌د‌،مهاشاخص‌بازار‌س‌یبورس‌هند‌هستند.‌به‌جا

از‌انتظاارات‌‌‌یشاخص‌،شود‌یشناخته‌م‌3(‌VIX)‌شاخص‌‌Cboeبا‌عنوان‌شاخص‌نوسان‌بازار‌‌2کاگویش

 [‌.‌38]‌است‌متحده‌‌الاتیم‌اهادر‌بازار‌س‌ندهیبازار‌از‌نوسانات‌آ

در‌نظار‌‌‌ینهام‌جهابازار‌س‌یبرا‌یاریاست‌و‌به‌عنوان‌مع‌)‌500S & P(یها‌نهیگز‌هیشاخص‌بر‌پا‌نیا

در‌‌یاز‌ابازار‌ماال‌‌‌،نییطارف‌و‌پاا‌‌‌وهر‌د‌متیو‌اندازه‌حرکت‌ق‌یفراوان‌اریمع‌،یثبات‌ی.‌بشود‌یگرفته‌م

به‌عناوان‌مطالعاات‌‌‌‌یگذاران‌از‌گاز‌تورهیبه‌عنوان‌سرما‌VIX.‌شاخص‌باشد‌یشده‌م‌داده‌یفاصله‌زمان

VIXترس‌و‌ارزش‌‌یبه‌جا‌یگذاران‌در‌مورد‌بازار‌آت‌هیسرما‌دهد‌یکه‌نشان‌م‌شود‌یشناخته‌م‌نییپا‌

بازار‌اغلب‌در‌هر‌و‌‌کرده‌ییرا‌شناسا‌یبالاتر‌سکیگذاران‌رهیسرما‌،کنند‌یدارند‌و‌درک‌م‌نانیبالا‌اطم

شااخص‌نوساان‌خاود‌را‌براسااس‌‌‌‌‌(‌NSEهناد‌)‌‌یم‌ملا‌هاباازار‌سا‌‌‌[.39]‌کناد‌‌یدو‌جهت‌نوساان‌ما‌‌

روز‌‌‌30ررا‌د‌Niftyکه‌نوساانات‌باازار‌انتظاار‌‌‌‌‌کند‌یعرضه‌م‌Nifty VIXشاخص‌‌نهیگز‌یگذار‌متیق

سال‌‌کیدوره‌‌یهند‌برا‌شاخص‌‌50نیدهنده‌حرکت‌مشترک‌ب‌نشان(1-2(شکل‌.برد‌یم‌نیاز‌ب‌ندهیآ

 .‌دهد‌یرا‌نشان‌م‌2019مارس‌‌29تا‌‌‌2018لیآور‌2از‌‌یمال

‌

 [34]و شاخص نوسان هند Nifty 50 یینمودار هم افزا(:1-2)شکل 

                                                 
1‌National Stock Exchange 
2‌Chicago Board Options Exchange (CBOE) 
3‌Cboe Market Volatility Index (VIX index) 
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‌2باازار‌‌ارزشو‌باا‌‌1م‌توساط‌بخاش‌‌‌هاسا‌ ماولا‌مع‌وجاود‌دارد،‌ی‌مختلفی‌هام‌راههاس‌یبند‌طبقه‌یبرا

‌یداریا‌صانعت‌خر‌‌کیا‌را‌در‌‌یمهابخاش‌سا‌‌‌یگاذار‌‌هیگذاران‌در‌سارما‌هی.‌سرماشوند‌یم‌یبند‌طبقه

مراقبات‌‌‌یهاا‌‌ممکن‌اسات‌در‌شارکت‌‌‌یبرخ‌المث‌ی.‌براشود‌یکه‌به‌عنوان‌بخش‌شناخته‌م‌کنند‌یم

‌یگذار‌هیم‌سرماهاکنند.‌س‌یگذار‌هیسرما‌گرید‌یاریبخش‌مخابرات‌و‌بس‌،یبخش‌خودروساز‌،یبهداشت

که‌باا‌ضارب‌‌‌‌شود‌یم‌یبند‌طبقه‌در‌بازار‌براساس‌اندازه‌شرکت‌با‌استفاده‌از‌فرمول‌معروف‌ارزش‌بازار

‌ساه‌ی.‌آماار‌و‌ارقاام،‌مقا‌‌شاود‌‌یم‌موجود‌در‌بازار‌مشاخص‌ما‌‌هاواحد‌و‌تعداد‌س‌مسه‌کی‌یفعل‌متیق

‌(2-2شاکل)‌‌.کشاد‌‌یم‌ریم‌هند‌را‌به‌تصوهابازار‌س‌BSEو‌دو‌بخش‌‌NSEساله‌سه‌بخش‌‌عملکرد‌سه

 .‌شااخص‌کنناد‌‌یثبت‌م‌ند،هارا‌که‌به‌طور‌خاص‌فهرست‌شد‌ییها‌بخش‌عملکرد‌شرکت‌یها‌شاخص

Nifty IT مانند‌اطلاعات‌هند‌‌یآور‌فن‌یها‌خوب‌عملکرد‌شرکت‌یلیخTCS Ltdکند‌یرا‌محدود‌م.‌

‌

 [34]بخش بر اساس بازده کل یهاعملکرد شاخص سهیمقا (2-2شکل)                  

‌یریا‌گ‌انادازه‌‌یشااخص‌بارا‌‌‌نیا‌و‌ا‌دنباش‌یمحدود‌م‌تیمسئول‌با‌3سینفوسیشرکت‌اویپرو‌و‌شرکت‌

‌‌شاده‌‌یطراحا‌‌رهیا‌آل‌ان‌و‌غ‌ONGC, GAIL, Petronetنفت‌و‌گاز‌هناد‌مانناد‌‌‌‌یها‌عملکرد‌شرکت

‌است.

خاص‌باه‌دسات‌‌‌‌یدوره‌زمان‌کیگذاران‌از‌هیسود‌در‌درصد‌است‌که‌توسط‌سرما‌زانیم‌،یبازگشت‌کل

                                                 
1‌Sector 
2‌Market Cap 
3‌Wipro Ltd., Infosys Ltd. 
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‌(3-2)در‌شاکل‌‌‌[.40]‌اسات‌‌ها‌شرکت‌یخیعملکرد‌تار‌لیو‌تحل‌هیتجز‌یبرا‌یقو‌اریمع‌کیو‌‌دیآ‌یم

‌درآمد‌دارد.[‌41]‌یزمانبه‌طور‌متوسط‌روزانه‌در‌طول‌دوره‌‌گذار‌هیسرما‌کیبازده‌روزانه‌‌نیانگیم

‌

‌

 [34]بازده روزانه نیانگیبخش بر اساس م یهاعملکرد شاخص سهیمقا ( 3-2 )شکل

‌یقبلا‌‌یخیتاار‌‌یهاا‌م‌بر‌اساس‌دادههابازار‌س‌ندهیآ‌یهامتیق‌بینی‌پیش‌ندیم‌فرآهابازار‌س‌ینیبشیپ

‌کیا‌م‌هابازار‌س‌بینی‌پیش‌شود.یاستفاده‌م‌بینی‌پیش‌یبرا‌یکلم‌به‌طورهاس‌متیق‌یزمان‌یاست.‌سر

در‌باورس‌‌‌یگاذار‌هیسارما‌‌رایا‌و‌محققان‌است‌ز‌یهاگران‌حرفلی،‌تحلگذارانهیسرما‌یکار‌نوظهور‌برا

‌دارد.‌یشتریم‌خطر‌بهاس

جمع‌‌یدر‌پ‌یزمان‌پ‌کیدر‌‌یاز‌مشاهدات‌است‌که‌به‌طور‌کل‌یمجموعه‌ا‌یزمان‌یسر‌یزمان‌یسر‌

‌شود‌مانند:‌یم

𝑥𝑡   = {𝑥𝑡 ∈ 𝑅|𝑡 = 1،2،3،… ،𝑁}‌ 

‌یمشاهدات‌در‌بازه‌زماان‌‌نیاست‌و‌ا‌مشاهدات‌تعداد‌کل‌Nاست‌و‌‌یشاخص‌زمان‌‌tدر‌این‌عبارت‌که

‌مات‌یق‌یزماان‌‌یسار‌(‌4-2)‌[.‌شکل42]‌شوند‌ی،‌سه‌ماهه‌و‌سالانه‌ثبت‌منههامنظم‌مانند‌روزانه،‌ما

(‌RIL)‌2وابساته‌‌عی(‌و‌صناTCS)‌1خدمات‌مشاوره‌تاتا‌یعنی‌یبسته‌شدن‌دو‌شرکت‌هند‌متیم‌قهاس

                                                 
1‌Tata Consultancy Services Ltd. (TCS) 
2‌Reliance Industries Ltd. (RIL) 
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شوند.‌یم‌میترس‌یخط‌یهامعمولاً‌توسط‌نمودار‌یزمان‌یهایسر‌دهد.یسال‌نشان‌م‌10مدت‌‌یرا‌برا

نفات،‌‌‌مات‌ی،‌قکاالا‌‌متی،‌قنرخ‌ارز‌،طلا‌متی،‌قمهاس‌متیق:‌عبارتند‌از‌یزمان‌یهایاز‌سر‌ییهانمونه

‌یهاا‌ی.‌سار‌رهیا‌شاده‌و‌غ‌‌یریا‌گاندازه‌رهیکشور‌در‌زمان‌مشخص‌و‌غ‌تی،‌جمعنه‌شرکتهافروش‌ما

،‌گنالیپاردازش‌سا‌‌‌:شوندیهوا‌استفاده‌م‌بینی‌پیش‌،یمانند‌اقتصاد‌سنج‌یمتنوع‌یهادر‌برنامه‌یزمان

بازار‌‌یهابینی‌پیش‌ریم‌و‌ساهابازار‌س‌بینی‌پیش‌،آمار‌،الگو‌ییزلزله،‌شناسا‌بینی‌پیش‌،کنترل‌یمهندس

مجموعه‌بر‌اسااس‌‌‌ندهیآ‌ریمقاد‌بینی‌پیش‌یزمان‌یسر‌بینی‌پیش‌یهاکیتکن‌یهدف‌اصل[.‌43]‌یمال

‌منظم‌موجود‌در‌مشاهدات‌گذشته‌خود‌مجموعه‌است.‌یالگو

‌

 [34]یهند یهام شرکتهاس متیق یزمان یسر (4-2)شکل

‌یهاا‌بازار‌بینی‌پیش‌شود‌و‌شاملیانجام‌م‌هاشرکت‌یاقتصاد‌یهابر‌اساس‌داده‌یادیبن‌لیتحل‌هیتجز

شود‌به‌یمشخص‌منتشر‌م‌یدوره‌زمان‌کیاست‌که‌در‌‌هاشرکت‌یاقتصاد‌یهام‌با‌استفاده‌از‌دادههاس

سالانه‌و‌سه‌‌یها،‌گزارشانی،‌سود‌و‌زرکتش‌ی،‌گردش‌مال(P / Eبه‌درآمد‌)‌متیعنوان‌مثال‌نسبت‌ق

‌.[44]‌انی،‌صورت‌سود‌و‌ز،‌ترازنامههایو‌بده‌هایی،‌داراماهه

م‌باا‌اساتفاده‌از‌‌‌هاباازار‌سا‌‌‌بینی‌پیش‌است‌و‌شامل‌یزمان‌یسر‌یهامطابق‌با‌داده‌یفن‌لیتحل‌هیتجز‌

‌مات‌یاست‌که‌تمام‌اطلاعات‌مربوط‌به‌باازار‌در‌ق‌‌یمتک‌هیفرض‌نیا‌.است‌یفن‌یهاشاخص‌ای‌هانمودار

روند‌‌نییتع‌یبرا‌یسازمدل‌یهاکیو‌تکن‌هانموداراز‌‌یفن‌لگرانیوجود‌دارد.‌تحل‌یم‌در‌زمان‌واقعهاس

‌نیا‌دارد.‌ا‌یبستگ‌یقبل‌یهابه‌داده‌ندهیم‌آهاس‌متیق‌بینی‌پیش‌یکنند‌و‌برایم‌استفاده‌مهاس‌متیق

‌یسار‌‌لیا‌و‌تحل‌هیا‌تجز‌قیا‌م‌از‌طرهاگذشته‌س‌یهابر‌اساس‌الگو‌ندهیم‌آهاس‌متیق‌بینی‌پیش‌شامل
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‌[.45]‌است‌یزمان

 مهابازار س بینی پیش 2-6

‌مات‌یهوشمند‌کاه‌بتواناد‌ق‌‌‌ستمیس‌کیمهم‌است.‌توسعه‌‌یقاتیتحق‌نهیزم‌کیم‌هابازار‌س‌ینیبشیپ

است.‌‌یگران‌ماللیگذاران‌و‌تحلهیسرما‌یدر‌حال‌ظهور‌برا‌قیتحق‌نهیزم‌کی‌.کند‌بینی‌پیش‌م‌راهاس

‌یبررس‌مقالاتمختلف‌در‌‌سندگانیکه‌توسط‌نو‌دهدرا‌نشان‌میم‌هابازار‌س‌بینی‌پیش‌(5-2)در‌شکل‌

‌کیا‌شود‌کاه‌‌یم‌یو‌بررس‌افتهیسازمان‌‌یشده‌است.‌هر‌مقاله‌انتخاب‌شده‌با‌توجه‌به‌پنج‌دسته‌اصل

‌است:‌ریز‌یاتیم‌شامل‌مراحل‌عملهابازار‌س‌بینی‌پیش‌یبرا‌کیستماتیس‌کردیرو

 یورود‌یهاریانتخاب‌متغ‌‌

 هاپردازش‌داده‌شیپ‌‌

 یژگیانتخاب‌و‌استخراج‌و‌

 ی/‌طبقه‌بند‌بینی‌پیش‌آموزش‌با‌استفاده‌از‌مدل‌‌

 یدهاشنیعملکرد‌مدل‌پ‌یابیارز‌

است‌که‌با‌اساتفاده‌از‌روش‌‌‌یورود‌یهایژگیم‌شامل‌انتخاب‌وهابازار‌س‌بینی‌پیش‌روند‌گام‌در‌نیاول

م‌هابازار‌س‌بینی‌پیش‌نهیاست.‌در‌زم‌بینی‌پیش‌قابل‌یشود‌و‌خروجیم‌یسازمدل‌محاسبات‌هوشمند

‌در‌یمسائله‌اصال‌‌‌یورود‌یهاا‌ریدر‌دساترس‌اسات.‌انتخااب‌متغ‌‌‌‌یو‌فنا‌‌یمختلف‌اساسا‌‌یهاریمتغ

.‌سات‌ین‌یکار‌سااده‌ا‌‌یورود‌یهاریدر‌مورد‌استفاده‌از‌متغ‌یریگمیم‌است‌و‌تصمهابازار‌س‌بینی‌پیش

‌شیبه‌منظور‌افازا‌‌هاانتخاب‌شده‌در‌مرحله‌اول‌است.‌داده‌یهاپردازش‌دادهشیپ‌ندیفرآ‌یمرحله‌بعد

،‌ناویز‌حاذف‌‌‌یتوان‌برایپردازش‌م‌شیپ‌زمیشوند.‌از‌مکانیپردازش‌م‌شی،‌پها‌مدل‌بینی‌پیش‌تیقابل

اساتفاده‌کارد.‌در‌مرحلاه‌‌‌‌‌هاداده‌یسازنرمالو‌‌1رفتهاز‌دست‌ریدا،‌مقابله‌با‌مقی‌پرتهاداده‌صیتشخ

‌ناده‌ینما‌یهاا‌ریمتغ‌نیبدست‌آوردن‌بهتار‌‌یاستخراج‌برا‌ای‌یژگیمختلف‌انتخاب‌و‌یهاکی،‌تکنسوم

                                                 
1
 Missing Value 
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شاود.‌‌یمدل‌استفاده‌ما‌‌یمحاسبات‌یدگیچیو‌کاهش‌پ‌یبه‌منظور‌کاهش‌ابعاد‌داده‌ورود‌یداده‌ورود

‌یهاا‌و‌آماوزش‌مادل‌باا‌اساتفاده‌از‌داده‌‌‌‌‌بینی‌پیش‌یبرا‌‌CIیهاروش‌نییشامل‌تع‌یبعد‌مرحلهدر‌

عملکارد‌مناساب‌و‌‌‌‌یهاا‌اریعملکرد‌مرحله‌آخار‌شاامل‌انتخااب‌مع‌‌‌‌یابیشود.‌ارزیاستفاده‌م‌یآموزش

انتخااب‌شاده‌باا‌توجاه‌باه‌‌‌‌‌‌‌تمقالا‌،مقاله‌نیدرست‌است.‌در‌ا‌یریگمیدقت‌مدل‌و‌تصم‌یریگازهاند

‌گرفته‌است.م‌مورد‌بحث‌قرارهابازار‌س‌بینی‌پیش‌یکل‌وبچارچ

‌

 [34] مهابازار س بینی پیش یبرا افتهی میچارچوب تعم (5-2)شکل

 یورود یهاریمتغ2-6-1 

مختلف‌از‌‌سندگانی،‌نواتیاست.‌در‌ادب‌یورود‌یهاریم‌انتخاب‌متغهابازار‌س‌بینی‌پیش‌مرحله‌در‌نیاول

دو‌کنیاد.‌‌(‌مشاهده‌مای‌6-2)در‌شکل‌همانطور‌که‌ند،هااستفاده‌کرد‌یمتفاوت‌یورود‌یهاریتعداد‌متغ

‌یهاا‌،‌شااخص‌شاود‌یم‌اساتفاده‌ما‌‌هاباازار‌سا‌‌‌بینی‌پیش‌یکه‌به‌طور‌گسترده‌برا‌یژگینوع‌متداول‌و

اساتفاده‌‌‌یادیا‌بن‌لیا‌و‌تحل‌هیاز‌تجز‌1928م‌در‌سال‌هاگرا‌نیجاماست.‌بن‌یفن‌یهاو‌شاخص‌یاساس

را‌‌یمختلف‌مختلف‌یهافاکتور‌دی،‌بادر‌شرکت‌یگذارهیگذاران‌قبل‌از‌سرماهیکرد‌و‌ذکر‌کرد‌که‌سرما

‌یهاا‌زارش،‌گا‌یگردش‌ماال‌‌،هی،‌سرما،‌سود،‌ضررهای،‌بدههایی،‌دارااندازه‌شرکت‌:مانند‌رندیاندازه‌بگ

م‌را‌هاسا‌‌مات‌یق‌‌انلگری[.‌تحل46]‌کنندیشرکت‌را‌منعکس‌م‌یه‌سلامت‌کلک‌یعوامل‌مال‌...سالانه‌و

‌یگذشاته‌سار‌‌‌ریرا‌بر‌اساس‌مقاد‌ندهیآ‌یهاد‌الگونکنیم‌ید‌و‌سعنکنیمدل‌م‌یزمان‌یبه‌عنوان‌سر
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د‌که‌با‌اساتفاده‌از‌‌نکنیاستفاده‌م‌یفن‌یهااز‌شاخص[‌47]‌و‌همکاران‌راید.‌تکسنکن‌ییشناسا‌یزمان

-یما‌‌نییبالا‌تع‌متیو‌ق‌نییپا‌متی،‌قبسته‌متی،‌قباز‌متیم‌مانند‌قهاس‌متیدر‌ق‌یاضیر‌یهافرمول

‌یها[‌از‌شاخص48[‌سیمزتیو‌کوگ‌سینالاندیدارد.‌تس‌ندهیم‌آهاس‌یهامتیق‌‌افتنیدر‌‌یشود‌و‌سع

،‌رییا‌تغ‌زانی،‌م،‌حرکتی،‌شاخص‌قدرت‌نسبمتحرک‌یهانیانگیم‌یعنیاستفاده‌کردند،‌‌یمختلف‌یفن

‌م.‌هابازار‌س‌بینی‌پیش‌عوامل‌ریدار‌و‌ساحرکت‌جهت‌یهاشاخص،‌تعادل

‌

 [34]شده یمورد استفاده در مقالات بررس یورود یهاریمتغ(6-2) شکل

 هاپردازش دادهشیپ2-6-2

‌بینای‌‌پیش‌مدل‌نانیاطم‌تیدقت‌و‌قابل‌رایاست‌ز‌یعامل‌اصل‌هاداده‌بینی‌پیش‌تیفیم‌کهابازار‌س‌در

مساتعد‌‌‌یواقع‌یایدن‌یها،‌دادهمحاسبات‌نرم‌یهااز‌برنامه‌یاریدارد.‌در‌بس‌یبستگ‌هاداده‌تیفیبه‌ک

ناخواسته‌در‌مجموعاه‌‌‌ی[.‌هرگونه‌ناهنجار49نقاط‌ضعف‌هستند‌]‌یبودن‌و‌حاو‌نویزدار،‌ناقص‌بودن

اسات‌کاه‌از‌رفتاار‌‌‌‌‌یدورافتاده‌مجموعه‌مشااهدات‌1پرت‌‌یها‌داده‌شود.یشناخته‌م‌زیداده‌به‌عنوان‌نو

‌[.50د‌]نکنیعه‌داده‌اطاعت‌نممجمو‌یکل

-یشوند‌که‌دامنه‌ورود‌هیته‌یهابه‌گون‌دیبا‌ها.‌دادهکمتر‌شود‌بینی‌پیش‌دقتممکن‌است‌‌زینو‌وجود

                                                 
1‌Outlier 
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در‌‌یساع‌‌هاا‌پردازش‌دادهشیپ‌یهاکیشود،‌پوشش‌دهد.‌تکنیاستفاده‌م‌هاآن‌یرا‌که‌شبکه‌برا‌ییها

‌یکیبخشد.‌یرا‌بهبود‌م‌بینی‌پیش‌یها‌مدلرو‌دقت‌‌نیدارند،‌از‌ا‌یهایکاهش‌خطا‌و‌حذف‌موارد‌حاش

در‌‌گار‌ید‌اسیا‌باه‌مق‌‌اسیمق‌کیاز‌‌هاداده‌لیداده‌است.‌تبد‌لیپردازش‌داده،‌تبدشیپ‌یهاکیاز‌تکن

نگاشات‌‌‌ایا‌‌لی[.‌تباد‌51]‌است‌دیمف‌بینی‌پیش‌خصوصاً‌هنگام‌حل‌مسائل‌یابتکار‌یهاکردیرو‌شتریب

به‌‌یابیدست‌یشود.‌برایشناخته‌م‌هاداده‌‌یسازبه‌عنوان‌نرمال‌گرید‌اسیقبه‌م‌اسیمق‌کیاز‌‌هاداده

پاردازش‌شاده‌باه‌‌‌‌شیاز‌پا‌‌یهاا‌،‌لازم‌است‌دادهپس‌از‌پردازش‌یهاکیبا‌استفاده‌از‌تکن‌یواقع‌جینتا

‌[.‌52شکل‌داده‌شود‌]‌رییتغ‌یاصل‌اسیمق

 یژگیانتخاب و استخراج و 2-6-3

ناامربوط‌اسات.‌انتخااب‌‌‌‌‌یهایژگیمهم‌و‌کنار‌گذاشتن‌و‌یهایژگیانتخاب‌و‌یبه‌معنا‌یژگیو‌انتخاب

‌بینای‌‌پیش‌در‌یمسئله‌اصل‌نیشود‌و‌ایشده‌اعمال‌م‌نهیبه‌یهایژگیو‌نیانتخاب‌بهتر‌یبرا‌هایژگیو

را‌از‌‌هایژگیاز‌و‌یهامجموع‌ریاست‌که‌ز‌نیا‌یژگیانتخاب‌و‌یهاکردیرو‌دی[.‌تأک53]‌م‌استهار‌سبازا

‌یرا‌نشان‌دهاد‌در‌حاال‌‌‌یورود‌یهاثر‌دادهؤکه‌بتواند‌به‌طور‌م‌دانتخاب‌کن‌یورود‌یهامجموعه‌داده

‌جااد‌یا‌یخاوب‌‌بینی‌پیش‌جیرساند‌و‌همچنان‌نتایربط‌را‌به‌حداقل‌م‌یب‌یهاریمتغ‌ای‌زینو‌راتیکه‌تأث

تواند‌منجر‌ینادرست‌م‌یژگیانتخاب‌و‌.رساندیحداقل‌م‌هزمان‌اجرا‌را‌ب‌یمحاسبات‌یدگیچیکند‌و‌پیم

‌یژگا‌یانتخااب‌و‌‌یهاا‌‌الگاوریتم‌کناد.‌‌‌بینای‌‌پیش‌م‌راهابازار‌س‌یتواند‌رفتار‌واقعیشود‌که‌نم‌یمدلبه‌

‌یبرا‌ینیب‌شیدر‌مدل‌پ‌یتواند‌به‌عنوان‌ورودیدهد‌که‌میمهم‌را‌کاهش‌م‌یهایژگیاز‌و‌یهامجموع

‌نی.‌ادهستن‌هاداده‌‌ندگانینما‌نیانتخاب‌شده‌بهتر‌یهایژگیرساندن‌خطا‌استفاده‌شود‌و‌و‌لبه‌حداق

‌[.54]‌شوند‌یرا‌شامل‌م‌یشتریب‌یمحاسبات‌یریپذ‌اسیدارند‌و‌مق‌یدقت‌کمتر‌هاروش‌

 بینی پیش مدل 2-7

‌CIو‌دامناه‌‌‌یزماان‌‌یهاا‌یدر‌سار‌‌زیا‌چالش‌برانگ‌یهااز‌کار‌یکیم‌هاس‌متیق‌یزمان‌یسر‌ینیبشیپ

‌ایآ‌نکهیا‌یعنیدارد،‌‌سندگانیانجام‌شده‌توسط‌نو‌فهیبه‌انتخاب‌وظ‌یبستگ‌بینی‌پیش‌یها‌مدل‌‌.است
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-مادل‌‌یبندکار‌طبقه‌نکنند‌که‌به‌عنوا‌بینی‌پیش‌مهارا‌در‌بازار‌س‌ایین(پبالا‌یا‌)خواهند‌روندیم‌هاآن

‌فاه‌یم‌کاه‌باه‌عناوان‌وظ‌‌‌هاشااخص‌سا‌‌‌ایم‌هاس‌متیق‌یعنی‌یارزش‌عدد‌بینی‌پیش‌ایشود‌یم‌یساز

تواناد‌‌یشده‌است‌که‌م‌دهاشنیپ‌یادیز‌یها،‌روش.‌در‌چند‌سال‌گذشتهشودیم‌یسازمدل‌ونیرگرس

‌.[55]‌م‌استفاده‌شودهابورس‌س‌یزمان‌یسر‌بینی‌پیش‌یبرا

 بینی پیش یها مدلدر  یمصنوع یعصب یها شبکه 2-7-1

‌سهیدر‌مقا‌رایم‌است‌زهابازار‌س‌بینی‌پیش‌یکارآمد‌برا‌یهاکیاز‌تکن‌یکی‌یمصنوع‌یعصب‌یها‌شبکه

از‌‌یعصاب‌‌یهاا‌‌شابکه‌[.‌56]‌شاود‌یرا‌شامل‌نم‌یهادیچیپ‌یهافرمول‌یخط‌ریو‌غ‌یسنت‌یها‌مدلبا‌

از‌ند.‌استفاده‌گسترده‌هاشد‌لیم‌تبدهابازار‌س‌بینی‌پیش‌یمحبوب‌برا‌یکیدهه‌گذشته‌تاکنون‌به‌تکن

-داده‌تیریمد‌یبرا‌هاآن‌ییتوانا‌لیم‌به‌دلهابازار‌س‌یزمان‌یهایسر‌بینی‌پیش‌یبرا‌1یعصب‌یها‌شبکه

-یمشاخص‌ما‌‌‌یوستگیبا‌فرکانس‌بالا‌و‌ناپ‌یهاچند‌جمل‌یهالفهوبودن،‌م‌یرخطیاست‌که‌با‌غ‌ییها

2شاخص‌‌یو‌نزول‌یروند‌صعود‌ینیبشیپ[58]‌[.‌کارا‌و‌همکاران57]‌شوند
ISEرا‌با‌استفاده‌از‌شبکه‌‌

‌نشان‌داد‌که‌دقات‌‌هاروش‌نیعملکرد‌ا‌سهی.‌مقادادنانجام‌د‌3بانیبردار‌پشت‌نیو‌ماش‌یمصنوع‌یعصب

‌است.‌‌SVMبالاتر‌از‌مدل‌‌ANNمدل‌‌بینی‌پیش

 بینی پیش یها مدلدر  یمنطق فاز2-7-2

‌و‌یسااز‌مادل‌‌ینسابتاً‌باالا‌بارا‌‌‌‌تیا‌باا‌موفق‌‌ساندگان‌یاز‌نو‌یاریتوسط‌بسا‌‌یمنطق‌فاز‌یهاکردیرو

را‌‌یبیروش‌ترک‌کی[‌59]‌و‌همکاران‌یم‌استفاده‌شده‌است.‌هداوندهاس‌متیق‌یزمان‌یسر‌بینی‌پیش

‌یراهوشامند‌با‌‌‌ساتم‌یس‌کیا‌‌جااد‌یا‌جهات‌‌یمصانوع‌‌یو‌شبکه‌عصب4یکیژنت‌یفاز‌ستمیس‌قیبا‌تلف

ی‌هاا‌از‌روش‌تحلیل‌رگرسیون‌گام‌به‌گام‌برای‌تعیین‌ویژگی‌هاداد.‌آن‌دهاشنیم‌پهاس‌متیق‌بینی‌پیش

ی‌انتخاب‌شده‌با‌اساتفاده‌‌هام‌دارند‌استفاده‌کردند‌و‌ویژگیهاکلیدی‌که‌بیشترین‌تاثیر‌را‌بر‌قیمت‌س
                                                 
1‌Artifcial Neural Network(ANN) 

‌است‌هیتنها‌بازار‌اوراق‌بهادار‌ترک‌ISEافتتاح‌شد‌و‌‌1986بورس‌اوراق‌بهادار‌استانبول‌در‌سال‌‌2
3‌Support Vector Machine (SVM) 
4‌Genetic Fuzzy System(GFS) 
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‌یباه‌عناوان‌ورود‌‌‌هاا‌خوشهشوند.‌در‌آخر‌همه‌بندی‌میتقسیمبه‌چند‌خوشه‌‌1از‌نقشه‌خودسازمانده

GFSرا‌در‌‌یعملکرد‌بهتار‌‌یدهاشنینشان‌داد‌که‌مدل‌پ‌جیشوند.‌نتایاستفاده‌م‌واعداستخراج‌ق‌یبرا‌

2مانند‌‌هاکردیرو‌ریبا‌سا‌سهیمقا
ARIMAو‌‌ANNدهد.ینشان‌م‌‌

 بینی پیش یها مدلدر  کیژنت یها الگوریتم2-7-3

استفاده‌شده‌است.‌‌بینی‌پیش‌یها‌مدلدقت‌‌شیافزا‌یبرا‌مقالاتثر‌در‌ؤطور‌مبه‌3کیژنت‌یها‌الگوریتم

‌کی،‌دیخر فروش‌و‌یهاگنالیس‌دیتول‌یبرا‌کیژنت‌تمیالگور‌کردیرو‌دهاشنی[‌با‌پ60]‌ارانو‌همک‌نایچ

-تشاخیص‌مای‌‌‌یفن‌یهامعاملات‌را‌از‌شاخص‌یدهاشنیمدل‌پ‌که‌؛نمودند‌جادیا‌یانجمن‌یبندطبقه

باا‌‌‌ونیمتحارک‌خاود‌رگرسا‌‌‌‌نیانگیا‌م‌بیا‌با‌ترک‌یبیترک‌بینی‌پیش‌مدل‌کی[‌61]‌و‌تانگ‌یل‌.دهد

‌یدگیرس‌یبرا‌ARIMAکردند.‌‌جادیا‌یخط‌ریغ‌یزمان‌یهایسر‌بینی‌پیش‌یبرا‌کیژنت‌یسینوبرنامه

‌یخطا‌‌ریا‌کنتارل‌قسامت‌غ‌‌‌یبرا‌کیژنت‌یسینوشود‌و‌برنامهیاستفاده‌م‌یزمان‌یسر‌یبه‌بخش‌خط

،‌یدهاشان‌یپ‌یبا‌یصاحت‌مادل‌ترک‌‌‌شیآزماا‌‌یشاود.‌بارا‌‌یدقت‌استفاده‌ما‌‌شیافزا‌یبرا‌یزمان‌یسر

‌یتواناد‌بارا‌‌یما‌‌یبیمدل‌ترک‌نیکه‌بهتردادندند‌و‌نشان‌هااستفاده‌کرد‌یزمان‌یسر‌سهاز‌‌سندگانینو

‌استفاده‌شود.‌‌یزمان‌یسر‌بینی‌پیش‌مشکلات

 یبیترک بینی پیش مدل 2-8

ی‌هوش‌محاساباتی‌باه‌یاک‌روش‌مفیاد‌بارای‌‌‌‌‌‌هاهیبریدی،‌ترکیب‌رویکرد‌بینی‌پیش‌یها‌در‌تکنیک

ی‌منحصار‌بفارد‌و‌اجتنااب‌از‌اشاکال‌‌‌‌‌هاا‌باا‌ترکیاب‌مزایاای‌رویکرد‌‌‌‌بینای‌‌پایش‌‌افزایش‌دقت‌مادل‌

ی‌هیبریادی‌‌ها‌الگوریتم[‌توصیه‌کردند‌که‌62]‌چنگ‌و‌همکاران‌ست.های‌خاص‌تبدیل‌شدها‌تکنیک

ه‌شده‌ئترکیبی‌مختلفی‌را‌ارا‌بینی‌پیش‌یها‌مدلثر‌هستند.‌در‌این‌بخش‌در‌بهبود‌دقت‌یاد‌گیرنده‌مو

‌ند.هام‌بکار‌گرفته‌شدهابازار‌س‌بینی‌پیش‌است‌که‌برای

                                                 
1‌Self Organizing Map (SOM) 
2‌Autoregressive Integrated Moving Average (ARIMA) 
3‌Genetic Algorithms (GA) 
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   یبیترک ی عصبی مصنوعیها شبکه2-8-1

-کیتکن‌ریبا‌سا‌یمصنوع‌یاز‌شبکه‌عصب‌یبیبر‌ترک‌یکه‌مبتن‌شدارائه‌‌یبخش‌مقالات‌مختلف‌نیدر‌ا

م‌هاسا‌‌مات‌یق‌بینای‌‌پایش‌‌یرا‌بارا‌‌1یبا‌یترک‌یخفاشا‌‌یشبکه‌عصب‌[63]‌هستند.‌رضا‌و‌همکاران‌ها

‌هیا‌کناد.‌در‌لا‌یکار‌ما‌‌یچند‌عامل‌هیلا‌‌4یویدر‌سنار‌یدهاشنیمقاله،‌مدل‌پ‌نی.‌در‌انمودند‌دهاشنیپ

‌یدوم‌از‌روش‌همبساتگ‌‌هیا‌انجاام‌شاده‌اسات.‌در‌لا‌‌‌‌هاپردازش‌دادهشیو‌پ‌هاداده‌یآوراول‌کار‌جمع

‌نیاستفاده‌شده‌است.‌از‌با‌‌یزمان‌ریتأخ‌نیمربوطه‌و‌بهتر‌یژگیانتخاب‌و‌یبرا‌ریمتقابل‌و‌انتخاب‌تأخ

ساوم‌‌‌هیا‌انتخااب‌شاده‌اسات.‌در‌لا‌‌‌‌بینای‌‌پایش‌‌کار‌یمهم‌برا‌یژگیو‌13،‌یو‌فن‌یشاخص‌اساس‌20

عنوان‌تاابع‌‌به‌‌3یشعاع‌هیو‌تابع‌پا‌هیسه‌لا‌یشبکه‌عصب‌یریادگی‌تمیبه‌عنوان‌الگور‌2خفاش‌تمیالگور

اساتفاده‌شاده‌اسات.‌عملکارد‌‌‌‌‌‌یاعتبار‌سنج‌شیآزما‌یرم‌براهان‌و‌عامل‌چهاپن‌هیلا‌یبرا‌یسازفعال

BNNMAS5افتاه‌ی‌میتعما‌‌ونیرگرس‌یو‌شبکه‌عصب4کیژنت‌تمیالگور‌یشبکه‌عصب‌گرید‌یهاشبا‌رو‌‌

نشان‌‌هاروش‌ریرا‌نسبت‌به‌سا‌‌BNNMASیبرتر‌6درصد‌مطلق‌خطا‌نیانگیآمار‌م‌شده‌است.‌سهیمقا

از‌‌ه،یا‌کردناد.‌در‌مرحلاه‌اول‌‌‌دهاشان‌یرا‌پ‌یهاا‌مرحل‌بیترک‌کردیدو‌رو‌[64]‌دهد.‌پاتل‌و‌همکارانیم

‌ی.‌شبکه‌عصبشود‌یاستفاده‌م‌یفن‌یها‌شاخص‌ندهیارزش‌آ‌بینی‌پیش‌یبرا‌7یبانیبردار‌پشتونیرگرس

‌یها‌مدل‌بهکه‌منجر‌‌روند‌یمرحله‌ادغام‌به‌کار‌م‌نیدر‌آخر‌8یو‌جنگل‌تصادف‌‌ANN‌،SVRیمصنوع

‌بینای‌‌پیش‌یادغام‌برا‌بینی‌پیش‌یها‌مدلو‌‌‌SVR–RFو‌SVR–ANN SVR–SVRادغام‌‌بینی‌پیش

تاک‌‌‌یهاویباا‌سانار‌‌‌یدهاشنیپ‌یبیترک‌یها‌مدل‌بینی‌پیش‌دقت‌.شوند‌یم‌9بسته‌متیق‌ندهیارزش‌آ

‌جاه‌یشاده‌اسات.‌نت‌‌‌سهیمقا‌د،شویبه‌صورت‌جداگانه‌استفاده‌م RFو‌ ANN ،‌SVRکه‌از‌‌یمرحله‌ا

عمل‌‌رتک‌مرحله‌بهت‌بینی‌پیش‌یها‌مدلدو‌مرحله‌از‌‌بینی‌پیش‌یها‌مدلدهد‌که‌ینشان‌م‌هاشیآزما

                                                 
1‌Hybrid Bat Neural Network Multi Agent System (BNNMAS) 
2‌Bat Algorithm (BA) 
3‌Radial Basis Function (RBF) 
4‌Genetic Glgorithm Neural Network (GANN) 
5‌Generalized Regression Neural Network (GRNN) 
6‌Mean absolute Percentage Error (MAPE) 
7‌‌Support Vector Regression (SVR) 
8‌Random Forest (RF) 
9‌Closing Price 
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‌کنند.‌یم

‌روش‌کیا‌کاه‌از‌‌‌دادناد‌ارائاه‌‌‌1یمصانوع‌‌ییایمیواکنش‌ش‌یشبکه‌عصب‌کی[‌65]‌و‌همکاران‌اکینا

آماوزش‌‌‌یبارا‌‌2یمصنوع‌ییایمیواکنش‌ش‌سازی‌بهینه‌یعنی‌تیبر‌جمع‌یمبتن‌یفراابتکار‌سازی‌بهینه

-انیا‌،‌مکوتاه‌مدت‌یهام‌بازارهام‌هفت‌سهاس‌یهاشاخص‌بینی‌پیش‌یبرا‌3هیمدل‌پرسپترون‌چند‌لا

،‌4بارازش‌پایش‌قادرت‌مقابلاه‌باا‌مشاکل‌‌‌‌‌‌ACROکناد.‌‌یاستفاده‌ما‌‌عیمدت‌و‌بلند‌مدت‌با‌رشد‌سر

‌را‌دارد.‌‌هاپارامتر‌سازی‌بهینهو‌‌ییهمگرا

 یبیترک کیژنت تمیالگور 2-8-2

[‌از‌66]‌یهاساترکیبی‌تمرکز‌دارند‌بحث‌کردیم.‌خان‌و‌‌GAدر‌مورد‌مقالاتی‌که‌بر‌‌بخش‌ما‌در‌این

‌ساازی‌‌بهینهد‌الگوریتم‌خفاش،‌الگوریتم‌ژنتیک،‌تصادفی‌مبتنی‌بر‌جمعیت‌مانن‌سازی‌بهینهسه‌روش‌

باا‌اساتفاده‌از‌‌‌[‌67]‌نحسان‌و‌همکاارا‌‌ند.‌هاوریتم‌مبتنی‌بر‌شیب‌استفاده‌کردو‌دو‌الگ‌ازدحام‌ذرات

‌،‌یاک‌مادل‌ترکیبای‌را‌بارای‌‌‌‌،‌الگوریتم‌ژنتیک‌و‌شبکه‌عصبی‌مصانوعی‌5ن‌مارکوفهاترکیب‌مدل‌پن

اساتفاده‌‌‌ANNو‌‌HMMی‌اولیاه‌‌هابرای‌تنظیم‌پارامتر‌GAم‌ارائه‌دادند.‌از‌هارفتار‌بازار‌س‌بینی‌پیش

[‌68نشان‌دادند.‌فریرا‌و‌همکااران‌]‌‌ی‌منفردها‌مدلمزایای‌مدل‌ترکیبی‌را‌نسبت‌به‌‌هاشده‌است‌و‌آن

ترکیبای‌بارای‌‌‌‌،‌یاک‌مادل‌هوشامند‌‌‌اصلاح‌شده‌با‌ترکیب‌شبکه‌عصبی‌استاندارد‌با‌الگوریتم‌ژنتیک

دی‌باه‌طاور‌کارآماد‌‌‌‌هاکند.‌مادل‌پیشان‌‌م‌ایجاد‌میهاسری‌زمانی‌قیمت‌س‌بینی‌پیش‌مقابله‌با‌مشکل

،‌بهترین‌پیکربنادی‌‌بینی‌پیش‌مسئله‌کند‌که‌برای‌حلحداقل‌زمان‌تاخیر‌سری‌زمانی‌را‌جستجو‌می

[‌اساتفاده‌از‌الگاوریتم‌‌‌69]‌چوناگ‌و‌شاین‌‌ی‌آموزش‌کافی‌اسات.‌‌ها‌الگوریتمشبکه‌عصبی‌و‌بهترین‌

را‌بارای‌‌‌6ژنتیک‌برای‌تعیین‌بهترین‌توپولوژی‌شبکه‌و‌اندازه‌پنجره‌زمانی‌شبکه‌حافظه‌کوتااه‌مادت‌‌

ی‌مختلاف‌‌هاا‌پارامتر‌ساازی‌‌بهیناه‌بارای‌‌‌GAد‌دادند.‌هام‌پیشنهابازار‌س‌بینی‌پیش‌مدل‌دقت‌افزایش
                                                 
1‌Artifcial Chemical ReactionNneural Network (ACRNN) 
2‌Artifcial Chemical Reaction Optimization (ACRO) 
3‌Multi-Layer Perceptron (MLP) 
4‌Overftting 
5‌Hidden Markov Model (HMM) 
6
 Long Short Term Memory (LSTM)‌ 
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ی‌زماانی‌و‌ساایر‌‌‌ها،‌تعداد‌تأخیرنهان،‌تعداد‌نورون‌در‌هر‌لایه‌پنهاتعداد‌لایه‌پنمانند‌‌LSTMشبکه‌

،‌بناابراین‌‌به‌اطلاعات‌گذشته‌وابسته‌است‌LSTMشود.‌از‌آنجا‌که‌توانایی‌یادگیری‌موارد‌استفاده‌می

‌مهم‌است‌که‌پنجره‌زمانی‌بهینه‌را‌در‌این‌کار‌انتخاب‌کنید.‌

 یبیترک یمنطق فاز2-8-3

‌کارد‌یکارده‌و‌رو‌‌بیا‌ترک‌گار‌ید‌یها‌مدلرا‌با‌‌یکه‌منطق‌فازشده‌است‌را‌ارائه‌‌یبخش‌مقالات‌نیدر‌ا

‌ی،‌شبکه‌عصاب‌1سی‌مینز‌یفاز‌یهاابزار‌یآور[‌با‌جمع70]‌و‌همکاران‌رضاییکرده‌اند.‌‌جادیا‌یبیترک

‌یعملکارد‌ماال‌‌‌بینای‌‌پایش‌‌یرا‌بارا‌‌یبا‌یترک‌کارد‌یرو‌کی،‌2داده‌یپوشش‌لیو‌تحل‌هیو‌تجز‌یمصنوع

ارائه‌‌در‌فواصل‌مختلف‌زمان‌هاداده‌یدار‌تهران‌هنگام‌جمع‌آورهامختلف‌در‌بورس‌اوراق‌ب‌یهاشرکت

‌دیا‌تول‌یبارا‌‌یهمگن‌با‌استفاده‌از‌منطاق‌فااز‌‌‌یهاداده‌یبندخوشه‌یبرا‌FCM،‌مقاله‌نی.‌در‌ادادند

خوشاه‌باا‌‌‌‌یاز‌اعضاا‌‌کیا‌هار‌‌‌ییکارا‌یابیارز‌یبرا‌DEAشود.‌پس‌از‌آن‌از‌یاعمال‌م‌ایپو‌یهاخوشه

‌ینا‌یب‌شیپا‌‌یبارا‌‌یاستفاده‌شاده‌و‌ساپس‌شابکه‌عصاب‌‌‌‌‌یورود‌یبه‌ورود‌یدهمحاسبه‌نسبت‌وزن

شااخص‌باورس‌‌‌‌بینی‌پیش‌ی[‌برا71]‌آلپاسلانو‌‌ولکویشود.‌یآموزش‌داده‌م‌هاشرکت‌ندهیعملکرد‌آ

،‌مدل‌نورون‌یفاز‌یبندخوشه‌تیقابل‌قیرا‌با‌تلف‌یفاز‌یزمان‌یسر‌یبیروش‌ترک‌کردی،‌رووانیم‌تاهاس

از‌‌یفااز‌‌یزمان‌یسر‌بینی‌پیش‌،‌مدلیکلکردند.‌به‌طور‌جادیا‌ازدحام‌ذرات‌سازی‌بهینهو‌‌3ضرب‌تک

کل‌خطا‌در‌‌وزدایی‌‌یو‌فاز‌یروابط‌فاز‌یی،‌شناسایساز‌یشده‌است:‌فاز‌لیتشک‌نهجداگا‌ندیآسه‌فر

‌یمقالاه‌کااهش‌خطاا‌‌‌‌نیا‌ا‌ی.‌تمرکز‌اصلدیآیاست‌که‌در‌هر‌مرحله‌بوجود‌م‌ییهامدل‌مجموع‌خطا

‌نیا‌منفرد‌همزمان‌است.‌در‌ا‌سازی‌بهینه‌ندیآدر‌فر‌یفاز‌یزمان‌یحل‌مدل‌سر‌ندیفرآ‌لیمدل‌با‌تشک

‌یرابطه‌فااز‌‌ییشناسا‌یبرا‌SMNMاستفاده‌شده‌است‌و‌مدل‌‌یسازیفاز‌یبرا‌‌FCMش،‌از‌رومقاله

شده‌است‌به‌عنوان‌‌دیتول‌یدهاشنیمدل‌پ‌رایوجود‌ندارد‌ز‌ییمرحله‌گام‌زدا‌چیاستفاده‌شده‌است‌و‌ه

توسط‌‌SMNMو‌‌FCMمربوط‌به‌‌یها،‌پارامترنیا‌.‌علاوه‌بری‌استزمان‌یهامجموعه‌‌یمشاهده‌واقع

                                                 
1‌Fuzzy C-Means (FCM) 
2‌Data Envelopment Analysis (DEA) 
3‌Single Multiplicative Neuron Model (SMNM) 
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PSOشود.‌یم‌نییتع‌‌

،‌رساون‌یپ‌یهمبستگ‌بیرا‌بر‌اساس‌ضر‌ریقابل‌تفس‌یریتفس-یعصب‌کردیرو‌کی[‌72]‌و‌شارما‌راجب

م‌باا‌‌هاسا‌‌مات‌یق‌بینی‌پیش‌یکاهش‌قاعده‌برا‌یهاکیمحدود‌و‌تکن‌سازی‌بهینه،‌توزیعی‌یبندخوشه

باا‌اساتفاده‌از‌قاعاده‌و‌‌‌‌‌یدهاشان‌یمادل‌پ‌‌یریپاذ‌ریارائه‌دادناد.‌تفسا‌‌‌ریپذریهدف‌مقابله‌با‌دقت‌تفس

،‌ابتادا‌‌کاار‌‌نیا‌شاود.‌در‌ا‌یما‌‌نیتضام‌‌یدهاشنیپ‌بینی‌پیش‌در‌مدل‌یمجموعه‌فاز‌نهیبه‌یهاپارامتر

قاعاده‌‌‌نکاه‌ی،‌دوم‌اموثر‌به‌کاار‌رفتاه‌اسات‌‌‌‌یفن‌یهاانتخاب‌شاخص‌یبرا‌رسونیپ‌یهمبستگ‌بیضر

‌یرا‌بارا‌‌یفااز‌‌نیقاوان‌‌نیکرده‌و‌ساپس‌بهتار‌‌‌جادیا‌یبندرا‌با‌استفاده‌از‌خوشه‌یفاز‌یعصب‌ستمیس

قابال‌‌‌اریباالا‌و‌قاعاده‌بسا‌‌‌‌ییاز‌کارا‌نانیاطم‌یقاعده‌بر‌اساس‌عملکرد‌قانون‌بالا‌و‌سرانجام‌برا‌دیتول

مادل‌‌‌یهاا‌پارامتر‌نیباه‌بهتار‌‌‌یابیدسات‌‌یمحادود‌بارا‌‌‌یریادگی‌تمی،‌از‌الگوریدهاشنیمدل‌پ‌ریتفس

تعاادل‌‌‌یدهاشنیدهد‌که‌مدل‌پینشان‌م‌سهیاز‌مقا‌یسازهیشب‌جینتااستفاده‌شده‌است.‌‌یفاز-یعصب

‌یشارط‌‌ی،‌نااهمگون‌1یقیتطب‌یزااستنتاج‌نوروف‌ستمیو‌دقت‌با‌توجه‌به‌س‌یریرپذیتفس‌نیرا‌ب‌یبهتر

‌کند.‌یفراهم‌م‌چندگانه‌ونیرگرس‌لیو‌تحل‌افتهی‌میتعم‌یگرسرخود

 یتکامل یبیترک یها مدل2-8-4

‌یمحاسابات‌تکاامل‌‌‌یهاا‌کیا‌از‌تکن‌یبا‌یبر‌ترک‌یکه‌مبتن‌شده‌است‌بررسی‌ییهابخش‌مقاله‌نیدر‌ا

‌ینوکلا‌‌یعنی‌عتیم‌گرفته‌از‌طبهاال‌سازی‌بهینه‌کیتکن‌کی‌قی[‌با‌تلف73]‌گرانیو‌د‌رویلیهستند.‌براز

‌نیکتار‌یساازگار‌و‌نزد‌‌یبناد‌باه‌ناام‌طبقاه‌‌‌‌هاا‌آن‌ترکیب‌و2هیهمسا‌نیکترینزد‌تمیزنبور‌عسل‌با‌الگور

زماان‌‌‌نیای‌تع‌یبارا‌‌یطبقاه‌بناد‌‌‌یهاا‌‌الگوریتم.‌ندکرد‌جادیا‌یبیهوشمند‌ترک‌ستمیس‌کی‌3هیهمسا

و‌‌‌KNNیبناد‌پارامتر‌طبقه‌سازی‌بهینه‌یبرا‌ABCشود.‌یم‌اعمال‌مهافروش‌س‌ای‌دیخر‌یمناسب‌برا

کاه‌بار‌اسااس‌‌‌‌‌ناد‌کرد‌هیرا‌ته‌ی[‌مدل74]‌همکاران‌کاظم‌و‌استفاده‌شده‌است.‌ریتأخ‌نیانتخاب‌بهتر

‌یم‌طراحهاس‌متیق‌ینیب‌شیپ‌یکرم‌شب‌تاب‌برا‌تمیالگور‌و‌بانیبردار‌پشت‌ونی،‌رگرسنظریه‌آشوب

                                                 
1‌Adaptive Neurofuzzy Inference System (ANFIS) 
2‌K-Nearest Neighbor (KNN)‌ 
3‌Adaptative Classifcation and Nearest Neighbor (A-C-NN) 
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‌هیا‌تعب‌وشاز‌ر‌ها،‌آنهیکند.‌در‌مرحله‌اولیدر‌سه‌مرحله‌کار‌م‌یدهاشنی،‌مدل‌پفوق‌شده‌است.‌مقاله

‌شیب‌سازی‌بهینه‌یاستفاده‌کردند.‌در‌مرحله‌دوم،‌برا‌نهانفاز‌‌ییایبازگرداندن‌پو‌یبرا‌ریمختصات‌تاخ

،‌از‌ییهااستفاده‌شده‌است.‌در‌مرحله‌ن‌کرم‌شب‌تابترکیبی‌‌تمیالگور‌کی،‌از‌‌SVRیهااز‌حد‌پارامتر

آن‌باا‌‌‌ساه‌یباا‌مقا‌‌ساندگان‌یشاود.‌نو‌یم‌استفاده‌ما‌هاس‌متیق‌ینیب‌شیپ‌یشده‌برا‌سازی‌بهینهمدل‌

‌یهاا‌‌شابکه‌،‌‌SVRبار‌‌یمبتنژنتیک‌،‌SVRبر‌ی،‌کرم‌شب‌تاب‌مبتن SVRبر‌یمبتن‌کیژنت‌تمیالگور

‌.دهندیرا‌نشان‌م‌یدهاشنیمدل‌پ‌یبرتر‌1تاج‌فازیاستن‌یهاستمیسو‌‌یفاز-یعصب‌ی،عصب

م،‌یک‌روش‌ترکیبی‌مبتنی‌بار‌رگرسایون‌‌‌هابازار‌س‌بینی‌پیش‌[‌برای‌حل‌مسئله75]‌ژانگ‌و‌همکاران

سااخت.‌در‌ایان‌مقالاه،‌نویساندگان‌در‌دو‌‌‌‌‌‌2و‌الگوریتم‌کرم‌شب‌تاب‌اصالاح‌شاده‌‌‌برداری‌پشتیبانی

‌FAاصلاح‌شده‌برای‌افازایش‌عملکارد‌‌‌‌FAند.‌در‌مرحله‌اول،‌یک‌هاانجام‌دادرحله‌کار‌تحقیقاتی‌را‌م

کند‌که‌مدل‌ترکیبی‌ایجاد‌می‌ترکیب‌می‌شود‌و‌یک‌SVRبا‌‌MFA،‌ایجاد‌شده‌است.‌در‌مرحله‌دوم

شود.‌م‌استفاده‌میهایمت‌سق‌بینی‌پیش‌برای‌SVRدر‌صورت‌‌هاپارامتر‌سازی‌بهینهبرای‌‌MFAن‌آدر‌

‌نیا‌ا‌قیا‌طر‌ازشاود.‌دی‌انجاام‌مای‌‌هابا‌مدل‌دیگر‌برای‌نشان‌دادن‌مزایای‌مدل‌پیشن،‌مقایسه‌در‌آخر

م‌هابازار‌سا‌‌بینی‌پیش‌مشکل‌یتوان‌به‌طور‌موثر‌برایم‌‌CIیهاکردیشود‌که‌از‌رویمشاهده‌م‌یبررس

شااخص‌‌‌بینای‌‌پایش‌‌یرا‌بارا‌‌‌CIیهاا‌کردیرو‌یفراوانا‌‌(2-7)،‌شکلیبررس‌نیاساس‌ااستفاده‌کرد.‌بر

مانند‌‌ایدار‌بزرگ‌دنهابورس‌اوراق‌ب‌نیو‌دوم‌نیبالاتر‌در‌دهد.ین‌نشان‌مهادار‌بزرگ‌جهاببورس‌اوراق

م‌هاباورس‌سا‌‌‌ینهاا‌بازرگ‌ج‌‌یهابورس‌ازدهمیو‌‌نیو‌دهم‌NASDAQو‌‌NYSEدار‌هابورس‌اوراق‌ب

‌نیشاتر‌یب‌‌CIیبا‌یترک‌یهاا‌،‌مشاهده‌شده‌اسات‌کاه‌روش‌‌3یدار‌ملها(‌‌و‌بورس‌اوراق‌بBSE)‌یبمبئ

و‌باورس‌‌‌ویا‌م‌توکهان‌مانند‌بورس‌سهادار‌بزرگ‌جهاببورس‌اوراق‌نیرمهاو‌چ‌نیکاربرد‌را‌دارند.‌سوم

باازار‌‌‌یهاا‌شااخص‌‌ینا‌یب‌شیپ‌یکاربرد‌را‌برا‌نیشتریب‌‌یمصنوع‌یعصب‌یها،‌شبکه‌یهام‌شانگهاس

‌م‌دارند.هاس

                                                 
1‌Adaptive Neuro-Fuzzy Inference Systems(ANFIS) 
2‌Modifed Frefy Algorithm (MFA) 
3‌National Stock Exchange (NSE) 
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‌

 [34]شودیم کینزد هام به فرکانسهابزرگ س یهابورس بینی پیش یبرا CI هسته (7-2)شکل

 گیری نتیجه2-9

‌حل‌مشاکل‌‌یبرا‌یمهم‌و‌به‌روز‌در‌حوزه‌هوش‌محاسبات‌یهامشارکت‌ی،‌هدف‌ما‌بررسفصل‌نیا‌در

باه‌هاوش‌‌‌‌دنیتحقاق‌بخشا‌‌‌یبارا‌‌یهاوش‌محاسابات‌‌‌یهاا‌کردیرو‌تیم‌است.‌قابلهابازار‌س‌بینی‌پیش

ن‌یشده‌است.‌در‌ا‌یکار‌بررس‌نیم‌در‌اهابازار‌س‌بینی‌پیش‌یاز‌قدرت‌تفکر‌انسان‌برا‌دیبا‌تقل‌یمصنوع

‌ایا‌‌ناده‌یروناد‌آ‌‌بینای‌‌پیش‌،‌کاهش‌ابعاد‌وپردازششیکه‌مربوط‌به‌پ‌،نمودیم‌یرا‌بررس‌یمقالات‌فصل

‌‌CIیهاا‌کردی،‌مشاهده‌شده‌اسات‌کاه‌رو‌‌یبررس‌نیا‌قیم‌است.‌از‌طرهاس‌ندهیآ‌یهامتیق‌بینی‌پیش

کماک‌باه‌محقاق‌و‌‌‌‌‌فصلن‌یا‌اولین‌هدفند.‌هام‌نشان‌دادهارا‌در‌حوزه‌بازار‌س‌یهاکننددواریام‌جینتا

‌بینی‌پیش‌مهاتوسعه‌روش‌هوشمند‌در‌بازار‌س‌یبرا‌کیستماتیس‌کردیرو‌کی‌جادیا‌یبرا‌یمال‌لگریتحل

‌یهاوش‌محاسابات‌‌‌یهاکردیم‌و‌روهابازار‌س‌یبحث‌در‌مورد‌اصطلاحات‌اساس‌هدف‌نیشده‌است.‌دوم

م‌هاباورس‌سا‌‌‌یخیتار‌یهابدست‌آوردن‌داده‌یراارائه‌منابع‌داده‌ب‌ینظرسنج‌نیز‌هدف‌نیاست.‌سوم

‌عبارتند‌از:‌‌یاصل‌یهاافتهیاست.‌‌یو‌مل‌یالمللنیم‌بهابازار‌س‌نیچند

 ییرو‌شناساا‌‌نیا‌م‌دارناد.‌از‌ا‌هاباازار‌سا‌‌‌بینای‌‌پایش‌‌در‌یهانقاش‌برجسات‌‌‌یفن‌یهاشاخص‌

‌‌.مسئله‌باز‌است‌کیمناسب‌هنوز‌‌یفن‌یهااز‌شاخص‌یهامجموع

 بینای‌‌پیش‌یها‌مدلبه‌بهبود‌دقت‌‌یژگیپردازش‌و‌انتخاب‌وشیمناسب‌پ‌یهاروش‌ییشناسا‌

‌.کندیم‌کمک‌مهابازار‌س
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 با‌دقات‌باالا‌‌‌بینی‌پیش‌حل‌مشکل‌یتوان‌به‌طور‌موثر‌برایم‌یباتهوش‌محاس‌یهاکردیاز‌رو‌

‌یهاا‌‌مادل‌‌یبیترک‌یها‌کیاز‌تکن‌یبیترک‌یها‌مدل,‌ها‌آن‌نیم‌استفاده‌کرد.‌در‌بهابازار‌س‌در

‌.شود‌یم‌استفاده‌مهابازار‌س‌بینی‌پیش‌یبرا‌هیپا

 هاا‌اریاز‌مع‌یمتفاوت‌بیمختلف‌از‌ترک‌سندگانیو‌نو‌ستندیعملکرد‌منحصر‌به‌فرد‌ن‌یهااریمع‌

 ند.هااستفاده‌کرد

باتوجه‌به‌قیمت‌آخارین‌معاملاه‌و‌قیمات‌‌‌‌‌،در‌این‌است‌که‌هاروشدی‌ما‌با‌دیگر‌هاتفاوت‌روش‌پیشن

م‌انجااام‌دهنااد،‌کااه‌الگااوریتم‌هابگویااد،‌چااه‌زمااانی‌خریااد‌و‌فااروش‌سااگااذاران‌پایااانی‌بااه‌ساارمایه

تاایج‌‌ن‌راهکار‌خوب‌برای‌حرکت‌از‌جستجوی‌محلی‌به‌جستجوی‌سراسری‌است.یک‌‌خاکستری‌گرگ

تری‌در‌یافتن‌جاواب‌بهیناه،‌سارعت‌‌‌‌‌نتایجی‌بسیار‌مطلوب‌بیشتریبا‌دقت‌‌‌GWOنشان‌داد‌الگوریتم

‌کند.‌ارائه‌می‌GAر‌مقایسه‌با‌الگوریتم‌د‌تری‌ی‌محاسباتی‌کم‌همگرایی‌و‌هزینه
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3فصل  الگوریتم گرگ خاکستری :  
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 مقدمه 3-1

در‌طول‌دو‌دهه‌گذشته‌بسایار‌محباوب‌شاده‌و‌ماورد‌توجاه‌قارار‌‌‌‌‌‌‌‌1فراابتکاری‌سازی‌بهینهی‌هاروش

 الگوریتم‌کلونی‌مورچگان،‌2مانند‌الگوریتم‌ژنتیک‌هاند.‌برخی‌از‌روشهاگرفت
ازدحاام‌‌‌ساازی‌‌بهیناه‌و‌3

شناخته‌شاده‌‌‌هادر‌میان‌دانشمندان‌علوم‌کامپیوتر‌بلکه‌دانشمندان‌فعال‌در‌سایر‌زمینه‌هاتننه‌4ذرات

ی‌مختلاف‌‌هاا‌در‌زمیناه‌‌ساازی‌‌بهیناه‌ی‌های‌نظری،‌از‌این‌تکنیکهاهستند.‌باتوجه‌به‌تعداد‌زیاد‌کار

ر‌هاا‌باه‌چ‌.‌ندهاشاد‌‌جیا‌را‌یهابه‌صورت‌قابل‌ملاحظ‌اکتشافیی‌فراهاروش‌مطالعه‌استفاده‌شده‌است.

-می‌5نقطه‌بهینه‌محلیو‌اجتناب‌از‌گیری‌مکانیسم‌عاری‌از‌مشتق‌،یریپذانعطاف‌،یسادگ‌یاصل‌لیدل

م‌هاا‌سااده‌ال‌‌اریبسا‌‌میعمدتاً‌از‌مفاه‌هانسبتاً‌ساده‌هستند.‌آن‌یابتکارفرا‌یهاروشتوان‌خلاصه‌کرد.‌

‌یتکاامل‌‌میمفااه‌‌ایا‌و‌‌واناتیح‌یهارفتار‌،یکیزیف‌یهادهیبه‌طور‌معمول‌از‌پد‌هامهاند.‌الهاگرفته‌شد

-هیشب‌امختلف‌ر‌یعیطب‌میدهد‌تا‌مفاهیاجازه‌م‌وتریبه‌دانشمندان‌کامپ‌یسادگ‌نیشوند.‌ایگرفته‌م

-چناد‌روش‌فارا‌‌‌ایتوانند‌دو‌یم‌نیکنند.‌همچن‌دهاشنیپ‌یدیجد‌یاکتشاففرا‌یهاکرده‌و‌روش‌یساز

عنوان‌شده،‌‌یسادگ‌نیموجود‌را‌بهبود‌بخشند.‌علاوه‌بر‌ا‌یهاروش‌ایکرده‌و‌‌بیرا‌باهم‌ترک‌یاکتشاف

را‌باه‌مساائل‌خاود‌‌‌‌‌هارا‌به‌سرعت‌فرا‌گرفته‌و‌آن‌هاروش‌نیدهد‌ایاجازه‌را‌م‌نیا‌گریبه‌دانشمندان‌د

در‌مسائل‌مختلف‌‌هاروش‌نینشان‌دهنده‌استفاده‌از‌ا‌یابتکارفرا‌یهاروش‌یریپذانعطاف‌اعمال‌کنند.

‌یابتکاار‌فارا‌‌یهاا‌که‌در‌روش‌ییاست.‌از‌آنجا‌تمیدر‌ساختار‌الگور‌یخاص‌رییگونه‌تغچیه‌جادیبدون‌ا

گردناد.‌باه‌‌‌یبه‌مسائل‌مختلف‌اعمال‌م‌یبه‌راحتشوند،‌در‌نظرگرفته‌می‌6جعبه‌سیاه‌مسائل‌به‌عنوان

،‌مهام‌هساتند‌‌‌یاکتشااف‌روش‌فارا‌‌کیا‌‌یبارا‌‌ساتم‌یس‌کی‌یهایو‌خروج‌هایورود‌هاتن‌گریعبارت‌د

اکثار‌‌‌است‌که‌چگونه‌مسئله‌خاود‌را‌باه‌روش‌اعماال‌کناد.‌‌‌‌‌نیطراح‌ا‌یموضوع‌مهم‌برا‌هاتن‌نیبنابرا

‌یهاا‌باا‌روش‌‌ساه‌یدر‌مقا‌یابتکاار‌فارا‌‌یهاا‌روش‌دارناد.‌‌وکار‌آزاد‌از‌مشتق‌ساز‌یابتکارفرا‌یهاروش

                                                 
1
  Meta-Heuristic 

2
 Genetic Algorithm(GA) 

3
 Ant Colony Optimization(ACO) 

4 ‌
Particle Swarm Optimization(PSO) 

5‌Local Optima Avoidance 
6‌Black Boxes 
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باا‌‌‌یسااز‌‌بهینه‌ندیفرآکنند.‌می‌سازی‌بهینهمسائل‌را‌بصورت‌تصادفی‌‌1مبتنی‌بر‌گرادیان‌سازی‌بهینه

‌دایا‌پ‌یجستجو‌بارا‌‌یهابه‌محاسبه‌مشتق‌فضا‌یازیشود‌و‌نیشروع‌م‌یتصادف‌یهااستفاده‌از‌راه‌حل

با‌مشتقات‌‌یقیمسائل‌حق‌یبرا‌یابتکارفرا‌یهاشود‌روشیباعث‌م‌نیوجود‌ندارد.‌ا‌نهیکردن‌مقدار‌به

‌یهانهیدر‌به‌رکردنیاز‌گ‌یریجلوگ‌یبرا‌یابتکارفرا‌یهاروش‌مناسب‌باشد.‌اریو‌ناشناخته‌بس‌نیسنگ

‌لیا‌باه‌دل‌‌نیا‌هساتند.‌ا‌‌یبرتر‌یهاییتوانا‌یدارا‌یمعمول‌سازی‌بهینه‌یهاکیبا‌تکن‌سهیدر‌مقا‌یمحل

گسترده‌در‌‌یو‌جستجو‌یمحل‌یهانهیدر‌به‌رکردنیاست‌که‌ازگ‌یابتکارفرا‌یهاروش‌یتصادف‌تیماه

‌کند.یم‌یریجستجو‌جلوگ‌یکل‌فضا

تقسایم‌‌‌3حلای‌و‌چند‌راه‌2حلیی‌تک‌راهتوان‌به‌دو‌دسته‌اصلیرا‌م‌یابتکارفرا‌یهاروش‌‌یبه‌طورکل

حال‌‌شاود،‌ساپس‌ایان‌راه‌‌‌حل‌کاندید‌شروع‌مای‌حلی‌فرآیند‌جستجو‌با‌یک‌راهکرد.‌در‌دسته‌تک‌راه

‌سازی‌بهینه‌،یمقابل‌در‌دسته‌چند‌راه‌حلدر‌‌.ابدی‌یبهبود‌م‌یبعد‌یهاواحد‌در‌طول‌تکرار‌یدایکاند

جساتجو‌باا‌‌‌‌ناد‌یماورد،‌فرآ‌‌نیا‌.‌در‌اردیا‌گ(‌انجام‌مای‌4تیجمع)‌هاحلاز‌راه‌یهابا‌استفاده‌از‌مجموع

.‌اباد‌ییم‌در‌طول‌تکرار‌بهبود‌تیجمع‌نیشود‌و‌ایمتعدد(‌شروع‌م‌یهاحل)راه‌یتصادف‌هیاول‌تیجمع

دارند‌که‌عبارتناد‌‌‌ایمزا‌نیچند‌یتک‌راه‌حل‌یها‌الگوریتمنسبت‌به‌‌یحلچند‌راه‌یابتکارفرا‌یهاروش

‌:از‌

 گذارند‌کاه‌باعاث‌‌‌یجستجو‌را‌به‌اشتراک‌م‌یچندگانه‌اطلاعات‌مربوط‌به‌فضا‌یهاحلراه

 .شودیجستجو‌م‌یو‌مطلوب‌از‌فضا‌دوارکنندهیبه‌سمت‌بخش‌ام‌ینهاناگ‌یهاجهش

 گردند.‌‌یم‌یمحل‌نهیبه‌یهاحلراه‌جادیاز‌ا‌یریچندگانه‌باعث‌جلوگ‌یهاحلراه 

 کشاف‌و‌‌‌تیا‌قابل‌یحلا‌راهتاک‌‌‌یهاا‌‌الگوریتمنسبت‌به‌‌یحلچند‌راه‌یابتکارفرا‌یهاروش

 دارند.‌یشتریبیی‌شناسا

                                                 
1‌Gradient-Based 
2‌Single-Solution-Based 
3‌Population-Based 
4‌Population 
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اسات.‌‌‌1یهوش‌گروه‌ای‌یهوش‌ازدحام‌،یحلراهچند‌‌یابتکارفرا‌یهاجالب‌از‌روش‌یهااز‌شاخه‌یکی

تارین‌‌[.‌برخای‌از‌محباوب‌‌76]‌د‌شاد‌هاپیشان‌‌1993هوش‌ازدحامی‌اولین‌باار‌در‌ساال‌‌‌‌هیاول‌میمفاه

و‌کلونی‌زنباور‌‌ ازدحام‌ذرات،‌سازی‌بهینه،‌امی‌شامل‌الگوریتم‌کلونی‌مورچگانازدحی‌هوش‌هاتکنیک

‌است:‌‌ریبه‌شرح‌ز‌تمیالگوراین‌استفاده‌از‌‌یایاز‌مزا‌یبرخعسل‌است.‌

 کنند.‌این‌در‌حالی‌ر،‌حفظ‌میدوره‌تکرا‌کیرا‌در‌طول‌اطلاعات‌مربوط‌به‌فضای‌جستجو‌

 ی‌قبلی‌را‌دور‌می‌اندازند.هامربوط‌به‌نسلی‌تکاملی‌اطلاعات‌ها‌الگوریتماست‌که‌

 کنند.ی‌ذخیره‌بهترین‌راه‌حل‌بدست‌آمده‌استفاده‌میاغلب‌از‌حافظه‌برا 

 ی‌تنظیم‌دارند.برا‌یکمتر‌یهامعمولاً‌پارامتر 

 (.رهیجهش‌و‌غ‌دمثل،یکمتر‌دارند‌)تول‌یهاعملگری‌تکاملی‌هاروش‌با‌سهیدر‌مقا 

‌ندیفرآ‌میتقس‌هاآن‌نیمشترک‌ب‌یژگیو‌کیمختلف،‌‌یابتکارفرا‌یهاروش‌نیب‌یهانظر‌از‌تفاوتصرف

گساترده‌‌‌یاشاره‌به‌روند‌بررسمرحله‌شناسایی‌است.‌‌3و‌بهره‌برداری‌2شناساییجستجو‌به‌دو‌مرحله‌‌

که‌بتواناد‌باه‌‌‌‌نیا‌یبرا‌تمیالگور‌کی‌جستجو‌دارد.‌یحاصل‌از‌فضا‌دوارکنندهیمطلوب‌و‌ام‌یهابخش

باه‌‌‌ازیا‌کناد،‌ن‌‌یبانیرا‌پشت‌ییجستجو‌را‌جستجو‌و‌مرحله‌شناسا‌یفضا‌،یو‌سرتاسر‌یصورت‌تصادف

‌یمحلا‌‌یجساتجو‌‌تیاشاره‌به‌قابل‌برداری‌بهرهاست‌که‌مرحله‌‌یدر‌حال‌نیدارد.‌ا‌یتصادف‌ییهاعملگر

موازناه‌‌‌کیا‌کاردن‌‌‌دایا‌آمده‌اسات.‌پ‌‌دستبه‌‌ییدارد‌که‌از‌مرحله‌شناسا‌یدر‌سراسر‌مناطق‌مطلوب

‌زیا‌چاالش‌برانگ‌‌یهامسائل‌‌یابتکارفرا‌یهاروش‌یتصادف‌تیدو‌مرحله‌با‌توجه‌به‌ماه‌نیا‌نیمناسب‌ب

و‌‌یسلسله‌مراتب‌اجتمااع‌م‌از‌هاتوابع‌از‌یک‌روش‌جدید‌با‌ال‌سازی‌بهینه.‌در‌این‌روش‌به‌منظور‌است

‌کند.یاستفاده‌م‌،یخاکستر‌یها‌گرگرفتار‌شکار‌

                                                 
1‌Swarm Intelligence(SI) 
2‌Exploration 
3‌Exploitation 
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 خاکستری گرگ سازی بهینهالگوریتم   3-2

توساط‌‌‌2014یک‌الگوریتم‌تکاملی‌جدید‌اسات‌کاه‌در‌ساال‌‌‌‌‌1خاکستری‌گرگ‌سازی‌بهینهالگوریتم‌‌

‌ی‌خاکساتری‌معرفای‌گردیاد‌‌‌ها‌گرگبه‌نام‌‌ها‌گرگی‌از‌هالیلی‌براساس‌شکار‌دسته‌جمعی‌گونمیرج

،‌زیارا‌شاکارچی‌‌‌شوندمیسطح‌شکارچیان‌در‌نظر‌گرفته‌‌بالاترین‌عنوانبهخاکستری‌ی‌ها‌گرگ[.‌77]

این‌الگوریتم‌روش‌جستجوی‌تصادفی‌و‌تکاملی‌اسات‌و‌‌.‌طبیعی‌برای‌این‌نوع‌از‌حیوانات‌وجود‌ندارد

ی‌هاا‌ی‌کمی‌دارد‌و‌از‌سرعت‌بالایی‌برخوردار‌است‌و‌در‌هنگام‌حال‌مساائل‌باا‌بهیناه‌‌‌‌نیاز‌به‌حافظه

‌دارد.‌در‌هاا‌‌الگاوریتم‌افتادن‌در‌نقاط‌بهینه‌محلی‌نسبت‌باه‌ساایر‌‌‌‌کمتر‌در‌گیر‌محلی،‌احتمال‌بسیار

 انجام‌خواهد‌شد.‌‌خاکستری‌گرگادامه‌مروری‌بر‌الگوریتم‌

ی‌خاکستری‌در‌رأس‌شکارچیان‌تعلق‌دارند،‌ها‌گرگبه‌خانواده‌سم‌سانان‌تعلق‌دارد.‌‌خاکستری‌گرگ

دهند‌باه‌‌ی‌خاکستری‌بیشتر‌ترجیح‌میها‌گرگی‌غذایی‌هستند.‌در‌بالای‌زنجیره‌هابدین‌معنی‌که‌آن

یاک‌سلساله‌‌‌‌هاباشد.‌آننفر‌می‌15تا‌‌12کنند.‌اندازه‌گروه‌به‌طور‌متوسط‌بین‌‌صورت‌گروهی‌زندگی

‌(‌نشان‌داده‌شده‌است.1-3مراتب‌بسیار‌سخت‌غالب‌اجتماعی‌دارند‌که‌در‌شکل‌)

‌

 .[77(]یابد می کاهش پایین به بالا از سلطه) خاکستری گرگ مراتب سلسله( 1-3)شکل شکل

‌

                                                 
‌‌1‌Grey Wolf Optimization (GWO) 
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 گیریتصمیم مسئول عمدتاً آلفا.‌شوندنامیده‌می آلفا که هستند ماده یک و نر جنس یک گروه رهبران

‌شود.می گروه‌دیکته به آلفا تصمیمات.‌هستند غیره و بیداری زمان محل‌خواب، شکار، مورد در

 هستند زیردست یها‌گرگ بتا، یها‌گرگ‌.است بتا خاکستری، یها‌گرگ مراتب سلسله در دوم سطح‌‌

 مااده‌ یاا‌ نر تواند می گرگ‌بتا.‌کنندمی کمک گروه دیگر یهافعالیت یا هایرگیدر‌تصمیم آلفا به که

.‌اسات‌ آلفاا‌ جاایگزینی‌ بارای‌ نامزد بهترین احتمالاً یا‌بمیرد، شود پیر خیلی آلفا که درصورتی و باشد

-پاایین‌‌،دهد فرمان نیز ترسطح‌پایین یها‌گرگ به حال درعین و بگذارد احترام آلفاباید‌به‌‌بتا‌ گرگ

 همیشاه‌ امگا گرگ،‌کندمی بازی را نقش‌قربانی امگاد.‌دار امگا خاکستری، یها‌گرگ در را رتبه ترین

 خاوردن‌ باه‌ مجااز‌ هستند‌کاه‌ ییها‌گرگ از گروه آخرین هاآن.‌باشد غالب یها‌گرگدیگر‌ مطیع باید

 گروه کل که است شده مشاهده اما کند،نمی بازی گروه را‌در مهمی نقش امگا رسدمی نظر به.‌هستند

 و خشاونت‌ تخلیاه‌ دلیال‌ باه‌ ایان‌.‌است شده روبرو مشکلاتی و داخلی گجن با امگا دادن از‌دست با

 گاروه‌کماک‌‌ تمام رضایت و تسلط ساختار حفظ به که است امگا گروه‌توسط یها‌گرگ دیگر ناکامی

 گارگ‌.‌شودمی نامیده(‌منابع برخی در یا‌دلتا و)‌زیردست نباشد، امگا یا و بتا آلفا، گرگی اگر.‌کندمی

،‌3ساالمندان‌ ،‌2نگهباناان‌،‌1.‌نااظران‌دارناد‌ تسالط‌ امگا بر ها آن اما دهد، بتا‌گزارش و آلفا به باید دلتا

4شکارچیان
 هشدار و قلمرو یهامرز از مراقبت مسئول .‌ناظرانتعلق‌دارند دسته این به ،5سرپرستان و 

عهاده‌‌ به را گروه امنیت تضمین و حفظوظیفه‌ نگهبانان.‌هستند خطر هرگونه بروز صورت در به‌گروه

 در شاکارچیان‌.‌ندهاداشات‌را‌ بتاا‌ یا آلفا عنوان قبلاً که هستند یهابا‌تجرب‌یها‌گرگ،‌.‌سالمنداندارند

‌سرپرساتان‌ یات،‌هادرن.‌کنناد‌می کمک بتا و آلفا به گروه غذایی‌برای مواد تأمین و طعمه شکار هنگام

 مراتاب‌‌سلساله‌ بار‌ عالاوه‌.‌دارناد‌ باه‌عهاده‌‌ را زخمای‌ و بیمار ضعیف، یها‌گرگ از مراقبت مسئولیت

مراحال‌‌.‌خاکستری‌است یها‌گرگ جالب اجتماعی رفتار از دیگر یکی شکار‌گروهی ،ها‌گرگ اجتماعی

                                                 
1‌Scouts 
2‌Sentinels 
3‌Elders 
4‌Hunters 
5‌Caretakers 
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‌ت:‌اس زیر شرح به خاکستری یها‌گرگ شکار اصلی

 ،طعمه به شدن نزدیک و تعقیب ردیابی 

 ،بازایستد حرکت از که زمانی تا طعمه آزار و محاصره تعقیب.‌‌‌‌‌ 

 طعمه سمت به حمله 

 نشان‌داده‌شده‌است.( 2-3)این‌مراحل‌در‌شکل‌

‌

تعقیب کردن، نزدیک شدن و جستجوی شکار  (A)ی خاکستری در زمان شکار: ها گرگ( رفتار 2-3شکل )

(B-D) ،طعمه آزار و محاصره تعقیب (E) [77]حمله به سمت طعمه 

 الگوریتم و ریاضی مدل 3-3

با‌توجه‌به‌توضیحات‌داده‌شده‌در‌خصوص‌نحوه‌زندگی‌اجتماعی‌و‌شکار‌گارگ‌خاکساتری،‌در‌ایان‌‌‌‌

بخش،‌مدل‌ریاضی‌نحوه‌رفتار‌اجتماعی‌و‌شکار‌گرگ‌خاکساتری‌در‌جهات‌معرفای‌الگاوریتم‌گارگ‌‌‌‌‌‌

‌ شود.‌میخاکستری‌بیان‌

 اجتماعی مراتب سلسله-3-3-1

‌حال‌اهرو‌اولاین‌‌تولیاد‌‌‌هاحلجمعیت‌تصادفی‌از‌راه،‌یک‌ها‌گرگسازی‌رفتار‌اجتماعی‌مدل منظور به
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 یهاا‌حال‌راه ماابقی‌.‌شوندمی گرفته نظر بتا‌و‌دلتا‌در بترتیب هاآن،‌دومین‌و‌سومین‌آلفا‌نامبه بهینه

آلفا،‌بتا‌جهت‌هادایت‌‌‌از‌سه‌جواب‌خاکستری‌گرگالگوریتم‌‌شوند.مگا‌در‌نظر‌گرفته‌می،‌اشده کاندید

-منظور‌مادل‌کنند.‌بهی‌امگا‌از‌این‌سه‌جواب‌پیروی‌میهاکند‌و‌جواباستفاده‌می(‌سازی‌بهینه)شکار

ساپس‌باه‌سامت‌‌‌‌،‌سازی‌سه‌فاز‌که‌قبلاً‌اشاره‌شده،‌نیاز‌است‌که‌ابتدا‌نقاط‌اطراف‌طعمه‌را‌مشخص

‌یت‌به‌طعمه‌حمله‌کرد.هاطعمه‌حرکت‌و‌در‌ن

 طعمه محاصره-3-3-2

 باه‌.‌کنناد‌مای‌ محاصاره‌ شاکار‌ در‌طول را طعمه خاکستری یها‌گرگ شد، ذکر بالا در کهطور‌همان

‌است. شده ارائه (2-3) و (1-3) معادلات ریاضی، صورت به محاصره‌رفتار این کردن مدل منظور

(3-1) 𝐷 = 𝐶|𝑋⃑𝑝(𝑡) − 𝑋⃑(𝑡)| 

(3-2)  𝑋⃑(𝑡 + 1) =  𝑋⃑𝑝(𝑡) − 𝐴 ∙ 𝐷⃑⃑⃑ 

‌A,Cیهاا‌بردار شاکار،‌ موقعیت بردار مبین  ‌XP،است فعلی تکرار تعداد دهندهنشان tدر‌این‌معادلات‌

 صاورت‌ به‌ A,Cیهابردار.‌است خاکستری‌گرگ یک موقعیت بردار مبین X ضریب‌و یهابردار مبین

‌:شوندمی محاسبه زیر

(3-3) 𝐴 = 2𝑎⃑ ∙ 𝑟1 − 𝑎⃑ 

(3-4) 𝐶 = 2 ∙ 𝑟2 

ی‌هاا‌مباین‌بردار‌‌r1‌،r2یاباد.‌‌کااهش‌مای‌‌‌0تاا‌‌‌2در‌طول‌تکرار‌به‌صورت‌خطی‌از‌ a با‌در‌معادلات

(‌یک‌بردار‌موقعیات‌دو‌‌3-2(‌و‌)3-1برای‌مشاهده‌اثرات‌معادلات‌) [‌هستند.0,1ی‌]‌بازهتصادفی‌در‌

(‌تشریح‌شاده‌اسات.‌هماانطور‌کاه‌در‌ایان‌شاکل‌‌‌‌‌‌‌3-3ی‌ممکن‌در‌شکل‌)هابعدی‌از‌برخی‌همسایه

تواند‌موقعیت‌خود‌را‌بر‌اسااس‌موقعیات‌‌‌می‌(X,Y)‌در‌موقعیت‌خاکستری‌گرگد،‌یک‌شومشاهده‌می

ی‌هاا‌تاوان‌مکاان‌‌از‌موقعیت‌جاری‌می‌Cو  Aی‌هابروز‌رسانی‌کند.‌با‌تنظیم‌پارامتر‌(*X*, Y)شکار‌

‌‌‌‌‌‌‌‌تواناد‌باا‌تنظایم‌‌‌مای‌ (*X* - X, Y)مختلف‌در‌اطراف‌بهترین‌موقعیات‌را‌بدسات‌آورد.‌بارای‌مثاال‌‌‌‌‌
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(1, 0)‌A=و‌‌C=(1,1) در‌فضای‌سه‌بعادی‌‌‌خاکستری‌گرگی‌ممکن‌برای‌یک‌هابدست‌آید.‌موقعیت

‌(‌قابل‌مشاهده‌است.3-3) bدر‌شکل

 

 [77]ی دو بعدی و سه بعدی ها( بردار موقعیت3-3شکل )

 شکار -3-3-3

 شاکار‌ روند.‌کند محاصره را آن و تشخیص‌داده را طعمه محل که دارد را توانایی این خاکستری‌گرگ

 شارکت‌ شکاردر‌ است ممکن اوقات گاهی نیز دلتا و بتا یها‌گرگ.‌شودمی‌هدایت آلفا توسط معمولاً

 وجاود‌ ه(طعما‌) بهیناه‌ موقعیات‌ مورد در یهااید انتزاعی‌هیچ جستجو فضای یک در متأسفانه.‌کنند

 راه بهتارین‌) آلفاا‌ شودمی خاکستری،‌فرض یها‌گرگ شکار رفتار ریاضی سازیشبیه منظور به‌رد،ندا

بهتارین‌راه‌‌ از تاا‌ سه بنابراین‌،‌دارند بهتری آگاهی طعمه بالقوه مورد‌مکان در دلتا و بتا د(،موجو حل

-مای‌ وادار را‌گاا(‌ام یها‌گرگ )‌ازجمله‌جستجو عوامل دیگر و کرده ذخیره را دست‌آمده به یهاحل

این‌عمال‌در‌‌‌،نمایند روزرسانی به جستجو عوامل بهترین موقعیت به توجه‌را‌با خود موقعیت تا کنیم

 سازی‌شده‌است.روابط‌زیر‌پیاده

(3-۵) 𝐷𝛼 = |𝐶1𝑋⃑𝛼 − 𝑋⃑| 

(3-6) 𝐷𝛽 = |𝐶2𝑋⃑𝛽 − 𝑋⃑| 

(3-7) 𝐷𝛿 = |𝐶3𝑋⃑𝛿 − 𝑋⃑| 

(3-8) 𝑋⃑1 = 𝑋⃑𝛼 − 𝐴1 ∙ 𝐷⃑⃑⃑𝛼 
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(3-9) 𝑋⃑2 = 𝑋⃑𝛽 − 𝐴2 ∙ 𝐷⃑⃑⃑𝛽 

(3-1۰) 𝑋⃑3 = 𝑋⃑𝛿 − 𝐴3 ∙ 𝐷⃑⃑⃑𝛿 

(3-11) 
𝑋⃑(𝑡 + 1) =  

𝑋1(𝑡) + 𝑋2(𝑡) + 𝑋3(𝑡)

3
 

 در تصادفیصورت‌ به را خود موقعیت ها‌گرگ دیگر و کنند‌می برآورد را موقعیت‌شکار دلتا و بتا آلفا،

دهد‌که‌چگونه‌یک‌عامال‌جساتجو‌‌‌(‌نشان‌می4-3،‌شکل‌)نمایندمی روزرسانی به شکار اطراف ناحیه

کناد.‌ایان‌‌‌رساانی‌مای‌‌جوی‌دو‌بعدی‌بروزموقعیت‌خود‌را‌بر‌اساس‌الفا،‌بتا‌و‌دلتا‌در‌یک‌فضای‌جست

ی‌هاا‌موقعیتیی‌در‌یک‌فضای‌تصادفی‌داخل‌یک‌دایره‌که‌توسط‌هادهد‌که‌موقعیت‌نشکل‌نشان‌می

‌دارد.شود‌قرار‌الفا،‌بتا‌و‌دلتا‌در‌فضای‌جستجو‌تعریف‌می

 

 GWO[77]رسانی موقعیت در ( بروز4-3شکل )

 ( برداری بهره)طعمه به حمله -3-3-4

 و کرده حمله آن به شودمی متوقف شکار که زمانی خاکستری یها‌گرگ شد، ذکر بالا در که همانطور

شاود.‌‌‌داده‌مای‌ کااهش‌ a طعمه، به شدن نزدیک مدل‌کردن‌ریاضی برای‌.رسانند‌می پایان به را شکار

مقدار‌تصادفی‌در‌‌Aیابد.‌به‌عبارت‌دیگر‌‌کاهش‌می‌aتوسط‌‌Aی‌نوسان‌‌که‌محدوده داشت توجه باید

کند.‌زمانی‌که‌مقاادیر‌‌تغییر‌می‌0تا‌‌2از‌مقدار‌‌هاکراردر‌طول‌ت‌aدر‌حالی‌که‌‌است. [2a,2a-]ی‌‌بازه

‌تواند‌در‌هر‌ماوقعیتی‌ماا‌‌عدی‌یک‌عامل‌جستجو‌میقرار‌دارند‌موقعیت‌ب [1,1-]ی‌ازهدر‌ب‌Aتصادفی‌
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را‌مجبور‌به‌حمله‌به‌سامت‌طعماه‌‌‌‌ها‌گرگ‌A|<1|بین‌موقعیت‌فعلی‌آن‌و‌موقعیت‌طعمه‌باشد.‌مقدار

‌کند.می

 یهاا‌‌گارگ‌ از تصاادفی‌ یاک‌جمعیات‌‌ ایجااد‌ باا‌ جساتجو‌ فرآیند‌GWOالگوریتم‌ در خلاصه طور به

 دلتا‌موقعیت و بتا آلفا، یها‌گرگ تکرار، دوره طول درد.‌شومی شروع‌(کاندید یهاحل راه)‌خاکستری

.‌نمایاد‌مای‌ روزرساانی‌ باه‌ طعمه از را فاصله‌خود کاندید حل راه هر.‌کنندمی برآورد را شکار احتمالی

زمانی‌که‌‌نماید.تقویت‌ را طعمه به حمله و شناسایی فرآیند تا کندمی پیدا کاهش‌0به‌‌2از‌‌aپارامتر‌

|A|>1 شوند‌و‌زمانی‌که‌ی‌کاندید‌واگرا‌میهاباشد،‌راه‌حل|A|<1 ی‌کاندید‌به‌سامت‌‌هاباشد،‌راه‌حل

‌شوند.طعمه‌همگرا‌می

 )اکتشاف(جستجو برای شکار -3-3-5

برای‌‌هاپردازند.‌آنی‌آلفا،‌بتا‌و‌دلتا‌به‌جستجو‌میها‌گرگخاکستری‌اغلب‌بر‌اساس‌موقعیت‌ی‌ها‌گرگ

شاوند.‌از‌‌شکار‌به‌یکدیگر‌نزدیک‌)همگارا(‌مای‌‌شوند‌و‌برای‌ی‌شکار‌از‌یکدیگر‌دور)واگرا(‌میجستجو

از‌یکادیگر‌‌‌هاا‌‌گارگ‌یند‌حمله‌دارد:‌در‌هنگام‌جستجو‌ی‌دقیقا‌عکس‌فرآهااینرو‌فرآیند‌جستجو‌پروس

در‌فااز‌حملاه‌‌‌‌ها‌گرگدر‌حالی‌که‌پس‌از‌ردیابی‌شکار،‌‌(A|>1|)شوند‌تا‌شکار‌را‌ردیابی‌کنند‌دور‌می

-همگرایای‌در‌حملاه‌مای‌‌‌‌–.‌به‌این‌پروسه‌واگرایی‌در‌جساتجو‌‌(A|<1|)شوند‌به‌یکدیگر‌نزدیک‌می

‌کنید.(‌مشاهده‌می5-3گویند.‌همانطور‌که‌در‌شکل‌)

‌

 [77] ( واگرایی در جستجو و همگرایی در حمله5-3شکل )

مقادار‌دهای‌‌‌‌-1یا‌کمتار‌از‌‌‌1با‌مقادیر‌تصادفی‌بیشتر‌از‌‌Aیند‌بردار‌جهت‌مدلسازی‌ریاضی‌این‌فرآ
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باا‌مقاادیر‌‌‌‌Aشود‌تا‌واگرایی‌در‌جستجو‌انجام‌شود‌و‌برای‌مدلساازی‌همگرایای‌در‌حملاه،‌باردار‌‌‌‌‌می

‌شود.مقدار‌دهی‌می‌-1تا‌‌1تصادفی‌بین‌

تصاادفی‌‌‌است.‌این‌بردار‌حااوی‌مقاادیر‌‌‌Cبرادار‌‌GWOکننده‌به‌الگوریتم‌یکی‌دیگر‌از‌اجزای‌کمک

به‌شکار‌را‌کناد‌‌‌ها‌گرگبه‌عنوان‌موانع‌موجود‌در‌طبیعت‌که‌نزدیک‌شدن‌‌Cاست.‌بردار‌‌2تا‌‌0بین‌

تار‌‌غیر‌قابل‌دستیابی‌ها‌گرگن‌را‌برای‌به‌شکار‌وزن‌داده‌و‌آ‌Cشود.‌بردار‌کنند‌در‌نظر‌گرفته‌میمی

در‌فاز‌‌هااست‌نه‌تن‌GWOتم‌تأکیدی‌بر‌رفتار‌تصادفی‌در‌طول‌اجرای‌الگوری‌Cکند.‌در‌واقع‌وجود‌می

‌یابد.تا‌صفر‌کاهش‌نمی‌2ت‌خطی‌از‌به‌صور‌aاولیه‌آن،‌این‌بردار‌برخلاف‌

‌توان‌الگوریتم‌را‌به‌ترتیب‌زیر‌جمع‌بندی‌نمود:پس‌به‌طور‌خلاصه‌می

 محاسبه‌شده‌و‌سه‌جواب‌برتر‌به‌عنوان‌‌هابرازندگی‌کلیه‌جوابalpha, beta, deltaپایاان‌‌‌تا‌

 شوند.الگوریتم‌انتخاب‌می

 گرگ‌(ی‌هادر‌هر‌تکرار‌سه‌جواب‌برتر‌alpha, beta, delta )قابلیت‌تخمین‌موقعیت‌شاکار‌را‌‌

 دهند:با‌استفاده‌از‌رابطه‌زیر‌انجام‌می‌iterationداشته‌و‌این‌کار‌را‌در‌هر‌

𝐷⃑⃑ 𝛼 = |𝐶 1. 𝑋 𝛼 − 𝑋 |.  𝐷⃑⃑ 𝛽 = |𝐶 2. 𝑋 𝛽 − 𝑋 |.  𝐷⃑⃑ 𝛿 = |𝐶 3. 𝑋 𝛿 − 𝑋 | 

 

𝑋 1 = 𝑋 𝛼 − 𝐴 1. (𝐷⃑⃑ 𝛼).  𝑋 2 = 𝑋 𝛼 − 𝐴 2. (𝐷⃑⃑ 𝛼).  𝑋 3 = 𝑋 𝛼 − 𝐴 3. (𝐷⃑⃑ 𝛼) 

 

𝑋 (𝑡 + 1) =
𝑋 1 + 𝑋 2 + 𝑋 3

3
 

 ی‌هاا‌‌گارگ‌ر‌تکرار‌بعد‌از‌تعیاین‌موقعیات‌‌‌در‌هalpha, beta, deltaآپادیت‌موقعیات‌بقیاه‌‌‌‌‌،

 شود.انجام‌می‌هابا‌تبعیت‌از‌آن‌هاجواب

 در‌هر‌تکرار‌بردار‌aو‌به‌تبع‌آن‌‌(Aو‌‌)Cشوند.آپدیت‌می‌ 

 موقعیت‌گرگ‌‌هاتکراردر‌پایان‌alphaشود.به‌عنوان‌نقطه‌بهینه‌معرفی‌می‌ 

‌(‌نشان‌داده‌شده‌است:6-3به‌صورت‌گام‌به‌گام‌در‌شکل‌)‌GWOالگوریتم‌
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‌

 GWO[77]( شبه کد الگوریتم 6-3شکل )
 

 خاکستری‌گرگ‌ی‌الگوریتمهاچند‌نمونه‌از‌کاربرد‌3-4

‌سال ‌در ‌که ‌تحقیقات ‌از ‌تعدادی ‌بررسی ‌به ‌بخش ‌این ‌هادر ‌زمینه ‌در ‌اخیر الگوریتم‌ی

 پردازیم.انجام‌شده‌است،‌می‌خاکستری‌گرگ

 بینی پیش در -GAGWOگیری روش ترکیبی شبکه عصبی کاربه 3-4-1

 مهابازده س

راابتکاری‌و‌هوش‌ی‌فها‌الگوریتمبا‌استفاده‌از‌معرفی‌شده‌است‌‌2016که‌در‌سال‌‌[78]‌مرجع‌این‌در

‌.دار‌مورد‌بررسی‌و‌مطالعه‌قرار‌گرفتهای‌بورس‌اوراق‌بهاشرکتم‌هابازده‌س‌بینی‌پیش‌مصنوعی‌برای

باه‌‌‌ریا‌ز‌یهاریمتغ (Swanson & White)ااتیانجااام‌شااده‌توساط‌وا‌قاااتیتحق‌یپاس‌از‌بررساا

‌:‌دیگرد‌بازده‌روز‌بعد‌انتخاب‌بینی‌پیش‌جهات‌،یشبکه‌عصب‌یورود‌یهاریعنوان‌متغ

 ده‌روزگذشته‌‌یم‌هرشرکت‌طهابازده‌س‌

 روز‌‌انیم‌معامله‌شده‌در‌پاهانرخ‌س‌نیآخر‌
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 روز‌‌یم‌مبادله‌شده‌طهاحجم‌س‌

 دار‌تهران‌هابم‌بورس‌اوراقهاشاخص‌س‌

 یکیتکن‌لیتحل‌هیمورد‌استفاده‌در‌تجز‌یهاریاز‌جمله‌متغ‌یانتخاب‌شده‌همگ‌یهاریمتغ‌

‌.باشندیم

‌شیشده‌اسات،‌باه‌منظاور‌افازا‌‌‌‌‌یگردآور‌نیوردنوهاافزار‌رکه‌از‌نرم‌یازیمورد‌ن‌یهاداده‌یابتدا‌برخ

گذشاته‌و‌‌‌یهاا‌بازده‌روز‌ریاز‌مقاد‌،ی.‌در‌گام‌بعدشوندیم‌یسازبرنامه،‌نرمال‌یو‌سرعت‌اجرا‌ییکارا

و‌‌یعصاب‌‌بکهشا‌‌یبا‌یاستفاده‌شده‌و‌با‌استفاده‌از‌روش‌ترک‌یعنوان‌ورودبه‌گر،ید‌یکیتکن‌یهاریمتغ

‌یبا‌یبا‌اساتفاده‌از‌روش‌ترک‌‌گریشد‌و‌بار‌د‌پرداختهم‌روز‌بعد‌هابازده‌س‌بینی‌پیش‌به‌کیژنت‌تمیالگور

باا‌‌‌،بینای‌‌پایش‌‌ریقرار‌گرفته‌و‌مقاد‌بینی‌پیش‌مورد‌یو‌گرگ‌خاکستر‌کیژنت‌تمیالگور‌،یشبکه‌عصب

مادل‌‌‌یچاارچوب‌کلا‌‌(‌7-3)در‌شکل‌‌روش‌انتخاب‌گردد.‌نیشده‌است‌تا‌بهتر‌سهیمقا‌یواقع‌ریمقاد

‌است.مشخص‌شده‌‌ GWO و‌GAی‌شبکه‌عصب‌یبیترک

‌

 GWO[78] و GAی شبکه عصب یبیمدل ترک یچارچوب کل( 7-3)شکل

ر‌شرکت‌منتخب‌و‌هابازده‌مربوط‌به‌چ‌یزمان‌یبازده،‌روند‌گذشته‌سر‌بینی‌پیش‌ه‌منظور‌انجام‌عملب

‌لهیصورت‌کاه‌ابتادا‌باه‌وسا‌‌‌‌‌نیمورد‌استفاده‌قرار‌گرفت.‌بد‌یکیتکن‌لیتحل‌یهاریاز‌متغ‌ریر‌متغهاچ

‌زباا‌اساتفاده‌ا‌‌‌کباار‌یساپس‌‌‌د،یا‌گرد‌یم‌طراحهابازده‌س‌بینی‌پیش‌هیمدل‌اول‌یمصنوع‌یشبکه‌عصب
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شد.‌با‌‌سازی‌بهینهمدل‌به‌دست‌آمده‌‌،خاکستری‌گرگو‌‌کیژنت‌تمیبا‌الگور‌گریو‌بار‌د‌کیژنت‌تمیالگور

‌یخطاا‌‌خاکساتری‌‌گارگ‌_کیا‌ژنت_یمصانوع‌‌یشابکه‌عصاب‌‌‌یبیروش‌ترک‌یسازهیشب‌جینتا‌سهیمقا

‌.رددا‌کیژنت_ی،‌نسبت‌به‌روش‌شبکه‌عصبهام‌شرکتهابازده‌روزانه‌س‌بینی‌پیش‌در‌یکمتر

 افتهیبهبود خاکستری گرگ تمیالگور 3-4-2

‌هااز‌کاربرد‌یعیوس‌فیباشد‌که‌در‌طیاز‌مسائل‌مهم‌و‌قابل‌توجه‌در‌علوم‌گوناگون‌م‌یکی‌سازی‌بهینه

و‌‌قیا‌دق‌یهاا‌‌الگاوریتم‌‌یباه‌دودساته‌‌‌ساازی‌‌بهینه‌یها‌الگوریتم.‌[79]‌رداستفاده‌قرارگرفته‌استمو

دهند‌اماا،‌در‌‌یزمان‌اجرا‌را‌کاهش‌م‌قیدق‌یها‌الگوریتمشوند.‌‌یم‌یبند‌میتقس‌یبیتقر‌یها‌الگوریتم

-یما‌‌یبا‌یتقر‌یهاا‌‌الگوریتم‌گر،ید‌سمت.‌در‌باشندینم‌یسراسر‌یهنیبه‌افتنیتر‌موارد‌قادر‌به‌شیب

‌از‌یکای‌‌خاکستری‌گرگ‌بیابند.‌‌NP-Hardرا‌در‌خصوص‌مسائل‌یسراسر‌یهااز‌جواب‌ینیتوانند‌تخم

‌زنادگی‌‌از‌گارفتن‌‌مهاا‌ال‌باا‌‌کاه‌‌باشدمی‌سازی‌بهینه‌مسائل‌حل‌جهت‌جدید‌ابتکاریفرا‌یها‌الگوریتم

‌مساائل‌‌در‌پیچیادگی‌‌افازایش‌‌باا‌.‌نمایاد‌مای‌‌عمال‌‌طبیعات‌‌در‌هاا‌آن‌شاکار‌‌نحاوه‌‌و‌ها‌گرگ‌گروهی

-مای‌‌محاسابات‌‌زمان‌افزایش‌سبب‌و‌بردمی‌رنج‌همگرایی‌پایین‌سرعت‌از‌الگوریتم‌این‌،سازی‌بهینه

‌مقاله‌این‌در‌را‌خاکستری‌گرگ‌جستجوی‌الگوریتم‌از‌جدید‌یهاتوسع‌مشکل،‌این‌بهبود‌جهت.‌گردد

‌ساپس‌‌و‌جساتجو‌‌فضاای‌‌در‌هاا‌‌گرگ‌حرکت‌ینحوه‌ابتدا‌دشده،هاپیشن‌الگوریتم.‌اند‌نموده‌دهاپیشن

‌در‌کاه‌‌دهاد‌مای‌‌نشاان‌‌آماده‌‌دست‌به‌نتایج.‌دهدمی‌بهبود‌را‌تصادفی‌یهاهمسایگی‌ترکیب‌ینحوه

‌دیگار،‌‌یشاده‌‌شاناخته‌‌ابتکااری‌فرا‌الگوریتم‌چندین‌و‌استاندارد‌خاکستری‌گرگ‌الگوریتم‌با‌مقایسه

‌کااهش‌‌سابب‌‌تواناد‌‌می‌و‌است‌برخوردار‌تری‌بیش‌پایداری‌و‌همگرایی‌سرعت‌از‌دشدههاپیشن‌روش

‌.گردد‌محاسبات‌زمان
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شکل برای  -vباینری خاکستری گرگ سازی بهینه الگوریتم یک3-4-3

 انتخاب ویژگی

‌اریداده‌بسا‌‌یآورداده،‌سارعت‌جماع‌‌‌گاهیپا‌نهیدر‌زم‌یو‌تکنولوژ‌وتریکامپ‌عیسر‌شرفتیبا‌توجه‌به‌پ

باه‌‌‌ازیا‌مشااهده‌ن‌‌کیا‌مربوط‌باه‌‌‌یهاریمتغ‌شیافزا‌لیاز‌سرعت‌پردازش‌اطلاعات‌است.‌به‌دل‌شتریب

‌نیاز‌مهمتار‌‌یژگا‌یانتخااب‌و‌‌.[80]‌کرده‌اسات‌‌دایپ‌تیاهم‌اریقبل‌از‌پردازش‌داده‌بس‌پردازششیپ

از‌‌یکا‌ی‌یژگا‌یمسائله‌انتخااب‌و‌‌برای‌کاوش‌داده‌است.‌‌پردازش‌داده‌شیپ‌جهت‌هاکیو‌تکن‌هاروش

کاه‌در‌آن‌باه‌‌‌‌باشدیم‌یبنداز‌جمله‌طبقه‌هاالگو‌صیو‌تشخ‌نیماش‌یریادگیمسائل‌مطرح‌در‌حوزه‌

زائد‌از‌مجموعه‌اطلاعات‌در‌دساترس،‌جهات‌‌‌‌یهایژگیمهم‌و‌حذف‌و‌یهایژگیو‌ییمطالعه‌و‌شناسا

‌یموضاوع‌محققاان‌را‌باه‌سامت‌‌‌‌‌نی.ا‌شودیپرداخته‌م‌ییگوشیو‌بهبود‌عملکرد‌پ‌هاکاهش‌ابعاد‌داده

اساتفاده‌‌‌هاا‌یژگا‌یاز‌و‌ناه‌یبه‌یهارمجموعیکردن‌ز‌دایپ‌یجستجو‌برا‌یهاکه‌از‌روش‌کندیم‌تیهدا

‌زیر‌یافتن‌برای‌که‌کردند‌معرفی‌خاکستری‌گرگ‌باینری‌سازی‌بهینه‌الگوریتم‌یک‌در‌این‌مقالهنمایند.

-مای‌‌قارار‌‌استفاده‌مورد‌پوششی‌حالتی‌در‌بندیطبقه‌اهداف‌برای‌مطلوب‌یهاویژگی‌از‌یهامجموع

‌از‌گرفتاه‌‌مهاا‌ال‌ساازی‌‌بهیناه‌‌یهاتکنیک‌جدیدترین‌از‌(‌یکیGWOخاکستری)‌گرگ‌گیرد.‌الگوریتم

‌از‌اساتفاده‌‌باا‌‌الگوریتم‌این‌.کندمی‌تقلید‌را‌طبیعت‌در‌خاکستری‌گرگ‌شکار‌است،‌که‌روند‌طبیعت

‌برقارار‌‌هاا‌حلراه‌دامنه‌در‌بهینه جواب‌جستجو‌برای‌برداری‌بهره‌و‌اکتشاف‌میان‌تعادلی‌یش،هاعملگر

‌از‌تابع‌BGWOشده)‌معرفی‌دودویی‌روش‌در.‌کندمی )vکاه‌‌جاوابی‌‌دو‌یپربولیاک‌ها‌تانژانات‌‌شکل‌‌

‌تبادیل‌‌باینری‌جواب‌یک‌به‌باید‌رو‌این‌از‌و‌دارند‌پیوسته‌مقادیر‌باشدمی‌تصادفی‌برداریگام‌از‌ناشی

‌آساتانه‌‌حاد‌‌از‌در‌هر‌بعد‌انجام‌شده‌و‌‌vتابع‌توسط‌پیوسته‌مقادیر‌تقسیم‌از‌استفاده‌با‌تبدیل.‌شوند

.‌اسات‌‌گردیاده‌‌اساتفاده‌‌دودویای‌‌خاکستری‌گرگ‌موقعیت‌بروزرسانی‌برای‌برازندگی‌میزان‌تصادفی

‌یهاا‌‌الگاوریتم‌‌و‌ژنتیک‌الگوریتم‌ذرات،‌ازدحام‌سازی‌بهینه‌تکاملی‌الگوریتم‌رهاچ‌(‌با‌BGWO)‌روش

‌گردید.‌مقایسه‌زمینه‌این‌در‌استاندارد‌خاکستری‌گرگ
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 گرگ ساز بهینه تمیدادگان سونار با استفاده از الگور بندی دسته3-4-4

 یخاکستر

باه‌منظاور‌‌‌(GWO) خاکساتری‌‌گارگ‌‌سااز‌‌بهیناه‌تکاری‌جدید‌باه‌ناام‌‌‌ابیک‌روش‌فرا[‌81]‌در‌مرجع

ی‌ها‌گرگشکار‌‌ورهبری‌‌مراتب‌سلسلهاز‌ GWO الگوریتمشده‌است‌دادگان‌سونار‌استفاده‌‌بندی‌دسته

شامل‌آلفا،‌بتا،‌دلتاا‌‌‌خاکستری‌گرگر‌نوع‌هادر‌این‌الگوریتم‌از‌چکند.‌خاکستری‌در‌طبیعت‌تقلید‌می

ه‌بر‌این،‌سه‌مرحله‌اصلی‌شاکار‌‌لاوع .رهبری‌استفاده‌شده‌است‌مراتب‌سلسلهسازی‌و‌امگا‌برای‌شبیه

.‌در‌ابتدا‌الگوریتم‌موردنظر‌شدندسازی‌شامل‌جستجوی‌طعمه،‌محاصره‌طعمه‌و‌حمله‌به‌طعمه‌شبیه

‌ساازی‌‌بهیناه‌آماده‌باا‌روش‌‌‌دسات‌به‌خوبی‌ارزیابی‌شده‌و‌نتایجشده‌بهتابع‌آزمون‌شناخته‌22توسط‌

قادر‌به‌ارائه‌نتایجی‌بسیار‌ GWO دهد‌که‌الگوریتم.‌نتایج‌نشان‌میشدندمقایسه‌( PSO) ازدحام‌ذرات

 بهتر‌در‌یافتن‌کمینه‌کلی‌توابع،‌سرعت‌همگرایی‌و‌اجتناب‌از‌کمینه‌محلی‌در‌مقایساه‌باا‌الگاوریتم‌‌‌

PSO ‌‌.بنادی‌‌دساته‌شاده‌در‌زمیناه‌‌‌رد‌واقعای‌از‌روش‌ارائاه‌‌این،‌در‌این‌مقاله‌یک‌کاارب‌بر‌علاوهاست‌

کنناده‌طراحای‌شاده‌باا‌‌‌‌‌‌بنادی‌‌دساته‌دهد‌کاه‌‌.‌نتایج‌حاصله‌نشان‌میشده‌استدادگان‌سونار‌بیان‌

میکناد،‌ایان‌در‌حاالی‌اسات‌‌‌‌‌‌بنادی‌‌دساته‌%‌67/66دادگان‌سونار‌را‌با‌دقت‌‌خاکستری‌گرگالگوریتم‌

‌.نمایدرا‌حاصل‌می% 22/62دقت‌‌ PSOکه

 برای انتخاب ویژگی خاکستری گرگ سازی بهینهروش دودویی 3-4-5

‌یک‌روش‌‌2016[‌که‌در‌سال‌82]‌در‌مرجع ‌گرگ‌سازی‌بهینهدودویی‌جدید‌از‌معرفی‌شده‌است.

ی‌بهینه‌برای‌اهداف‌ها‌ویژگیی‌از‌هاد‌شده‌است‌و‌برای‌انتخاب‌زیرمجموعهاپیشن (GWO)‌خاکستری

‌است‌طبقه ‌قرارگرفته ‌استفاده ‌مورد ‌بندی ‌که ‌جدیدترین‌‌خاکستری‌گرگ‌سازی‌بهینه، ‌از یکی

در‌اینجا‌با‌استفاده‌از‌شده‌دودویی‌معرفی‌از‌طبیعت‌است.‌نسخه‌‌م‌گرفتههاال‌سازی‌بهینهی‌ها‌تکنیک

‌روش‌مختلف ‌‌دو ‌است. ‌شده ‌روشنمایش‌داده ‌گام‌دودویی‌در ی‌فردی‌به‌سمت‌اولین‌سه‌ها‌اول،

‌جواب ‌‌ها‌بهترین ‌کرده ‌برش‌حرکت ‌سپس‌استراتژی ‌رویو ‌‌بر ‌حرکت ‌بروزرسانی‌اصلیسه ‌‌برای
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برای‌‌sigmoidalتابع‌از‌دوم،‌دودویی‌در‌روش‌‌شود.‌خاکستری‌دودویی‌انجام‌می‌یها‌گرگموقعیت‌

برای‌‌ها‌تصادفی‌این‌ارزش‌‌آستانهحد‌‌از‌،‌سپساستفاده‌شده‌است‌ها‌گرگ‌موقعیت‌متوالی‌بروزشده

‌‌‌بروزرسانی ‌است.‌ریخاکست‌گرگموقعیت ‌شده ‌استفاده ‌‌دودویی ‌برای ‌روش ‌دو ‌سازی‌بهینهاین

‌ها‌ی‌از‌ویژگیهازیرمجموعی‌انتخاب‌ویژگی‌برای‌یافتن‌‌(‌در‌دامنهbGWOدودویی‌)‌خاکستری‌گرگ

‌ ‌صحت‌طبقهبا ‌دقت‌و ‌‌حداکثر ‌بندی ‌حداقل ‌ویژگیو ‌انتخاب‌شدهها‌تعداد ‌ی ‌است، ‌شده .‌طراحی

‌شاخصهامجموع ‌از ‌ها‌ی ‌برای ‌تخمین ‌روشی ‌مقایسه ‌و ‌ها‌ارزیابی ‌مختلف ‌ی ‌روی ‌بر ‌18بیش‌از

ی‌نسخه‌ها‌مورد‌استفاده‌قرار‌گرفته‌است.‌نتایج‌حاصل،‌قابلیت‌ UCI مختلف‌از‌مخزن‌ی‌مجموعه‌داده

‌ ‌پیشن‌سازی‌بهینهدودویی ‌ترکیب‌bGWO)دیهاگرگ‌خاکستری ‌برای ‌ویژگی ‌فضای ‌جستجو ‌در )

‌اثبات‌می‌ی‌تصادفی‌استفاده‌شده،ها‌و‌عملگر‌نظر‌از‌مقداردهی‌اولیه‌صرف،‌ی‌بهینهها‌ویژگی ‌کند.‌را

18‌‌ ‌در ‌داده ‌مخزن‌یادگیری‌ماشین‌‌(1-3جدول)مجموعه ‌آزم‌UCIاز ‌مقایسهدر ی‌نتایج‌ها‌ایش‌و

مختلف‌در‌نظر‌گرفته‌شده‌است.‌‌هاو‌نمونه‌هادر‌هر‌مجموعه‌داده‌تعداد‌ویژگی.‌شده‌استاستفاده‌

‌صورت ‌به ‌موارد ‌داده، ‌مجموعه ‌هر ‌آموزش‌برای ‌یعنی ‌مجموعه ‌سه ‌به ‌اعتبار1تصادفی و‌‌2سنجی،

‌است‌3مجموعه‌تست ‌اعتبارسنجی‌متقابل‌تقسیم‌شده ‌شیوه بندی‌برای‌انتخاب‌‌یک‌روش‌بسته‌.در

KNNبندی‌‌ویژگی‌در‌این‌مطالعه‌مبتنی‌بر‌طبقه
‌.استفاده‌شده‌است‌4

‌

‌

‌

‌

‌

‌

‌

‌

                                                 
1‌Train Sets 
2‌Validation Sets 
3 Testing Sets 
4‌K-Nearest Neighbor (KNN) 
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 [82]ی دادهها توصیف مجموعه( 1-3جدول )

‌

‌

‌

‌

‌

‌

‌

‌

‌

‌

‌

‌

‌
 

= K)‌بندیدر‌الگوریتم‌طبقه مورد‌اساتفاده‌‌‌داده‌یها‌به‌عنوان‌بهترین‌عملکرد‌در‌تمام‌مجموعه‌(5 

‌دهنده‌یک‌زیرمجموعه‌ویژگی‌است.‌آموزش،‌موقعیت‌هر‌گرگ‌نشان‌ینددر‌فرآ.‌استگرفته‌شده‌قرار‌

بارای‌‌(‌GA)و‌الگوریتم‌ژنتیک‌(‌PSO)ازدحام‌ذرات‌‌سازی‌بهینهدی‌با‌های‌انتخاب‌ویژگی‌پیشنها‌روش

مشخص‌‌(2-3جدول‌)‌ی‌خاص‌درهاساز‌بهینهو‌‌ی‌سراسریهاند.‌تنظیم‌پارامترهاارزیابی،‌محک‌خورد

در‌‌α‌،𝛽ی‌هاا‌‌هم‌با‌توجه‌به‌دامنه‌خاص‌دانش‌به‌عناوان‌پاارامتر‌‌‌هامجموعه‌تمام‌پارامتر‌است.‌شده

ی‌کوچاک‌و‌در‌متاون‌‌‌هاا‌‌ساازی‌‌براساس‌آزمون‌و‌خطا‌در‌شبیه‌هاتابع‌شایستگی‌یا‌مانند‌بقیه‌پارامتر

 .شده‌استعلمی‌رایج،‌استفاده‌
 

 

 

 

 

 

‌

                                                 
 

No. Instances No. Attributes Dataset
1 No(.dat) 

699 10‌Breast Cancer‌D1 

569 30‌Breast‌D2 

435 16‌Congress‌D3 

399 17‌Primary org‌D4 

47 35‌Soybean small‌D5 

270 13‌Heart‌D6 

351 34‌Lonosphere‌D7 

3196 36‌Krvskp‌D8 

148 18‌Lymphography‌D9 

300 13‌M-of-n‌D10 

325 73‌Penglung‌D11 

208 60‌Sonar‌D12 

267 22‌Spect‌D13 

958 9‌Tic-tac-toe‌D14 

300 16‌Vote‌D15 

5000 40‌Waveform‌D16 

178 13‌Wine‌D17 

101 16‌Zoo‌D18 
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 [82]برای آزمایش هاتنظیم پارامتر (2-3)جدول

 ارزش ها پارامتر

 8 تعداد عوامل جستجو

‌70 تعداد تکرار

‌ها‌ی‌موجود‌در‌دادهها‌تعداد‌ویژگی ابعاد مسئله

 [1 0] ی جستجو دامنه

‌20 تعداد اجرا

‌GA 0.8نرخ برش در 

‌PSO 0.1عامل لختی در 

‌PSO 0.1عامل سرعت بهترین فرد در 

‌0.99 در تابع شایستگی 𝛂پارامتر 

‌0.01 در تابع شایستگی 𝜷پارامتر 

 
،‌بهتارین‌آماار‌و‌بادترین‌آماار‌و‌...‌‌‌‌‌میاانگین‌آمااری‌‌‌متوسط،‌بندی‌دقتطبقهاز‌‌ی‌ارزیابیهامعیاردر‌

‌.ندهاتجزیه‌شد‌ها‌بار‌تکرار‌داده‌20برای‌اطمینان‌از‌ثبات‌و‌اهمیت‌آماری‌نتایج‌برای‌‌.استفاده‌شد

‌1 روش‌،،‌بهیناه‌ساازی‌ازدحاام‌ذرات‌‌‌ژنتیاک‌ی‌مختلف‌یعنی‌الگاوریتم‌‌ها‌عملکرد‌روش‌(3-3جدول)
‌خاکساتری‌‌گارگ‌‌ساازی‌‌بهیناه‌دودویای‌‌‌2 و‌روش‌(BGWO1)‌خاکساتری‌‌گارگ‌‌سازی‌بهینهدودویی‌

(BGWO2)تاوانیم‌بگاوییم‌کاه‌‌‌‌‌مای‌‌.اسات‌با‌استفاده‌از‌مقداردهی‌اولیه‌تصادفی‌و‌تابع‌تعریف‌شاده‌‌‌

دی‌بدسات‌آماده‌اسات،‌کاه‌ثابات‌‌‌‌‌‌هاپیشن‌BGWO2بهترین‌عملکرد‌در‌مقدار‌تابع‌شایستگی‌توسط‌

و‌باا‌‌‌اسات.‌ی‌دیگار‌‌هاا‌‌برای‌جستجوی‌توافقی‌فضای‌ویژگی‌بهتار‌از‌روش‌‌BGWO2کند‌قابلیت‌‌می

ی‌دودویای‌‌هاا‌‌دهاد‌کاه‌نساخه‌‌‌‌نتایج‌بدسات‌آماده‌نشاان‌مای‌‌‌‌ی‌دیگر‌هم‌مقایسه‌شده‌است‌هاروش

ی‌ها‌عملکرد‌ویژگیکه‌این.‌همچنین‌دگیر‌ی‌تحقیق‌پیشی‌می‌ی‌دیگر‌در‌محدودهها‌دی‌از‌روشهاپیشن

دی‌بهتارین‌‌های‌انتخاب‌شاده‌باا‌الگاوریتم‌پیشان‌‌‌‌ها‌ی‌تستی‌برای‌ویژگیها‌انتخاب‌شده‌بر‌روی‌داده

 هستند.
 

 

 

 

 

 

‌
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ی مختلف با استفاده از مقدار دهی هاساز بهینهمیانگین تابع شایستگی به دست آمده از ( 3-3جدول)

 [82]اولیه تصادفی یکنواخت

‌
 

الگوریتم  ی اجتماعی ایستا با استفاده ازها شبکهکشف انجمن در  3-4-6

 خاکستریگرگ سازبهینه

ی‌هاا‌‌شابکه‌یی‌از‌هاا‌کنناد،‌نمونااه‌‌ی‌اجتماعی‌نقش‌بسزایی‌در‌انجمن‌بشری‌ایفا‌میها‌شبکهمروزه‌ا

ی‌اجتماااعی‌آنلایاان‌مانناد‌فیسابوک،‌‌‌‌‌ها‌شبکهی‌های‌اجتماعی‌و‌سایتهاشناخته‌شده‌شامل‌رسانه

وجود‌انجمن‌‌ها‌شبکهبه‌طور‌کلای،‌یکای‌از‌مشااهدات‌مهام‌در‌مورد‌‌.باشدیتر‌مگوگل‌پلاس‌و‌تویی

در‌‌هاا‌هساتند‌کاه‌نسابتاً‌بیشاتر‌با‌یکدیگرارتباط‌دارند.‌گااره‌‌‌های‌از‌گرههاباشد.‌انجمن،‌مجموعمی

مشاترک‌اغلاب‌خاواص‌جاالبی‌را‌مانناد‌عملکرد‌یکسان،‌علاقه،‌یا‌هدف‌باه‌اشاتراک‌‌‌‌1یاک‌انجمان

‌آیدبه‌شمار‌می‌ها‌شبکهگذارناد.‌بناابراین،‌کشاف‌انجمان‌یکای‌از‌مسائل‌مهم‌در‌تجزیه‌و‌تحلیل‌می

ده‌ی‌کشف‌انجمان‌اساتفا‌هاتوان‌از‌روشمی‌ها‌شبکهبندی‌افراد‌و‌علایقشان‌در‌این‌برای‌دسته[.‌83]

یی‌اسات‌کاه‌درجاه‌ارتباط‌نسبتاً‌قوی‌هاباه‌خوشاه‌‌هاسازی‌نمونهکرد.‌هدف‌از‌کشف‌انجمن‌مرتب

.‌انجماان،‌‌ادی‌مختلاف‌وجاود‌داشااته‌باشا‌‌هابین‌اعضای‌خوشه‌و‌نسبتاً‌ضعیف‌بین‌اعضای‌خوشاه‌

و‌نحوه‌توزیاع‌‌‌اهاطلاعاات‌ارزشامندی‌در‌ماورد‌ناوع‌ارتبااط‌کااربران،‌نحاوه‌انتقاال‌اطلاعات‌بین‌آن

                                                 
1‌Community 
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محساوب‌‌‌هاا‌‌شبکهکناد‌و‌در‌واقاع‌به‌عنوان‌جزء‌اصلی‌این‌ی‌اجتماعی‌فراهم‌میها‌شبکهکاربران‌در‌

اساتفاده‌‌‌1مااژولاریتی‌از‌معیاار‌‌،‌هابندی‌خوشهارزیابی‌کیفیت‌بخش‌معیار‌برای‌در‌این‌مقاله‌.شودمی

‌:شودماژولاریتی‌به‌صورت‌زیر‌محاسبه‌می‌کرده‌است.

𝑄 = ∑(𝑒𝑖𝑖 − 𝑎𝑖
2)

𝑖

 

ی‌های‌باا‌ساایز‌‌ها‌شبکهدی‌از‌هاه‌منظور‌ارزیابی‌روش‌پیشنبمجموعه‌داده‌استفاده‌شده‌در‌این‌مقاله‌

-قابل‌مشااهده‌مای‌‌‌(3-4)در‌جدول‌ها‌شبکهکوچک‌و‌متوسط‌اساتفاده‌شده‌است‌که‌مشخصات‌این‌

‌.باشد

[83] http://konect.uni-koblenz.de/networks) ی آزمونهامشخصات شبکه  (4-3جدول)   

‌

مرتبااه‌مساتقل‌اجارا‌شاده‌اسات‌و‌در‌هار‌اجارا‌‌‌‌‌‌‌‌‌20الگاوریتم‌بار‌روی‌ایاان‌سااه‌مجموعااه‌داده‌‌‌‌

و‌تعداد‌تکرار‌در‌هر‌اجارای‌الگاوریتم‌‌‌‌80برابر‌با‌‌ها‌گرگشود.‌تعاداد‌جمعیات‌حساب‌میماژولاریتی‌

دی‌بر‌اسااس‌هاسازی‌الگوریتم‌پیشندر‌نظار‌گرفتاه‌شاده‌اسات.‌نتاایج‌باه‌دست‌آمده‌از‌شبیه‌150

‌(5-3)ند.‌ایان‌مقاادیر‌در‌جادول‌‌‌هامقایسه‌شاد‌‌هامااکزیمم‌و‌میاانگین‌مااژولاریتی‌باا‌سایر‌الگوریتم

باشاد‌و‌ایان‌نتاایج‌دهنده‌تفکیک‌اجتماع‌بهتار‌مایریتی‌بیشتر‌نشانمقدار‌ماژولا‌.گزارش‌شده‌است

آورد.‌قابال‌‌دی‌در‌دو‌مجموعه‌داده‌بهترین‌نتیجه‌را‌به‌دست‌مای‌هادهند‌که‌الگوریتم‌پیشننشاان‌می

ذکر‌است‌در‌مواردی‌که‌میانگین‌و‌ماکزیمم‌ماژولاریتی‌برابر‌است‌به‌ایاان‌معناای‌ماای‌باشااد‌کاه‌‌‌‌‌‌

آن‌جواب‌بهترین‌‌هااجارا‌باه‌یاک‌جاواب‌رسایده‌اسات‌و‌در‌ایان‌مجموعاه‌داده‌20ر‌الگوریتم‌در‌ه

آن‌مااژولاریتی‌بیشاینه‌‌‌و‌‌باشد‌یعنی‌امکان‌افزایش‌ماژولاریتی‌دیگر‌وجود‌ناادارد‌تفکیک‌انجمن‌می

است.‌همانگونه‌که‌در‌جدول‌مشخص‌است،‌مساوی‌باودن‌میاانگین‌و‌ماکزیمم‌مااژولاریتی‌در‌نتاایج‌‌‌

                                                 
1‌Modularity 

http://konect.uni-koblenz.de/networks
http://konect.uni-koblenz.de/networks
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‌.رش‌شده‌استگزا

 [83] نتایج آزمایشات(5-3جدول )

‌

خاکساتری‌برای‌کشف‌انجمن‌ساز‌گارگت‌عنوان‌الگوریتم‌بهینهابتکاری‌تحادر‌این‌مقاله‌یک‌روش‌فر

کاه‌در‌‌‌ی‌دیگار‌مقایساه‌گردیاد‌‌‌هاو‌این‌الگوریتم‌باا‌الگاوریتم‌ی‌اجتماعی‌ایستا‌بیان‌شدها‌شبکهدر‌

اجاارا‌باه‌بهتارین‌جااواب‌رسااید،‌در‌‌‌‌‌‌‌20در‌هاار‌‌ net-MOGA الگاوریتم‌‌، Karate مجموعاه‌داده‌

رساایده‌‌‌هاا‌دی‌باه‌بهتارین‌جاواب‌در‌تماامی‌اجراهاالگاوریتم‌پیشان‌‌هاتن Dolphin مجموعاه‌داده

 دی‌مااکزیمم‌جاواب‌یکساان‌بااا‌الگااوریتم‌‌‌‌‌هاالگااوریتم‌پیشاان‌‌ Football اسات،‌در‌مجموعاه‌داده

MODPSO ایان‌الگاوریتم‌میانگین‌بهتری‌دارد‌داده‌اسات‌اماا‌نسابت‌باه‌.‌

که‌از‌(GWO)ارائه‌شده‌است،‌یک‌نوع‌‌بهینه‌ساز‌گرگ‌خاکستری‌2017[‌که‌در‌سال‌84در‌مرجع‌]

‌ی‌عصبی‌استفاده‌شاده‌اسات.‌‌ها‌شبکهاز‌آن‌عملکرد‌‌برای‌بهبودشده‌و‌‌اصول‌یادگیری‌تقویتی‌ترکیب

ی‌درسات‌‌هاا‌ی‌مشترک‌،تنظیم‌پارامترها‌چالششده،‌‌هدف‌این‌مقاله‌این‌است‌که‌با‌یادگیری‌تقویت

‌بارداری‌‌بهاره‌،‌یک‌پارامتر‌واحد‌برای‌کنترل‌نرخ‌اکتشااف‌/‌‌GWOبرای‌این‌الگوریتم‌برطرف‌شود.در‌

نی‌هاگذارد.به‌جای‌استفاده‌از‌یک‌روش‌ج‌گیرد‌که‌بر‌عملکرد‌الگوریتم‌تاثیر‌می‌مورد‌استفاده‌قرار‌می

  ل،‌از‌یادگیری‌تقویتی‌استفاده‌کرده‌است.برای‌تغییر‌این‌پارامتر‌برای‌همه‌عوام



58 

 

ا‌‌میانگین‌دیکررو‌ااب‌راااک‌قافا‌جستجو‌مسئله‌حل‌ایبر‌جدید‌ریبتکااافر‌حلراه‌یک[‌85]‌در‌مرجع

‌هددمی‌ئهارا‌یانسوار ‌‌کوآدراتیک‌است‌مهااس‌سبد‌زیسابهینه‌مسئلة. ،‌هادارایی‌ادتعد‌یشافزا‌اابو

آن‌را‌حل‌‌ریاضی‌ممرسوی‌هاتوان‌با‌روشو‌نمی‌ستا‌هشد‌‌تبدیل‌سختبه‌یک‌مسئله‌‌هایتودمحد

‌ ‌به ‌این‌مقاله ‌در ‌به‌کمک‌الگوریتمهاسبد‌س‌سازی‌بهینهکرد. جدیدی‌بنام‌جستجوی‌‌ریاابتکاافر‌م

‌می‌پردازد. ‌سازی‌نتایج‌نشان‌می‌شکار ‌برای‌حل‌مسائل‌بهینه ‌الگوریتم‌جستجوی‌شکار، دهند‌که

‌د.م،‌سرعت‌و‌دقت‌بالایی‌دارهاسبد‌س

‌گیری‌نتیجه‌3-5

‌ساازی‌‌بهیناه‌ی‌هاا‌و‌مقایسه‌آن‌با‌سایر‌روش‌خاکستری‌گرگالگوریتم‌‌سازی‌بهینهدر‌این‌فصل‌روش‌

ی‌اخیار‌در‌زمیناه‌‌‌هاا‌به‌بررسی‌تعدادی‌از‌تحقیقات‌کاه‌در‌ساال‌‌مورد‌بررسی‌قرار‌گرفت‌و‌همچنین‌

ی‌فراابتکااری‌‌هاا‌‌الگاوریتم‌یکای‌از‌‌‌خاکساتری‌‌گرگه‌بحث‌گردید.‌انجام‌شد‌خاکستری‌گرگالگوریتم‌

و‌نحوه‌شکار‌‌ها‌گرگم‌گرفتن‌از‌زندگی‌گروهی‌هاباشد‌که‌با‌المی‌سازی‌بهینهمسائل‌جدید‌جهت‌حل‌

این‌الگوریتم‌از‌سرعت‌پاایین‌‌‌سازی‌بهینها‌افزایش‌پیچیدگی‌در‌مسائل‌ب‌.کنددر‌طبیعت‌عمل‌می‌هاآن

ای‌‌.جهات‌بهباود‌ایان‌مشاکل،‌توساعه‌‌‌‌‌گرددبرد‌و‌سبب‌افزایش‌زمان‌محاسبات‌میهمگرایی‌رنج‌می

م‌بررسی‌شده‌ابتادا‌‌را‌در‌مقالات‌بررسی‌نمودیم.‌الگوریت‌خاکستری‌گرگجدید‌از‌الگوریتم‌جستجوی‌

-ی‌تصادفی‌را‌بهبود‌مای‌هاهمسایگی‌را‌در‌فضای‌جستجو‌و‌سپس‌نحوه‌ترکیب‌ها‌گرگنحوه‌حرکت‌

اساتاندارد‌و‌چنادین‌‌‌‌خاکساتری‌‌گارگ‌دهد‌در‌مقایسه‌باا‌الگاوریتم‌‌‌،‌نتایج‌بدست‌آمده‌نشان‌میدهد

-ی‌دیگر،‌از‌سرعت‌همگرایی‌و‌پایداری‌بیشتری‌برخوردار‌است‌و‌میالگوریتم‌فراابتکاری‌شناخته‌شده

دهد‌مسائل‌زیادی‌در‌ایان‌زمیناه‌‌‌بررسی‌تحقیقات‌نشان‌می‌تواند‌سبب‌کاهش‌زمان‌محاسبات‌گردد.

‌تری‌در‌این‌خصوص‌انجام‌گیرد.ی‌بیشهاشود‌تحقیقات‌و‌بررسی‌د‌میهاوجود‌دارد‌که‌پیشن
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 مقدمه 4-1

مصارف‌‌‌هیحال‌گسترش‌روح‌نیو‌خدمات،‌و‌در‌ع‌هابه‌کالا‌یجوامع‌بشر‌ازین‌شیو‌افزا‌تیرشد‌جمع

جهات‌توساعه‌و‌‌‌‌ازیا‌ماورد‌ن‌‌یمنابع‌ماال‌‌نیدر‌تام‌یسنت‌یهاطرف‌و‌محدود‌بودن‌ابزار‌کی‌از‌ییگرا

د‌یا‌جد‌یهاا‌زمیاز‌مکان‌یتهانرا‌فراهم‌کرده‌تا‌در‌‌یهانیزم‌گر،یاز‌طرف‌د‌یدیتول‌یهاتیظرف‌شیافزا

از‌‌یکا‌یدار‌باه‌عناوان‌‌‌هابشود.‌بورس‌اوراق‌استفاده‌دیتول‌یآن‌به‌سو‌تیو‌هدا‌یجذب‌منابع‌مال‌یبرا

کاه‌‌‌ییبوده‌اسات،‌تاا‌جاا‌‌‌‌گذارانهیاز‌سرما‌یاریهمواره‌مورد‌توجه‌بس‌یمال‌یگذارهیسرما‌یهانهیزم

م‌هامطلاوب‌سا‌‌‌یهاا‌داده‌تاا‌بتوانناد‌باه‌گون‌‌‌‌شیافازا‌‌ناه‌یزم‌نیدارند‌اطلاعات‌خود‌را‌در‌ا‌یافراد‌سع

کار‌اناداختن‌‌جذب‌و‌به‌قیداشته‌باشند.‌بورس‌از‌طر‌یموفق‌یگذارهیسرما‌جهیکنند‌و‌در‌نت‌یداریخر

مبادلات‌در‌بازار‌‌میعظ.‌با‌توجه‌به‌حجم‌بردیدر‌جامعه‌را‌بالا‌م‌یگذارهیراکد‌حجم‌سرما‌یهاهیسرما

هار‌کشاور‌از‌باازار‌‌‌‌‌یاقتصااد‌ملا‌‌‌یریرپذیبازار،‌تاث‌نیکلان‌به‌ا‌یهاهیورود‌و‌خروج‌سرما‌زیبورس‌و‌ن

‌لیا‌و‌تحل‌هیا‌تجز‌نیارائه‌اطلاعات‌درست‌و‌جامع‌و‌همچنا‌‌نیاست.‌بنابرا‌انینما‌شیاز‌پ‌شیبورس،‌ب

باورس‌ناه‌‌‌‌یهاا‌دار‌خواهد‌بود.‌بازارهااق‌بآنان‌در‌بورس‌اور‌تیقدم‌در‌موفق‌نیاول‌گذارانهیبهتر‌سرما

ناخته‌بودن‌عوامال‌‌و‌ناش‌ادی.‌تعداد‌زشودیثر‌مأمت‌گریکلان،‌بلکه‌از‌هزاران‌عامل‌د‌یهااز‌پارامتر‌هاتن

‌[.86]‌شده‌است‌یگذارهیسرما‌نهیدر‌زم‌نانیبورس،‌موجب‌عدم‌اطمموثر‌بر‌بازار‌

کاه‌باازار‌‌‌‌یگذارانهیسرما‌یبرا‌یاست‌و‌از‌طرف‌یامر‌نامطلوب‌نان،یعدم‌اطم‌تیروشن‌است‌که‌خصوص

به‌‌نیاست.‌بنابرا‌ریناپذاجتناب‌تیخصوص‌نیند‌اهاانتخاب‌نمود‌یگذارهیبورس‌را‌به‌عنوان‌مکان‌سرما

‌بینی‌پیش‌کهنیابا‌توجه‌به‌‌است.‌نانیبه‌دنبال‌کاهش‌عدم‌اطم‌گذارانسرمایهتمام‌تلاش‌‌یعیطور‌طب

‌بینای‌‌پایش‌‌به‌دنبال‌بارآورد‌و‌‌گذارانهیاست،‌سرما‌نانیهش‌عدم‌اطمکا‌یهااز‌روش‌یکیبازار‌بورس‌

‌بینای‌‌پیش‌م‌خود‌قضاوت‌کنند.هاارزش‌س‌یدربارهخود‌هستند‌تا‌بتوانند‌‌یگذارهیسرما‌ینقد‌انیجر

‌.است‌یگذارهیسرما‌ژهیبو‌یو‌اقتصاد‌یمال‌یهایریگمیتصم‌ازمندین‌ینقد‌یهاانیجر

‌عامل‌این‌اهمیت.‌است‌داشته‌بسزایی‌نقش‌کشور‌اقتصادی‌تحول‌در‌سرمایه‌انباشت‌و‌گذاریسرمایه‌

‌شکبدون.‌کرد‌مشاهده‌داریسرمایه‌نظام‌با‌ییهاکشور‌درسیستم‌وضوح‌به‌توانمی‌را‌آن‌مؤثر‌نقش‌و
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‌یک‌رشد‌جهت‌هاآن‌از‌استفاده‌و‌کوچک‌یهاسرمایه‌جذب‌جهت‌هاجایگاه‌ترینمناسب‌از‌یکی‌بورس

-سرمایه‌تعریف‌و‌هدف‌که‌آنجایی‌از.‌است‌گذارسرمایه‌فرد‌شخصی‌رشد‌نیز‌و‌کلان‌سطح‌در‌شرکت،

‌گاذاری‌سارمایه‌‌باا‌‌افاراد‌‌است؛‌آینده‌در‌بهتر‌و‌بیشتر‌مصرف‌جهت‌مصرف‌انداختن‌تعویق‌به‌گذاری،

‌سهم‌یک‌خرید‌زمینه،‌این‌در‌امر‌مهمترین‌بنابراین.‌دارند‌را‌خود‌انتظار‌مورد‌سود‌به‌دستیابی‌انتظار

‌ایان‌‌هماواره‌‌دارهاا‌باوراق‌یهابازار‌گشایش‌دوران‌از.‌است‌بالاتر‌قیمت‌به‌آن‌فروش‌و‌پایین‌قیمت‌به

‌این‌و‌کنند‌بینیپیش‌را‌مهاس‌قیمت‌روشی،‌کمک‌به‌که‌است‌داشته‌وجود‌فکر ‌و‌هاافزارسخت‌راه‌در

‌متخصصاان‌.‌قرارگرفات‌‌اساتفاده‌‌مورد‌و‌شده‌ابداع‌هااین‌مانند‌و‌مالی‌متفاوت‌یهاتحلیل‌،هاافزارنرم

‌را‌هاا‌بینیپیش‌و‌ندهاگرفتفرا‌را‌ییهاالگو‌و‌ندهانمود‌مطالعه‌را‌متمادی‌بازار‌سالیان‌برای‌سرمایه‌بازار

‌و‌علاّت‌‌رواباط‌‌مشااهده‌‌بار‌‌مبتنای‌‌تجربه‌و‌الگو‌تشخیص‌از‌ترکیبی‌هاآن.‌دهندمی‌انجام‌آن‌براساس

‌وجاود‌‌هساتند،‌‌مهمتر‌اطلاعاتی‌چه‌اینکه‌مورد‌در‌کلی‌قانون‌یک‌وجود‌این‌با.‌برندمی‌بکار‌را‌معلول

‌عنوان‌به‌و‌کنندمی‌کمک‌گیریتصمیم‌این‌به‌که‌دارند‌وجود‌نیز‌بسیاری‌افزاری‌نرم‌یهابرنامه.‌ندارد

‌استفاده‌هااین‌نظایر‌و‌متحرک‌میانگین‌و‌خطی‌رگرسیون‌نظیر‌ریاضی؛‌یهاروش‌از‌بینی،پیش‌موتور

‌و‌میریازد‌‌هام‌‌باه‌‌را‌قاوانین‌‌که‌آیدمی‌بوجود‌شرایطی‌اغلب‌مالی،‌یهاروند‌در‌وجود‌این‌با.‌کنندمی

‌[.‌87]‌سازدمی‌دشوار‌مذکور‌یهاروش‌توسط‌را‌بینیپیش

کاوی‌جهت‌انجام‌معاملات‌و‌کسب‌سود‌در‌بازار‌سرمایه‌اساتفاده‌از‌رونادی‌در‌‌‌ی‌دادههایکی‌از‌روش

ت‌برساد‌‌رقمی‌زیر‌قیمت‌میانگین‌معاملام‌به‌هاگذار‌چنانچه‌قیمت‌سمعاملات‌است‌که‌در‌آن‌سرمایه

کند.‌اما‌در‌این‌میان‌یکی‌از‌به‌بالای‌قیمت‌میانگین‌برسد‌اقدام‌به‌فروش‌میاقدام‌به‌خرید‌و‌چنانچه‌

م‌است.‌در‌واقع‌در‌این‌حالت‌کااربر‌باا‌توجاه‌باه‌‌‌‌‌هاتعیین‌میزان‌خرید‌یا‌فروش‌س‌هامهمترین‌فاکتور

میازان‌‌‌پسکند.‌م‌را‌مشخص‌میهان‌قیمت‌میزان‌فروش‌سفاصله‌میان‌قیمت‌آخرین‌معامله‌و‌میانگی

م‌دارد.‌به‌نحوی‌کاه‌تعیاین‌بهیناه‌آن‌‌‌‌هافروش‌تأثیر‌بسیار‌زیادی‌بر‌میزان‌سود‌دریافتی‌از‌معامله‌س

الگاوریتم‌‌‌سازی‌سود‌شود.‌اما‌در‌این‌میان‌تعیین‌بهینه‌میزان‌فروش‌نیاز‌بهتواند‌منجر‌به‌حداکثرمی

مقادیر‌مختلفی‌بارای‌آن‌در‌نظار‌گرفات‌از‌اینارو‌تعیاین‌بهیناه‌آن‌یاک‌‌‌‌‌‌‌‌ن‌توامی‌جستجو‌دارد.‌زیرا
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ک‌الگوریتم‌جستجوی‌تکاملی‌به‌حل‌مسئله‌ما‌با‌استفاده‌از‌ی‌نامهالگوریتم‌جستجو‌است.‌در‌این‌پایان

در‌دی‌شامل‌استفاده‌از‌الگوریتم‌گرگ‌خاکستری‌است‌هاپردازیم.‌رویکرد‌پیشنمیزان‌فروش‌بهینه‌می

در‌اداماه‌روش‌‌‌نارو‌یبحاث‌شاده‌اسات.‌از‌ا‌‌‌‌تمیالگاور‌‌نیا‌به‌صاورت‌مفصال‌در‌ماورد‌ا‌‌‌فصل‌گذشته‌

‌.ارائه‌شده‌است‌یدهاشنیپ

 دیهاروش پیشن 4-2

نامه‌میزان‌فروش‌بهینه‌است.‌لازم‌به‌ذکر‌بیان‌شد‌مسئله‌اصلی‌در‌این‌پایانهمانطور‌که‌پیش‌از‌این‌

تواناد‌نسابت‌باه‌میاانگین‌قیمات‌‌‌‌‌‌کت‌میم‌هر‌شرهادار‌ایران،‌سهاق‌باست‌که‌در‌معاملات‌بورس‌اورا

تاا‌‌‌-%5شود(‌در‌روز‌معاملاتی‌جااری‌باین‌‌‌ل‌)که‌به‌آن‌قیمت‌پایانی‌گفته‌میمعامله‌شده‌در‌روز‌قب

آن‌قیمت‌آخارین‌معاملاه‌گفتاه‌‌‌‌‌به.‌از‌اینرو‌قیمت‌جاری‌یک‌سهم‌که‌[88]‌%+‌نوسان‌داشته‌باشد5

%+،‌5وضعیت‌مختلاف‌قارار‌بگیریاد‌کاه‌عبارتسات‌از:‌‌‌‌‌‌‌11تواند‌نسبت‌به‌قیمت‌پایانی‌در‌شود‌میمی

فاروش‌باه‌ازای‌هار‌‌‌‌‌.‌در‌فضای‌جستجوی‌مسئله،‌هدف‌یافتن‌بهترین‌مقدار‌خرید/-5%،‌-%4%+،...،‌4

حالات‌‌11بدانیم‌به‌ازای‌هر‌یک‌از‌ایان‌‌‌حالت‌ممکن‌است.‌در‌واقع‌هدف‌این‌است‌که‌11یک‌از‌این‌

واضح‌‌سود‌معاملات‌در‌پایان‌روز‌معاملاتی‌حداکثر‌شود.چه‌میزان‌خرید/فروش‌انجام‌دهیم‌که‌میزان‌

است‌که‌خرید‌یک‌سهم‌زمانی‌بایستی‌انجام‌شود‌که‌قیمت‌آخرین‌معامله‌زیر‌قیمت‌پایانی‌باشد‌یا‌به‌

عبارتی‌دیگر‌در‌دامنه‌منفی‌باشد‌و‌در‌طرف‌مقابل‌فروش‌بایستی‌زمانی‌انجام‌شود‌که‌قیمت‌آخارین‌‌

‌شد‌یا‌به‌عبارتی‌مثبت‌باشد.‌معامله‌بالای‌قیمت‌پایانی‌با

در‌یک‌الگوریتم‌جستجوی‌تکاملی‌برای‌حل‌یک‌مسئله،‌لازم‌است‌دو‌مورد‌تعیین‌شود.‌اول‌موقعیت‌

رایط‌با‌اساتفاده‌از‌‌عوامل‌جستجو‌و‌نحوه‌نمایش‌آن‌و‌مورد‌بعدی‌تابع‌برازندگی‌است.‌در‌ادامه‌این‌ش

‌.شودسازی‌میبرای‌مسئله‌ما‌مدل‌خاکستری‌گرگالگوریتم‌
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 ها گرگموقعیت -4-2-1

باشد.‌در‌واقع‌هر‌گرگ‌با‌موقعیت‌هر‌گرگ‌در‌الگوریتم‌گرگ‌خاکستری‌دارای‌یک‌موقعیت‌جاری‌می

-گرگ‌در‌الگوریتم‌گرگ‌خاکستری‌توسط‌یک‌بردار‌نمایش‌داده‌میشود.‌موقعیت‌هر‌آن‌شناخته‌می

ساطر‌بارای‌اینکاار‌‌‌‌‌ساه‌‌ساتون‌و‌‌11نامه‌ما‌از‌یک‌بردار‌شاامل‌‌ود.‌در‌مسئله‌مورد‌بحث‌این‌پایانش

‌(‌نمایش‌داده‌شده‌است.1-4)جدولیت‌یک‌گرگ‌فرضی‌در‌عکنیم.‌بردار‌موقاستفاده‌می

 دیها( موقیت یگ گرگ در الگوریتم پیشن1-4)جدول

 

-گرگ‌در‌سطر‌اول‌شامل‌تمامی‌حالت‌موقعیت‌یک‌،بالا‌نشان‌داده‌شده‌است‌جدولهمانطور‌که‌در‌

باشد.‌این‌سطر‌ثابات‌و‌بادون‌‌‌ت‌آخرین‌معامله‌و‌قیمت‌پایانی‌میی‌ممکن‌برای‌اختلاف‌میان‌قیمها

م‌اسات.‌بارای‌مثاال‌در‌نموناه‌باالا‌چنانچاه‌‌‌‌‌‌‌هاتغییر‌است.‌اما‌سطر‌دوم‌حاوی‌میزان‌خرید/فروش‌سا‌

یاد/فروش،‌عمال‌‌‌برابار‌میاانگین‌حجام‌خر‌‌‌‌2%+‌باشد،‌به‌میزان‌5اری‌و‌پایانی‌اختلاف‌میان‌قیمت‌ج

برابار‌میاانگین‌‌‌‌4باشد،‌‌-%2شود‌یا‌چنانچه‌اختلاف‌میان‌قیمت‌جاری‌و‌پایانی‌م‌انجام‌میهافروش‌س

ید‌یاا‌فاروش‌‌‌ی‌خرهاکدام‌یک‌از‌حالت‌ اما‌اینکه.‌شودم‌انجام‌میهاس‌خریدحجم‌خرید/فروش،‌عمل‌

چنانچه‌مقدار‌متناظر‌با‌یک‌سالول‌برابار‌‌‌‌حالتدر‌این‌‌.شودمشخص‌می‌سومسطر‌‌توسطانجام‌شود‌

را‌نشاان‌دهاد‌باه‌‌‌‌‌صفریک‌باشد‌به‌معنای‌موقعیت‌خرید‌و‌چنانچه‌مقدار‌متناظر‌با‌یک‌سلول‌مقدار‌

ا‌توجاه‌باه‌ایان‌‌‌‌با‌‌کناد.‌و‌بصورت‌تصادفی‌این‌سطر‌مقادیرش‌تغییر‌مای‌‌معنای‌موقعیت‌فروش‌است

ی‌مختلاف‌در‌‌هاا‌‌گارگ‌سازی‌است.‌واضح‌است‌که‌تفااوت‌‌دهی‌مختلف‌قابل‌پیاهاحالت‌ساختار‌انواع

5+% 4+% 3+% 2+% 1+% 0 1%- 2%- 3%- 4%- 5%- 

2 3‌4‌1‌5‌0‌2‌4‌0‌1‌3 

0 1 0 1 1 0 0 0 1 1 0 
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تواناد‌‌در‌سطر‌دوم‌است.‌هر‌گرگ‌نیز‌با‌تغییری‌در‌سطر‌دوم‌خاود‌مای‌‌‌هامقادیر‌اتخاذ‌شده‌برای‌آن

‌موقعیت‌خود‌را‌به‌روزرسانی‌نماید.

 تابع برازندگی-4-2-2

جهت‌حال‌مسائله‌ماورد‌‌‌‌‌خاکستری‌گرگد،‌برای‌استفاده‌از‌الگوریتم‌همانطور‌که‌پیش‌از‌این‌بیان‌ش

تابع‌برازندگی‌نیز‌معرفی‌شود.‌تابع‌برازندگی‌‌ها‌گرگختار‌موقعیتی‌بحث‌لازم‌است‌علاوه‌بر‌تعیین‌سا

یک‌از‌عوامل‌‌ند‌کدامک.‌زیرا‌این‌تابع‌است‌که‌مشخص‌میدر‌یک‌الگوریتم‌تکاملی‌نقشی‌کلیدی‌دارد

-ست‌و‌سمت‌و‌سوی‌جستجو‌را‌مشاخص‌مای‌‌تری‌پیدا‌کرده‌اگران‌جواب‌بهینهجستجو‌نسبت‌به‌دی

کند.‌در‌واقع‌تابع‌برازندگی‌علاوه‌بر‌تعیین‌سرعت‌همگرایی‌به‌جواب‌بهینه،‌شانس‌یافتن‌جواب‌بهینه‌

‌کند.تعیین‌میرا‌نیز‌

تابع‌برازندگی‌مورد‌نظر‌میزان‌‌در‌واقع‌.باشدمی‌کردن‌میزان‌سود‌دریافتیحداکثر‌هدفمسئله‌این‌‌در

باا‌‌‌پاس‌‌.یاباد‌تکرار،‌الگوریتم‌خاتمه‌مای‌‌100که‌به‌ازای‌‌باشدمی‌سود‌دریافتی‌در‌یک‌روز‌معاملاتی

روز‌‌چناد‌که‌حاوی‌لیسات‌معااملات‌انجاام‌شاده‌بارای‌یاک‌نمااد‌در‌‌‌‌‌‌‌‌‌،استفاده‌از‌یک‌مجموعه‌داده

د.‌در‌واقاع‌باا‌‌‌نشاو‌شان‌ارزیابی‌مای‌یتا‌توجه‌به‌موقعی‌خاکستری‌بها‌گرگمعاملاتی‌است‌هر‌یک‌از‌

شود‌که‌استراتژی‌معاملاتی‌در‌نظر‌گرفته‌شده‌توسط‌گارگ‌‌می‌مشخص‌خاکستری‌گرگارزیابی‌یک‌

یاک‌‌‌،کناد‌مای‌‌مشاخص‌‌کاه‌است‌سودآوری‌‌میزان‌این‌.‌درواقعبه‌چه‌میزان‌سودآوری‌خواهد‌داشت

‌.د‌داده‌استهارا‌پیشنی‌تا‌چه‌اندازه‌استراتژی‌بهتر‌یا‌بدتر‌ها‌گرگنسبت‌به‌دیگر‌‌گگر

 جستجوی فضای مسئله  -4-2-3

در‌رویکارد‌‌‌خاکساتری‌‌گارگ‌موضوع‌جستجو‌اسات.‌الگاوریتم‌‌‌یافتن‌بهترین‌استراتژی‌معاملاتی‌یک‌

دی‌مسئولیت‌جستجو‌را‌بر‌عهده‌دارد.‌در‌این‌بخش‌ابتدا‌نگاهی‌خواهیم‌داشات‌باه‌فلوچاارت‌‌‌‌هاپیشن

دی‌هاالگوریتم‌تشریح‌خواهد‌شد.‌فلوچاارت‌روش‌پیشان‌‌دی‌سپس‌هر‌یک‌از‌مراحل‌این‌هاروش‌پیشن

در‌گاام‌اول‌از‌روش‌‌(‌مشخص‌شده‌است.‌همانطور‌که‌در‌ایان‌شاکل‌مشاخص‌اسات‌‌‌‌‌1-4در‌شکل‌)
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شاود.‌ساپس‌‌‌ه‌معااملات‌باورس‌باه‌سیساتم‌وارد‌مای‌‌‌‌‌یی‌حاوی‌اطلاعات‌از‌گذشات‌هادی‌دادههاپیشن

یاک‌اساتراتژی‌‌‌‌هاا‌‌گارگ‌پردازد.‌در‌ایان‌گاام‌هار‌یاک‌از‌‌‌‌‌دهی‌اولیه‌میدی‌به‌مقدارهاپیشن‌الگوریتم

‌،(‌ارائه‌شاده‌1-4)جدولهمانطور‌که‌در‌‌ها‌گرگکند.‌این‌کار‌توسط‌موقعیت‌معاملاتی‌را‌مشخص‌می

-،‌با‌استفاده‌از‌مجموعاه‌داده‌ها‌گرگکردن‌موقعیت‌اولیه‌هر‌یک‌از‌‌شود.‌پس‌از‌مشخصمشخص‌می

محاسبه‌‌ها‌گرگاستراتژی‌معاملاتی‌هر‌یک‌از‌‌ست‌آمده‌هری‌دریافتی‌در‌گام‌اول‌میزان‌سود‌به‌دها

ا‌توجه‌به‌برازنادگی‌هار‌یاک‌از‌‌‌‌شود.‌در‌گام‌بعدی‌بمی‌عنوان‌برازندگی‌گرگ‌مذکور‌تعیین‌شده‌و‌به

-تلاش‌می‌ها‌گرگوند.‌در‌مرحله‌بعدی‌هر‌یک‌از‌شآلفا،‌بتا،‌گاما‌و‌دلتا‌تعیین‌میی‌ها‌گرگ،‌ها‌گرگ

که‌در‌فصل‌قبل‌باه‌آن‌اشااره‌شاد،‌‌‌‌‌خاکستری‌گرگمعادلات‌ذکر‌شده‌در‌الگوریتم‌ند‌با‌استفاده‌از‌ک

رساانی‌کناد.‌در‌ایان‌مرحلاه‌‌‌‌‌روزی‌آلفا،‌بتا،‌دلتا‌و‌گاما‌بهها‌گرگموقعیت‌خود‌را‌با‌توجه‌به‌موقعیت‌

چنانچه‌شرط‌خاتمه‌الگوریتم‌رسیده‌باشاد‌الگاوریتم‌خاتماه‌یافتاه‌و‌گارگ‌آلفاا‌باه‌عناوان‌برتارین‌‌‌‌‌‌‌‌‌‌

به‌شرط‌دی‌های‌معاملاتی‌و‌همچنین‌خروجی‌الگوریتم‌تعیین‌می‌شود.‌چنانچه‌الگوریتم‌پیشناستراتژ

آلفاا،‌‌ی‌هاا‌‌گرگو‌همچنین‌تعیین‌‌ها‌گرگیند‌با‌ارزیابی‌موقعیت‌جدید‌فرآ‌،خاتمه‌خود‌نرسیده‌باشد

 یابد.بتا،‌دلتا‌و‌گاما‌ادامه‌می
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 دیها(فلوچارت روش پیشن 1-4شکل)

های الفا، بتا، دلتا تعیین گرگ

 و گاما

استراتژی معاملاتی معرفی 

 گرگ آلفا به عنوان خروجی

دریافت مجموعه داده حاوی 

 اطلاعات گذشته بورس

های مقداردهی اولیه گرگ

 خاکستری

تعیین میزان سود هر یک از 

 های خاکستریگرگ

 شروع

آیا شرط خاتمه 

 برقرار است؟

 بله

 خیر

 پایان

ها رسانی موقعیت گرگبه روز

 (2معادلات فصل )توسط 
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 گیری نتیجه 4-3

م‌با‌هدف‌کسب‌سود‌هادی‌به‌منظور‌خرید/فروش‌سهانامه‌به‌تشریح‌رویکرد‌پیشندر‌این‌فصل‌از‌پایان

دی‌به‌صاورت‌کامال‌‌‌هاپرداختیم.‌برای‌این‌منظور‌رویکرد‌پیشن‌خاکستری‌گرگبا‌استفاده‌از‌الگوریتم‌

دی‌و‌مقایساه‌آن‌‌هاگرفت.‌در‌فصل‌آتی‌نیز‌به‌بررسی‌و‌ارزیابی‌عملکرد‌روش‌پیشان‌مورد‌بررسی‌قرار‌

‌خواهیم‌پرداخت.
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 مقدمه 5-1

دی‌خاواهیم‌پرداخات.‌باه‌‌‌‌هادر‌این‌فصل‌به‌ارائه‌نتایج‌آزمایشات‌صورت‌گرفتاه‌بار‌روی‌روش‌پیشان‌‌‌

دی‌هاتیک‌به‌هماراه‌روش‌پیشان‌‌مبتنی‌بر‌الگوریتم‌ژندی،‌روشی‌هامنظور‌مقایسه‌عملکرد‌روش‌پیشن

دی‌قارار‌داده‌شاده‌اسات.‌در‌نتاایج‌ایان‌‌‌‌‌‌هاسازی‌شده‌و‌نتایج‌آن‌نیز‌در‌کنار‌نتایج‌روش‌پیشان‌پیاده

الگاوریتم‌‌و‌روش‌ماورد‌مقایساه‌باا‌عناوان‌‌‌‌‌‌خاکستری‌گرگالگوریتم‌دی‌با‌عنوان‌هابخش،‌روش‌پیشن

‌هاا‌‌ی‌ارزیابی،‌مجموعه‌دادههابیان‌شده‌است.‌در‌ادامه‌به‌بررسی‌شرایط‌انجام‌آزمایشات،‌معیار‌ژنتیک

‌پردازیم.‌و‌همچنین‌نتایج‌بدست‌آمده‌و‌تحلیل‌این‌نتایج‌می

 شرایط آزمایشات 5-2

‌(‌انجام‌شده‌است.1-5)محیطی‌با‌شرایط‌ذکر‌شده‌در‌جدول‌آزمایشات‌در

 ات: مشخصات سیستم آزمایش(1-5)جدول

 مشخصات آیتم

 Intel® Core ™ 2 Due CPU T6570 @ 2.10 GHz 2.10 GHz پردازنده

 GB 32 حافظه

 Microsoft Windows 10 Ultimate سیستم عامل

 Java-Eclipse زبان و محیط برنامه نویسی

 

 مجموعه داده 5-3

معاملات‌گذشته‌بر‌روی‌همانطور‌که‌پیش‌از‌این‌بیان‌شد‌مجموعه‌داده‌مورد‌استفاده‌شامل‌اطلاعات‌

‌جادول‌دهد.‌همانطور‌که‌در‌این‌ی‌از‌این‌مجموعه‌داده‌را‌نشان‌میبخش‌(2-5جدول)م‌است.‌هایک‌س

ین‌معاملاه،‌‌مشخص‌است‌هر‌سطر‌این‌مجموعه‌داده‌حاوی‌اطلاعاتی‌از‌جمله‌تاریخ‌انجام‌معامله،‌اولا‌

روز،‌آخارین‌‌،‌ارزش‌معااملات‌روز،‌حجام‌معااملات‌‌‌‌ترین‌قیمت،‌میانگین‌قیمتبالاترین‌قیمت،‌پایین

اد‌ماورد‌بررسای‌‌‌روز‌معااملاتی‌نما‌‌450ین‌مجموعه‌داده‌شامل‌اطلاعات‌اباشد.‌معامله‌روز‌و‌غیره‌می
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-ی‌معاملاتی‌شرکتهااست،‌در‌واقع‌مجموعه‌داده‌مورد‌استفاده‌برای‌چندین‌ماه‌گذشته‌بر‌روی‌نماد

‌باشد.می‌ها

 داده ( مجموعه2-5) جدول
 آخرین

معامله   

 حجم

معاملات   

 ارزش

معاملات   

میانگین 

 قیمت
کمترین 

 قیمت

 بالاترین

 قیمت 

اولین 

 قیمت

 نماد  تاریخ معاملات

 شرکت

1149 5366199 6161798976 1146 1127 1160 1130 2019/01/30 Parsian.Bank 

1110 4303088 4818251745 1133 1100 1150 1141 2019/02/02 Parsian.Bank 

1087 12158592 1.3145E+10 1081 1077 1110 1107 2019/02/03 Parsian.Bank 

1050 8287839 8856769683 1069 1050 1099 1090 2019/02/04 Parsian.Bank 

1075 7792313 8376934436 1074 1057 1090 1057 2019/02/05 Parsian.Bank 

1068 9456065 1.013E+10 1071 1060 1077 1077 2019/02/06 Parsian.Bank 

1056 8563119 9127959143 1066 1050 1080 1068 2019/02/10 Parsian.Bank 

1048 6853233 7267445985 1062 1040 1075 1065 2019/02/12 Parsian.Bank 

1059 8405989 8904553874 1060 1045 1070 1054 2019/02/13 Parsian.Bank 

1048 8248620 8692740503 1055 1040 1064 1060 2019/02/16 Parsian.Bank 

 

 نتایج ارزیابی 5-4

‌این‌بخش‌جهت‌انجام‌ارزیابی ‌بررسی‌نتایج‌‌هادر ‌در‌3و ‌نظر‌گرفته‌شده‌است. سناریوی‌مختلف‌در

پرداخته‌شده‌‌ها‌الگوریتمبر‌روی‌کیفیت‌هر‌یک‌از‌‌سناریوی‌اول‌به‌بررسی‌نقش‌اندازه‌مجموعه‌داده

‌های‌مختلفی‌تقسیم‌شده‌است.‌در‌واقع‌ابتدا‌تنهااست.‌برای‌این‌منظور‌ابتدا‌مجموعه‌داده‌به‌بخش

ی‌مورد‌مقایسه‌با‌هالحاظ‌شده‌است‌و‌هر‌یک‌از‌روش‌هاابیدرصد‌از‌مجموعه‌داده‌برای‌انجام‌ارزی‌25

‌به‌تعیین‌بهترین‌استراتژی‌مع ‌مجموعه‌داده ‌این‌اندازه ‌از ‌سپس‌بهترین‌هااملاتی‌پرداختاستفاده ند.

ی‌انجام‌معاملات‌استفاده‌ی‌مورد‌مقایسه‌براهااستراتژی‌معاملاتی‌معرفی‌شده‌توسط‌هر‌یک‌از‌روش

درصد‌افزایش‌یافته‌‌40اندازه‌مجموعه‌داده‌به‌‌میزان‌سود‌به‌دست‌آمده‌است.‌در‌مرحله‌بعدشده‌و‌

ی‌مورد‌مقایسه‌ادامه‌هاعرفی‌شده‌توسط‌روشتژی‌معاملاتی‌ماست‌و‌معاملات‌بر‌اساس‌بهترین‌استرا
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ادامه‌یافته‌است.‌نتایج‌‌،افزایش‌بیابد‌%100یافته‌است.‌این‌روند‌تا‌زمانی‌که‌اندازه‌مجموعه‌داده‌به‌

‌ ‌یک‌از ‌هاروشهر ‌در ‌مقایسه ‌مورد ‌1-5)شکلی ‌است. ‌شده ‌مقایسه ‌یکدیگر ‌با ‌ب( ‌در‌‌‌‌‌‌‌‌‌‌‌‌‌‌علاوه ‌این ر

دی‌نسبت‌به‌روش‌مورد‌مقایسه‌به‌صورت‌درصد‌بیان‌شده‌هابهبود‌روش‌پیشننیز‌میزان‌(‌3-5جدول)

 است.

‌

 (مقایسه سود بدست آمده به ازای اندازه مجموعه داده 1-5)شکل

 دی در مقابل روش مورد مقایسهها( میزان بهبود روش پیشن3-5)جدول

‌
100% 85% 70% 55% 40% 25% Dataset Size 

52 25 10 13 9 15 Improvement (%) 

‌

-‌ر‌الگاوریتم‌گارگ‌‌بتنی‌با‌دی‌که‌مهارویکرد‌پیشن‌،مشخص‌شده‌است(‌1-5)طور‌که‌در‌شکلهمان

گاران‌کارده‌‌‌با‌افزایش‌اندازه‌مجموعه‌داده‌میزان‌سود‌بیشتری‌را‌نصایب‌معاملاه‌‌‌،باشدخاکستری‌می

داده‌رشد‌کارده‌اسات.‌‌‌‌دی‌با‌افزایش‌اندازه‌مجموعههااست.‌در‌واقع‌استراتژی‌معاملاتی‌رویکرد‌پیشن

-گران‌میدی‌با‌گذشت‌زمان‌سود‌بیشتری‌را‌نصیب‌معاملههااین‌بدان‌مفهوم‌است‌که‌استراتژی‌پیشن

سود‌به‌درصد‌میزان‌‌70کند‌در‌حالی‌که‌در‌روش‌مورد‌مقایسه‌پس‌از‌گذشت‌اندازه‌مجموعه‌داده‌از‌
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کند،‌گی‌آن‌افزایش‌پیدا‌میدست‌آمده‌کاهش‌یافته‌است،‌هر‌چقدر‌مجموعه‌داده‌بزرگتر‌شود‌پیچید

شاود،‌پاس‌ایان‌روش‌‌‌‌تواند‌با‌این‌میزان‌پیچیدگی‌مقابله‌کند‌و‌نزولای‌مای‌‌نمی‌GAدر‌نتیجه‌روش‌

توان‌به‌استراتژی‌ارائه‌شده‌توسط‌آن‌اعتماد‌کرد‌زیرا‌ممکن‌از‌این‌رو‌نمیپذیری‌بالایی‌ندارد.‌انعطاف

پاذیری‌‌دهاد‌کاه‌مقیااس‌‌‌ع‌این‌آزمایش‌نشان‌میشود.‌در‌واق‌گذارانسرمایهاست‌در‌ادامه‌باعث‌زیان‌

تاوان‌از‌آن‌بارای‌انجاام‌‌‌‌مقایسه‌بیشتر‌بوده‌و‌در‌نتیجاه‌مای‌‌دی‌به‌مراتب‌از‌روش‌مورد‌هاروش‌پیشن

‌معاملات‌در‌هر‌بازه‌زمانی‌استفاده‌کرد.

ی‌ماورد‌‌هاا‌جهت‌تعیین‌سرعت‌همگرایی‌هر‌یاک‌از‌روش‌‌هادر‌ارزیابی‌دومین‌سناریوی‌مورد‌بررسی

تواناد‌متفااوت‌‌‌ی‌تکاملی‌تعداد‌نسل‌یا‌به‌عبارتی‌تعداد‌تکرار‌الگوریتم‌میها‌الگوریتمت.‌در‌اسبررسی‌

باه‌‌‌هاا‌می‌تواند‌با‌تعاداد‌کمتاری‌از‌نسال‌‌‌‌باشد.‌در‌واقع‌با‌توجه‌به‌مسئله‌مورد‌بررسی‌یک‌الگوریتم

کرار‌بیشتری‌یی‌همگرا‌شود‌در‌همان‌حال‌الگوریتم‌دیگری‌ممکن‌است‌است‌نیاز‌به‌تعداد‌تهانتیجه‌ن

‌یی‌همگرا‌شود‌دارای‌برتریهاداشته‌باشد.‌واضح‌است‌الگوریتمی‌که‌در‌تعداد‌نسل‌کمتری‌به‌جواب‌ن

است.‌در‌واقع‌چنانچه‌الگوریتمی‌با‌تعداد‌تکرار‌کمتری‌بتواند‌نتایج‌مشابه‌با‌الگاوریتم‌دیگاری‌را‌کاه‌‌‌‌

سریعتر‌همگرا‌شده‌است‌و‌همگرایی‌شود‌ارد‌ارائه‌دهد‌در‌اصطلاح‌گفته‌میتعداد‌تکرار‌بیشتری‌نیاز‌د

یی‌که‌ساریعتر‌‌هاسریعتر‌به‌معنای‌یافتن‌جواب‌در‌تعداد‌نسل‌کمتر‌و‌در‌واقع‌زمان‌کمتر‌است.‌روش

(‌2-5)نیاز‌به‌پردازش‌کمتاری‌دارناد.‌شاکل‌‌‌‌هاشوند‌علاوه‌بر‌حفظ‌کیفیت‌جواب‌به‌جواب‌همگرا‌می

‌ی‌مورد‌مقایسه‌است.ها‌مالگوریتتکرار‌هر‌یک‌از‌‌100حاوی‌نتایج‌بدست‌آمده‌از‌
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‌
 (مقایسه سود بدست آمده به ازای تعداد تکرار 2-5شکل )

دی‌هاهمانطور‌که‌در‌نتایج‌این‌شکل‌مشخص‌اسات‌رویکارد‌پیشان‌‌‌بار‌انجام‌شده‌است،‌‌5آزمایشهر‌

تار‌باه‌ایان‌‌‌‌توانسته‌است‌به‌میزان‌سود‌بالاتری‌نسبت‌به‌روش‌مورد‌مقایسه‌دست‌یابد.‌نگاهی‌دقیاق‌

دی‌علاوه‌بر‌دستیابی‌به‌سود‌بالاتر‌همگرایی‌ساریع‌تاری‌‌‌هادهد‌که‌روش‌پیشنما‌نشان‌می‌نمودار‌به

یی‌هاا‌تکرار‌به‌جاواب‌ن‌‌25دی‌توانسته‌است‌پس‌از‌تقریباً‌هانیز‌داشته‌است‌است.‌در‌واقع‌روش‌پیشن

‌تکارار‌نیااز‌داشاته‌‌‌‌30همگرا‌شود‌این‌در‌حالی‌است‌که‌روش‌مورد‌مقایسه‌برای‌همگرایی‌تقریبا‌به‌

دی‌همگرایی‌سریع‌تری‌به‌جواب‌داشته‌است.‌عالاوه‌بار‌ایان‌از‌قادرت‌‌‌‌‌هااست.‌در‌نتیجه‌روش‌پیشن

ه‌بهتری‌را‌پیدا‌کناد.‌‌جستجوی‌بالاتری‌برخوردار‌بوده‌است‌زیرا‌توانسته‌است‌در‌فضای‌جستجو‌نتیج

تاری‌‌افتاده‌است‌زیارا‌جاواب‌به‌‌مورد‌مقایسه‌در‌یک‌جواب‌محلی‌گیرتوان‌گفت‌که‌روش‌در‌واقع‌می

برای‌جستجو‌وجود‌داشته‌است‌اما‌روش‌مورد‌مقایسه‌نتوانسته‌است‌به‌آن‌جاواب‌همگارا‌شاود.‌اماا‌‌‌‌‌

ی‌هاا‌واب‌بهتری‌را‌باه‌دسات‌آورد.‌بهیناه‌‌‌دی‌ضمن‌فرار‌از‌بهینه‌محلی‌توانسته‌است‌جهاروش‌پیشن

‌ییی‌هستند‌که‌علیرغم‌مطلوب‌بودن‌نسبت‌باه‌نقااط‌همساایه،‌اماا‌در‌فضاا‌‌‌‌‌هامحلی‌در‌واقع‌جواب

‌شوند.جستجوی‌بزرگتر‌بهینه‌محسوب‌نمی
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ی‌هاا‌شامل‌بررسی‌تعداد‌جمعیات‌در‌هار‌یاک‌از‌روش‌‌‌‌هاارزیابی‌سومین‌سناریوی‌مورد‌بررسی‌برای

مورد‌مقایسه‌در‌مقابل‌میزان‌سود‌به‌دست‌آمده‌از‌انجام‌معاملات‌است.‌در‌واقاع‌در‌ایان‌ساناریو‌باه‌‌‌‌‌

ی‌تکاملی‌ماورد‌بررسای‌‌‌ها‌الگوریتمعضای‌جمعیت‌ر‌در‌تعداد‌ادنبال‌جواب‌این‌سوال‌هستیم‌که‌تغیی

تعاداد‌‌‌چه‌تاثیری‌در‌استراتژی‌اتخاذ‌شده‌برای‌انجام‌معاملات‌دارد؟‌از‌اینرو‌در‌این‌آزمایش‌با‌تغییار‌

ی‌مورد‌مقایسه‌و‌بررسی‌سود‌به‌دست‌آمده‌از‌استراتژی‌کشف‌شده‌هااعضای‌جمعیت‌هر‌یک‌از‌روش

تاثیر‌تعداد‌اعضاای‌جمعیات‌داریام.‌مطمئنااً‌اساتفاده‌از‌یاک‌‌‌‌‌‌‌توسط‌آن‌الگوریتم‌و‌در‌نتیجه‌بررسی‌

جمعیت‌بزرگتر‌بایستی‌قابلیت‌جستجوی‌بالاتری‌به‌یک‌الگوریتم‌تکاملی‌بدهد.‌در‌واقع‌انتظار‌داریام‌‌

تار‌و‌در‌نتیجاه‌‌‌ی‌جستجو،‌جساتجوی‌قاوی‌‌هازایش‌عامل‌که‌با‌افزایش‌اندازه‌جمعیت‌و‌در‌نتیجه‌اف

افتادن‌در‌افزایش‌اندازه‌جمعیت‌احتمال‌گیررود‌با‌علاوه‌بر‌این‌انتظار‌می‌ه‌باشیم.نتایج‌بهتری‌را‌داشت

ی‌محلی‌نیز‌کاهش‌پیدا‌کند.‌زیرا‌یک‌الگوریتم‌تکاملی‌مطلوب‌بایاد‌تالاش‌کناد‌باا‌افازایش‌‌‌‌‌‌هابهینه

-بود‌بخشد‌تا‌بدین‌وسایله‌از‌بهیناه‌‌تر‌تنوع‌جستجو‌را‌نیز‌بهاندازه‌جمعیت‌ضمن‌جستجوی‌گسترده

تاا‌‌‌10(‌نتایج‌انجام‌این‌سناریو‌را‌به‌ازای‌تعداد‌اعضای‌جمعیت‌باین‌‌3-5)رار‌کند.‌شکلی‌محلی‌فها

‌‌دهد.‌را‌نشان‌می‌50
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‌ ‌سناریوی ‌جدول)‌اولهمانند ‌روش‌پیشن‌(4-5در ‌بهبود ‌بر‌هامیزان ‌روش‌مبتنی ‌با ‌مقایسه دی‌در

‌نشان‌داده‌شده‌است.الگوریتم‌ژنتیک‌

 دی در مقابل روش مورد مقایسههامیزان بهبود روش پیشن (4-5)جدول 

50 40 30 20 10 Population Size 

51 21 48 22 34 Improvement (%) 

‌

زایش‌جمعیات‌‌دی‌باا‌افا‌‌هاکاه‌روش‌پیشان‌‌،‌(‌حاکی‌از‌این‌نکتاه‌اسات‌‌3-5)نتایج‌ارائه‌شده‌در‌شکل

‌ابود.‌زیر‌بینی‌پیش‌از‌قبل‌قابلی‌معاملاتی‌بهتری‌را‌کشف‌کند.‌این‌موضوع‌هاتوانسته‌است‌استراتژی

ی‌جستجوی‌بیشتری‌تحت‌پوشش‌قرار‌گرفته‌و‌در‌نتیجه‌انتظاار‌مای‌‌‌با‌افزایش‌تعداد‌جمعیت‌ناحیه

دست‌آید.‌اما‌در‌طرف‌مقابل‌روش‌مورد‌مقایسه‌نتوانسته‌است‌به‌ایان‌چناین‌‌‌رود‌نتایج‌بهتری‌نیز‌به

‌هاا‌تننتایجی‌دست‌پیدا‌کند.‌در‌واقع‌روش‌مورد‌مقایسه‌با‌افزایش‌انادازه‌جمعیات‌در‌برخای‌ماوارد‌‌‌‌‌

گیار‌‌د‌شده‌است.‌این‌موضوع‌نشاان‌دهناده‌‌شود‌بلکه‌باعث‌کاهش‌سوافزایش‌سودآوری‌را‌شامل‌نمی

دی‌این‌مشکل‌وجود‌ندارد.‌علاوه‌بر‌این‌های‌محلی‌است.‌در‌حالی‌که‌در‌روش‌پیشنهاافتادن‌در‌بهینه

دی‌توانسته‌است‌اساتراتژی‌بهتاری‌را‌‌‌های‌اندازه‌جمعیت‌مورد‌بررسی‌روش‌پیشن‌به‌جای‌تمامی‌بازه

-و‌اندازه‌جمعیت‌هاتک‌تک‌ارزیابی‌اتخاذ‌و‌در‌نتیجه‌سود‌معاملات‌را‌افزایش‌دهد.‌از‌این‌رو‌به‌ازای‌

 دی‌نتایج‌بهتری‌را‌نشان‌داده‌است.های‌یکسان‌باز‌هم‌روش‌پیشنها

 بندیجمع  5-5

-دی‌به‌کمک‌زبان‌برناماه‌‌هاروش‌پیشندی‌انجام‌شد.‌برای‌ارزیابی‌هادر‌این‌فصل‌ارزیابی‌روش‌پیشن

مبتنی‌بر‌الگاوریتم‌ژنتیاک‌نیاز‌در‌کناار‌‌‌‌‌‌نویسی‌جاوا‌پیاده‌سازی‌شد‌و‌برای‌مقایسه‌عملکرد،‌روشی

ناماه‌باه‌‌‌بندی‌ایان‌پایاان‌‌آن‌نیز‌ارائه‌شد.‌در‌فصل‌بعد‌جمعسازی‌شد‌و‌نتایج‌دی‌پیادههاروش‌پیشن

‌‌کار‌در‌این‌زمینه‌ارائه‌خواهد‌شد.یی‌جهت‌ادامههاهمراه‌ارائه‌ایده

‌
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 گیری نتیجه  6-1

واقع‌بورس‌نمایانگر‌میازان‌‌موضوعات‌در‌هر‌اقتصادی‌باشد.‌در‌‌ی‌مالی‌همواره‌یکی‌از‌مهمترینهابازار

وارد‌معااملات‌در‌ایان‌‌‌‌گران‌زیادی‌به‌امید‌کسب‌ساود‌پویایی‌و‌رشد‌یک‌اقتصاد‌است.‌همواره‌معامله

رویکردی‌مطلاق‌باه‌منظاور‌‌‌‌‌های‌بسیار‌زیاد‌این‌بازارهاوند.‌اما‌تاکنون‌به‌دلیل‌پیچیدگیشمی‌هابازار

از‌جملاه‌‌‌هاا‌محققان‌بسیار‌زیاادی‌باا‌اناواع‌روش‌‌‌ارائه‌نشده‌است.‌از‌این‌رو‌‌هاکشف‌سود‌از‌این‌بازار

ی‌مطلاوب‌از‌ایان‌‌‌هایی‌به‌منظور‌کشف‌ساود‌هابه‌دنبال‌ارائه‌رویکرد‌2یا‌بنیادی‌1ی‌تکنیکالهاتحلیل

ند‌سعی‌در‌ایجااد‌اساتراتژی‌معااملاتی‌‌‌‌هاارائه‌شد‌هایی‌که‌در‌این‌بازارهاند.‌تمامی‌روشهابود‌هابازار

ی‌هاد.‌اما‌فضای‌جستجوی‌بسیار‌پیچیدگران‌کناکثر‌را‌نصیب‌معاملهدارند‌به‌نحوی‌که‌بتواند‌سود‌حد

 که‌در‌این‌معاملات‌وجود‌دارد‌مانع‌از‌آن‌شده‌است‌که‌تاکنون‌رویکردی‌بهینه‌ارائه‌شود.

ن‌به‌منظور‌جستجوی‌یک‌استراتژی‌موفق‌برای‌انجام‌معاملات‌در‌باازار‌باورس‌ایارا‌‌‌‌نامهدر‌این‌پایان 

دی‌تالاش‌دارد‌تاا‌باا‌‌‌‌هاارائه‌شده‌اسات.‌رویکارد‌پیشان‌‌‌‌خاکستری‌گرگرویکردی‌مبتنی‌بر‌الگوریتم‌

د‌دهاد.‌در‌‌هااستفاده‌از‌این‌الگوریتم‌جستجو،‌بهترین‌استراتژی‌ممکن‌برای‌انجاام‌معااملات‌را‌پیشان‌‌‌

زماان‌‌‌دی‌به‌دنبال‌استراتژی‌است‌که‌در‌آن‌با‌توجه‌به‌گذشته‌یک‌ساهم‌بهتارین‌‌هاواقع‌روش‌پیشن

با‌توجه‌به‌قیمت‌آخرین‌معامله‌و‌همچنین‌قیمت‌پایاانی‌‌‌ارائه‌دهد.‌این‌روشم‌را‌هاخرید‌و‌فروش‌س

ه‌و‌چاه‌زماانی‌از‌آن‌‌‌گر‌بگوید‌چه‌زمانی‌وارد‌یاک‌معاملا‌‌ئه‌استراتژیکی‌دارد‌که‌به‌معاملهسعی‌در‌ارا

ند‌که‌در‌یک‌فضای‌کگرگ‌خاکستری‌را‌به‌نحوی‌تنظیم‌میالگوریتم‌‌،دیهاشود.‌رویکرد‌پیشنخارج‌

بهتارین‌‌و‌باشد‌م‌میهاقیمت‌س‌5تا‌+‌5-فاصله‌بین‌مقدار‌مختلف‌که‌نشان‌دهنده‌‌11جستجو‌شامل‌

از‌یک‌باردار‌‌‌ها‌گرگبرای‌موقعیت‌ارائه‌شده‌الگوریتم‌این‌دهد.‌در‌مید‌هازمان‌خرید‌و‌فروش‌را‌پیشن

دهنده‌میازان‌خریاد‌یاا‌فاروش‌و‌‌‌‌‌شده‌است.‌سطر‌اول‌این‌بردار‌نشانستون‌استفاده‌‌11سطر‌و‌‌2با‌

‌هاا‌‌گرگموقعیت‌‌خاکستری‌گرگالگوریتم‌باشد.‌دهنده‌موقعیت‌خرید‌یا‌فروش‌میسطر‌دوم‌نیز‌نشان

                                                 
1‌Technical 
2‌Fundamental 
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گیارد.‌‌را‌با‌استفاده‌از‌این‌ساختار‌تعیین‌کرده‌و‌آن‌را‌به‌عنوان‌یک‌استراتژی‌معااملاتی‌در‌نظار‌مای‌‌‌

کند.‌واضح‌است‌که‌هادف‌‌ع‌برازندگی‌عمل‌میی‌به‌عنوان‌تابمیزان‌سود‌به‌دست‌آمده‌از‌هر‌استراتژ

 به‌حداکثر‌رساندن‌سود‌است.

تم‌ژنتیک‌دی‌به‌همراه‌روش‌مورد‌مقایسه‌که‌مبتنی‌بر‌الگوریهارویکرد‌پیشن‌هاجهت‌انجام‌ارزیابی 

‌ای‌حاوی‌روند‌می ‌این‌مجموعه‌داده ‌بر ‌علاوه ‌است. ‌سازی‌شده ‌پیاده ‌زبان‌جاوا ‌از ‌استفاده ‌با باشد

‌هانتایج‌ارزیابیاستفاده‌شده‌است.‌‌هام‌از‌بازار‌ایران‌برای‌ارزیابیهاروز‌گذشته‌یک‌س‌450معاملات‌

در‌سناریوی‌اول‌به‌بررسی‌تاثیر‌سود‌به‌دست‌آمده‌به‌‌.در‌قالب‌سه‌سناریو‌مختلف‌ارائه‌شده‌است

%‌الی‌9دی‌بین‌هادهد‌که‌روش‌پیشننتایج‌این‌سناریو‌نشان‌می‌.شد‌هازای‌اندازه‌مجموعه‌داده‌پرداخت

ر‌تعداد‌تکرار‌در‌سناریوی‌دوم‌نیز‌تاثی%‌بهبود‌را‌نسبت‌به‌روش‌مورد‌مقایسه‌بدست‌آورده‌است.‌52

سناریوی‌سوم‌نیز‌به‌‌.ی‌مورد‌مقایسه‌به‌منظور‌کسب‌سود‌در‌نظر‌گرفته‌شدها‌الگوریتمهر‌یک‌از‌

در‌این‌سناریو‌نیز‌روش‌‌.ی‌مورد‌مقایسه‌بررسی‌شدهابررسی‌اثر‌تعداد‌جمعیت‌بر‌روی‌عملکرد‌روش

نشان‌می‌هانتایج‌این‌بررسیدهد.‌%‌بهبود‌را‌نسبت‌به‌روش‌پایه‌نشان‌می51%‌تا‌21دی‌بین‌هاپیشن

‌به‌مراتب‌هادی‌توانسته‌است‌به‌ازای‌تمامی‌سناریوهادهد‌که‌رویکرد‌پیشن ‌بررسی‌عملکرد ی‌مورد

 .بهتری‌را‌نسبت‌به‌روش‌مورد‌مقایسه‌نشان‌دهد

 ندهی‌آیهاکار‌‌6-2

ی‌ماالی‌تااکنون‌اساتراتژی‌‌‌‌هاا‌همانطور‌که‌پیش‌از‌این‌بیان‌شد،‌به‌دلیل‌پیچیدگی‌بسیار‌بالای‌بازار

ارائه‌نشده‌است.‌از‌این‌رو‌محققین‌علاقمند‌می‌توانند‌باه‌‌‌هامطلقی‌به‌منظور‌کسب‌سود‌در‌این‌بازار

دهد‌که‌استفاده‌ن‌مینشا‌نامهکننده‌ارائه‌شده‌در‌این‌پایانن‌زمینه‌بپردازند.‌نتایج‌امیدوارتحقیق‌در‌ای

تواند‌نتایج‌قابل‌قبولی‌را‌ارائاه‌دهاد.‌ماا‌باه‌‌‌‌‌ملی‌به‌منظور‌جستجوی‌استراتژی‌میی‌تکاها‌الگوریتماز‌

ی‌هاا‌‌الگاوریتم‌از‌‌ی‌معاملاتی‌باا‌اساتفاده‌‌هاکنیم‌تا‌به‌کشف‌استراتژید‌میهامحققین‌علاقمند‌پیشن
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پردازناد.‌عالاوه‌‌‌و‌غیره‌ب‌خفاشرمونی،‌الگوریتم‌ها،‌جستجوی‌1تکاملی‌جدیدی‌از‌جمله‌کرم‌شب‌تاب

ی‌هاا‌مهاشاود‌تاا‌سا‌‌‌بندی‌که‌باعث‌مای‌ی‌خوشههابا‌روش‌هارکیب‌این‌روشرسد‌تبر‌این‌به‌نظر‌می

‌را‌ارائه‌دهند.ی‌بهتری‌هاتواند‌استراتژیگیرند‌میمشابه‌در‌یک‌دسته‌قرار‌

‌

 
 
 
 
 
 
 
 

                                                 
1‌Fir fly 
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Abstract 
 

Advances in artificial intelligence and machine learning, especially in evolutionary 

computing, have not only enabled us to analyze data more effectively, but have also 

enabled them to be used to understand any underlying pattern of financial markets. The 

use of methods to predict the future has always been the main concern of thinkers in 

various sciences. In this way, naturally, they have methods, durability and suitable 

application that have the least possible error in forecasting. The Gray Wolf Algorithm is 

a computer science search technique for finding approximate solutions to optimization 

and search problems, which is a special type of evolutionary algorithm and is simulated 

from biological techniques such as gray wolf hunting. 

Predicting stock prices in investments is of particular importance because it is 

considered an important factor in stock valuation methods and in most cases is the main 

factor in stock investment decisions. In the market, what is more important for the 

participants than predicting the exact rate of growth of a share price is the issue of 

buying or selling, that is, a great growth can lead to a decision to buy, and vice versa if 

predicting a sharp decline with high probability It can be a decision to sell a share. The 

important issue here is to determine these different phases or scenarios that must be 

done accurately by experts and market participants. 

One of the most important factors is determining the amount of stock bought or sold. 

In fact, in this case, the user determines the amount of stock sales according to the 

distance between the price of the last transaction and the final price. So the amount of 

sales has a huge impact on the amount of profit received from stock trading, so that its 

optimal determination can lead to profit maximization. In this dissertation, in order to 

search for a successful strategy for trading in the Iranian stock market, an approach 

based on the Gray Wolf algorithm is presented. The required data have been collected 

from the Iranian Stock Exchange Organization from 1394 to 1399 for 10 active 

companies. The proposed method, given the price of the last trade as well as the final 

price, tries to present a strategy, which tells the trader when to enter and leave a trade. It 

is further shown that the proposed approach has been able to increase the size of the 

data set, the number of people and the number of iterations by 52% of traders. 

keywords: gray wolf algorithm, prediction, stock exchange, optimization, purchase and 
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