
 أ‌

 

  

 



 ب‌

 

 دانشكده مهندسی کامپیوتر

 رساله دکتری مهندسی هوش مصنوعی
 

 

 های کیفیبا استفاده از ویژگی هرزوبتشخیص 

 

 فائزه اصدقی نده:نگار

 

  استاد راهنما:

 دکتر علی سلیمانی ایوری

 

 

 استاد مشاور:

 مرتضی زاهدیدکتر  

 

 

  1399 مهر



 د‌

 

سپاس بی کران پروردگار یکتا را که هستی مان بخشید و به طریق علم و دانش رهنمونمان شد و به همنشینی رهروان علم و دانش 
 .مفتخرمان نمود و خوشه چینی از علم و معرفت را روزیمان ساخت

  

 همه را به صابری درمان ده درد    رحمت جان ده ارب دل ما را تو بهی
 داننده تویی هر آنچه دانی آن ده   باید جست می این بنده چه داند که چه

 

 

 



 

 ه‌ 

 تعهدنامه

‌هوش مصنوعیدانشجوی‌دوره‌دکتری‌رشته‌مهندسی‌کامپیوتر‌گرایش‌فائزه اصدقی اینجانب‌

‌ ‌‌مهندسی کامپیوتردانشکده ‌نویسنده ‌شاهرود ‌صنعتی ‌دانشگاه ‌نامه هرز با تشخیص وبپایان

‌شوم:‌می‌متعهد‌دکتر علی سلیمانیتحت‌راهنمائی‌‌های کیفیاستفاده از ویژگی

‌ست‌و‌از‌صحت‌و‌اصالت‌برخوردار‌است.ا‌شدهتحقیقات‌در‌این‌پایان‌نامه‌توسط‌اینجانب‌انجام‌

 ت.سا‌شدهدر‌استفاده‌از‌نتایج‌پژوهشهای‌محققان‌دیگر‌به‌مرجع‌مورد‌استفاده‌استناد‌

مطالب‌مندرج‌در‌پایان‌نامه‌تاکنون‌توسط‌خود‌یا‌فرد‌دیگری‌برای‌دریافت‌هیچ‌نوع‌مدرک‌یا‌امتیازی‌در‌هیچ‌جا‌

 ست.ا‌شدهارائه‌ن

دانشگاه‌صنعتی‌»‌باشد‌و‌مقالات‌مستخرج‌با‌نام‌‌می‌کلیه‌حقوق‌معنوی‌این‌اثر‌متعلق‌به‌دانشگاه‌صنعتی‌شاهرود‌

 به‌چاپ‌خواهد‌رسید‌.«‌‌Shahrood  University  of  Technology»‌و‌یا‌«‌شاهرود‌

حقوق‌معنوی‌تمام‌افرادی‌که‌در‌به‌دست‌آمدن‌نتایح‌اصلی‌پایان‌نامه‌تأثیرگذار‌بوده‌اند‌در‌مقالات‌مستخرج‌از‌

 گردد.‌می‌پایان‌نامه‌رعایت

‌اطلاعات‌شخصی‌افراد‌دسترسی‌یافت ‌به‌حوزه ‌مواردی‌که ‌در ‌این‌پایان‌نامه، ‌کلیه‌مراحل‌انجام ‌استفاده‌در ‌یا ه

     ست.‌ا‌شدهست‌اصل‌رازداری‌،‌ضوابط‌و‌اصول‌اخلاق‌انسانی‌رعایت‌ا‌شده

‌تاریخ

‌

‌

‌امضای‌دانشجو

‌

‌

‌

‌

‌

‌

‌

‌

 مالکیت نتایج و حق نشر

 ‌،‌ ‌)مقالات‌مستخرج ‌محصولات‌آن ‌و ‌اثر ‌این ‌معنوی ‌حقوق کلیه

یان ‌را ‌های ‌برنامه ،‌ ‌‌هکتاب ‌افزارای ‌نرم ،‌‌ ‌ساخته‌ها ‌تجهیزات و

‌دانشگاها‌شده ‌به ‌متعلق )‌ ‌شاهرود‌ست ‌این‌‌می‌صنعتی .‌ باشد

 مطلب‌باید‌به‌نحو‌مقتضی‌در‌تولیدات‌علمی‌مربوطه‌ذکر‌شود

 ذکر‌‌ ‌بدون ‌نامه ‌پایان ‌در ‌موجود ‌نتایج ‌و ‌اطلاعات ‌از استفاده

 مرجع‌مجاز‌نمی‌باشد.
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 چکیده

‌وب ‌در ‌موجود ‌اطلاعات ‌به ‌کارآمد ‌دستیابی ‌برای ‌ابزاری ‌بعنوان ‌جستجو نقش‌‌،موتورهای

جستجو‌و‌بالاخص‌حضور‌در‌میان‌‌انکارناپذیری‌در‌دنیای‌امروز‌دارند.‌حضور‌در‌میان‌نتایج‌موتورهای

گیرند.‌در‌‌حاتشان‌در‌نظر‌میاست‌که‌اغلب‌مدیران‌وب‌برای‌صفچند‌نتیجه‌اول‌از‌مهمترین‌اهدافی‌

‌"هرز‌وب"این‌میان‌ ‌وبسایتها ‌افزایش‌غیرواقعی‌رتبه ‌و ‌هدف‌فریب‌موتورهای‌جستجو ‌توسعه‌‌با ها

‌‌یافته ‌"هرز‌وب"ی‌مختلفی‌برای‌تشخیص‌ها‌روشاند. ‌اما‌ا‌شده‌‌ارائهها تغییر‌مداوم‌و‌روزآمد‌شدن‌ند،

‌الگوریتم‌تکنیک ‌فریب ‌رتبه‌های ‌بندی‌های ‌از ‌چالش‌مهم، ‌روشها‌ترین ‌این ‌پیش‌روی ‌شمار‌‌های به

و‌کم‌بودن‌تعداد‌صفحات‌هرز‌نسبت‌به‌صفحات‌غیرهرز‌ها‌‌نامتوازن‌بودن‌دادهاز‌طرف‌دیگر‌د.‌نرو‌می

‌سازد.‌دشوار‌میا‌رها‌"هرز‌وب"نیز‌کار‌پایش‌و‌تشخیص‌خودکار‌

تر،‌مدلی‌جهت‌تشخیص‌‌پذیری‌پایین‌قابلیت‌جعلبا‌هایی‌‌معرفی‌ویژگیارائه‌و‌در‌این‌رساله‌ضمن‌

ست.‌در‌این‌مدل‌ابتدا‌به‌منظور‌کاهش‌ابعاد‌داده‌و‌افزایش‌سرعت‌ا‌شدهپیشنهاد‌‌ها"هرز‌وب"کارآمد‌

‌الگوریتم‌انتخاب‌ویژگی‌به‌نام‌ های‌نامتوازن‌‌ای‌مجموعه‌دادهو‌بر‌توسعه‌یافته‌Smart-BTتشخیص،

شامل‌تعیین‌‌هرز‌وب‌سپس‌تعدادی‌ویژگی‌جدید‌جهت‌افزایش‌نرخ‌تشخیصست.‌ا‌شدهخاص‌منظوره‌

‌توزیع‌ ‌نحوه ‌صفحه، ‌رویت ‌قابل ‌متن ‌در ‌اشاره ‌ضمایر ‌حضور ‌نرخ ‌از ‌استفاده ‌با ‌پیوستگی میزان

نرخ‌استفاده‌از‌و‌‌مسیر‌ایه‌توکندر‌‌الفبایی‌های‌میانگین‌نرخ‌پیوستگی‌نویسهموضوعات‌در‌صفحه،‌

هایت‌با‌استفاده‌از‌مفهوم‌در‌ناند.‌‌معرفی‌شده‌aو‌‌iftame‌،div‌،linkمثل‌‌HTMLهای‌‌برخی‌برچسب

‌سلول‌یابنده ‌و ‌ارائه‌‌ها ‌هرز ‌برای‌تشخیص‌صفحات ‌روشی ‌مصنوعی، ‌ایمنی ‌سیستم ‌در های‌حافظه

‌ست.‌ا‌شده
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UK،ویژگی‌است‌که‌نسبت‌به‌بهترین‌‌48با‌استفاده‌از‌‌87/0دهنده‌دقت‌بالانس‌شده‌به‌میزان‌‌نشان‌

‌%‌کاهش‌تعداد‌ویژگی‌داشته‌است.65%‌افزایش‌دقت‌و‌16نتیجه‌گزارش‌شده‌تا‌کنون‌
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 مقدمه -1-1

‌به‌آن‌برای‌ورود‌درگاهیبه‌عنوان‌‌2موتورهای‌جستجو‌،1امروزه‌با‌توجه‌به‌رشد‌اطلاعات‌در‌وب

‌موتور‌جستجو‌مورد‌توجه‌قرار‌گرفته اطلاعات‌مورد‌ال‌از‌کاربر،‌ؤاست‌که‌با‌دریافت‌س‌یافزار‌نرماند.

یباً‌تقردهد‌که‌‌گرفته‌نشان‌می‌صورت‌یقاتتحقدهد.‌میقرار‌‌اودر‌اختیار‌‌،نظر‌وی‌را‌به‌عنوان‌پاسخ

60‌ ‌کاربران% ‌پیوند ‌پنج ‌از ‌تنها ‌می‌صفحه‌ی‌یهاول، ‌بازدید ‌‌نخست‌نتایج، ‌[1]کنند ‌درنت. حضور‌یجه

‌نتیجه‌و‌شتریب‌دکنندهیبازدی‌معنا‌به‌جستجوی‌موتورهای‌بالا‌جینتا‌دری‌ا‌صفحه ‌شتریب‌درآمد‌در

‌بحث‌‌بنابراین‌.است ‌در ‌مهم ‌بسیار ‌امری ‌موتورهای‌جستجو ‌نتایج ‌فهرست ‌سایت‌در افزایش‌رتبه

‌تجارت‌الکترونیک‌است.

‌سایت ‌رتبه ‌افزایش ‌برای ‌قانونی ‌کیفیت‌روش ‌افزایش ‌جستجو ‌موتورهای ‌نتایج ‌فهرست ‌در ها

‌روش ‌از ‌استفاده ‌دیگر ‌راهکار ‌است. ‌پرهزینه ‌و ‌زمانبر ‌روند ‌این ‌اما ‌غیرقانونی‌و‌صفحات‌است، های

‌شیمنظور‌افزابهو‌افزایش‌رتبه‌است.‌صفحاتی‌که‌‌3دهیرتبه‌هایتمیالگور‌بیفرمنظور‌بهغیراخلاقی‌

‌اینرتبه‌ ‌این‌‌ازآنجاکه‌.شوندنامیده‌می‌4هرزوبکنند‌استفاده‌میی‌ناعادلانه‌ها‌گونه‌روشخود‌از در

ابتدا‌مطالبی‌در‌مورد‌ساختار‌و‌‌،ارائه‌دهیمگونه‌صفحات‌برای‌شناسایی‌اینرا‌مدلی‌داریم‌قصد‌‌رساله

های‌‌چالشسپس‌به‌شرح‌‌کرده،بیان‌ها‌‌وب‌سایت‌رتبهعوامل‌موثر‌در‌معماری‌موتورهای‌جستجو‌و‌

‌پردازیم.میموضوع،‌دستاوردهای‌رساله‌و‌در‌نهایت‌ساختار‌آن‌

 تور جستجووم -1-2

‌‌از‌کاربر،‌متون‌5الاست‌که‌با‌دریافت‌سؤ‌یافزار‌نرمموتور‌جستجو‌ ‌ویدر‌اختیار‌مرتبط‌با‌آن‌را

‌ست‌نیاز‌خود‌راا‌کردهتلاش‌ها‌وسیله‌آنکه‌کاربر‌به‌استهایی‌واژهال،‌کلیددهد.‌منظور‌از‌سؤقرار‌می

                                                 
1. Web 

2. Search Engine 

3.‌Ranking  

4.Web Spam 
5‌.Query 
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ابل‌دسترسی‌در‌آوری‌و‌حفظ‌سندهای‌ق.‌در‌واقع‌کار‌اصلی‌یک‌موتور‌جستجو،‌جمعبیان‌کندتر‌دقیق

ال‌کاربر‌و‌نمایش‌سندها‌به‌ترتیب‌میزان‌مرتبط‌به‌سؤترین‌سند‌آوردن‌مشابهدستبهینه،‌به‌قالبیک‌

‌بودن‌است.

‌کاربر ‌اطلاعاتی ‌نیاز ‌پیگیری ‌برای ‌جستجو ‌دریافت‌موتور ‌کاربر ‌از ‌پرسش‌را ‌ابتدا ‌کند‌یم، این‌.

هایی‌است‌که‌وی‌به‌دنبال‌اطلاعاتی‌در‌آن‌زمینه‌است.‌همچنین‌امکان‌دارد‌واژهشامل‌کلید‌پرسش

‌بهای‌شدههای‌ذخیرهواژه ‌برای‌ارائهکه ‌جستجو ‌موتور ‌تعریف‌دقیق‌وسیله ‌اطلاعاتی‌کاربر ‌نیاز ‌به تر

 1‌Error! Reference source not-1شکل‌‌در‌یادشده‌مراحلربر‌پیوست‌شوند.‌ال‌کااند،‌به‌سؤشده

found.ست.ا‌شده‌نشان‌داده‌

 [2]‌ه‌سؤال‌و‌دریافت‌پاسخارائ‌رآیندف‌1-‌1شکل‌

پس‌از‌انجام‌مقایسه‌لازم‌از‌شود.‌میارسال‌‌1کاربر‌به‌خدمتگزار‌نمایه‌‌پرسشاز‌این‌مرحله،‌‌پس

از‌مشخصات‌مهم‌این‌‌تعدادیشوند.‌میمشخص‌کاربر،‌‌پرسش‌به‌،‌مستندات‌مربوطسوی‌خدمتگزار

‌ ‌اختیبرای‌آگاهی‌کاربران‌سندها ‌در ‌داده ‌قرار ‌سندها ‌خدمتگزار ‌میار ‌کلی‌یک‌شود. ‌طور موتور‌به

‌:[3]‌ستا‌شدهتشکیل‌اساسی‌جستجو‌از‌سه‌قسمت‌

                                                 
1. Index server 

 سؤال‌کاربر

 وب خدمتگزار

 خدمتگزار‌نمایه

 خدمتگزار‌مستندات
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 کند‌یمی‌آورجمعموجود‌در‌وب‌را‌‌اسناد‌؛1خزشگر.‌

 پویش‌؛2سازنمایه‌ ‌بهسندهای ‌‌وسیلهشده ‌را ‌تبدیل‌‌هاینمایه‌بهخزشگر ‌استفاده قابل

‌.کند‌یم

 مستندبندرتبه‌؛3سازمرتب‌ ‌بهی ‌دستات ‌را ‌آمده ‌موتور‌میانجام ‌قلب ‌واقع ‌در ‌و دهد

 استجستجو‌

 سازمرتب -1-2-1

‌ ‌استخراج‌اطلاعات‌مرحله ‌اانی‌میانکشف‌شباهت‌نخست‌در ‌و ‌اطلاعاتی‌کاربر لاعات‌موجود‌طز

که‌برای‌کاربر‌اهمیت‌زیادی‌دارد.‌است‌شده‌یکی‌از‌مواردی‌یبندرتبه.‌نمایش‌نتایج‌به‌صورت‌است

‌دلای ‌عمده ‌از ‌یکی ‌که ‌نشانلی ‌تفاوت ‌است،‌بندرتبهدهنده ‌یکدیگر ‌با ‌جستجو ‌موتورهای ‌نتایج ی

‌است‌هاآن‌4دهیرتبه‌هایالگوریتم ‌آ‌می‌نییتع‌ها‌الگوریتم‌نیا. ‌که ‌واقع‌کی‌ایکند ‌وب، ی‌و‌صفحه

های‌خاصی‌برای‌‌از‌روش.‌هر‌موتور‌جستجو‌رود‌هرز‌به‌شمار‌می‌وب‌ایو‌‌ارزشمند‌استاطلاعات‌‌یدارا

های‌‌تمیوجود‌دارد‌که‌تمام‌الگور‌یاما‌موارد‌خاصهستند‌معمولاً‌محرمانه‌کند‌که‌‌استفاده‌می‌این‌کار

‌د‌که‌در‌ادامه‌به‌آن‌خواهیم‌پرداخت.موتور‌جستجو‌در‌آن‌مشترک‌هستن

 مرتبط بودن -1-2-1-1

‌کلیدواژه‌مرتبط‌بودن ‌با ‌‌‌صفحه ‌اولها ‌‌است‌یموارد‌نیاز ‌را‌‌تمیالگور‌کیکه ‌آن ‌جستجو موتور

کلمات‌‌نیاستفاده‌از‌ا‌یچگونگ‌ایدر‌هر‌صفحه‌وب‌و‌‌یدیوجود‌کلمات‌کل‌صیند.‌تشخک‌یم‌یبررس

‌با‌محتوا‌یدیکل ‌الگور‌یو‌ارتباط‌آنها ‌علاوه‌بر‌ا‌نییمربوطه‌تع‌تمیصفحه‌را ‌موضوع،‌نیخواهد‌کرد.

شود‌‌می‌جستجو‌محسوب‌یموتورها‌تمیالگور‌یفاکتور‌مهم‌برا‌کی‌زین‌یدیکلمات‌کل‌یریمکان‌قرارگ

‌چند‌خط‌اول‌متن،‌استفاده‌ایدر‌سرتاسر‌‌نیو‌همچنها‌‌را‌در‌عنوان‌یدیکه‌کلمات‌کل‌یات‌وب.‌صفح

                                                 
1. Web Crawler 

2. Indexer 

3. Ranker 

4. Ranking Algorithms 

5. Relevancy 
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‌نسبت‌به‌صفحات‌وب‌می ‌رعا‌نیکه‌ا‌یکنند‌ ‌نتا‌کردهن‌تیموارد‌را قرار‌‌یبالاتر‌یدرتبه‌بن‌جهیند‌در

‌کل ‌کلمات ‌متناوب ‌حضور ‌گرفت. ‌‌تمیالگور‌یبرا‌زین‌یدیخواهند ‌اهمها ‌چنان‌می‌تیحائز چه‌باشد.

با‌‌یحضور‌جهت‌باز‌نیکه‌ا‌یو‌متناوب‌ظاهر‌شوند،‌در‌صورت‌یعیبه‌طور‌مرتب‌،‌طب‌یدیکلمات‌کل

‌خود‌خواهد‌کرد‌.‌نرا‌از‌آ‌یبالاتر‌یرتبه‌بند‌تینباشد‌،‌آن‌وب‌ساها‌‌دادن‌ربات‌بیکلمات‌و‌فر

 1ویژه یفاکتورها -1-2-1-2

‌فاکتورهاهای‌‌تمیدوم‌الگور‌بخش ‌از‌دهستند‌که‌هر‌موت‌ژهیو‌یموتور‌جستجو، ‌گریور‌جستجو‌را

‌جستجو ‌دارا‌می‌متفاوت‌یموتور ‌جستجو ‌موتور ‌هر ‌‌تمیالگور‌یسازد. ‌و‌های ‌است ‌فرد ‌به منحصر

جستجو‌همچون‌‌یموتورها‌یجستجو‌ی‌جهیتفاوت‌در‌نت‌جادیسبب‌اها‌‌تمیالگور‌نیا‌ژهیو‌یفاکتورها

‌کیشده‌در‌‌ندکسیت‌اتعداد‌صفحا‌ژه،یو‌یفاکتورها‌نیتر‌جیاز‌را‌یکیشود.‌‌می‌MSNو‌‌اهوی‌،گوگل

‌به‌ب ‌در‌‌تیاز‌سا‌یشتریوبمستر‌ممکن‌است‌صفحات‌ب‌کی‌گرید‌انیموتور‌جستجوگر‌است. خود‌را

‌نیکردن‌صفحات‌را‌انجام‌دهد،‌اما‌ا‌ندکسیبه‌صورت‌متناوب‌ا‌ایکند‌و‌‌ندکسیجستجو‌ا‌یموتورها

‌برا‌یمختلف‌جینتا‌تواندیم را‌ها‌‌تیجستجو‌سا‌یهااز‌موتور‌یهر‌موتور‌جستجو‌داشته‌باشد.‌برخ‌یرا

شود،‌‌می‌یکند‌و‌به‌اصطلاح‌دچار‌پنالت‌می‌مهیرا‌جر‌تیموضوع‌به‌صورت‌اسپم‌شناخته‌و‌سا‌نیا‌یبرا

 ندارد.‌ای‌هژیو‌تیموضوع‌اهم‌نیجستجو‌ا‌یموتورها‌گرید‌یکه‌برا‌یدر‌حال

 2خارج از صفحه یفاکتورها -1-2-1-3

هر‌موتور‌جستجو‌منحصر‌به‌فرد‌‌یجستجو‌که‌هنوز‌برا‌یموتورهاهای‌‌تمیاز‌الگور‌یگرید‌بخش

‌فاکتورها ‌فاکتورها‌می‌خارج‌از‌صفحه‌یاست، ‌بک‌‌نکیهمچون‌ل‌یخارج‌از‌صفحه‌موارد‌یباشد. و

‌کل‌ها‌می‌تیسا‌گرید‌انیدر‌م‌تیسا‌کیصفحه‌و‌اعتبار‌های‌‌نکیل ها‌‌نکیمتناوب‌و‌لهای‌‌کیباشند.

و‌ارزش‌‌یواقع‌دکنندگانیران‌و‌بازدصفحه‌وب‌را‌با‌کارب‌کیارتباط‌‌زانیباشد‌که‌م‌یشاخص‌تواند‌می

                                                 
1‌. Individual Factors 
2‌. Off Page Factors 
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صفحات‌وب‌‌یرتبه‌بند‌تمیالگور‌کیشود‌که‌‌می‌شاخص‌باعث‌نیکند‌که‌ا‌انیآنها‌را‌نما‌دیاز‌د‌تیسا

‌صح ‌انجام ‌مشخص‌کند. ‌برا‌یفاکتورها‌حیرا ‌صفحه ‌از ‌اما‌یخارج ‌است، ‌کارشناسان‌وب‌سخت‌تر

‌موتور‌جستجو‌داشته‌باشند.های‌‌متیبر‌اساس‌الگور‌تیبر‌رتبه‌وب‌سا‌یادیز‌ریتوانند‌تاث‌می

 و انواع آن هرزوب -1-3

-ست.‌رایجا‌شدههای‌انبوه‌و‌ناخواسته‌استفاده‌برای‌اشاره‌به‌پیغام‌1های‌اخیر‌از‌کلمه‌هرزدر‌سال

قبیل‌پست‌الکترونیک‌و‌از)‌یامانتقال‌پ‌یستماز‌س‌هاستفادءسوهرزنامه،‌است.‌‌2ترین‌شکل‌هرز،‌هرزنامه

در‌‌2-‌1شکل‌‌که‌در‌ساختار‌درختی‌دشو‌یو‌ناخواسته‌اطلاق‌م‌یگروه‌ایه‌یامبه‌پ‌و‌است‌(پیامک

‌قرار‌دارند.‌«درخواست‌و‌پاسخ»در‌دسته‌‌ها‌هرزوب‌در‌حالی‌که‌گیرد‌میقرار‌‌«ذخیره‌و‌ارسال»سته‌د

‌

 [3]‌هاهرزنامه‌یسطح‌بالا‌یبندرده‌2-‌1شکل‌

‌‌هرزهاوب ‌سال ‌در ‌شدند. ‌پدیدار ‌تجاری ‌جستجوی ‌موتورهای ‌ظهور ‌با ‌1995همزمان ،Lycos‌

‌از‌همان‌زمان‌مبارزه‌با‌وب‌نخستین هرزها‌تحت‌عنوان‌موتور‌جستجوی‌تجاری‌وارد‌دنیای‌وب‌شد.

‌روش‌3هرزآگهی ‌از ‌استفاده ‌با ‌مجامع‌‌هایو ‌علاقه ‌مباحث‌مورد ‌یکی‌از یادگیری‌ماشین‌تبدیل‌به

                                                 
1.‌Spam 

2. Email spam 

3.‌Spamdexing 

Messaging Spam 

Request-Response 

Spam 

Store & Forward 

Spam 

Near Real-time 

Spam 

Web-Spam E-mail Spam SMSSpam SPIT SPIM 
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‌از‌سال‌[4]دانشگاهی‌شد‌ به‌محلی‌برای‌تبادل‌اطلاعات‌در‌‌AIRWebهای‌آموزشی‌،‌کارگاه2005.

‌.[5]این‌زمینه‌تبدیل‌شد‌

افراد‌‌ز‌سویا‌شدهانجامغیرقانونی‌به‌هر‌فعالیت‌‌هرزوب،‌[6]مرجع‌‌وسیلهبهشده‌مطابق‌تعریف‌ارائه

‌مرجع‌شوداطلاق‌میافزایش‌رتبه‌صفحات‌وب‌‌منظوربه ‌به‌صورت‌رفتاری‌برای‌نیز‌وب‌[7]. ‌را هرز

نتیجه‌اتلاف‌ت‌نتایج‌جستجو‌و‌دراعث‌کاهش‌کیفیها‌بست.‌آنا‌کردهفریب‌موتورهای‌جستجو‌تعریف‌

وسیلۀ‌خزشگرها‌بهشده‌صفحات،‌افزایش‌تعداد‌صفحات‌جستجوشوند.‌افزایش‌تعداد‌این‌وقت‌کاربر‌می

گزارها‌را‌در‌پی‌دارد‌که‌این‌امر‌موجب‌اتلاف‌منابع‌موتور‌جستجو‌و‌افزایش‌نمایه‌وسیلۀبهشده‌و‌مرتب

‌شود.زمان‌پاسخگویی‌به‌کاربر‌می

ای‌برای‌شود‌این‌است‌که‌گاهی‌به‌عنوان‌وسیلهمی‌هرزوبکه‌باعث‌اهمیت‌موضوع‌مورد‌دیگری‌

د.‌به‌عنوان‌نشومیبه‌کار‌گرفته‌‌2دسترسی‌به‌محتوای‌ممنوعه‌و‌حملات‌فیشینگ‌،1گسترش‌بدافزار

‌استفاده‌از‌الگوریتم‌‌صدحدود‌‌[8]‌مثال ‌‌11؛خص‌شدی‌و‌مشدهرتبه‌PageRankمیلیون‌صفحه‌با

‌سایت‌وسیلهبهشده‌نتیجه‌ارائه‌20صفحه‌از‌ ‌سبببودند‌که‌به‌‌3نگاریی‌هرزههاموتورهای‌جستجو،

‌ ‌و ‌محتوا ‌‌پیوندتغییر ‌امر ‌این ‌بودند. ‌گرفته ‌بالایی ‌منابع‌‌موجبرتبه ‌از ‌زیادی ‌مقادیر هدردادن

‌2005تحقیقی‌در‌سال‌‌طی‌.شودمیشرکت‌سازنده‌موتور‌جستجو‌وسیله‌ی‌بهساز‌رهیذخو‌محاسباتی‌

‌تخمین‌زده‌شد‌[9] ‌باعث‌اتلاف‌منابع‌مالی‌‌50سالانه‌حدود‌‌هاهرزوب، ‌این‌میمیلیون‌دلار شوند.

‌تحقیقی‌مشابه ‌افزایش‌‌130صورت‌گرفت‌به‌‌2009که‌در‌سال‌‌[10]‌مقدار‌در یافت.‌میلیون‌دلار

ی‌هاقبیل‌ویکی‌وبوب‌)ازتوان‌به‌ساده‌شدن‌ابزار‌ایجاد‌می‌هاهرزوبه‌دلایل‌رشد‌سریع‌تعداد‌جملاز

‌این‌امر‌اری‌وبکاهش‌هزینه‌نگهد(‌و‌رایگان،‌بسترهای‌بلاگ‌نویسی‌و‌غیره ‌سببسایت‌اشاره‌کرد.

                                                 
1.‌Malware  

2.‌Phishing  

3. Pornography 
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ی‌قدیمی‌هامکه‌الگوریتای‌گونهبه‌‌ایجاد‌شود‌هاه،‌انواع‌جدیدی‌از‌آنتکامل‌یافت‌هاهرزوب‌ستا‌شده

‌کارساز‌نباشند.‌هابرای‌شناسایی‌آن

‌رواج ‌‌و‌هرزوب‌دهیپد‌با ‌پا‌تیفیک‌،هاآن‌کنترل‌و‌صیتشخی‌برای‌ابزارعدم‌وجود ‌نییجستجو

‌؛کنند‌دیبازدی‌شتریب‌صفحات‌از‌دلخواهشان‌جینتا‌به‌افتنیدستی‌برا‌دیبا‌کاربراننتیجه‌.‌دردیآمی

‌بای‌رقابت‌بازار‌در‌،بوده‌برخورداریی‌بسزا‌تیاهم‌از‌جستجوی‌اموتورهی‌برا‌هاهرزوب‌صیتشخ‌رونیازا

تحقیقات‌متعددی‌که‌در‌این‌‌.دنشومی‌محسوب‌هاآنی‌کاری‌هاتیاولو‌ءجز‌جستجوی‌موتورها‌ریسا

‌[13]‌[12]‌[11]‌زمینه‌صورت‌گرفته‌) است.‌درصد‌‌22تا‌‌6بین‌‌هرزهامیزان‌وب‌دهد‌که‌نشان‌می(

‌روی‌کل‌صفحات‌وب‌صورت‌ ‌تحقیقات‌جامعی ‌تاکنون ‌است‌که ‌این ‌در ‌بازه ‌این دلیل‌گستردگی

‌حوزه ‌به ‌مربوط ‌موجود ‌آمار ‌و ‌‌نگرفته ‌قرار‌های ‌بررسی ‌مورد ‌جداگانه ‌طور ‌به ‌که ‌است تخصصی

‌[12]ها‌هرز‌هستند‌این‌در‌حالی‌است‌که‌%‌میزبان22دهد‌که‌نشان‌می‌[11]به‌عنوان‌مثال‌ند.‌ا‌گرفته

‌%8/13ست‌که‌ا‌شدهنشان‌داده‌‌[13]از‌لحاظ‌تفکیک‌زبانی‌در‌تخمین‌زده‌است.‌‌%‌5/16این‌میزان‌را

%‌صفحات‌فرانسوی‌زبان،‌هرز‌25%‌صفحات‌آلمانی‌و‌‌22ات‌ژاپنی،‌%‌صفح9صفحات‌انگلیسی‌زبان،‌

‌ ‌همچنین‌از‌لحاظ‌دامنه، ‌دامنه‌70هستند. ‌‌biz.*%‌صفحات‌با ‌هرز‌هستند.‌com.*%‌صفحات‌20و

‌اصلی‌محتوامحورمحققان‌وب ‌دسته ‌سه ‌به ‌را ‌پیوندمحور1هرزها ‌پنهان‌2، ‌مبتنی‌بر ‌3سازی‌صفحهو

‌یح‌خواهیم‌داد.کنند‌که‌در‌ادامه‌توضتقسیم‌می

 محتوامحور هایهرزنامه -1-3-1

‌دلیل‌گستردگی‌این‌شکل‌از‌وبترین‌شکل‌وبنخستین‌و‌گسترده‌4هرزمحتوا هرز‌در‌هرز‌است.

‌برای‌رتبه ‌موتورهای‌جستجو ‌است‌که ‌مدلاین‌حقیقت‌نهفته ‌صفحات‌وب‌از های‌بازیابی‌دهی‌به

های‌آماری‌زبان‌و‌مدل‌BM25‌[15]،‌[14]اطلاعات‌مبتنی‌بر‌محتوای‌صفحه‌ازقبیل‌مدل‌فضای‌بردار‌

                                                 
1
.‌Content Based 

2
.‌Link Based 

3
.‌Cloacking 

4
.‌Content Spam 
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ها‌ها‌را‌تحلیل‌کرده‌و‌از‌آننقاط‌ضعف‌این‌مدل‌1هالیل‌هرزفرستکنند.‌به‌همین‌داستفاده‌می‌[16]

-استفاده‌می‌TFIDFدهی‌،‌از‌رتبه1-1بطه‌کنند.‌فرض‌کنید‌موتور‌جستجو‌طبق‌راسوءاستفاده‌می

‌کند.

 
𝑇𝐹𝐼𝐷𝐹(𝑞. 𝑝) =  ∑ 𝑇𝐹(𝑡). 𝐼𝐷𝐹(𝑡)

𝑡∈𝑞∧𝑡∈𝑝

 

 

(1-1)  

‌این‌صورت‌اگر‌ ‌‌qدر ‌آنگاه‌هرزفرست‌tیک‌صفحه‌و‌‌pکلمه‌مورد‌جستجو، ها‌یک‌عبارت‌باشد،

‌بالا‌بردن‌تعداد‌دفعات‌تکرار‌عباراتی‌که‌در‌صفحه‌مشاهده‌میمی (،‌رتبه‌خود‌را‌TFشوند‌)توانند‌با

‌گفتنی‌است‌که‌ ‌‌IDFبالا‌ببرند. ‌اسناد‌حاوی‌این‌عبارت‌به‌کل‌تعداد‌اسناد‌tعبارتِ ‌نسبت‌تعداد ،

‌موجود‌است.‌

ها‌را‌به‌پنج‌زیرگروه‌بندی‌هرز‌محتوا‌وجود‌دارد‌که‌در‌اینجا‌آنهای‌زیادی‌امکان‌طبقهاز‌دیدگاه

‌.[6]کنیم‌تقسیم‌می

 2بدنه هرز‌

هرز‌در‌بدنه‌صفحه‌قرار‌‌عباراتهای‌هرز‌است.‌در‌این‌روش‌ترین‌روشترین‌و‌آسانیکی‌از‌محبوب

‌جستجوی‌یک‌سری‌رندیگمی ‌بالایی‌با ‌رتبه ‌یک‌هرزفرست‌قصد‌دستیابی‌به ‌اگر ‌عنوان‌نمونه ‌به .

‌کافی‌است‌آن‌کلمات‌و‌مشتقکلمات‌محدود‌و‌از‌پیش‌تعیین ‌در‌صفحه‌شده‌داشته‌باشد، ات‌آن‌را

تکرار‌کند.‌از‌سوی‌دیگر‌اگر‌هدف‌هرزفرست‌بالا‌رفتن‌رتبۀ‌صفحه‌با‌هر‌جستجویی‌باشد‌کافی‌است‌

تعداد‌زیادی‌کلمه‌تصادفی‌را‌در‌صفحه‌قرار‌دهد.‌برای‌پنهان‌ماندن‌این‌کار‌از‌سوی‌کاربر‌نیز‌کافی‌

تنها‌ماشین‌قادر‌به‌تشخیص‌‌زمینه‌یکسان‌در‌نظر‌گرفته‌شود.‌در‌این‌صورتاست‌رنگ‌نوشته‌و‌پس

‌آن‌خواهد‌بود.

                                                 
1
 Spamers 

2
. Body Spamming 
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 1هرز عنوان 

ها‌برخی‌موتورهای‌جستجو‌وزن‌بیشتری‌برای‌عنوان‌اسناد‌قائل‌هستند.‌به‌همین‌دلیل‌هرزفرست

‌دهند.در‌عنوان‌صفحه‌قرار‌میرا‌‌هرز‌عبارات

 2هرز فرابرچسب 

‌فرابرچسب ‌توضیحات HTMLهای
3‌‌ ‌فراهم ‌صفحات ‌طراحان ‌برای ‌را ‌امکان که‌‌کند‌یماین

-توضیحات‌کوتاهی‌راجع‌به‌صفحه‌قرار‌دهند.‌اگر‌کلمات‌نامربوط‌در‌این‌مکان‌قرار‌گرفته‌و‌الگوریتم

های‌موتورهای‌جستجو‌بر‌اساس‌این‌توضیحات‌صفحه‌را‌مورد‌بررسی‌قرار‌دهند،‌آنگاه‌این‌صفحات‌

برچسب‌چندان‌مورد‌‌کنند.‌هرچند‌امروزه‌اینبه‌سبب‌حضور‌کلمات‌نامربوط‌رتبه‌بالاتری‌دریافت‌می

‌اهمیت‌نیست.

 4ینترنتیهرز آدرس ا 

‌‌هاتمیالگوربرخی‌ ‌عبارات‌موجود‌در URLاز
‌میبه‌تیسا‌5 به‌‌کنند.منظور‌محاسبه‌رتبه‌استفاده

‌آدرسهمین‌دلیل‌هرزفرست ‌برای‌صفحات‌ایجاد‌ها، های‌طولانی‌شامل‌کلمات‌عبارت‌جستجوشده

‌بخومی ‌هرزفرستی ‌اگر ‌مثال ‌عنوان ‌به ‌عبارت‌کنند. ‌جستجوی ‌صورت ‌در ‌را ‌خود ‌صفحه ‌رتبه اهد

"cheap acer laptops"‌‌،افزایش‌دهدURLای‌به‌شکل‌cheap-laptops.com/cheap-laptops/acer-

laptops.htmlکند‌یمایجاد‌‌. 

 برچسب پیوند هرز 

‌نیبنابرا‌؛کند‌یمکه‌به‌آن‌اشاره‌‌است‌ایمتن‌صفحهاز‌ ایخلاصه‌یحاوبخش‌برچسب‌یک‌پیوند،‌

‌ارتباطی‌با‌محتوای‌صفحه‌ندارد(‌با‌قراردادن‌عبارات‌‌هافرستهرز با‌‌ندتوانمیدلخواه‌خود‌)که‌معمولاً

                                                 
1
. Title Spamming 

2
. Meta tag 

3
. Hyper Text Markup Language 

4
.‌URL Spamming 

5
. Uniform Resource Locator 
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‌برا‌هاییتمیالگورفریب‌ ‌افزایش‌‌،شوندقائل‌می‌یشتریبخش‌ارزش‌ب‌نیعبارات‌ا‌یکه ‌را رتبه‌خود

‌.دهند

 پیوندمحور هایهرزنامه -1-3-2

.‌هرز‌2و‌هرز‌پیوندهای‌ورودی‌1های‌خروجیدو‌دسته‌عمده‌از‌هرز‌پیوندها‌وجود‌دارد:‌هرز‌پیوند

هرزفرست‌‌ازآنجاکهترین‌روش‌افزایش‌رتبه‌صفحات‌وب‌هستند.‌ترین‌و‌ارزانپیوندهای‌خروجی‌آسان

تواند‌پیوند‌هر‌صفحۀ‌دلخواه‌را‌در‌راحتی‌میمالک‌صفحه‌وب‌خود‌بوده‌و‌امکان‌تغییر‌آن‌را‌دارد،‌به

‌حتی‌محتوای‌سایت ‌یا ‌دهد ‌قرار ‌خود DMOZایی‌ازقبیل‌هصفحه
3‌‌ Yahoo! Directoryو

که‌_ ‌4

-را‌در‌صفحه‌خود‌کپی‌کند.‌این‌روش‌الگوریتم‌_حاوی‌فهرستی‌از‌آدرس‌صفحات‌اینترنتی‌هستند‌

HITSدهی‌همچون‌های‌رتبه
‌خود‌است.‌6را‌نشانه‌گرفته‌و‌در‌پی‌افزایش‌رتبه‌قطب‌5

‌پیوندهای‌ورودی‌الگوریتم‌رتبهفرستهرز ‌هرز ‌در ‌درنتیجه‌‌PageRankدهی‌ها ‌نشانه‌گرفته‌و را

سعی‌در‌افزایش‌تعداد‌پیوندهای‌ورودی‌دارند.‌در‌اینجا‌بسته‌به‌اینکه‌هرزفرست‌مالک‌صفحه‌باشد‌یا‌

هاست‌با‌ها‌متفاوت‌است.‌در‌صفحاتی‌که‌هرزفرست‌مالک‌آنتنها‌به‌آن‌دسترسی‌داشته‌باشد،‌روش

ها‌های‌مختلف‌حق‌انتخاب‌دارد.‌این‌روششسازی‌روهمه‌صفحات،‌برای‌پیاده توجه‌به‌کنترل‌آن‌بر

‌:گیرنددر‌چند‌دسته‌کلی‌زیر‌قرار‌می

 7وندیمزرعه پايجاد  .1

‌ ‌پیوند ‌‌ایمجموعهمزرعه ‌صفحات ‌‌هاییتیسا‌ایاز ‌به ‌که ‌‌گریکدیاست ‌هستند. یک‌متصل

رد،‌تواند‌مزرعه‌پیوند‌مورد‌نظر‌خود‌را‌به‌هر‌شکلی‌که‌دوست‌داهرزفرست‌برای‌افزایش‌رتبۀ‌خود‌می

                                                 
1
.‌Output Link Spam 

2
.‌Input Link Spam 

3
. Dmoz.org 

4
. http://dir.yahoo.com/ 

5
. hyperlink-induced topic search 

6
. hub 

7
. Link farm 
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-هم‌می‌1ظرف‌عسل‌است‌که‌به‌آن‌مزرعه‌3-‌1شکل‌مزرعه‌پیوند‌سازی‌کند.‌یک‌شکل‌رایج‌از‌پیاده

‌در‌این‌حالت‌هرزفرست‌یک‌صفحه‌به سازد،‌سپس‌پیوندهایی‌به‌‌می‌ظاهر‌غیرهرز‌و‌معمولیگویند.

سایت‌بالا‌رفته،‌رتبه‌بالاتری‌‌2شود‌درجه‌قدرتباعث‌می‌دهد.‌این‌کارصفحات‌هرز‌را‌در‌آن‌قرار‌می

‌به‌آن‌تعلق‌گیرد.‌PageRankوسیله‌الگوریتم‌به

‌

‌
‌

‌[17]‌شمایی‌از‌یک‌مزرعه‌پیوند‌رایج‌3-‌1شکل‌

است.‌در‌این‌روش‌ابتدا‌یک‌سایت‌مشهور‌یا‌قابل‌‌3شتر‌استفاده‌از‌ظرف‌عسل،‌ربایشکل‌تهاجمی

شود.‌سپس‌در‌آن‌پیوندهایی‌به‌صفحات‌هرز‌قرار‌گرفته‌و‌آن‌سایت‌بخشی‌از‌مزرعه‌اعتماد‌هک‌می

‌شود.پیوند‌هرزفرست‌می

 وندیتبادل پ .2

قرار‌‌یگرید‌تیاز‌سا‌یوندیصفحات‌خود،‌پ‌یو‌بر‌رو‌کردهکمک‌‌گریکدیبه‌‌هاسایتوب‌صاحبان

ها‌ها‌رجوع‌کرده‌و‌درنتیجه‌رتبه‌آنهای‌مختلفی‌به‌آنسایت‌کند‌یمها‌کمک‌این‌کار‌به‌آن‌د.دهنمی

‌بالاتر‌رود.

 شدهیمنقض هایدامنهخريد  .3

مند‌به‌زمان‌لازم‌برای‌ارتقای‌رتبه‌یک‌مزرعه‌پیوند،‌بسیار‌علاقهمنظور‌کاهش‌مدتها‌بههرزفرست

-ها‌هستند.‌این‌امر‌از‌آنجا‌ناشی‌میآن‌یقبل‌تیمقبولاستفاده‌از‌ءشده‌و‌سویمنقض‌هایدامنهخرید‌

                                                 
1
. Honeypot farm 

2
. Authority  

3
. Hijacking  
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‌فهرست ‌خود، ‌برای‌مدیریت‌منابع ‌موتورهای‌جستجو ‌که ‌دیربهشود ‌را ‌بههای‌خود ‌و‌دیر روزرسانی

ها‌پس‌از‌اتمام‌اعتبار‌یک‌سایت،‌آن‌را‌معتبر‌و‌کنند.‌به‌همین‌دلیل‌ممکن‌است‌تا‌مدتبازپیمایی‌می

 .کند‌یمباز‌‌هاامر‌راه‌را‌برای‌سوءاستفاده‌هرزفرستقابل‌اعتماد‌بدانند‌که‌همین‌

‌در‌صفحاتی‌که‌هرزفرست‌مالک‌آنفرستهرز ‌نیست‌)صفحاتی‌ازقبیل‌بلاگها ‌ویکیها ‌یا ها(،‌ها

‌به‌می ‌این‌استراتژی‌معمولاً ‌گفتنی‌است‌که ‌دهند. ‌قرار ‌صفحات‌وب‌خود ‌در ‌ ‌پیوندهایی‌را توانند

 شود.ازقبیل‌هرز‌برچسب‌پیوند‌استفاده‌میهای‌محتوامحور‌صورت‌ترکیبی‌با‌روش

 صفحه سازیبر پنهان یمبتن هایهرزنامه -1-3-3

‌شیجستجو‌نما‌یموتورها‌در‌ندیبنسبت‌به‌آنچه‌کاربر‌می‌یمتفاوت‌یمحتوا‌هرزهاروش‌وب‌نیا‌در

‌آن‌عبارتند‌از:‌هایدهند.‌انواع‌روشمی

 1سازیپنهان 

‌وب‌نیا‌در ‌سوشمی‌یبررس‌تیساروش‌درخواست‌مشاهده ‌از ‌اگر ‌یموتورها‌یخزشگرها‌یود.

 شود.داده‌می‌شیآن‌نما‌در‌ینسبت‌به‌کاربر‌عاد‌یمتفاوت‌یجستجو‌بود،‌محتوا

 2ریمس رییتغ 

جستجو‌‌یبالا‌بردن‌رتبه‌خود‌در‌موتورها‌یبرا‌هرزمختلف‌وب‌هایاز‌روش‌سایتوب‌یاصل‌صفحه

‌م ‌وقتکند‌یاستفاده ‌‌ی. ‌از ‌رولیکککاربر ‌بر ‌جستجو‌جینتا‌وندیپ‌یکردن درخواست‌مشاهده‌‌،موتور

‌شود.منتقل‌می‌یگری،‌به‌صفحه‌دکند‌یصفحه‌را‌م

                                                 
1
. Cloaking  

2
. Redirection 
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 های پیش روچالش -1-4

تواند‌گامی‌ها‌میکردن‌هریک‌از‌آنرو‌هستیم‌که‌برطرفهایی‌روبهشده‌با‌چالشدر‌مسئله‌مطرح

‌ها‌اشاره‌خواهیم‌کرد.مؤثر‌در‌انجام‌یک‌تشخیص‌درست‌باشد‌که‌در‌ادامه‌به‌مهمترین‌آن

 استخراج ویژگی -1-4-1

های‌زیادی‌از‌صفحات‌وب‌استخراج‌‌طور‌که‌در‌بخش‌مرور‌مقالات‌اشاره‌شد،‌تاکنون‌ویژگیهمان

ها‌‌ها‌مبتنی‌بر‌محتوا‌و‌برخی‌دیگر‌مبتنی‌بر‌پیوند‌هستند.‌این‌ویژگیست؛‌برخی‌از‌این‌ویژگیا‌شده

‌ویژگی ‌آنهاست. ‌آماری‌بودن ‌که ‌خاصیت‌مشترکی‌دارند ‌عین‌تفاوت، ازقبیل‌نسبت‌تعداد‌‌هایی‌در

کلمات‌کلیدی‌به‌کل‌متن،‌تعداد‌کلمات‌سرآیند‌و‌تعداد‌پیوندهای‌موجود‌در‌متن،‌همگی‌خاصیتی‌

های‌‌راحتی‌بتوانند‌نحوه‌فریب‌الگوریتمها‌به‌شود‌هرزفرستعددی‌و‌شمارشی‌دارند.‌این‌امر‌باعث‌می

ایت‌خود‌را‌افزایش‌دهند.‌به‌هرز‌موتورهای‌جستجو‌را‌کشف‌و‌با‌استفاده‌از‌آن‌رتبه‌ستشخیص‌وب

‌معرفی‌ویژگی ‌آنهای‌‌همین‌دلیل‌استخراج‌و ‌آسانی‌از ‌به ‌نتوان ‌و‌جدیدی‌که ‌کرد ‌سوءاستفاده ها

‌از‌ ‌یکی ‌باشد، ‌وب ‌صفحات ‌کیفیت ‌و ‌فنی ‌نکات ‌رعایت ‌مستلزم ‌آنها، ‌در ‌ارزش ‌با ‌مقادیر کسب

‌باشد.‌‌می‌عمده‌این‌مسئلههای‌‌چالش

 انتخاب ویژگی -1-4-2

‌مسائل‌یکی‌،یگژیمساله‌انتخاب‌و ‌مبحث‌‌یاز ‌یشناسائ‌نیو‌همچن‌نیماش‌یریادگیاست‌که‌در

دارد،‌‌یبه‌سزائ‌تی(‌اهمیاز‌کاربردها‌)مانند‌طبقه‌بند‌یاریمساله‌در‌بس‌نیالگو‌مطرح‌است.‌ا‌یآمار

‌ا‌رایز ‌تعداد‌ز‌نیدر ‌که‌بس‌یژگیو‌یادیکاربردها ‌‌یاریوجود‌دارد، ‌آنها ‌ه‌ایاز ‌‌ستندبلا‌استفاده ‌ایو

تواند‌‌علاوه‌بر‌بالا‌بردن‌بار‌محاسباتی‌می‌ها‌یژگیو‌نیندارند.‌حذف‌نکردن‌ا‌یچندان‌یبار‌اطلاعات‌نکهیا

ارائه‌‌یفراوان‌های‌تمالگوری‌و‌ها‌راه‌حل‌،یژگیانتخاب‌و‌الهمس‌یبرا‌منجر‌به‌کاهش‌نرخ‌تشخیص‌شود.

‌بعضا‌شده ‌ست‌که ‌محاسباتا ‌ادیز‌یبار ‌کامپی‌دارند. ‌ظهور ‌با ‌امروزه ‌چه ‌منابع‌‌عیسر‌یهاوتریاگر و
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و‌‌بزرگ‌اریبس‌یها‌دهدا‌‌مجموعه‌گر،یاز‌طرف‌د‌یول‌دآی‌یمشکل،‌به‌چشم‌نم‌نیبزرگ‌ا‌یساز‌رهیذخ

‌همچنان‌پا‌شدهباعث‌‌کاربردهای‌بلادرنگ ‌مهم‌‌نیا‌یبرا‌عیسر‌تمیالگور‌کیکردن‌‌دایست‌که کار

‌باشد.

 بندی کننده مناسب طبقه -1-4-3

کننده‌خوب‌در‌افزایش‌دقت‌بندینشان‌داده‌شد،‌انتخاب‌یک‌الگوریتم‌طبقه‌[8]‌طور‌که‌درهمان

ها‌نسبت‌به‌کل‌صفحات‌موجود‌‌هرزها‌بسیار‌مؤثر‌است.‌دلیل‌این‌امر‌آن‌است‌که‌وب‌هرز‌وبتشخیص‌

های‌آموزشی‌نامتقارن‌است‌و‌این‌‌دهند.‌به‌همین‌دلیل‌فضای‌دادهدر‌وب‌درصد‌کمی‌را‌تشکیل‌می

‌استانداردی‌که‌امکان‌ ‌به‌عنوان‌مثال‌در‌مجموعه‌داده وجود‌دارد‌که‌سیستم‌درست‌آموزش‌نبیند.

%‌94برای‌این‌مساله‌وجود‌دارد،‌اگر‌سیستم‌پیشنهادی‌همه‌صفحات‌را‌غیرهرز‌در‌نظر‌بگیرد،‌دقت‌

شد؛‌آید.‌به‌همین‌دلیل‌در‌این‌نوع‌خاص‌از‌داده،‌نرخ‌بازیابی‌و‌دقت‌همزمان‌باید‌بالا‌بابه‌دست‌می

شود.‌همچنین‌اگر‌تنها‌نرخ‌تنهایی‌به‌نتیجه‌مطلوب‌منجر‌نمیطور‌که‌گفته‌شد‌دقت‌بالا‌بهزیرا‌همان

بازیابی‌بالا‌باشد،‌باز‌هم‌نتیجه‌قابل‌قبول‌نیست؛‌زیرا‌ممکن‌است‌بسیاری‌از‌صفحات‌مرتبط‌در‌اثر‌

حذف‌شوند.‌به‌همین‌نرخ‌تشخیص‌غلط‌بالای‌آن،‌هرز‌در‌نظر‌گرفته‌شده‌و‌از‌فهرست‌نهایی‌نتایج‌

و‌همچنین‌انتخاب‌معیاری‌که‌‌کننده‌مناسب‌و‌توسعه‌صحیح‌آنبندیسبب‌است‌که‌استفاده‌از‌طبقه

منظور‌کسب‌بهترین‌،‌بهنامتوازن‌نشان‌دهدهای‌‌به‌خوبی‌بتواند‌کارایی‌الگوریتم‌را‌در‌مواجهه‌با‌داده

‌نتیجه‌الزامی‌است.

 و دستاوردهای رسالهها  نوآوری -1-5

هرز‌از‌صفحات‌مفید‌ارائه‌نماییم.‌برای‌‌له‌برآنیم‌تا‌مدلی‌را‌جهت‌تشخیص‌صفحات‌وبدر‌این‌رسا

‌می ‌کار ‌سبب‌نیازمند‌این ‌همین ‌به ‌شود. ‌تبدیل ‌ویژگی ‌یک‌بردار ‌به ‌وب ‌یک‌صفحه ‌ابتدا بایست

‌همان‌طور‌که‌قبلا‌ ‌نمایش‌دهند. استخراج‌ویژگی‌هایی‌هستیم‌که‌به‌خوبی‌بتوانند‌این‌صفحات‌را
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ای‌از‌پژوهشگران‌بر‌برای‌استخراج‌ویژگی‌از‌صفحات‌وب‌دو‌دیدگاه‌عمده‌وجود‌دارد.‌دستهاشاره‌شد،‌

مبتنی‌بر‌پیوند.‌در‌این‌رساله‌در‌های‌‌مبتنی‌بر‌محتوا‌تاکید‌دارند‌و‌برخی‌دیگر‌بر‌ویژگیهای‌‌ویژگی

ین‌صفحه‌و‌همچن‌HTMLکد‌‌و‌مبتنی‌بر‌آدرس‌جدیدیهای‌‌کنار‌استفاده‌از‌این‌ویژگی‌ها،‌ویژگی

‌‌ست.ا‌شده‌معرفیصفحه‌انسجام‌متنی‌و‌معنایی‌محتوای‌

رود،‌شخیص‌صفحات‌هرز‌عامل‌مهمی‌در‌کارآمد‌بودن‌به‌شمار‌میسرعت‌تهمچنین‌از‌آنجا‌که‌

بایست‌برای‌دستیابی‌به‌نتیجه‌میبه‌همین‌دلیل‌از‌اهمیت‌بالایی‌برخوردار‌است.‌ها‌‌لذا‌تعداد‌ویژگی

‌بررسی‌کردمناسب‌این‌ویژگی ‌را ‌آنها هایی‌که‌دارای‌اطلاعات‌کم‌و‌یا‌وابسته‌هستند‌را‌حذف‌و‌ه،

‌انتخاب‌کنیم‌که‌نقش‌مؤثرتری‌در‌افزایش‌دقت‌دارند.‌روشویژگی های‌زیادی‌برای‌این‌کار‌‌هایی‌را

‌‌ست.ا‌شدهمعرفی‌‌Smart-BTاین‌رساله‌روش‌جدیدی‌به‌نام‌‌در‌که‌وجود‌دارد

‌نیز‌شامل‌انتخاب‌و‌طرا ها‌ بندی‌داده حی‌یک‌الگوریتم‌مناسب‌جهت‌طبقهمرحله‌نهایی‌این‌کار

‌همان‌طور‌که‌ ‌‌قبلاًاست. به‌کل‌صفحات‌وب‌بسیار‌‌هرز‌وبنسبت‌صفحات‌‌ازآنجاکهشرح‌داده‌شد،

های‌کم‌‌قابلیت‌یادگیری‌داده‌بایستیگیرد‌‌می‌مورد‌استفاده‌قرار‌کهاندک‌است،‌الگوریتم‌طبقه‌بندی‌

‌روش ‌از ‌یکی ‌باشد. ‌داشته ‌در‌را ‌موثر ‌مصنوعی‌های ‌ایمنی ‌سیستم ‌حوزه، ‌ما‌‌1این ‌پیشنهاد است.

است.‌زیرا‌این‌الگوریتم‌به‌‌بند‌طبقهشعاعی‌آن‌به‌عنوان‌های‌‌استفاده‌از‌الگوریتم‌انتخاب‌منفی‌و‌یابنده

‌‌.رود‌به‌شمار‌می‌دلیل‌ماهیتش‌بیشتر‌در‌حوزه‌تشخیص‌ناهنجاری‌استفاده‌شده‌و‌گزینه‌مناسبی

 رسالهساختار  -1-6

های‌‌چالشانواع‌آن‌است.‌و‌‌هرز‌وببر‌‌ای‌هست.‌بخش‌اول‌مقدما‌شدهبخش‌تنظیم‌‌5این‌رساله‌در‌

‌چکید ‌و ‌‌ای‌همساله ‌بخش‌ارائه ‌این ‌پیشنهادی‌در ‌راهکار ‌دقیقتر‌ا‌شدهاز ‌بررسی ‌به ‌دوم ‌فصل ست.

‌است ‌گرفته ‌صورت ‌زمینه ‌این ‌در ‌تاکنون ‌که ‌‌می‌تحقیقاتی ‌راهکار‌پردازد. ‌تشریح ‌به ‌سوم فصل

‌‌های‌به‌کار‌رفته‌در‌آن‌می‌و‌الگوریتم‌پیشنهادی‌و‌اصول فصل‌چهارم‌نتایج‌به‌دست‌آمده‌را‌پردازد.

                                                 
1‌Artificial Immune System (AIS) 
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کند‌و‌در‌نهایت‌در‌فصل‌پنجم‌به‌جمع‌بندی‌و‌پیشنهادهایی‌برای‌کارهای‌آتی‌اختصاص‌‌تشریح‌می

 یافته‌است.

‌  
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2 

‌

 گذشته کارهایمرور  -2
 ی محتوا محورها روش

 ی پیوند محورها روش                          

 ها انواع ویژگی               

 
‌

‌
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 مقدمه -2-1

‌وب‌همان ‌شده، ‌اشاره ‌فصل‌گذشته ‌در ‌که ‌تکنیک‌طور ‌از ‌استفاده ‌با ‌که ‌صفحاتی‌هستند های‌‌هرزها

از‌‌.شوند‌میرتبه‌صفحات‌وب‌در‌نتایج‌جستجو‌باعث‌تغییر‌بندی‌موتورهای‌جستجو،‌‌فریب‌الگوریتم‌رتبه

تحقیقات‌،‌شوند‌یمش‌کیفیت‌نتایج‌جستجو‌و‌در‌نتیجه‌اتلاف‌وقت‌کاربر‌باعث‌کاهآنجا‌که‌این‌صفحات‌

گرفته‌است.‌دو‌رویکرد‌عمده‌در‌این‌زمینه‌وجود‌‌صورتشناسایی‌آنها‌جهت‌ارائه‌روشی‌برای‌‌درزیادی‌

‌با‌ ‌رویکرد‌اول‌مبتنی‌بر‌گراف‌وب‌است. تخمین‌میزان‌اعتماد‌به‌یک‌صفحه‌‌گراف‌وبه‌این‌‌توجهدارد.

‌از‌‌کنند‌می‌یمار‌صفحاتی‌که‌به‌آن‌اشاره‌برحسب‌اعتب ‌تشخیص‌داد. های‌‌یتمالگورتوان‌صفحات‌هرز‌را

‌اشاره‌کرد.‌‌PageRankو‌‌HITSتوان‌به‌‌یمموفق‌در‌این‌زمینه‌

‌و‌اجزای‌یک‌صفحه‌وب‌است‌و‌ بندی‌و‌یادگیری‌با‌‌طبقه‌مسئله‌ینوع‌بهرویکرد‌دوم‌مبتنی‌بر‌محتوا

‌محسوب‌ ‌‌یمناظر ‌تشخیص‌وب‌انجام‌کارهای‌عمدهشود. ‌زمینه ‌در ‌همین‌اساس‌است‌‌شده ‌بر ‌[18]هرز

‌کلی‌تقسیم‌می[19] ‌دسته ‌دو ‌به ‌دارند ‌برحسب‌دیدگاهی‌که ‌این‌مقالات‌نیز ‌آن‌. ‌برخی‌از ‌‌شوند. از‌ها

مناسبی‌هستند‌که‌عملکرد‌بهتری‌در‌فضای‌حالت‌‌بند‌طبقههای‌رایج‌استفاده‌کرده،‌به‌دنبال‌ارائه‌‌ویژگی

نرخ‌‌های‌جدید‌به‌منظور‌افزایش‌ویژگیاستخراج‌‌دنبالبرخی‌دیگر‌نیز‌به‌‌.خاص‌این‌مسئله‌داشته‌باشد

‌خواهیم‌‌این‌صفحات‌هستندتشخیص‌ ‌آنها ‌ادامه‌به‌تشریح‌تحقیقات‌صورت‌گرفته‌در‌هر‌یک‌از که‌در

 پرداخت.

 مبتنی بر گراف وب هایروش -2-2

‌یالگرا ‌صفحات‌وب‌و ‌نودهای‌آن‌را ‌پیوندهای‌بین‌این‌صفحات‌‌ف‌وب‌گرافی‌است‌که های‌آن‌را

تخمین‌میزان‌اعتماد‌به‌یک‌صفحه‌برحسب‌اعتبار‌صفحاتی‌که‌به‌‌گراف‌وبه‌این‌‌توجهدهد.‌با‌‌تشکیل‌می

صفحات‌‌ها‌پیوندها‌و‌ارتباطات‌بین‌در‌این‌روشتوان‌صفحات‌هرز‌را‌تشخیص‌داد.‌‌کنند‌می‌یمآن‌اشاره‌
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‌ HITSپیوند‌)از‌‌مستنتج‌یموضوع‌یجستجووب‌از‌محتوای‌آنها‌اهمیت‌بیشتری‌دارد.
‌TrustRank(‌و‌1

‌.‌[23] [22] [21] [20]ها‌هستند‌‌سته‌از‌روشهای‌این‌د‌ترین‌الگوریتم‌اصلی

 PageRankالگوریتم  -2-2-1

یکی‌از‌‌.‌این‌روش‌به‌عنوان[24]همکاران‌معرفی‌شد‌از‌سوی‌پیج‌و‌‌1998در‌سال‌‌PageRankروش‌

‌وببهترین‌روش ‌با ‌وزن‌یکسانی‌در‌های‌مقابله ‌پیوندها ‌این‌روش‌همه ‌در ‌گرفت. ‌قرار ‌توجه ‌مورد هرز

‌ر ‌سایتتعیین ‌به ‌مربوط ‌که ‌پیوندهایی ‌ندارند. ‌صفحه ‌با‌تبه ‌مقایسه ‌در ‌هستند، ‌بالاتر ‌رتبه ‌با هایی

‌سایت ‌از ‌سایتپیوندهایی ‌درنتیجه ‌دارند. ‌بیشتری ‌ارزش ‌کمتر، ‌بازدیدکننده ‌با ‌بههای ‌که وسیله‌هایی

گوگل‌از‌این‌ها‌دارند.‌موتور‌جستجوی‌سایتشوند‌نقش‌کمتری‌در‌تغییر‌رتبه‌وبها‌ایجاد‌میهرزفرست

 ند.ک‌یمروش‌استفاد

 HITSالگوریتم  -2-2-2

HITSدر‌این‌الگوریتم،‌سایت[25]ست‌ا‌شدهارائه‌روشی‌است‌که‌از‌سوی‌کلینبرگ‌‌‌ ‌به‌دو‌گروه‌ه. ا

های‌های‌قطب‌شامل‌تعداد‌زیادی‌پیوندهای‌مربوط‌به‌سایتشوند.‌سایت تقسیم‌می‌3هاو‌قدرت‌2هاقطب

در‌این‌روش‌ابتدا‌تعدادی‌از‌صفحات‌که‌به‌نظر‌.‌دهداین‌دو‌گروه‌را‌نشان‌می‌1-‌2شکل‌هستند.‌قدرت‌

شوند‌)در‌مقاله‌اصلی‌این‌تعداد‌وجوی‌واردشده‌داشته‌باشند،‌استخراج‌میرسد‌ارتباط‌بیشتری‌با‌پرسمی

t = 200‌)شوند‌های‌یادشده‌نیز‌استخراج‌میموعه،‌صفحات‌مورد‌نظر‌صفحه.‌برای‌غنی‌شدن‌این‌مجاست

صفحه‌از‌هر‌صفحه‌طبق‌مقاله‌اصلی(.‌سپس‌صفحات‌با‌توجه‌به‌پیوندهایی‌که‌با‌هم‌دارند‌‌50)حداکثر‌

 شوند.دار‌در‌نظر‌گرفته‌میبه‌صورت‌یک‌گراف‌جهت

                                                 
1‌Hyperlink-Induced Topic Search 
2
. Hubs  

3
. Authorities  
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‌

‌[25]‌طب‌و‌قدرتمفهوم‌ق‌1-‌2شکل‌

‌توجه‌به‌این‌گراف‌مشخص‌می ‌و‌با ‌کرده ‌اشاره شود‌هر‌صفحه‌به‌چه‌تعداد‌صفحاتی‌)درجه‌قطب(

کنند‌)درجه‌قدرت(.‌ترتیب‌نمایش‌نتایج‌با‌توجه‌به‌این‌مقادیر‌متقابلاً‌چه‌تعداد‌صفحاتی‌به‌آن‌اشاره‌می

‌شود:اصول‌تعیین‌می‌این‌و‌بر‌اساس

 ی‌است.قطب‌خوب‌کند،یاشاره‌م‌یشتریبهای‌‌سایتوبکه‌به‌سایتی‌وب‌

 است.‌یقدرت‌خوب‌کند،یبه‌آن‌اشاره‌م‌یشتریبهای‌‌سایتوبکه‌‌سایتیوب‌

 ی‌است.کند،‌قطب‌بهتریاشاره‌م‌یشتریهای‌خوب‌ب‌که‌به‌قدرتسایتی‌وب‌

 است.‌یکنند،‌قدرت‌‌بهتریبه‌آن‌اشاره‌م‌یشتریهای‌خوب‌ب‌که‌قطب‌سایتیوب‌

‌الگوریتم ‌نوع ‌هستند‌این ‌کاربر ‌توسط ‌شده ‌جستجو ‌عبارت ‌حساس‌به ‌در‌‌ها ‌رشته ‌این ‌یافتن ‌با و

‌به‌کاربر‌نشان‌می‌ای‌همجموع ‌نتایج‌مورد‌نظر‌را ‌نقطه‌ضعف‌اصلی‌این‌روش‌از‌صفحات، ‌در‌این‌‌دهد. ها

اضافه‌شود‌ولی‌‌جستجوی‌کاربر‌به‌صفحات‌وب‌ااست‌که‌اگر‌یک‌صفحه‌جدید‌با‌اطلاعات‌کاملا‌مرتبط‌ب

‌پیوندهای‌زیادی‌به‌سایتهای‌معتبر‌نداشته‌باشد،‌شانس‌زیادی‌برای‌دیده‌شدن‌در‌نتایج‌جستجو‌ندارد.

‌ ‌ظهور ‌با ‌آن‌هاالگوریتماین ‌از ‌استفاده ‌با ‌بهینه ‌نمایش‌نتایج ‌در ‌جستجو ‌موتورهای ‌موفقیت ها،‌و

خود‌تغییر‌دهند.‌به‌همین‌دلیل‌بسیاری‌منظور‌افزایش‌رتبه‌ها‌تلاش‌کردند‌ساختار‌پیوند‌را‌بههرزفرست

 صفحه‌وب

صفحه وب 

 قطبصفحه وب 

 صفحه‌وب

 صفحه‌وب

 صفحه‌وب

 صفحه‌وب

 صفحه‌وب
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توان‌به‌پنج‌ها‌را‌میاند.‌این‌الگوریتمشده‌سعی‌در‌بررسی‌و‌تحلیل‌ساختار‌پیوند‌کردههای‌ارائه‌از‌الگوریتم

‌گروه‌تقسیم‌کرد.

گیرند.‌گروه‌دوم‌شده‌در‌نظر‌میدسته‌نخست‌شکل‌رابطه‌صفحه‌را‌با‌صفحات‌دارای‌برچسب‌شناخته

‌برالگوریتم ‌گره‌ها ‌استخراج‌روی‌شناسایی ‌روی ‌بر ‌گروه ‌سومین ‌دارند. ‌پیوندهای‌مشکوک‌تمرکز ‌و ها

هرز‌منظور‌شناسایی‌وبهای‌یادگیری‌ماشین‌بههای‌مبتنی‌بر‌پیوند‌برای‌هر‌گره‌و‌استفاده‌از‌روشویژگی

لوژی‌گراف‌های‌پیوندمحور‌از‌ایده‌پالایش‌برچسب‌مبتنی‌بر‌توپومتمرکز‌هستند.‌چهارمین‌گروه‌الگوریتم

‌می ‌الگوریتموب‌استفاده ‌آخرین‌گروه ‌تکنیککنند. های‌تنظیم‌گراف‌برای‌تشخیص‌هایی‌هستند‌که‌از

‌کنند.هرز‌استفاده‌میوب

 مبتنی بر انتشار برچسب هایالگوریتم -2-2-3

‌الگوریتم ‌پشت ‌اصلی ‌برچسب‌ایده ‌وب، ‌صفحات ‌برخی ‌به ‌که ‌است ‌صورت ‌این ‌به ‌گروه ‌این های

شود.‌گیرد.‌آنگاه‌با‌توجه‌به‌قوانین‌انتشار،‌برچسب‌سایر‌صفحات‌نیز‌مشخص‌مییتعلق‌م«‌شدهشناخته»

‌این‌الگوریتم‌که‌مبتنی‌بر‌مفهوم‌[26]بود‌‌TrustRankمی‌که‌در‌این‌رده‌معرفی‌شد‌نخستین‌الگوریت .

-هرز‌به‌شمار‌میای‌مقابله‌با‌وبهترین‌روشترین‌و‌موفقهای‌اجتماعی‌است،‌از‌محبوباعتماد‌در‌شبکه

‌به‌صفحات‌خوب‌و‌به کنند؛‌بنابراین‌در‌ندرت‌به‌صفحات‌بد‌اشاره‌میرود.‌در‌این‌روش‌صفحات‌معمولاً

‌آن ‌به ‌و ‌انتخاب‌شده ‌صفحات‌معتبر ‌گروهی‌از ‌تعلق‌میابتدا ‌اعتماد ‌نمره ‌سپس‌این‌صفحات‌ها گیرد.

‌شوند.دنبال‌می‌PageRankهمانند‌الگوریتم‌

‌الگو ‌‌TrustRankریتم ‌‌PageRankتفاوت‌چندانی‌با ‌انتخاب‌سایتندارد. ‌این‌الگوریتم های‌اولیه‌در

‌می ‌استفاده ‌صفحاتی ‌از ‌شروع ‌برای ‌معمولاً ‌و ‌است ‌مهم ‌بالاتریبسیار ‌صفحه ‌رتبه ‌که دارند.‌‌شود
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‌ ‌کردند ‌پیشنهاد ‌قابل‌اطمینان، ‌اولیه ‌برای‌انتخاب‌یک‌مجموعه ‌معکوسنویسندگان ‌صفحه ‌رتبه بر‌‌1از

ها‌رتبه‌معکوس‌را‌برای‌همه‌صفحات‌وب‌اند،‌استفاده‌شود.‌سپس‌آنهای‌آن‌معکوس‌شدهگرافی‌که‌یال

‌آن‌میان‌ ‌از ‌و ‌انسانی‌صفحه‌kمحاسبه‌کرده ‌کاربر ‌از ‌انتخاب‌کردند‌و ‌داشتند، ‌را ‌بیشترین‌رتبه ای‌که

د.‌پس‌از‌آن‌بر‌اساس‌نمرات‌ها‌نمره‌دهخواستند‌بر‌اساس‌میزان‌اطمینانی‌که‌به‌این‌صفحات‌دارد‌به‌آن

نتایج‌‌TrustRankبر‌روی‌صفحات‌اجرا‌شد‌که‌الگوریتم‌‌TrustRankو‌‌PageRankشده،‌الگوریتم‌کسب

‌افزایش‌دقت‌شناسایی‌صفحات‌وب ‌برای ‌همکاران ‌گینگی‌و ‌همچنین ‌دست‌آورد. ‌به ‌را ‌از‌بهتری هرز

‌ ‌‌PageRankترکیب ‌صف‌TrustRankو ‌روش ‌این ‌در ‌که ‌کردند ‌استفاده ‌که ‌و‌‌PageRankحاتی بالا

TrustRank[27]شود‌پایینی‌دارند‌به‌عنوان‌صفحات‌هرز‌پیوندمحور‌در‌نظر‌گرفته‌می‌.‌

‌نویسندگان‌فرض‌کردند‌صفحات‌کوتاه‌PageRankالگوریتمی‌به‌نام‌‌[12]در‌مرجع‌ شده‌معرفی‌شد.

‌مزرعه ‌در‌‌هرزی‌که ‌اما ‌باشند، ‌زمانی‌کوتاهی‌حامیان‌زیادی‌داشته ‌بازه ‌ممکن‌است‌در پیوند‌هستند،

‌کننده ‌حمایت ‌آندرازمدت ‌تعداد ‌یا ‌ندارند ‌آنای ‌فرض ‌این ‌مبنای ‌بر ‌است. ‌کم ‌بسیار ‌روش‌ها ها

PageRankهای‌2شده‌را‌ارائه‌کردند.‌در‌این‌روش‌نخستین‌سطح‌پیوندها‌نادیده‌گرفته‌شده‌و‌گرهکوتاه‌

‌شوند.راحل‌بعد‌محاسبه‌میم

و‌بر‌پایه‌این‌فرض‌بنا‌‌[23]د‌نام‌دار‌‌Anti-Trust Rankکار‌بعدی‌که‌در‌زمینه‌انتشار‌اعتماد‌انجام‌شد،

‌این‌ای‌شده‌که‌اگر‌صفحه به‌صفحه‌بدی‌اشاره‌کند،‌آن‌صفحه‌نیز‌به‌احتمال‌زیاد‌صفحه‌خوبی‌نیست.

‌ ‌الگوریتم ‌واقع‌معکوس‌الگوریتم ‌‌TrustRankدر ‌توزی‌نمراتاست‌که ‌را ‌بد ‌جای‌ع ‌به ‌را ‌صفحات‌بد و

‌.است،‌این‌الگوریتم‌از‌دقت‌بالاتری‌برخوردار‌TrustRankدر‌قیاس‌با‌ند.‌ک‌یمب‌صفحات‌خوب‌انتخا

                                                 
1.‌Inverted PageRank 

2. Node 
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است.‌در‌این‌الگوریتم،‌برای‌شروع‌یک‌مجموعه‌از‌‌‌BadRankهرزوبی‌ضد‌هااز‌الگوریتم‌دیگر‌یکی

گیرد.‌سپس‌این‌صفحات‌بد‌دنبال‌شده‌مییک‌نمره‌بد‌تعلق‌‌هاشود‌و‌به‌آنمیصفحات‌بد‌در‌نظر‌گرفته‌

‌ ‌این‌طریق‌دیده ‌از ‌به‌صفحاتی‌که ‌تعلق‌میو ‌نمرات‌بد ‌این‌روند‌مرتبمیشوند، ‌‌گیرد. شود.‌میتکرار

‌.[28]‌یی‌هستند‌که‌نمرات‌بالایی‌دارندهادرنهایت‌صفحات‌هرز‌آن

‌اعتماد‌و‌بیپژوهشگران‌تصمیم‌گرفتند‌‌[7]‌در ‌بدیناز‌هر‌دو‌روش‌انتشار -اعتمادی‌استفاده‌کنند.

‌ ‌الگوریتم ‌درستی‌در ‌انتشار ‌بررسی‌نحوه ‌به ‌ابتدا ‌این‌روش‌هر‌TrustRankمنظور ‌در یک‌از‌پرداختند.

برای‌رفع‌این‌مشکل‌دو‌استراتژی‌‌هاند.‌آنکیمت‌خود‌دریاف‌ینوالد‌معادل‌رتبه‌اعتمادای‌فرزندان‌رتبه

‌ارائه‌دادند:

‌بندی ثابتتقسیم. 1 ‌کاهش: ‌اعتماد ‌فرزند ‌این‌روش‌هر ‌دریافت‌در ‌والد‌خود ‌یکسانی‌نسبت‌به یافته

‌.کند‌یم

 𝑇𝑅(𝐶ℎ𝑖𝑙𝑑) = 𝐶 ∗ 𝑇𝑅(𝑃𝑎𝑟𝑒𝑛𝑡) (2-1)  

‌کند‌یمخود‌دریافت‌‌ینفرزند‌اعتماد‌برابری‌نسبت‌به‌والد‌:‌در‌این‌روش‌هرمیبندی لگاریتتقسیم. 2

 ست.ا‌شدهسازی‌وسیله‌لگاریتم‌تعداد‌فرزندان‌نرمالبهکه‌

 
𝑇𝑅(𝐶ℎ) =  𝑐.

𝑇𝑅(𝑝)

log (1 + |𝑂𝑢𝑡(𝑝)|)
 

 

(2-2)  

یک‌عدد‌ثابت‌‌cو‌‌pی‌خروجی‌ها‌تعداد‌لینک‌p‌،Out(p)میزان‌اعتماد‌به‌صفحه‌‌TR(p)در‌این‌فرمول‌

‌:ارائه‌شد‌2-3یک‌صفحه‌نیز‌فرمول‌‌برای‌محاسبه‌میزان‌نهایی‌اعتماد‌بههمچنین‌‌است.

 𝑇𝑜𝑡𝑎𝑙 𝑆𝑐𝑜𝑟𝑒(𝑝) = 𝜂. 𝑇𝑅(𝑝) − 𝛽. 𝐴𝑛𝑡𝑖𝑇𝑅(𝑝) (2-3)  
‌
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‌آن‌‌که ,ηدر 𝛽𝜖(0,1)ضریب‌تأ‌‌ ‌و ‌میزان‌بی‌AntiTR(p)ثیر ‌هاآزمایش‌است.‌pاعتمادی‌نسبت‌به

‌.کند‌یمعمل‌‌TrustRankز‌نشان‌داد‌این‌روش‌بسیار‌بهتر‌ا

‌درستفادها الگوریتم ‌ویژگی‌[11]‌شده ‌‌تجزیه‌هایاز ‌صفحه ‌مقداررتبه ‌تخمین ‌صفحه‌‌برای رتبه

‌مینادرستی‌ ‌کنند‌استفاده ‌از ‌میدست‌ه‌ی‌مشکوک‌بهاگرهکه ‌SpamRankالگوریتم‌‌بدین‌منظورآید.

ایده‌‌کنند.یک‌صفحه‌استفاده‌‌1هایپشتیبانمونت‌کارلو‌برای‌یافتن‌‌سازهایست‌از‌شبیها‌شدهپیشنهاد‌

‌که‌‌هاآن ‌این‌بود ‌صفحات‌معمولی‌‌پیوندهای‌رتبه‌صفحهمقادیر را‌‌2توزیع‌قانون‌قدرت‌بایدورودی‌در

‌آن ‌اگر‌یک‌الگوی‌طبیعی‌‌همه‌پیوندهای‌رتبه‌صفحهتوزیع‌‌هادنبال‌کند. ‌بررسی‌کردند. -بهورودی‌را

 .شودمیگرفته‌دنبال‌نشود،‌آنگاه‌برای‌این‌صفحه‌جریمه‌در‌نظر‌توزیع‌‌وسیله

‌‌3"ایدستههرز‌"‌ممفهو‌[29]‌در ‌ای‌رتبه‌صفحهمقدار‌‌ایدستههرز‌آمده‌است. هرز‌‌که‌از‌صفحاترا

‌می‌،آیدمی ‌اندازه ‌گیرد. ‌ص‌‌TrustRankالگوریتم‌مشابهاین‌هرز ‌رتبه ‌از‌فحهبرای‌تخمین‌مقدار ای‌که

ست.‌ا‌شدهمرحله‌تشکیل‌‌دوالگوریتم‌از‌‌شناسی‌صفحات‌خوب‌نیاز‌دارد.به‌هستهآید،‌صفحات‌خوب‌می

⃗⃗`𝜋و‌ PageRank 𝜋⃗ابتدا‌بردار‌  ⃗ TrustRankرا‌‌ایدستههرز‌مقدار‌‌(2-4)با‌استفاده‌از‌فرمول‌را‌محاسبه‌و‌‌

-ای‌است،‌ایجاد‌میدستهای‌که‌وابسته‌به‌هرز‌همقدار‌آستاندر‌مرحله‌بعد،‌زند.‌میبرای‌هر‌صفحه‌تخمین‌

‌تواند‌شناخت‌مؤثری‌راجع‌به‌صفحات‌مخرب‌فراهم‌کند.شود.‌نکته‌مهم‌این‌است‌که‌این‌الگوریتم‌می

 
𝑚⃗⃗⃗ =

𝜋⃗ − 𝜋⃗ `

𝜋⃗ 
 (2-4)  

ز‌استفاده‌ای،‌از‌تحلیل‌محتوا‌نیاستفاده‌از‌روش‌شناسایی‌هرز‌دستهگوپتا‌و‌همکاران‌در‌کنار‌‌در‌ادامه

‌.[30]‌شد‌false positiveدرصدی‌نرخ‌‌40-67کردند‌که‌منجر‌به‌کاهش‌

                                                 
1.‌Support 

2. Power Rule Distribution 

3.‌Spam‌Mass 
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‌دیگر‌کارهای ‌این‌زمینهانجام‌از ‌در ‌شده ‌‌پیوندتحلیل‌، شرح‌داده‌‌[31]‌درکه‌‌استبر‌اساس‌اعتبار

ست‌و‌ا‌شدهارسنجی‌تعریف‌و‌چندین‌روش‌تخمین‌پیشنهاد‌بتاع‌1.‌برای‌هر‌صفحه‌چندین‌حوزهستا‌شده

‌2مسیر‌بد‌ابتدا‌مفهومبرای‌این‌کار‌‌شود.میاستفاده‌‌هرزبرای‌تشخیص‌وبیک‌از‌هردهد‌چطور‌مینشان‌

‌هرزو‌به‌صفحه‌‌شدهکه‌از‌صفحه‌جاری‌شروع‌‌تصادفی‌است‌هایکه‌به‌معنای‌تعداد‌پرش‌شودمیتعریف‌

‌آید.میدست‌مقدار‌هر‌حوزه‌به‌‌ترتیب.‌بدینیابدمیخاتمه‌

 3مجدد یدهوزنو  پیوند زهر هایالگوریتم -2-2-4

‌معرفیی‌هاالگوریتم ‌این‌شده ‌تمایلبخشدر ‌پیدا‌، ‌پایین‌آوردن‌رتبه‌‌هایپیوندکردن‌به نامطمئن‌و

طه‌روابط‌تقویت‌سلقبیل‌از‌‌HITS‌[25]یتممشکلات‌الگورارائه‌شد،‌‌[32]‌درکه‌اصلی‌‌مقالهدارند.‌‌هاآن

‌‌5و‌موضوع‌رانش‌گراف‌همسایه‌4متقابل ‌کندبرطرف‌میرا ‌به‌تحلیلگ. ‌ربرای‌این‌کار‌یک‌تحلیلگر‌محتوا

‌ ‌پیوند ‌ا‌شدهاضافه ‌ادامه ‌در ‌ست. ‌هر ‌‌یالبه ‌معتبر 1یک‌وزن

𝑘
‌می‌ ‌‌گیردتعلق ‌تعداد‌نشان‌kکه دهنده

همچنین‌اگر‌یک‌صفحه‌از‌‌د.خورمی‌پیوندیک‌سایت‌به‌یک‌صفحه‌از‌سایت‌دیگر‌‌صفحاتی‌است‌که‌از

‌‌Lبه‌‌نخستسایت‌ ‌کند، ‌اشاره ‌سایت‌دیگر ‌1قطب‌یک‌وزنصفحه‌از
𝑙
‌لبه‌‌ برای‌رفع‌‌.گیردتعلق‌میبه

استفاده‌شد.‌هر‌صفحه‌پرتکرارترین‌کلمات‌‌Kجو‌با‌استفاده‌از‌وموضوع‌نیز‌از‌توسعه‌پرسمشکل‌رانش‌

‌یک‌فاکتوربه‌عنوان‌شدن،‌میزان‌مرتبط‌بودن‌صفحات‌‌هرزنین‌برای‌ایجاد‌مجموعه‌صفحات‌کاندید‌همچ

‌مورد‌استفاده‌قرار‌گرفت.‌HITSدر‌محاسبات‌

                                                 
1.‌Scope  
2.‌BadPath 

3. Reweighting 

4.‌Domination of mutually reinforcing relationships 

5.‌Topic drift 
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از‌‌PageRankرا‌معرفی‌کردند‌که‌در‌مقایسه‌با‌الگوریتم‌‌HostRankالگوریتم‌‌[8]‌ایرون‌و‌همکاران‌در

‌با ‌هرزمقاومت ‌خصوص ‌در ‌است‌پیوندلاتری ‌برخوردار ‌به. ‌علاوه، ‌و ‌لمپل ‌مف‌[33]همکاران ثیر‌تأ»هوم

TKC
بار‌منتشر‌کردند.‌در‌این‌روش‌صفحاتی‌که‌با‌یکدیگر‌در‌ارتباط‌هستند‌در‌رتبه‌‌نخستینرا‌برای‌‌«1

‌ ‌برای‌فریبمیبالاتری‌قرار ‌هرزگیرند. ‌پیوند‌هافرستدادن‌این‌الگوریتم، ‌مزارع ‌‌2از ‌به‌میاستفاده کنند.

SALSAالگوریتم‌‌هاهمین‌دلیل‌آن
در‌این‌الگوریتم‌دو‌پیمایش‌به‌صورت‌تصادفی‌برای‌را‌ارائه‌کردند.‌‌3

‌TKCثیر‌نسبت‌به‌تأ‌HITSکه‌در‌مقایسه‌با‌الگوریتم‌‌شودمیصفحات‌انجام‌قدرت‌و‌قطب‌تخمین‌امتیاز‌

وی‌صفحات‌و‌الگوی‌بر‌ر‌بندیخوشهتوسعه‌داده‌شد‌و‌در‌آن‌از‌ساختار‌‌[34]‌این‌روش‌در‌پایدارتر‌است.

‌اصلی‌هایپیوندبردن‌بینارتباطی‌برای‌از ‌ایده این‌است‌که‌به‌جای‌محاسبه‌تعداد‌‌مخرب‌استفاده‌شد.

‌.دشمارش‌شون‌،یی‌که‌به‌یک‌صفحه‌اشاره‌دارندهاخوشهتعداد‌های‌جدا‌از‌هم،‌گره

ورودی‌و‌‌هایپیوندی‌مجدد‌به‌دهوزناز‌‌HITSدر‌الگوریتم‌‌4ی‌کمها‌داده‌برای‌حل‌مشکل‌[35]‌در

ر‌درجه‌ورودی‌یک‌صفحه‌جزء‌ست.‌به‌این‌صورت‌که‌اگا‌شدهاستفاده‌‌اولیهخروجی‌صفحات‌در‌مجموعه‌

‌وزن‌‌3کوچک‌و‌درجه‌خروجی‌جزء‌درجه‌‌3 ‌در‌داده‌پیوندبه‌تمام‌صفحات‌‌4درجه‌بزرگ‌باشد، شده

‌.شوداجرا‌می‌HITSو‌دوباره‌الگوریتم‌داده‌شده‌تعلق‌صفحات‌ریشه‌

مربوطه‌است‌‌پیوندمرتبط‌با‌‌برچسب‌پیوندعنوان‌شده‌که‌به‌معنای‌الحاق‌‌5پیوند‌کاملمفهوم‌‌[7]‌در

ست‌صفحاتی‌که‌ا‌شده.‌در‌این‌روش‌فرض‌شودده‌میاستفاکه‌برای‌شناسایی‌صفحات‌با‌الگوی‌مشکوک‌

‌در‌‌6پوشانیهمبالاترین‌ ‌‌هایپیوندرا ‌دراندوسیلۀ‌ماشین‌ایجاد‌شدهبهزیادی‌‌احتمالبا‌خود‌دارند، ‌این‌.

‌استفاده‌‌هاآن‌هایپیوندکه‌شامل‌صفحات‌و‌‌‌Aالگوریتم‌از‌ماتریس دهنده‌نشان‌Aij=1.‌ستا‌شدهاست،

                                                 
1. Tightly Knit Community 

2. Link Farms 

3. Stochastic Approach for Link-Structure Analysis 
4.‌Small-in-large-out 

5.‌Complete Hyperlink 

6.‌Overlap 
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‌ ‌صفحه ‌‌jل‌شام‌Piاین‌است‌که ‌کامل ‌استپیوند ‌‌یتدرنها. ‌مشابه ‌الگوریتم ‌روی‌ماتریس‌‌HITSاز بر

‌ست.ا‌شدهه‌استفاد

 مبتنی بر پالایش برچسب هایگوریتمال -2-2-5

استفاده‌‌بندیطبقهمشکلات‌‌رفع‌برایکاوی‌است‌و‌از‌آن‌مربوط‌به‌دادهایده‌اصلی‌پالایش‌برچسب‌

‌ستا‌شده ‌این‌بخش. ‌برای‌تشخیص‌‌در ‌این‌ایده ‌ا‌هرزوباز ‌استراتژی‌ست.ا‌شدهستفاده ‌هایتعدادی‌از

‌الگوریتم‌این‌مقاله‌در‌دوستا‌شدهارائه‌‌[12]‌پالایش‌گراف‌صفحات‌وب‌در ابتدا‌‌کند؛عمل‌میمرحله‌‌.

-و‌سپس‌برچسب‌شدهداده‌آمده‌اختصاص‌‌[17]‌که‌در‌هرزوببا‌استفاده‌از‌الگوریتم‌تشخیص‌‌هابرچسب

‌ند.شومیطریق‌تصحیح‌‌سهبه‌‌ها

‌استراتژی‌نخست‌استراتژی ‌به‌این‌صورت‌که‌است‌بندیخوشه، بینی‌شده‌باشد‌که‌از‌قبل‌پیشاگر‌.

‌.شودگرفته‌میدر‌نظر‌‌هرزوببه‌عنوان‌‌خوشهباشند،‌تمام‌صفحات‌آن‌‌هرزوب‌خوشهصفحات‌یک‌‌بیشتر

توضیح‌‌[36]‌تصادفی‌است‌که‌در‌هایمبتنی‌بر‌گسترش‌با‌گام‌،هااستراتژی‌دوم‌برای‌تصحیح‌برچسب

‌ ‌ا‌شدهداده ‌نرمالست. ‌استراتژی ‌این ‌پیشدر ‌برای ‌اصلی ‌الگوریتم ‌سازی ‌‌هاخوشهبینی ‌شود.میانجام

‌ایده‌ا[23]‌کندمی‌استفادهای‌استراتژی‌سوم‌از‌یادگیری‌گرافیکی‌پشته صلی‌در‌این‌استراتژی،‌گسترش‌.

-انجام‌هاییبینپیشجدید‌به‌آن‌بر‌اساس‌متوسط‌‌هایو‌اضافه‌کردن‌ویژگی‌ءاصلی‌یک‌شی‌هایویژگی

کاوی‌دوباره‌اجرا‌جدید،‌الگوریتم‌داده‌هایویژگی‌نبا‌اضافه‌شد‌تیدرنهات.‌شده‌برای‌صفحات‌مرتبط‌اس

‌شود.می

‌نخستمرحله‌‌هاییبینپیشست‌یک‌فضای‌ویژگی‌جدید‌و‌مستقل‌بر‌اساس‌ا‌شدهپیشنهاد‌‌[37]در‌

-وبخروجی‌که‌به‌‌هایپیونددرصد‌‌،هرزوبورودی‌‌هایپیونداولیه،‌درصد‌‌بندیطبقهشامل‌برچسبی‌از‌
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‌دارد‌و‌‌هرز ‌اشاره ‌ایجاد‌شود. گزارش‌دادند‌که‌باعث‌‌ه‌وویژگی‌جدید‌در‌نظر‌گرفت‌هفت‌یتدرنهاغیره

‌ست.ا‌شدهاولیه‌‌بندیطبقهافزایش‌کارایی‌نسبت‌به‌

 بندی کننده طبقههای متمرکز بر روش -2-3

ها‌که‌مبتنی‌بر‌محتوا‌و‌اجزای‌یک‌صفحه‌وب‌هستند،‌به‌جای‌تمرکز‌بر‌معرفی‌‌در‌این‌دسته‌از‌روش

بندی‌جدید،‌‌های‌طبقه‌الگوریتمهای‌موجود‌و‌ارائه‌‌شود‌با‌استفاده‌از‌ویژگی‌های‌جدید،‌تلاش‌می‌ویژگی

های‌‌از‌الگوریتمهرز‌شوند.‌در‌این‌تحقیقات‌معمولا‌‌های‌تشخیص‌صفحات‌وب‌باعث‌بهبود‌عملکرد‌سیستم

‌پشتیبان‌)‌طبقه ‌ماشین‌بردار ‌قبیل‌درخت‌تصمیم، ‌استفاده‌میSVMبندی‌از ‌غیره ‌و )‌‌  [39] [38]شود

‌این‌الگوریتم[40] ‌روش‌. ‌از ‌استفاده ‌افزایش‌کارایی‌با ‌به‌منظور ‌برخی‌موارد ‌در ‌تقویت‌1تجمعیهای‌‌ها ،

‌.‌[42] [41]شوند‌‌می

یک‌چارچوب‌‌[44]و‌در‌‌CH7AIDسیستماتیک‌مبتنی‌بر‌الگوریتم‌‌یک‌چارچوب‌[43]‌دربه‌تازگی‌

‌‌شناسایی‌صفحات‌وب ‌منطق‌فازی‌ارائه ‌از ‌استفاده ‌با ‌باور‌ا‌شدههرز ‌شبکه ‌عصبی‌مصنوعی، ‌شبکه ست.

هرز‌‌که‌به‌منظور‌تشخیص‌صفحات‌وب‌هایی‌هستند‌نیز‌از‌دیگر‌الگوریتم‌3حاشیه‌دوگانهبا‌‌SVMو‌‌2عمیق

‌گرفته ‌قرار ‌همچنین[47 ,46]‌[45]‌اند‌مورد‌استفاده ‌‌[48]‌در‌. ‌‌یک‌چارچوب‌به‌[49]و ‌یادگیریمنظور

و‌در‌‌با‌حاشیه‌دوگانه‌SVMبند‌‌طبقه‌یک‌مدلنیز‌[45] .‌دراست‌ههرز‌ارائه‌شد‌وبیص‌تشخ‌یاافزایشی‌بر

‌.‌اند‌کرده‌معرفیهرز‌‌منظور‌وب‌به‌4بندی‌مبتنی‌بر‌اصل‌حداقل‌طول‌توصیف‌طبقه‌[50]

ست،‌ا‌شدهها‌استخراج‌هایی‌که‌از‌محتوای‌آنفاده‌از‌ویژگیصفحات‌وب‌با‌استها‌‌در‌این‌دسته‌از‌روش

های‌یادگیری‌ماشینی‌سعی‌در‌آموزش‌یک‌شوند.‌سپس‌با‌استفاده‌از‌الگوریتمتبدیل‌به‌بردار‌ویژگی‌می

                                                 
1‌Ensamble 
2
 Deep Belief Network 

3
 Dual-Margin 

4
 Minimum Description Length Principle 
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‌این‌روشا‌شدهسیستم‌به‌منظور‌تشخیص‌صفحات‌هرز‌و‌غیرهرز‌ هایی‌از‌قبیل‌ها‌معمولا‌از‌ویژگیست.

تعداد‌کلمات‌در‌عنوان،‌میانگین‌طول‌کلمه،‌نرخ‌فشرده‌سازی،‌انتروپی‌صفحه،‌‌تعداد‌کلمات‌در‌صفحه،

،‌میانگین‌طول‌کلمه‌در‌صفحه‌خانه،‌1تعداد‌کلمات‌در‌صفحه‌اصلی،‌تعداد‌کلمات‌در‌عنوان‌صفحه‌خانه

‌کل‌ ‌کلمات‌در ‌تعداد ‌انحراف‌معیار ‌میانگین‌و ‌خانه، ‌انتروپی‌صفحه ‌خانه، ‌صفحه ‌سازی‌در نرخ‌فشرده

‌میانگین‌و‌انحراف‌معیار‌طول‌کلمات‌در‌کل‌وبوبصفحات‌ ‌میانگین‌و‌انحراف‌معیار‌نرخ‌سایت، سایت،

‌سازی‌صفحات‌وب ‌این‌دست‌جهت‌تبدیل‌صفحات‌وب‌به‌بردار‌ویژگی‌فشرده سایت‌و‌ویژگی‌هایی‌از

‌کنند.‌‌استفاده‌می

‌این‌بخش‌بررسی‌می‌همان ‌در ‌مقالاتی‌که ‌شد ‌اشاره ‌که ‌شانطور ‌عمده ‌تمرکز ‌روی‌روش‌‌شوند بر

پور‌و‌دیگر‌نویسندگان‌ابتدا‌با‌استفاده‌به‌عنوان‌مثال‌کریممورد‌استفاده‌است.‌های‌‌بندی‌و‌نه‌ویژگیطبقه

PCAاز‌روش‌کاهش‌ویژگی‌
‌استفاده‌از‌یک‌روش‌طبقهویژگی‌2 ‌کاهش‌داده،‌سپس‌با ‌را -بندی‌نیمهها

‌کراقدام‌به‌شناسایی‌وب‌EM-Naïve Bayesianنظارتی‌به‌نام‌ ‌رانگ‌ساوانگ‌و‌همکاران‌[51]دند‌هرز .

هرز‌استفاده‌کردند.‌نتایج‌نشان‌داد‌این‌روش‌در‌بندی‌وبها‌برای‌طبقهنیز‌از‌الگوریتم‌کلونی‌مورچه‌[52]

ین‌سیلوا‌و‌دیگر‌نویسندگان‌و‌درخت‌تصمیم‌دقت‌بیشتر‌و‌خطای‌کمتری‌دارد.‌همچن‌SVMمقایسه‌با‌

‌روش‌[53] ‌تأثیر ‌خود ‌مقاله ‌طبقهدر ‌مختلف ‌های ‌تصمیم، ‌درخت ‌ازقبیل ‌SVMبندی ،KNN‌،

LogitBoost‌،Baggingو‌‌AdaBoost‌.را‌بر‌میزان‌دقت‌سیستم‌تحلیل‌و‌بررسی‌کردند‌

اده‌نامتوازن‌است‌و‌تعداد‌صفحات‌هرز‌مجموعه‌داده‌صفحات‌هرز‌و‌غیرهرز‌یک‌مجموعه‌د‌ازآنجاکه

های‌عصبی‌‌منظور‌غلبه‌بر‌این‌مشکل‌از‌روش‌گراف‌شبکهبه‌تاک‌و‌دیگران،‌[54]کمتر‌از‌غیرهرز‌است‌در‌

                                                 
1‌Home Page 
2.‌Principal Component Analysis 
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(GNN
1
‌کرده‌( ‌استفاده ‌هزینه ‌روشحساس‌به ‌این‌روش‌با ‌اند. ‌2لایهلایه‌GNNهای ،GNN‌‌ MLPو

3‌

‌ایج‌بهتری‌را‌به‌بار‌آورده‌است.مقایسه‌شده‌و‌نت

های‌آموزشی‌داده‌[55]در‌مرجع‌کنند،‌های‌مختلفی‌استفاده‌میهرزها‌از‌تکنیکبا‌توجه‌به‌اینکه‌وب

های‌کنند.‌سپس‌بر‌این‌اساس‌دادهکرده‌و‌اقدام‌به‌تولید‌خوشه‌می‌بندی‌طبقهرا‌با‌استفاده‌از‌منطق‌فازی‌

-شده‌برای‌صفحات‌هرز‌را‌بهاستخراج‌هایابتدا‌ویژگی‌[56]ماتور‌سانی‌و‌کنند.‌بندی‌میا‌طبقهآزمون‌ر

SVDوسیلۀ‌روش‌
4‌‌ ‌از ‌استفاده ‌سپس‌با ‌دادهعمل‌طبقه‌Naïve Bayesکاهش‌داده، ‌انجام اند.‌بندی‌را

هرز‌را‌های‌صفحات‌وبویژگی‌5از‌تحلیل‌ضریب‌همبستگی‌نیز‌ابتدا‌با‌استفاده‌[57]‌مشیریپور‌و‌کیهان

-،‌عملیات‌طبقه6بندی‌شده‌چندجمعیتینویسی‌ژنتیک‌سطحکاهش‌داده،‌سپس‌با‌استفاده‌از‌روش‌برنامه

‌بندی‌صورت‌پذیرفته‌است.

های‌مختلف‌یادگیری‌ماشین‌بر‌کیفیت‌ها‌و‌مدلیارائه‌شد‌نیز‌تأثیر‌ویژگ‌[8]در‌کار‌جدیدی‌که‌در‌

‌وب ‌روششناسایی ‌جدیدترین ‌از ‌نویسندگان ‌شد. ‌بررسی ‌طبقههرز ‌های ‌ازقبیل و‌‌LogitBoostبندی

RandomForestآنهای‌متنو‌ویژگی‌‌ ‌محاسبه‌آسانی‌داشتند. ‌کردند‌که‌نحوۀ ‌نشان‌محوری‌استفاده ها

‌ویژگی ‌محاسباتی‌سخت‌ادادند ‌افزایش‌کیفیت‌های‌عمومی‌و ‌اندکی‌در ‌بهبود ‌تنها زقبیل‌رتبه‌صفحه،

-های‌بهتر‌از‌ویژگیبندی‌بسیار‌مهمبندی‌دارند؛‌بنابراین‌نویسندگان‌ادعا‌کردند‌انتخاب‌مدل‌طبقهطبقه

‌آمده‌است.دست

                                                 
1.‌Graph Neural Networks 

2.‌Layered  
3. Multi-Layer Perceptron 

4. Singular Value Decomposition 

5.‌Correlation Coefficient  

6. Layered Multi-Population Genetic Programming 
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رتبه‌بندی‌به‌نتایج‌صحیح‌های‌‌دهد‌که‌رویکردهای‌یادگیری‌ماشین‌نسبت‌به‌روش‌می‌تحقیقات‌نشان

‌با‌‌می‌تری‌منجر ‌تا ‌دارند ‌نیاز ‌بندها ‌طبقه ‌این‌است‌که ‌دارد ‌وجود ‌این‌زمینه ‌در ‌چالشی‌که ‌اما شود.

(‌به‌ANNمثل‌شبکه‌عصبی‌مصنوعی‌)ها‌‌جدید‌به‌روز‌شوند.‌همچنین‌بعضی‌از‌روشهای‌‌استفاده‌از‌داده

‌نیاز‌دارند‌که‌این‌امر‌برای‌موتورهایهرز‌وبزمان‌محاسباتی‌قابل‌توجهی‌برای‌شناسایی‌ جستجو‌که‌‌ها

 سرعت‌فاکتور‌بسیار‌مهمی‌برای‌آنها‌است‌قابل‌اغماض‌نیست.

 هاهای متمرکز بر ویژگیروش -2-4

‌ ‌به ‌اینکه ‌از ‌پیش ‌انواع‌بررسی ‌با ‌است ‌لازم ‌ابتدا ‌بپردازیم ‌زمینه ‌این ‌در ‌گرفته ‌صورت تحقیقات

‌(.2-‌2شکل‌های‌مستخرج‌از‌صفحات‌وب‌آشنا‌شویم‌)‌ویژگی

‌
‌[58]‌ها‌انواع‌ویژگی‌2-‌2شکل‌

های‌منبعث‌از‌صفحات‌وب‌بر‌حسب‌منبعی‌که‌برای‌استخراجشان‌استفاده‌شده‌به‌چهار‌دسته‌‌ویژگی

‌ ‌مبتنی ‌و ‌محتوا ‌بر ‌مبتنی ‌پیوند، ‌بر ‌مبتنی ‌مستقیم، ‌میاصلی ‌تقسیم ‌همسایگی ‌ویژگی‌بر های‌‌شوند.

آدرس‌اینترنتی،‌‌هایی‌هستند‌که‌بدون‌باز‌کردن‌صفحه،‌قابل‌رویت‌هستند،‌از‌قبیل‌طول‌مستقیم‌ویژگی

های‌‌ها‌اندک‌است‌و‌معمولا‌در‌زمره‌ویژگی‌دامنه‌مورد‌استفاده‌و‌مواردی‌از‌این‌دست.‌تعداد‌این‌ویژگی
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‌می ‌قرار ‌پیوند ‌بر ‌ویژگ‌مبتنی ‌ویژگی‌یگیرند. ‌نیز ‌همسایگی ‌بر ‌مبتنی ‌گراف‌وب‌‌های ‌از ‌است‌که هایی

‌شود‌و‌در‌قسمت‌قبل‌توضیح‌داده‌شد.‌صفحه‌استخراج‌می

کنند‌که‌قسمت‌عمده‌این‌فایل‌‌های‌مبتنی‌بر‌محتوا‌از‌اطلاعات‌فایل‌متنی‌صفحات‌استفاده‌می‌یژگیو

ل‌تعداد‌کلمات‌در‌صفحه،‌میانگین‌ها‌شامل‌مقادیری‌از‌قبی‌دهد.‌این‌ویژگی‌را‌محتوای‌صفحه‌تشکیل‌می

های‌مبتنی‌بر‌پیوند‌بر‌تعداد‌و‌‌یژگیوباشند.‌‌تعداد‌کلمات،‌تعداد‌کلمات‌استفاده‌شده‌در‌عنوان‌و‌غیره‌می

[‌ ‌دارند ‌صفحات‌وب‌تمرکز ‌در ‌چینش‌پیوندهای‌موجود ‌4نحوه ‌‌ازجمله[. ‌تعداد‌‌یم‌ها‌ویژگیاین توان

‌تعداد‌پیونده ای‌ورودی‌صفحه‌اصلی‌و‌نسبت‌تعداد‌پیوندهای‌خروجی‌پیوندهای‌خروجی‌صفحه‌اصلی،

‌ ‌]‌کل‌بهداخلی ‌برد ‌نام ‌را ‌خروجی ‌5پیوندهای ‌این ‌میزبان‌ها‌ویژگی[. ‌اصلی ‌صفحه ‌در ‌در‌‌1هم ‌هم و

‌شوند.‌را‌دارد‌محاسبه‌می‌2رتبه‌ای‌از‌میزبان‌که‌بالاترین‌صفحه

‌‌یژگیو ‌یافته ‌تبدیل ‌پیوند ‌بر ‌مبتنی ‌‌یرمجموعهزهای ‌از ‌شامل‌ها‌یژگیوای ‌که ‌است ‌محور ‌پیوند ی

‌ترکیب‌ویژگی ‌و ‌می‌تبدیلات‌عددی‌ساده ‌پیوند ‌]‌های‌مبتنی‌بر ‌4شود توان‌‌می‌ها‌ویژگیاین‌‌ازجمله[.

لگاریتم‌پیوندهای‌ورودی‌به‌صفحه‌اصلی،‌لگاریتم‌پیوندهای‌خروجی‌از‌صفحه‌اصلی‌و‌لگاریتم‌میانگین‌

‌نام ‌را ‌اصلی ‌صفحه ‌به ‌خروجی ‌صفحات ‌از ‌ورودی ‌بین‌‌پیوندهای ‌نسبت ‌شامل ‌بیشتر ‌تبدیلات برد.

Indegree/PageRank یا‌TrustRank/PageRank های‌مختلف‌است.‌یژگیوو‌لگاریتم‌ 

جمع‌آوری‌و‌‌WEBSPAM-UK2007ها‌که‌مجموعه‌کامل‌آنها‌در‌مجموعه‌داده‌‌علاوه‌بر‌این‌ویژگی

‌وبا‌شدهتوضیح‌داده‌ ‌بررسی‌دقیق‌رفتار ‌محققان‌سعی‌در ‌معرفی‌‌ست، ‌و های‌جدیدی‌که‌‌ویژگیهرزها

‌ ‌توجه‌به‌رفتار‌‌[59]عنوان‌مثال‌در‌‌بهباعث‌افزایش‌نرخ‌تشخیص‌آنها‌شود‌داشته‌اند. تعدادی‌ویژگی‌با

منظور‌‌های‌زبانی‌به‌از‌بخش‌[61]ی‌موضوعی‌و‌در‌ساز‌مدلاز‌[60] .‌همچنین‌در‌ستا‌شدهی‌کاربران‌معرف

                                                 
1
Home Page 

2
PageRank 
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شده‌توسط‌دیگر‌منابع‌استفاده‌کرده،‌‌یمعرفهای‌‌ست.‌برخی‌نیز‌از‌ویژگیا‌شده‌استفادهاستخراج‌ویژگی‌

حالت‌و‌بهبود‌نرخ‌تشخیص‌انجام‌منظور‌کاهش‌ابعاد‌فضای‌‌را‌به‌[57]یا‌ترکیب‌ویژگی‌‌[62]عمل‌انتخاب‌

 ,41 ,64].‌در‌ستا‌شده‌ی‌معرف‌1های‌پرت‌میزان‌انتروپی‌دادهتعدادی‌ویژگی‌با‌توجه‌به‌‌[63]اند.‌در‌‌داده

صفحه‌‌3هایی‌مبتنی‌بر‌کیفیت‌پیوندهای‌نیز‌ویژگی‌[67 ,66]‌و‌در‌2بانیز‌هایی‌برمبنای‌مدل‌ویژگی‌[65

‌ ‌ا‌شدهارائه ‌در ‌همچنین ‌‌[69 ,68]ست. ‌موضوعیساز‌مدلاز ‌در‌4ی ‌بخش‌[70]‌[61]‌و ‌زبانی‌از ‌5های

‌ست.ا‌شده‌‌استفادهمنظور‌استخراج‌ویژگی‌‌به

‌ ‌و ‌صالح ‌عموم،‌‌[71]همکاران ‌پسند ‌مورد ‌کلیدی ‌کلمات ‌ازقبیل ‌جدیدی ‌ویژگی ‌مجموعه یک

‌‌N-Gramکاراکترهای‌گراف‌ ‌را ‌کلمات‌پرتکرار ‌جمله ‌سطح ‌معبرای‌تشخیص‌وبو رفی‌هرزهای‌عربی

‌سپس‌کردند ‌ترکیب‌این‌ویژگی. ‌ویژگیاز ‌و ‌برای‌شناسایی‌وبها ‌استخراج‌های‌عمومی‌که‌معمولاً هرز

‌طبقهمی ‌برای ‌شود، ‌بهترین ‌کردند. ‌استفاده ‌صفحات ‌بهدستبه‌F-measureبندی ‌ردهآمده بند‌واسطۀ

‌ست.بوده‌ا‌6‌99/54جنگل‌تصادفی

ست‌که‌شمایی‌از‌ا‌شدههرز‌ارائه‌منظور‌شناسایی‌وبکلی‌از‌میزان‌اعتماد‌به‌محتوا‌به‌یک‌مدل‌[72]در‌

‌کنید.‌مشاهده‌می‌3-‌2شکل‌آن‌را‌در‌

                                                 
1
 Outlier 

2‌Language Model 
3‌Qualified Link 
4‌Topic Modelling 
5‌Lexical Items 
6‌Random Forrest 
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‌
‌[72]‌شمای‌کلی‌مدل‌اعتماد‌به‌محتوا3-‌2شکل‌

دهی‌موجود‌در‌حوزه‌یادگیری‌ماشین‌صورت‌پذیرفته‌است.‌به‌های‌رتبهاین‌کار‌با‌استفاده‌از‌الگوریتم

ویژگی‌متنی‌‌15های‌مبتنی‌بر‌متن‌رایج،‌های‌کیفی‌افزون‌بر‌ویژگیاین‌صورت‌که‌با‌درنظرگرفتن‌ویژگی

هرز‌توسعه‌تشخیص‌وب‌اند.‌سپس‌یک‌سیستم‌واقعیویژگی‌کیفی‌معرفی‌و‌مورد‌بررسی‌قرار‌گرفته‌‌6و

های‌ست.‌ویژگیا‌شدهدر‌این‌مقاله‌دو‌دسته‌ویژگی‌معرفی‌.‌ستا‌شدههای‌واقعی‌تست‌داده‌شده‌و‌با‌داده

ها‌مورد‌استفاده‌های‌مبتنی‌بر‌کیفیت‌اطلاعات‌که‌در‌مدل‌ارائه‌شده‌و‌ترکیب‌آنمبتنی‌بر‌متن‌و‌ویژگی

‌از:های‌مبتنی‌بر‌متن‌عبارتند‌قرار‌گرفته‌است.‌ویژگی

 تعداد‌کلمات‌موجود‌در‌صفحه‌

 تعداد‌کلمات‌موجود‌در‌عنوان‌صفحه‌

 متوسط‌طول‌کلمات‌

 به‌کل‌کلمات‌صفحه‌برچسب‌پیوندنسبت‌تعداد‌کلمات‌موجود‌در‌‌

 نسبت‌محتوای‌دیداری:‌نسبت‌مجموع‌طول‌همه‌کلمات‌صفحه‌به‌سایز‌کل‌صفحه‌

 فحهشده‌به‌حالت‌عادی‌صسازی:‌نسبت‌اندازه‌صفحه‌فشردهنرخ‌فشرده‌

 شده‌در‌متن‌به‌کل‌کلمات‌موجود‌در‌یک‌صفحهنسبت‌مجموع‌کلمات‌کلیدی‌استفاده‌
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 شدهشده‌در‌متن‌به‌تعداد‌کلمات‌کلیدی‌در‌نظر‌گرفتهنسبت‌تعداد‌کلمات‌کلیدی‌استفاده‌

 احتمال‌n-gramمستقل‌ 

 احتمال‌n-gramشرطی‌‌

 ز‌جزء‌میزبان‌یک‌ا‌شدههای‌استخراجویژگیURL‌

 های‌شناسایی‌آدرسIPهای‌معتبروسیلۀ‌هاستشده‌بهارجاع‌‌

 داده‌پرت‌موجود‌در‌توزیع‌گراف‌صفحه‌

 روزرسانی‌صفحات‌در‌یک‌سایتنرخ‌به‌

 ازحد‌محتواتکرار‌بیش‌

های‌مبتنی‌بر‌کیفیت‌اطلاعات‌هستند.‌مسئله‌مهم‌در‌ارزیابی‌کیفیت‌صفحات‌وب،‌دسته‌دوم‌ویژگی

‌اکتور‌معرفی‌شد:منظور‌شش‌فانتخاب‌معیارهای‌کیفی‌مناسب‌است.‌بدین

 بهبه‌ ‌صفحه‌چه‌مدت‌یک‌بار ‌بدینروزرسانی‌میروزرسانی: ‌میشود. توان‌زمان‌آخرین‌منظور

‌اعمال‌تغییرات‌در‌صفحه‌را‌مورد‌بررسی‌قرار‌داد.

 تعداد‌‌ ‌نسبت ‌کار ‌این ‌برای ‌دارد. ‌وجود ‌صفحه ‌در ‌خراب ‌پیوند ‌تعداد ‌چه ‌استفاده: قابلیت

‌گیریم.پیوندها‌در‌نظر‌می‌پیوندهای‌خراب‌صفحه‌را‌به‌تعداد‌کل

 نرخ‌اطلاعات‌مفید:‌عبارت‌است‌از‌نسبت‌اطلاعات‌مفید‌به‌سایز‌کل‌صفحه.‌برای‌محاسبه‌آن‌

‌شود.پردازش،‌تقسیم‌بر‌سایز‌صفحه‌میبعد‌از‌پیش‌1هامجموع‌طول‌نمونه

 مالک‌ص‌ ‌اساس‌مالکیت: ‌بر ‌کار ‌این ‌است. ‌معتبر ‌میزان ‌چه ‌‌امتیازدهیفحه  !Yahooمجله

Internet Life‌.صورت‌گرفته‌است‌

                                                 
1.‌Token 
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 گیری‌ست‌که‌با‌اندازها‌کردهن‌صفحه‌به‌چه‌میزان‌از‌صفحات‌دیگر‌ارجاعات‌دریافت‌شهرت:‌ای

Altavistaوسیلۀ‌سایت‌شده‌به‌صفحه‌بهتعداد‌پیوندهای‌ارجاع
‌گیرد.صورت‌می‌1

 .انسجام:‌میزان‌تمرکز‌صفحه‌بر‌روی‌یک‌موضوع‌مشخص‌

‌برخی‌ویژگیشدهای‌توضیح‌دادهدر‌کنار‌ویژگی ‌از ‌به‌کار‌ه، ‌این‌نوع‌کارها ‌در های‌متنی‌که‌معمولاً

های‌ست.‌برای‌آموزش‌مدل‌نیز‌از‌روشا‌شدهسازی‌ویژگی‌پیاده‌‌38تیدرنهاشود‌نیز‌استفاده‌و‌برده‌می

SVM‌ ،Naïve Bayes‌‌ ‌که ‌شد ‌استفاده ‌درخت‌تصمیم ‌است.‌‌SVMو ‌پی‌داشته ‌در ‌را ‌نتیجه بهترین

%‌به‌دست‌آمده‌13/90دقت‌‌تیدرنهاصورت‌گرفته‌است‌که‌‌‌wekaافزار‌سیلۀ‌نرموبندی‌بهعملیات‌رتبه

‌است.

شود‌که‌از‌دو‌گروه‌ویژگی‌استفاده‌بندی‌ارائه‌میهرز‌مبتنی‌بر‌طبقهیک‌سیستم‌شناسایی‌وب‌[41]در‌

‌گروه‌نخست‌ویژگیک‌یم کنند‌و‌گروه‌دوم‌تبار‌پیوندها‌را‌چک‌میهای‌مبتنی‌بر‌پیوند‌هستند‌که‌اعند.

بند‌با‌استفاده‌از‌یک‌طبقه‌تیدرنهااند.‌مبتنی‌بر‌محتوا‌هستند‌که‌به‌کمک‌یک‌مدل‌زبانی‌استخراج‌شده

شده،‌در‌دو‌مرحله‌شوند.‌سیستم‌ارائهخودکار‌هر‌دو‌نوع‌ویژگی‌در‌جهت‌رسیدن‌به‌دقت‌بالاتر‌ترکیب‌می

که‌پیچیدگی‌محاسباتی‌صفحه‌را‌بازیابی‌و‌تحلیل‌کرده،‌چندین‌ویژگی‌اطلاعات‌پیوندهای‌موجود‌در‌یک‌

سازی‌ها‌از‌پیادهبرای‌بررسی‌تأثیر‌این‌ویژگیند.‌ک‌یماز‌آن‌استخراج‌‌اندکمتر‌و‌اطلاعات‌بیشتری‌داشته

‌Metacostبندی‌های‌طبقهالگوریتم ،Naïve Bayes‌‌ ‌نرمبه‌SVMو ‌وسیلۀ ‌که‌‌wekaافزار ‌شده استفاده

‌%‌به‌دست‌آمده‌است.92و‌به‌میزان‌‌SVMوسیلۀ‌ین‌دقت‌بهبالاتر

اشاره‌کرد.‌در‌این‌‌[74]و‌‌[73]توان‌به‌مرجع‌‌از‌دیگر‌کارهایی‌که‌در‌این‌زمینه‌صورت‌گرفته‌است‌می

‌ویژگی ‌به ‌تنمقالات‌نویسندگان ‌واژگان، ‌آنتروپی،‌هایی‌ازقبیل‌اعتبار ‌نحوی‌و ‌تنوع ‌محتوا، ‌کلمات‌و وع

‌آواهای‌فعال‌و‌غیرفعال‌و‌دیگر‌ویژگی ‌از ‌استفاده ‌سرانجام‌در‌‌ا‌کردهتوجه‌‌NLPهای‌احساسی‌بودن، ند.

                                                 
1‌www.altavista.com 
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نویسندگان‌تعدادی‌ویژگی‌مبتنی‌بر‌وقوع‌کلمات‌کلیدی‌صفحه‌را‌که‌ارزش‌تبلیغاتی‌یا‌هرز‌بودن‌‌[75]

‌های‌زیر‌قدرت‌جداکنندگی‌بالایی‌دارند:ها‌نشان‌دادند‌ویژگییی‌دارند،‌ارائه‌کردند.‌آنبالا

 برخط‌‌ ‌تبلیغ ‌به‌(OCI)قصد ‌مقداری‌است‌که ‌که ‌‌Microsoft Ad_Centerواسطۀ ها‌URLبه

 یابد.اختصاص‌می

 بندی‌نتیجه‌طبقهYahoo! Mindset‌.در‌مورد‌تجاری‌یا‌غیرتجاری‌بودن 

 ر‌کلمات‌کلیدی‌رایج‌دGoogle Adwords. 

 تعداد‌تبلیغات‌Google Adsense‌.موجود‌در‌صفحه 

‌افزودن‌این‌ویژگیبر‌اساس‌گزارش ‌بیش‌از‌ها ‌را ‌دقت‌کار ‌از‌4ها ‌و %‌رسانده‌73%‌به‌69%‌بالا‌برده

‌به‌است. ‌بهتریدستنتایج ‌بازیابی ‌میزان ‌روش ‌این ‌داده ‌نشان ‌الگوریتم‌آمده ‌که ‌حالی ‌در های‌دارد،

TrustRank‌[23]و‌‌Trust-Distrust‌[76]لیست‌‌2-1.‌جدول‌دقت‌بیشتر‌و‌میزان‌یادآوری‌کمتری‌دارند‌

‌دهد.‌های‌ارائه‌شده‌توسط‌محققان‌را‌که‌در‌این‌بخش‌بررسی‌شد‌را‌نشان‌می‌ویژگی

‌

‌

‌

‌

‌
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 هرز‌های‌جدید‌معرفی‌شده‌برای‌شناسایی‌وب‌لیست‌ویژگی‌1-‌2جدول‌

 ویژگی سال نویسندگان

Wang et al. [77] 2007 

 صفحه‌1تعداد‌لنگر‌متن

 نرخ‌محتوای‌قابل‌دیدن

 نرخ‌استفاده‌از‌کلمات‌ترند‌جهانی‌در‌صفحه

‌تکرار‌بیش‌از‌حد‌محتوا

Jakub et al.‌[73] 2008 
 نسبت‌تعداد‌ضمایر‌در‌صفحه‌به‌کل‌کلمات‌صفحه

 نرخ‌مجموع‌افعال‌یکتا‌و‌اسامی‌به‌تعداد‌کل‌کلمات‌صفحه

Martinez et al. [78] 2009 
‌ای‌هر‌صفحرابطه‌بین‌عنوان‌و‌محتوای‌آدرس‌اینترنتی‌با‌توضیحات‌برچسب‌د

 کند.‌که‌به‌آن‌اشاره‌می

Wang et al. [72] 2010 

 تاریخ‌آخرین‌به‌روززسانی

 نسبت‌پیوندهای‌ازکارافتاده‌به‌همه‌پیوندها

 نسبت‌مجموع‌طول‌کلمات‌به‌کل‌طول‌متن

Pavlov et al. [79] 2011 

 زمان‌گذشته‌در‌متنتعداد‌افعال‌

 ویرایشی‌استفاده‌شده‌در‌متنهای‌‌میانگین‌تعداد‌نشانه

 به‌کل‌کلمات‌7و‌بیشتر‌از‌‌3نرخ‌کلمات‌با‌طول‌کمتر‌از‌

Prieto et al. [80] 2012 
 تعداد‌متا‌برچسب‌ها

 ای‌هگرامری‌و‌دیکتهای‌‌تعداد‌غلط

Karunakaran et al. [65] 2014 محاسبه‌میزان‌شباهت‌متن‌با‌استفاده‌از‌مدل‌زبانی‌Jansen-Shannon 

Luckner et al. [61] 2014 
 بی‌معنی‌در‌متنهای‌‌نرخ‌واژه

 2مقدار‌شاخص‌مه‌شکن

Hunagund et al. [66] 2015 استفاده‌شده‌در‌عنوان‌و‌متن‌3تعداد‌کلمات‌توقف 

Kumar et al. [67] 2016 
 نرخ‌استفاده‌از‌کلمات‌معنی‌دار‌در‌متن

 وجود‌الگوهای‌تکرای‌یا‌کدهای‌مشابه

Singh et al. [44] 2017 
 ستفاده‌از‌کلمات‌کلیدیچگالی‌ا

 به‌کل‌کلمات‌صفحه‌4نرخ‌مجموع‌فاکتورهای‌ارتباط

                                                 
1‌Anchor Text 
2‌Gunning Fog Index 
3‌Stop Words 
4‌Pertinence 
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 های ترکیبیروش -2-5

شود.‌به‌‌های‌ترکیبی‌هم‌به‌ارائه‌ویژگی‌جدید‌و‌هم‌طبقه‌کننده‌هماهنگ‌با‌آن‌پرداخته‌میدر‌روش

هرزهای‌سازی‌یک‌سامانه‌برخط‌شناسایی‌وبطراحی‌و‌پیادهبه‌‌[81]عنوان‌مثال،‌الکعبی‌و‌همکاران‌در‌

‌و‌تحلیل‌پیوند‌و‌هم‌از‌بازخورد‌کاربر‌از‌طریق‌یک‌مرورگر‌ زبان‌عربی‌پرداختند‌که‌هم‌از‌تحلیل‌محتوا

‌ند‌و‌همچنین‌دارای‌سیستمی‌جهت‌یادگیری‌و‌بهبود‌عملکرد‌با‌توجه‌به‌نظرات‌کاربر‌است.ک‌یماستفاده‌

‌ویژگی ‌از ‌وبهای‌تحلیل‌محتژانگ‌نیز ‌پیوند‌برای‌مقابله‌با ‌و ‌است‌وا ‌کرده ‌استفاده ‌آن[82]هرز ها‌.

ند.‌تیان‌ک‌یمای‌طراحی‌کردند‌که‌کیفیت‌محتوا‌و‌پیوند‌را‌در‌دیگر‌صفحات‌وب‌توزیع‌پروسه‌تکرارشونده

‌استفاد ‌آن‌با ‌در ‌کردند‌که ‌یادگیری‌ماشین‌ارائه ‌روشی‌مبتنی‌بر ‌همکاران‌نیز ‌نظرات‌کاربران‌و‌و ‌از ه

DOMچاکرابارتی‌و‌همکاران‌مدل‌.‌[83]شود‌هرز‌مینظارتی‌اقدام‌به‌شناسایی‌وبهای‌نیمهالگوریتم
را‌‌1

ها‌ارتباط‌بیشتری‌با‌هایی‌که‌به‌نسبت‌سایر‌قسمتبرای‌هر‌صفحه‌وب‌تشکیل‌داده‌و‌فهمیدند‌زیردرخت

‌.[84]دهند‌نشان‌می‌2ای‌نسبت‌به‌روند‌تقویت‌متقابلتار‌ویژهموضوع‌جستجو‌دارند،‌رف

هرز‌استفاده‌شود.‌های‌مورد‌جستجوی‌کاربر‌برای‌تشخیص‌وبروشی‌پیشنهاد‌شده‌که‌از‌داده‌[85]در‌

‌به‌کار‌گرفته gشده‌تشکیل‌یک‌گراف‌جستجو‌ایده = (v, ε, τ, σ)است‌که‌در‌آن‌‌v‌‌ ‌εتعداد‌صفحات،

‌ارتباطات‌بین‌لبه احتمال‌تصادفی‌پرش‌است.‌سپس‌برای‌هر‌صفحه‌یک‌مقدار‌با‌‌σزمان‌توقف‌و‌‌τها،

خصوصیت‌مهم‌راه‌حل‌پیشنهادی‌شود.‌استفاده‌از‌الگوریتمی‌مشابه‌الگوریتم‌رتبه‌صفحه‌نسبت‌داده‌می

-ها‌میزیربنای‌مدل‌است؛‌زیرا‌از‌آنجایی‌که‌هرزفرستاستفاده‌از‌پروسه‌مارکوف‌زمان‌پیوسته‌به‌عنوان‌

های‌هرز‌سایتخواهند‌رتبه‌بالایی‌در‌صفحه‌نتایج‌موتور‌جستجو‌داشته‌باشند،‌بخش‌مهمی‌از‌ترافیک‌وب

                                                 
1.‌Document Object Model 

2. Mutual Reinforcement  
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‌همچنین‌کاربران‌بها‌شدهبر‌اساس‌بازدیدهای‌انجام ‌یک‌سایت‌جستجو‌است. ‌را‌ز راحتی‌یک‌سایت‌هرز

های‌جستجوی‌کاربر‌شامل‌اطلاعات‌زمانی‌کنند.‌بنابراین‌دادهرا‌ترک‌میشناسایی‌و‌سپس‌با‌سرعت‌آن‌

‌است.

 جمع بندی -2-6

به‌دو‌دسته‌ها‌‌روشاین‌گفته‌شد‌که‌پرداختیم.‌‌هرز‌وبدر‌این‌فصل‌به‌بررسی‌انواع‌روشهای‌تشخیص‌

گراف‌‌شوند.‌در‌روشهای‌مبتنی‌بر‌های‌یادگیری‌تقسیم‌می‌مبتنی‌بر‌الگوریتم‌کلی‌مبتنی‌بر‌گراف‌وب‌و‌

و‌به‌‌وب،‌نکته‌کلیدی‌ایجاد‌نقشه‌ارتباطات‌بین‌صفحات‌بر‌اساس‌پیوندهای‌موجود‌و‌وزن‌دهی‌آنها‌است

به‌همین‌دلیل‌صفحات‌قدیمی‌اولویت‌بیشتری‌نسبت‌به‌صفحات‌‌شود.‌محتوای‌صفحات‌توجه‌زیادی‌نمی

و‌جوی‌کاربر‌هستند‌ها‌حساس‌به‌پرس‌‌جدید‌دارند‌چون‌ارتباطات‌کمتری‌دارند.‌از‌سوی‌دیگر‌این‌روش

‌به‌همین‌دلیل‌ ‌این‌و ‌مهم‌است. ‌بسیار ‌یادگیری‌ماشین‌محتوا ‌روشهای‌مبتنی‌بر ‌در ‌اما زمانبر‌هستند.

‌ویژگی‌روش ‌دنبال ‌به ‌الگوریتم‌ها ‌و ‌تشخیص‌صفحات‌های‌‌های‌تفکیک‌کننده ‌منظور ‌به ‌بالا ‌عملکرد با

‌هرز‌هستند.‌‌وب

‌می ‌نشان ‌ی‌تحقیقات ‌بر ‌مبتنی ‌رویکردهای ‌که ‌صحیحدهد ‌نتایج ‌به ‌ماشین ‌به‌‌ادگیری ‌نسبت تری

آنها‌ها‌وجود‌دارد‌این‌است‌که‌‌شود.‌اما‌نکته‌ای‌که‌در‌مورد‌این‌روش‌های‌مبتنی‌بر‌گراف‌منجر‌می‌روش

‌به‌همین‌دلیل‌‌های‌جدید‌هستند‌نیازمند‌آموزش‌دوباره‌هنگام‌روبرو‌شدن‌با‌داده که‌بعضا‌زمانبر‌است.

‌با‌آن‌روبرو‌هستند.‌همچنین‌دستیابی‌به‌دقت‌بالا‌در‌زمان‌ا مشکلات‌ندک‌چالشی‌است‌که‌این‌روشها

های‌آموزشی‌و‌در‌نتیجه‌نامتوازن‌بودن‌‌دیگری‌از‌قبیل‌بالابودن‌ابعاد‌فضای‌بردار‌ویژگی،‌کم‌بودن‌نمونه

‌رود.‌های‌این‌حوزه‌به‌شمار‌می‌ها‌و‌بار‌محاسباتی‌بالای‌برخی‌روشها‌از‌دیگر‌چالش‌داده

‌ ‌موارد ‌به ‌توجه ‌شده‌‌اشارهبا ‌این‌، ‌میزان‌دقت‌‌رسالهدر ‌نقش‌آن‌در قصد‌داریم‌به‌مسئله‌ویژگی‌و

‌‌بند‌طبقه ‌با ‌و ‌بپردازیم ‌ویژگیها ‌‌ارائه ‌نیز ‌و ‌بهبود‌های‌جدید ‌سعی‌در یک‌روش‌انتخاب‌ویژگی‌جدید،
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‌ ‌‌ها‌آنعملکرد ‌نماییم. ‌مصنوعی ‌ایمنی ‌بر ‌مبتنی ‌روش‌جدیدی ‌افزایش‌همچنین ‌منظور ‌به دقت‌نرخ

شود‌که‌شرح‌آن‌‌روز‌می‌های‌جدید‌به‌ست‌که‌به‌راحتی‌با‌ورود‌دادها‌شدهارائه‌هرز‌‌حات‌وبتشخیص‌صف

‌در‌فصل‌آتی‌آمده‌است.
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 ها  و روش پیشنهادی تئوری -3

 بندی های طبقه روش

 های انتخاب ویژگی روش    

 پردازش متن           

 سیستم ایمنی مصنوعی    
 

‌

‌

‌
 

 

 

‌

 



46 

 

 مقدمه -3-1

همان‌طور‌که‌قبلا‌اشاره‌شد،‌در‌این‌رساله‌در‌پی‌آن‌هستیم‌که‌مدلی‌جهت‌شناسایی‌صفحات‌

‌این‌مدل‌از‌سه‌بخش‌اصلی‌تشکیل‌‌وب ست‌که‌شامل‌استخراج‌ویژگی،‌کاهش‌ا‌شدههرز‌ارائه‌کنیم.

ه‌شده‌در‌این‌ها‌و‌اصول‌پایه‌استفاد‌باشد.‌در‌این‌فصل‌به‌بررسی‌تئوری‌مناسب‌می‌بند‌طبقهویژگی‌و‌

‌مدل‌و‌همچنین‌راهکار‌پیشنهادی‌در‌هر‌بخش‌خواهیم‌پرداخت.

 استخراج ویژگی -3-2

شوند‌بر‌حسب‌‌طور‌که‌در‌فصل‌دوم‌اشاره‌شد،‌ویژگی‌هایی‌که‌از‌صفحات‌وب‌استخراج‌می‌همان

شوند.‌در‌این‌رساله‌ما‌تعدادی‌ویژگی‌مبتنی‌بر‌متن‌‌بندی‌می‌طبقهمنبعی‌که‌از‌آن‌به‌دست‌آمده‌اند،‌

‌بهبود‌نرخ‌تشخیص‌صفحات‌وب‌ایم‌که‌می‌معرفی‌کرده هرز‌مورد‌استفاده‌قرار‌گیرد.‌‌تواند‌به‌منظور

های‌‌برچسب(‌و‌برخی‌دیگر‌با‌توجه‌به‌URLساختار‌نشانی‌اینترنتی‌)ها‌مبتنی‌بر‌‌بعضی‌از‌این‌ویژگی

HTMLگذاری‌فوق‌متن‌)‌زبان‌نشانه
اینکه‌یک‌‌استفاده‌شده‌در‌کد‌منبع‌صفحات‌وب‌هستند.‌برای‌(1

های‌معرفی‌شده‌داشته‌باشیم،‌از‌تابعی‌به‌نام‌چگالی‌احتمال‌استفاده‌‌برآورد‌کلی‌از‌مفید‌بودن‌ویژگی

‌کردیم.‌

‌یک‌بردار‌ های‌عددی‌در‌نظر‌میگیرد‌که‌به‌صورت‌‌بعدی‌با‌ویژگی‌nاین‌تابع‌هر‌بردار‌ویژگی‌را

‌شده ‌خاصیت‌نمو‌تصادفی‌ایجاد ‌ذات‌و ‌بستگی‌به ‌آنها ‌توزیع ‌و ‌آن‌‌ای‌هناند ‌نمایش‌دهنده ‌که دارد

‌یک‌متغیر‌تصادفی‌ :Χهستند. Ω → Εهای‌‌گیری‌روی‌یک‌مجموعه‌از‌خروجی‌یک‌تابع‌قابل‌اندازه‌

‌ ‌اندازه‌Ωممکن ‌قابل ‌فضای ‌یک ‌‌در ‌‌Εگیری ‌اینکه ‌احتمال ‌قابل‌‌ Χاست. ‌مجموعه ‌در مقداری

⊇ 𝑆گیری‌‌اندازه Ε ‌(به‌دست‌می1-3باشد،‌بر‌اساس‌فرمول‌‌)‌.آید‌‌

(3-1)‌Pr(𝛸 ∈ 𝑆) = 𝑃({𝜔 ∈ Ω|Χ(ω) ∈ S})  

                                                 
1‌Hyper Text Markup Language 
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های‌مشخص‌و‌مجزا‌‌بندی،‌یک‌ویژگی‌خوب‌ویژگی‌است‌که‌احتمال‌رخداد‌آن‌در‌بازه‌در‌طبقه

شود‌و‌فرمول‌آن‌به‌شرح‌‌برای‌هر‌دسته‌زیاد‌است.‌تابع‌چگالی‌احتمال‌به‌همین‌منظور‌استفاده‌می

‌.باشد‌ذیل‌می

(3-2)‌P(a ≤ X ≤ b) = ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎

 

‌اگر‌ ‌بیشترین‌احتمال‌رخداد‌برای‌هر‌ویژگی‌یافت. ‌دانستن‌چنین‌اطلاعاتی‌میتوان‌یک‌بازه‌با با

‌آن‌ویژگی‌میهای‌‌این‌بازه‌برای‌داده ‌و‌مشخص‌باشد، ‌مجزا تواند‌به‌عنوان‌یک‌‌متعلق‌بر‌هر‌دسته،

‌م‌ویژگی‌مناسب‌برای‌طبقه ‌این‌تابع‌به ‌از ‌به‌همین‌دلیل‌ما ‌نظر‌گرفته‌شود. ‌یافتن‌بندی‌در نظور

‌بندی‌استفاده‌کردیم.‌مناسب‌جهت‌طبقههای‌‌ویژگی

 مبتنی بر ساختار نشانی اینترنتیهای  ویژگی -3-2-1

های‌لغوی‌که‌در‌نشانی‌اینترنتی‌وجود‌دارد،‌منبع‌‌توضیح‌داده‌شده،‌ویژگی‌[86]همان‌طور‌که‌در‌

‌زی‌بسیار‌خوبی‌جهت‌شناسایی‌وب ‌تعداد ‌است. ‌طول‌‌ردامنههرز ‌آن‌‌URLها، ‌عبارتهای‌موجود‌در و

‌اختیار‌طبقه ‌در ‌ب‌می‌بند‌قرار‌اطلاعات‌خوبی‌را ‌وب‌1ین‌صفحات‌به‌هنجاردهد‌تا ‌تفاوت‌قائل‌‌و هرز

‌تابع‌چگالی‌احتمال‌این‌ویژگی یل‌نمایش‌داده‌شده‌که‌توضیح‌آن‌به‌شرح‌ذ‌1-‌3شکل‌ها‌در‌‌شود.

‌است.

                                                 
1‌Normal 
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‌

 URL‌[87]های‌مبتنی‌بر‌‌توزیع‌چگالی‌احتمال‌برای‌ویژگی‌1-‌3شکل‌
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 ها تعداد زیردامنه -3-2-1-1

سازند.‌این‌‌ها‌معمولا‌برای‌ایجاد‌چندین‌وب‌سایت‌بر‌روی‌یک‌دامنه،‌چند‌زیردامنه‌می‌هرزفرست

است.‌بنابراین‌صفحات‌هرز‌‌1منظور‌کاهش‌هزینه‌خرید‌چندین‌دامنه‌و‌هزینه‌آبونمان‌میزبانی‌کار‌به

‌تعداد‌نقاط‌)‌اغلب‌روی‌یک‌زیردامنه‌میزبان‌می (‌موجود‌در‌آدرس‌اینترنتی،‌شاخص‌"."شوند‌و‌لذا

‌می ‌نشان ‌آزمایشات‌)فصل‌چهارم( ‌این‌صفحات‌است. ‌برای‌شناسایی ‌‌خوبی ‌بیش‌از ‌که %‌70دهد

های‌اینترنتی‌حاوی‌بیش‌از‌دو‌و‌کمتر‌از‌پنج‌نقطه‌هستند.‌به‌همین‌دلیل‌اگر‌آدرسی‌حاوی‌‌آدرس

‌هرز‌است.‌نقطه‌باشد،‌به‌احتمال‌زیاد‌وب‌5بیش‌از‌

 های خاص در دامنه و آدرس اینترنتی تعداد ارقام و نشانه -3-2-1-2

نزدیک‌‌3برپسندباشد،‌کمتر‌به‌اسامی‌کار‌2های‌خاص‌هرچه‌نام‌دامنه‌بیشتر‌حاوی‌ارقام‌یا‌نویسه

افزارهای‌خاص‌و‌به‌طور‌خودکار‌و‌در‌جهت‌ایجاد‌‌است‌و‌این‌احتمال‌بیشتر‌وجود‌دارد‌که‌توسط‌نرم

‌آزمایشات‌نشان‌می‌4مزرعه‌پیوند هنجار،‌رقم‌یا‌نشانه‌خاص‌در‌‌دهد‌که‌صفحات‌به‌ایجاد‌شده‌باشد.

‌شود.‌دامنه‌کمتر‌دیده‌می‌5های‌نشانه

 طول دامنه و آدرس اینترنتی -3-2-1-3

‌سریعتر‌و‌‌لاف‌صفحات‌بهبرخ ‌برای‌دامنه‌استفاده‌کنند‌تا ‌عبارات‌کوتاه ‌که‌سعی‌دارند‌از هنجار

‌علاقه‌دارند‌که‌آدرس‌راحت ‌صفحات‌هرز های‌اینترنتی‌طولانی‌استفاده‌‌تر‌در‌خاطر‌کاربران‌بمانند،

ه‌عنوان‌دهد.‌ب‌می‌URLکنند.‌چرا‌که‌این‌امر‌به‌آنها‌فضای‌بیشتری‌برای‌گنجاندن‌کلمات‌کلیدی‌در‌

‌آدرس‌اینترنتی‌ ‌کلمات‌‌http://www.buycheapextralongshowercurtains.comمثال‌در ،buyو‌‌

cheapاند‌و‌نوعی‌فریبکاری‌است.‌آزمایشات‌نیز‌‌صرفا‌جهت‌بالا‌بردن‌رتبه‌صفحه‌در‌آدرس‌قید‌شده‌

‌دارند.‌20هنجار‌طول‌آدرس‌اینترنتی‌کمتر‌از‌‌دهد‌که‌بیشتر‌صفحات‌به‌نشان‌می

                                                 
1‌Hosting Charge 
2‌Special Character 
3‌User Friendly 
4‌Link Farm 
5‌Token 
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 ها در دامنه و آدرس اینترنتی گین طول نشانهمیان -3-2-1-4

‌مولفه ‌و ‌مسیر ‌دامنه، ‌مانند ‌اجزائی ‌به ‌اینترنتی ‌نشانی ‌جو‌یک ‌و ‌پرس ‌می‌1های شود.‌‌تقسیم

هایی‌مثل‌نقطه‌و‌ممیز‌).‌و‌/(‌به‌‌های‌یک‌آدرس‌اینترنتی‌از‌قطعه‌قطعه‌کردن‌آن‌توسط‌نویسه‌نشانه

‌در‌یک‌صفحه‌به‌دست‌می ‌نشانه‌آید. ‌در‌یک‌بازه‌‌ها‌هنجار، اغلب‌کلماتی‌بامعنی‌هستند‌و‌طول‌آنها

مشخص‌قرار‌دارد‌اما‌در‌صفحات‌هرز‌کلمات‌به‌منظور‌انباشتن‌کلمات‌کلیدی‌و‌افزایش‌رتبه‌کلمات‌

دهد‌که‌‌ها‌طولانی‌و‌بی‌معنی‌هستند.‌آزمایشات‌نشان‌می‌شوند‌و‌در‌نتیجه‌نشانه‌به‌یکدیگر‌متصل‌می

‌هرز‌است.‌و‌آدرس‌اینترنتی‌کمتر‌از‌صفحات‌وبها‌در‌دامنه‌‌میانگین‌طول‌نشانه

 های متوالی در دامنه و آدرس اینترنتی نرخ نویسه -3-2-1-5

‌دامنه‌هرزفرست ‌معمولا ‌توسط‌نرم‌ها ‌حجمی‌و ‌به‌طور ‌را ‌ثبت‌می‌ها ‌وب‌‌افزارهای‌خودکار کنند.

‌دامنه ‌این ‌که ‌برای‌سایتهایی ‌آنها ‌که ‌چرا ‌نیستند ‌مناسب ‌کاربران ‌برای ‌هستند ‌میزبانشان ‌ها

‌فقط‌‌خزشگرهای‌موتورهای‌جستجو‌طراحی‌شده ‌در‌نتیجه‌آنها ‌رتبه‌بالاتری‌به‌دست‌بیاورند. اند‌تا

‌دامنه ‌از ‌این‌نوع ‌‌برای‌مدت‌زمان‌کوتاهی‌دردسترس‌هستند. ‌حروف‌و‌ها معمولا‌حاوی‌ترکیبی‌از

ه‌با‌ترکیبی‌کنند.‌بنابراین‌یک‌نام‌دامنه‌حاوی‌یک‌نشان‌اعداد‌هستند‌که‌عبارات‌بی‌معنی‌را‌ایجاد‌می

هایی‌یک‌شاخص‌‌هرز‌است.‌به‌منظور‌تشخیص‌چنین‌دامنه‌از‌اعداد‌و‌حروف‌الفبا‌به‌احتمال‌زیاد‌وب

"های‌متوالی‌نرخ‌نویسه"به‌نام‌
‌این‌شاخص‌طول‌بزرگترین‌زیررشته‌حاوی‌حروف‌‌معرفی‌کرده‌2 ایم.

‌بر‌طول‌نشانه رگتر‌و‌به‌یک‌نزدیکتر‌کند.‌هرچه‌این‌عدد‌بز‌ای‌که‌حاوی‌آن‌است‌تقسیم‌می‌الفبا‌را

‌باشد،‌احتمال‌تولید‌خودکار‌آن‌کمتر‌است.

 های پربازدید های دامنه به اسامی دامنه نرخ میزان شباهت شناسه -3-2-1-6

‌استفاده‌از‌اسامی‌دامنه‌ها‌به‌کار‌می‌هایی‌که‌هرزفرست‌یکی‌از‌حقه های‌پرطرفدار‌به‌عنوان‌‌برند،

‌زیررشته ‌یا ‌خیلی‌از‌های‌یک‌آدرس‌این‌نشانههای‌‌زیردامنه ‌است‌که ‌آن ‌امر ‌این ‌دلیل ترنتی‌است.

                                                 
1‌Query Parameters 
2‌Consecutive Character Ratio 
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متعلق‌‌'microsoft.com.phishy.net'کاربران‌عادی‌ممکن‌است‌تصور‌کنند‌که‌آدرس‌اینترنتی‌مانند‌

‌ ‌سایت ‌نشانه‌microsoft.comبه ‌شباهت ‌بنابراین ‌نشانه‌است. ‌به ‌اینترنتی ‌آدرس ‌یک های‌‌های

‌معیار‌اینکه‌یک‌‌تشخیص‌صفحات‌وبتواند‌شاخص‌خوبی‌به‌منظور‌‌معروف‌میهای‌‌دامنه هرز‌باشد.

است‌که‌معتبرترین‌سازمان‌جهان‌در‌تعیین‌‌Alexaسایت‌را‌سایت‌معروفی‌بدانیم،‌رتبه‌آن‌در‌سایت‌

های‌آدرس‌اینترنتی‌‌سایتها‌براساس‌ترافیک‌آنها‌است.‌در‌این‌رساله‌ما‌میزان‌شباهت‌شناسه‌رتبه‌وب

‌ ‌اسم ‌با ‌مقایسه‌500را ‌دنیا ‌نتایج‌نشان‌می‌وبسایت‌برتر ‌نشانه‌کردیم. ‌که صفحات‌‌URLهای‌‌دهد

 سایتهای‌معروف‌است.‌هنجار‌به‌ندرت‌حاوی‌نام‌وب‌به

 صفحات وب HTMLهای کد  مبتنی بر برچسبهای  ویژگی -3-2-2

یک‌صفحه‌وب‌انتخاب‌مناسبی‌برای‌استخراج‌ویژگی‌است.‌استفاده‌کمتر‌یا‌بیشتر‌از‌‌HTMLکد‌

هرزها‌باعث‌افزایش‌یا‌کاهش‌میزان‌استفاده‌از‌برخی‌‌در‌وب‌حد‌معمول‌برخی‌عناصر‌طراحی‌صفحات

‌برچسب ‌‌از ‌کد ‌‌می‌HTMLهای ‌این ‌دلیل ‌همین ‌به ‌می‌برچسبشود. ‌برای‌‌ها ‌شاخص‌خوبی تواند

هرز،‌‌تشخیص‌وبدر‌ها‌‌یک‌از‌این‌برچسب‌میزان‌تاثیر‌هرتشخیص‌صفحات‌هرز‌باشد.‌برای‌تشخیص‌

‌ست.ا‌شدهنمایش‌داده‌‌2-‌3شکل‌ردیم‌که‌در‌از‌تابعی‌به‌نام‌چگالی‌احتمال‌استفاده‌ک

 

‌HTML‌[87]های‌مبتنی‌بر‌کدهای‌‌توزیع‌چگالی‌احتمال‌ویژگی‌2-‌3شکل‌
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 A/ Link 

برای‌ایجاد‌پیوند‌به‌یک‌منبع‌خارجی‌یا‌سند‌مورد‌‌<link>و‌‌<A>های‌‌،‌برچسبHTMLدر‌زبان‌

‌قرار‌می ‌برچسب‌‌استفاده ‌یک‌منبع‌‌<Link>گیرد. ‌تعریف‌یک‌پیوند‌بین‌صفحه‌جاری‌و به‌منظور

برای‌ایجاد‌یا‌‌<A>تواند‌یک‌صفحه‌یا‌فایل‌باشد‌این‌در‌حالی‌است‌که‌برچسب‌‌خارجی‌است‌که‌می

‌تفاوت‌دیگر‌این‌دو‌برچسب‌در‌مکانی‌است‌که‌مورد‌‌می‌تعریف‌پیوند‌به‌داخل‌صفحه‌استفاده شود.

‌می ‌برچسب‌‌قرار ‌بخش‌‌<link>گیرند. ‌برچسب‌‌<head>در ‌بخش‌‌<A>و کد‌صفحه‌‌<body>در

هنجار‌‌‎شود.‌از‌آنجا‌که‌در‌صفحات‌هرز‌تعداد‌پیوندها‌به‌صفحات‌دیگر‌بیشتر‌از‌صفحات‌به‌استفاده‌می

‌رود.‌هرز‌به‌شمار‌می‌برای‌تشخیص‌وب‌شاخص‌خوبیها‌‌است،‌تعداد‌این‌برچسب

 Div 

شیود.‌ایین‌‌‌‌استفاده‌میی‌‌HTMLبه‌منظور‌تعریف‌یک‌قسمت‌یا‌بخش‌در‌یک‌سند‌‌<div>برچسب‌

مختلیف‌‌هیای‌‌‌را‌به‌بخیش‌‌HTMLکند‌و‌سند‌‌بندی‌می‌برچسب‌مثل‌یک‌ظرف‌عناصر‌صفحه‌را‌بسته

عناصیر‌صیفحه‌اسیتفاده‌‌‌‌بیرای‌گیروه‌بنیدی‌‌‌‌‌<div>دهنیدگان‌وب‌از‌برچسیب‌‌‌‌کند.‌توسعه‌تقسیم‌می

1های‌‌کنند‌تا‌به‌آسانی‌بتوانند‌سبک‌می
CSS‌‌‌‌‌‌.را‌در‌آن‌واحد‌به‌تعداد‌زییادی‌از‌عناصیر‌اعمیال‌کننید

‌شود.‌هنجار‌استفاده‌می‌دهد‌که‌این‌برچسب‌به‌ندرت‌در‌صفحات‌به‌آزمایشات‌نشان‌می

 Iframe 

‌HTMLسند‌در‌صفحه‌داخلی‌برای‌جاسازی‌کردن‌تعدادی‌‌2این‌برچسب‌به‌منظور‌ایجاد‌یک‌قاب

‌برچسب‌ ‌است. ‌می‌<Iframe>جاری ‌ایجاد ‌صفحه ‌در ‌شکل ‌مستطیلی ‌مرورگر‌‌یک‌منطقه ‌که کند

اند‌که‌این‌برچسب‌در‌‌تواند‌آن‌را‌به‌صورت‌یک‌صفحه‌جداگانه‌نمایش‌دهد.‌آزمایشات‌نشان‌داده‌می

‌شوند.‌هرز‌به‌ندرت‌استفاده‌می‌صفحات‌وب

‌

                                                 
1‌Cascading Style Sheets 
2‌Frame 
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 Img 

‌ی ‌در ‌می‌HTMLک‌صفحه‌این‌برچسب‌برای‌تعریف‌تصویر ‌واقع‌این‌برچسب‌یک‌‌به‌کار ‌در رود.

دهد‌که‌صفحات‌هرز‌تمایل‌‌کند.‌آزمایشات‌نشان‌می‌پیوند‌بین‌صفحه‌و‌فایل‌حاوی‌تصویر‌ایجاد‌می

‌دارند‌که‌از‌تصاویر‌بیشتری‌استفاده‌کنند.‌

 Script 

د‌و‌حاوی‌کد‌شو‌استفاده‌می‌در‌صفحه‌وب‌اسکریپت‌نویسیبرای‌تعریف‌یا‌استفاده‌از‌این‌برچسب‌

‌)‌برنامه ‌است ‌برنامهJava Scriptنویسی .)‌‌ ‌های ‌رایج ‌تصویر،‌‌JavaScriptکاربردی ‌مدیریت شامل

‌ ‌کدهای ‌از ‌هرز ‌صفحات ‌است. ‌محتوا ‌پویای ‌تغییرات ‌و ‌فرم ‌هدایت‌‌JavaScriptاعتبارسنجی برای

کنند.‌به‌همین‌‌بازدیدکنندگان‌به‌صفحات‌دیگر‌یا‌نمایش‌آگهی‌عبارات‌جلب‌توجه‌کننده‌استفاده‌می

 هنجار‌است.‌دلیل‌استفاده‌از‌این‌برچسب‌در‌این‌صفحات‌بیشتر‌از‌صفحات‌به

 مبتنی بر انسجام متنهای  ویژگی -3-2-3

هرزها،‌کیفیت‌پایین‌محتوای‌آن‌از‌لحاظ‌نگارشی‌و‌معنایی‌است.‌چرا‌‌های‌اصلی‌وب‌یکی‌از‌ویژگی

‌وبسایت ‌در ‌مطالب‌موجود ‌از ‌این‌صفحات ‌معمولا ‌است‌که ‌میهای‌دیگر ‌به‌‌فاده ‌توجه ‌بدون ‌و کنند

دهند‌و‌یا‌اینکه‌به‌خاطر‌استفاده‌از‌تکنیک‌انباشتگی‌‌ارتباطشان‌با‌یکدیگر،‌آنها‌را‌پشت‌سرهم‌قرار‌می

‌هم‌قرار‌ ‌کنار ‌بدون‌رعایت‌ساختارهای‌نگارشی‌در ‌حاوی‌تعدادی‌کلمه‌هستند‌که کلمات‌کلیدی،

هنجار‌و‌‌خوبی‌برای‌ایجاد‌تمایز‌بین‌صفحات‌بهتواند‌شاخص‌‌ند.‌به‌همین‌دلیل‌انسجام‌متن‌میا‌گرفته

‌معنایی‌‌وب ‌انسجام ‌و ‌ساختاری‌)پیوستگی( ‌انسجام ‌میزان ‌ما ‌این‌رساله ‌در ‌بدین‌منظور ‌باشد. هرز

‌.کنیم‌میهرز‌استفاده‌‌گیریم‌و‌از‌آن‌به‌عنوان‌ویژگی‌برای‌تشخیص‌وب‌)همبستگی(‌متن‌را‌اندازه‌می

های‌پراکنده‌متمایز‌میآنچه‌متن‌را‌یکپارچه‌و‌از‌نوشتهزبان‌شناس‌مشهور،‌هالیدی،‌معتقد‌است‌

های‌آن‌با‌یکدیگر‌است.‌انسجام‌مفهومی‌است‌که‌حاصل‌روابط‌جمله.‌انسجام‌متن‌انسجام‌استسازد،‌
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ها‌یا‌روابط‌عوامل‌آن‌با‌یکدیگر‌های‌نوشته‌یا‌گفته‌اشاره‌دارد.‌اتصال‌جملهبه‌پیوستگی‌و‌اتصال‌جمله

که‌تعبیر‌عاملی‌در‌یک‌بخش‌از‌کلام‌به‌عاملی‌دیگر‌در‌همان‌کلام‌وابسته‌باشد.‌آید‌هنگامی‌پدید‌می

شوند.‌بر‌همین‌گیری‌متن‌میگیرد‌و‌این‌دو‌عامل‌سبب‌شکلاینجاست‌که‌رابطۀ‌انسجامی‌شکل‌می

اساس‌ایشان‌ابزارهای‌آفریننده‌انسجام‌متن‌را‌در‌زبان‌انگلیسی‌به‌سه‌دسته‌تقسیم‌کردند:‌ابزارهای‌

‌ابزارهای‌‌دستوری ‌ابزارهای‌پیوندی‌که‌عبارت‌است‌از‌حرف‌ربط؛ ‌جایگزینی‌و‌حذف؛ شامل‌ارجاع،

.‌هر‌چه‌تعداد‌این‌ابزارها‌در‌یک‌متن‌بیشتر‌باشد،‌متن‌از‌انسجام‌[88]واژگانی‌شامل‌تکرار‌و‌هم‌آیی‌

‌مر ‌کلمات ‌تعداد ‌بنابراین ‌است. ‌برخوردار ‌بیشتری ‌خوانایی ‌متنو ‌در ‌ابزارها ‌این ‌یک‌از ‌هر ‌با ‌تبط

‌همچنین‌می ‌گیرد. ‌قرار ‌استفاده ‌مورد ‌میزان‌انسجام ‌تواند‌به‌عنوان‌یک‌ویژگی‌خوب‌برای‌محاسبه

توان‌میزان‌تاثیرگذاری‌هر‌یک‌از‌این‌ابزارها‌را‌بر‌انسجام‌و‌خوانایی‌متن‌سنجید‌و‌از‌آنها‌به‌صورت‌‌می

 وزن‌دار‌استفاده‌کرد.

‌به‌همین‌دلیل‌پیوستگی‌متن‌با‌این‌حال‌یک‌مت ن‌میتواند‌همبسته‌باشد‌بدون‌اینکه‌پیوسته‌باشد.

تضمینی‌بر‌همبستگی‌آن‌نیست.‌پیوستگی‌به‌وسیله‌ارتباطات‌دستوری‌و‌واژگانی‌بین‌جملات‌تعیین‌

‌همبستگی‌‌می ‌به‌عبارت‌دیگر، شود‌در‌حالی‌که‌همبستگی‌ناشی‌از‌ارتباطات‌معنایی‌جملات‌است.

شود.‌در‌‌سخن‌است‌که‌از‌طریق‌تفسیر‌هر‌جمله‌نسبت‌به‌جملات‌دیگر‌برقرار‌می‌یک‌ویژگی‌معنایی

‌به‌همین‌دلیل‌یکی‌از‌‌به‌تعامل‌بین‌متن‌و‌خواننده‌اشاره‌دلالت‌می‌"تفسیر"این‌تعریف‌کلمه‌ کند.

‌.[89]های‌ارزیابی‌همبستگی‌یک‌متن،‌بررسی‌و‌تحلیل‌ساختار‌موضوعی‌آن‌است‌‌روش

‌فرض‌می ‌ما ‌این‌رساله ‌تعداد‌‌در ‌محدودیت‌در ‌یک‌متن‌باعث‌ایجاد ‌همبستگی‌در ‌وجود کنیم‌که

شود.‌به‌این‌معنا‌که‌موضوعات‌پاراگرفهای‌متوالی‌به‌یکدیگر‌مرتبط‌‌موضوعات‌مورد‌بحث‌در‌متن‌می

تواند‌‌میو‌متعلق‌به‌یک‌حوزه‌هستند.‌به‌همین‌منظور،‌تعداد‌موضوعات‌یک‌متن‌یک‌ویژگی‌است‌که‌

(‌یک‌الگوریتم‌محبوب‌LDA)‌1هرز‌استفاده‌شود.‌تخصیص‌دیریکله‌پنهان‌برای‌شناسایی‌صفحات‌وب

                                                 
1‌Latent Dirichlet Allocation 
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ها‌را‌‌برای‌تعیین‌تعداد‌مباحث‌موجود‌در‌متن‌است.‌این‌الگوریتم‌موضوعات‌پنهان‌در‌مجموعه‌نوشته

 کند.‌با‌مشخص‌کردن‌احتمال‌ظهور‌هر‌موضوع‌در‌متن‌ورودی‌مشخص‌می

 (LDAپنهان ) تخصیص دیریكله -3-2-3-1

‌تحلیل‌‌سازی‌موضوعی‌روش‌های‌مدل‌الگوریتم ‌کلمات‌درون‌یک‌متن‌را ‌که های‌آماری‌هستند

‌استخراج‌می ‌این‌طریق‌موضوعات‌داخل‌متون‌را ‌از ‌و ‌همچنین‌ارتباط‌این‌موضوعات‌با‌‌کرده کنند.

‌آن ‌تغییر ‌نیز ‌و ‌مشخص‌می‌یکدیگر ‌را ‌زمان ‌طول ‌در ‌الگوریتم‌ها ‌این ‌نیازی‌به‌کنند. ‌فرض‌‌ها هیچ

ها‌متن‌اصلی‌است.‌‌گذاری‌متون‌ندارند؛‌بلکه‌ورودی‌آن‌ای‌در‌مورد‌موضوعات‌متون‌و‌یا‌برچسب‌اولیه

LSAو‌‌LDAسازی‌موضوعی‌دو‌روش‌اصلی‌سازی‌مدلبرای‌پیاده
‌وجود‌دارد.‌1

ترین‌روشی‌است‌که‌در‌این‌زمینه‌وجود‌دارد.‌این‌روش‌بر‌دو‌فرض‌استوار‌است.‌‌ساده‌LDAروش‌

‌توجه‌به‌کلمات‌موجود‌در‌توان‌آننکه‌اسناد‌دارای‌موضوعات‌متفاوتی‌هستند‌که‌میاول‌ای ‌با ‌را ها

‌دوم‌آنکه‌هر‌سند‌از‌کلماتی‌تشکیل‌ ست‌که‌هریک‌متعلق‌به‌یک‌موضوع‌ا‌شدهمتن‌شناسایی‌کرد.

بوده‌و‌نسبت‌تعداد‌کلمات‌مربوط‌به‌یک‌موضوع‌مشخص‌به‌کل‌کلمات‌سند،‌با‌یکدیگر‌متفاوت‌است.‌

‌کنیم.‌بندی‌طبقهتوانیم‌آن‌متن‌را‌در‌یک‌موضوع‌خاص‌‌ها‌است‌که‌می‌توجه‌به‌این‌نسبتبا‌

‌واژه ‌عنوان ‌به ‌کلمات‌را ‌از ‌ثابتی ‌می‌مجموعۀ ‌نظر ‌در ‌روش‌نامه ‌هر‌‌فرض‌می LDA گیریم. کند

‌آن‌موضوع‌ ‌در ‌یعنی‌کلمات‌مربوط‌به‌یک‌موضوع، موضوع‌توزیعی‌روی‌این‌مجموعه‌کلمات‌است؛

اند.‌حال‌برای‌هر‌سند‌کنیم‌این‌موضوعات‌از‌قبل‌مشخص‌شده‌بالایی‌هستند.‌فرض‌میدارای‌احتمال‌

‌:شوند‌تولید‌میه‌از‌مجموعه‌اسنادی‌که‌در‌اختیار‌داریم‌کلمات‌در‌دو‌مرحل

 شودبه‌طور‌تصادفی‌توزیع‌احتمالی‌روی‌موضوعات‌انتخاب‌.‌

 برای‌هر‌کلمه‌از‌سند: 

                                                 
1‌Latent Semantic Analysis 
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o توزی‌ ‌از ‌استفاده ‌با ‌موضوعی ‌تصادفی ‌طور ‌مشخص‌به ‌قبل ‌مرحله ‌احتمال ع

 شود.‌می

o شود.‌ینتخاب‌ما‌شده‌نامه‌با‌توزیع‌احتمال‌مشخص‌ای‌از‌واژه‌به‌طور‌تصادفی‌کلمه 

شود.‌مرحله‌‌ست،‌منعکس‌میا‌شدهدر‌این‌مدل‌احتمالی،‌اینکه‌هر‌سند‌از‌چندین‌موضوع‌تشکیل‌

‌نسبت ‌قسمت‌دوم‌های‌متفاوت‌ا‌نخست‌انعکاس‌سهیم‌بودن‌موضوعات‌مختلف‌در‌یک‌متن‌با ست.

‌موضوعات‌استخراج‌ ‌یکی‌از ‌از ‌سند ‌هر ‌در ‌کلمه ‌هر ‌این‌است‌که ‌بیانگر ‌هم ‌دوم ست.‌ا‌شدهمرحله

قسمت‌نخست‌مرحلۀ‌دوم‌هم‌بر‌این‌نکته‌تأکید‌دارد‌که‌این‌موضوع‌حاصل‌توزیع‌احتمال‌موضوعات‌

از‌موضوعات‌را‌ست.‌گفتنی‌است‌که‌در‌این‌روش‌همۀ‌اسناد‌مجموعۀ‌یکسانی‌ا‌شدهروی‌اسناد‌انتخاب

‌ولی‌هر‌سند‌این‌موضوعات‌ ‌دارند، ‌اختیار ‌نسبتدر ‌با ‌این‌نسبت‌های‌متفاوتی‌ارائه‌می‌را ‌‌کند. از‌ها

‌شود.محاسبه‌می‌3-3رابطه‌

P (β1:K, θ1:D, z1:D, w1:D) = ∏ P (βi) ∏ P (θd) (∏ P (zd,n|θd)‌P(wd,n|β1:K,‌zd,n)) (3-3)  

‌موضوعات‌ما ‌این‌رابطه، یک‌توزیع‌احتمال‌روی‌مجموعۀ‌کلمات‌است.‌ βi که‌هرهستند‌ β1:k در

 k بیانگر‌نسبت‌موضوع θd,k شود.‌بدین‌معنی‌که‌مشخص‌می θ نسبت‌موضوعات‌برای‌اسناد‌با‌پارامتر

اُم‌-n شده‌به‌کلمۀموضوع‌تخصیص‌داده‌ zd,n ‌بیانگر‌تخصیص‌موضوع‌است. z است.‌پارامتر d در‌سند

شمای‌گرافیکی‌این‌‌.است d اُم‌از‌سند-n ی‌کلمه wd,n ست‌کها‌دهش‌لمات‌مشاهده‌ک‌Wاست.‌ d از‌سند

‌کنید.مشاهده‌می‌3-‌3شکل‌الگوریتم‌را‌در‌

‌

 LDA‌[90]شمای‌گرافیکی‌الگوریتم‌‌3-‌3شکل‌
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‌می ‌مشاهده ‌که ‌میهمان‌طور ‌این‌رابطه ‌از ‌مجموعه‌شود ‌وابستگی‌توان‌به ‌مثلاً‌‌ای‌از ‌پی‌برد. ها

 بستگی‌به‌نسبت‌موضوعات‌برای‌آن‌سند (zd,n) شده‌به‌هر‌کلمه‌در‌یک‌سندموضوع‌تخصیص‌داده

(θd) کلمۀ‌مشاهده‌ ‌یا ‌هر‌سند‌داشته‌و ‌در ‌به‌آبستگی‌به‌موضوع‌اختصاص‌داده (wd,n) شده ن‌شده

کند‌و‌‌موضوع‌مربوط‌به‌آن‌کلمه‌را‌مشخص‌می zd,n دارد؛‌یعنی (β1:k) و‌همۀ‌موضوعات (zd,n) کلمه

‌.شود‌مشخص‌می wd,n بعد‌احتمال‌حضور‌آن‌کلمه‌در‌آن‌موضوع‌یعنی

‌یعنی‌طبق‌گفته‌خواهیم‌احتمال‌موضوعات‌مشخص‌اکنون‌می ‌حساب‌کنیم؛ ‌را های‌قبل‌با‌شده

‌3-4.‌این‌امر‌با‌استفاده‌از‌رابطه‌ای‌پنهان‌با‌چه‌احتمالی‌حضور‌دارندوجود‌متغیرهای‌آشکار،‌متغیره

‌:شود‌محاسبه‌می

P(β1:K, θ1:D, z1:D|w1:D) =
P(β1:K, θ1:D, z1:D, w1:D)

P(w1:D)
 (4-3) 

‌ ‌رابطه ‌به ‌توجه ‌با ‌کسر ‌می‌3-3صورت ‌به‌محاسبه ‌هم ‌کسر ‌مخرج ‌کلمات‌‌شود. ‌از راحتی

‌شد‌مشاهده ‌به ‌میه ‌م‌.آید‌دست ‌و ‌است ‌زیاد ‌بسیار ‌پنهان ‌موضوعی ‌ساختارهای ‌آن‌تعداد حاسبۀ

‌امکان‌به ‌‌راحتی ‌علت‌صورت‌کسر ‌به ‌موضوع ‌این ‌نیست. ‌رابطهپذیر ‌علت‌برای‌‌این ‌همین ‌به است.

،‌عبارتبرای‌تخمین‌این‌سازی‌موضوعی‌‌های‌مدل‌زنند.‌الگوریتم‌محاسبۀ‌این‌عبارت‌آن‌را‌تخمین‌می

از‌توزیع‌دریکله‌‌LDAکنند‌که‌نزدیک‌به‌مقدار‌واقعی‌باشد.‌در‌‌ع‌احتمال‌دیگر‌استفاده‌میاز‌یک‌توزی

‌شود.‌برای‌این‌کار‌استفاده‌می

 های مبتنی بر پیوستگی ویژگی -3-2-3-1

‌که‌هزینه‌محاسباتی‌پایینی‌دارند‌در‌تشخیص‌ ‌تاثیر‌برخی‌از‌ادات‌پیوستگی‌را در‌این‌بخش‌ما

‌بررسی‌می‌صفحات‌وب ‌موارد‌هرز ‌نیز‌‌کنیم. ‌و ‌پاراگرافها ‌جملات، ‌کلمات، ‌تعداد ‌شامل بررسی‌شده

‌ست.ا‌شدهدرج‌‌1-‌3جدول‌در‌ها‌‌تعداد‌ادات‌ربط‌در‌متن‌است.‌لیست‌کامل‌این‌ویژگی
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 های‌مبتنی‌بر‌پیوستگی‌ویژگی‌1-‌3جدول‌

 مثال یحتوض

 for, and, nor نرخ‌ادارت‌ربط‌پایه‌به‌همه‌کلمات

 and, but نرخ‌ادات‌ربط‌به‌همه‌کلمات

 Or نرخ‌کلمات‌فصل‌به‌همه‌کلمات

 after, although, as نرخ‌حروف‌ربط‌وابسته‌به‌کل‌کلمات

 yet, so, nor نرخ‌حروف‌ربط‌همپایه‌به‌کل‌کلمات

 and, also, besides نرخ‌کلمات‌وصل‌به‌کل‌کلمات

 nonetheless, therefore, although نرخ‌کلمات‌متصل‌کننده‌جملات‌به‌کل‌کلمات

 to begin with, next, first نرخ‌کلمات‌ترتیبی‌به‌کل‌کلمات

 therefore, that is why, for this reason نرخ‌کلمات‌مشخص‌کننده‌دلیل‌و‌هدف‌به‌کل‌کلمات

 but, however, nevertheless نرخ‌کلمات‌ضدیت‌به‌کل‌کلمات

 a, an, the نرخ‌کلمات‌معین‌به‌کل‌کلمات

 arise, because, enabling نرخ‌ادات‌ربط‌سببی‌مثبت‌به‌کل‌کلمات

 actually, after all, all in all نرخ‌ادات‌ربط‌منطقی‌مثبت‌به‌کل‌کلمات

 a consequence of, after, again نرخ‌ادات‌ربط‌زمانی‌به‌کل‌کلمات

 by, desire, desired نرخ‌ادات‌ربط‌مثبت‌هدف‌و‌علت‌به‌کل‌کلمات

 actually, after, again نرخ‌ادات‌ربط‌مثبت‌به‌کل‌کلمات

 this, that, these نرخ‌ضمایر‌اشاره‌به‌کل‌کلمات

 after all, again, all in all نرخ‌ادات‌ربط‌افزایشی‌به‌کل‌کلمات

 although, arise, arises نرخ‌ادات‌ربط‌سببی‌به‌کل‌کلمات

 

 های مبتنی بر همبستگی ویژگی -3-2-3-2

های‌تعیین‌همبستگی‌متن،‌تعداد‌موضوعاتی‌است‌که‌‌همان‌طور‌که‌قبلا‌گفته‌شد،‌یکی‌از‌روش

‌تعیین‌تعداد‌موضوعات‌متن‌روشهای‌مختلفی‌از‌ ‌به‌منظور در‌آن‌متن‌مورد‌بحث‌قرار‌گرفته‌است.

(‌ ‌بردار ‌فضای ‌مدل VSMقبیل
‌م1 ‌شاخص ،)(‌ ‌نهفته LSIعنایی

‌نهفته‌2 ‌معنایی ‌احتمالی ‌تحلیل ،)

(PLSA
یک‌مدل‌ساده‌بر‌مبنای‌جبر‌خطی‌‌SVD(‌وجود‌دارد.‌LDA(‌و‌تخصیص‌دیریکله‌نهفته‌)3

‌فراهم‌می ‌این‌وجود‌این‌مدل‌‌است‌که‌امکان‌تعیین‌میزان‌ارتباط‌بین‌پرس‌و‌جو‌و‌سند‌را ‌با کند.

‌برداری‌است ‌از ‌زیرا ‌زیادی‌دارد ‌بسیار ‌میابعاد ‌از‌‌فاده ‌همین‌دلیل‌استفاده ‌به ‌خلوت‌است. ‌که کند

                                                 
1‌Vector Space Model 
2‌Latent Semantic Indexing 
3‌Probabilistic Latent Semantic Analysis 
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بایست‌با‌مساله‌ترادف‌و‌‌تواند‌پراشتباه‌و‌نادرست‌باشد.‌همچنین‌این‌مدل‌می‌شباهت‌کسینوس‌می

تواند‌مساله‌ترادف‌را‌تا‌حدی‌برطرف‌کند‌و‌سند‌را‌به‌یک‌فضای‌کم‌‌می‌LSIتعدد‌معانی‌روبرو‌شود.‌

سند‌استفاده‌-سریع‌کاهش‌ابعاد،‌این‌روش‌از‌تجزیه‌ماتریس‌عبارتبعد‌نگاشت‌دهد.‌به‌منظور‌انجام‌

کند.‌با‌این‌حال‌این‌کار‌برای‌حل‌مساله‌تعدد‌معانی‌موثر‌نیست،‌مضاف‌بر‌اینکه‌به‌دلیل‌استفاده‌‌می

روزرسانی‌آن‌‌(،‌بار‌محاسباتی‌بالایی‌دارد.‌مشکل‌دیگر‌این‌روش‌سختی‌بهSVD)‌1از‌تجزیه‌بردار‌یکه

های‌احتمالی‌به‌جای‌ماتریس‌و‌‌با‌استفاده‌از‌روش‌PLSAسند‌جدید‌است.‌در‌روش‌‌هنگام‌ظهور‌یک

‌اما‌مشکلی‌که‌ا‌شدهدر‌نظر‌گرفتن‌موضوع‌به‌صورت‌توزیعی‌از‌کلمات،‌مساله‌تعدد‌معانی‌حل‌ ست.

یابد.‌در‌روش‌‌وجود‌دارد‌این‌است‌که‌تعداد‌پارامترها‌به‌طور‌خطی‌نسبت‌به‌تعداد‌اسناد‌افزایش‌می

LDAکلمه‌-های‌موضوع‌جای‌استفاده‌از‌ماتریس‌از‌توزیع‌احتمالی‌پیشین‌دیریکله‌به‌عنوان‌توزیع‌به‌

‌سند ‌می-و ‌استفاده ‌حد‌موضوع ‌بیش‌از ‌تناسب ‌از ‌امر ‌این ‌می‌2شود. ‌بار‌‌جلوگیری ‌مدل ‌این کند.

‌می ‌و ‌دارد ‌پایینی ‌به‌محاسباتی ‌راحتی ‌به ‌جدید ‌سند ‌ظهور ‌با ‌‌تواند ‌شود ‌بنابراین‌[91]روزرسانی .

تعداد‌موضوعات‌یک‌صفحه‌را‌‌LDAطور‌که‌پیش‌از‌این‌اشاره‌شد،‌در‌این‌رساله‌با‌استفاده‌از‌‌همان

‌هرز‌استخراج‌کردیم.‌به‌عنوان‌ویژگی‌برای‌تشخیص‌وب

،‌لازم‌است‌مشخص‌کنیم‌چند‌موضوع‌در‌مجموعه‌داده‌وجود‌دارد.‌برای‌LDAقبل‌از‌استفاده‌از‌

‌3استخراج‌شوند،‌معمولا‌از‌امتیاز‌انسجام‌موضوع‌LDAعداد‌بهینه‌موضوعاتی‌که‌باید‌توسط‌تعیین‌ت

‌می ‌‌استفاده ‌)رابطه ‌‌(3-5شود ‌این‌رابطه ‌‌𝑤𝑖در ‌ارزشمندترین‌نشان‌𝑤𝑗و کلمات‌یک‌موضوع‌‌4دهنده

‌است.

(3-5)‌𝐶𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒𝑆𝑐𝑜𝑟𝑒 = ∑ 𝑠𝑐𝑜𝑟𝑒(𝑤𝑖, 𝑤𝑗)
𝑖<𝑗

 

(3-6) 𝑆𝑐𝑜𝑟𝑒(𝑤𝑖, 𝑤𝑗) = 𝑙𝑜𝑔
𝑝(𝑤𝑖, 𝑤𝑗)

𝑝(𝑤𝑖)𝑝(𝑤𝑗)
 

                                                 
1‌Singular Vector Decomposition 
2‌Over-Fitting 
3‌Coherence Score 
4‌Top 
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‌مبنای‌تعداد‌همرخدادی ‌تعدادی‌‌می‌کلمات‌تخمین‌زده‌1احتمالات‌بر ‌ابتدا ‌برای‌این‌کار شوند.

‌استفاده‌از‌یک‌پنجره‌لغزان‌که‌روی‌ویکی‌پدیا‌)به‌عنوان‌یک‌منبع‌نوشته‌خارجی(‌حرکت ‌سند‌با

در‌ها‌‌ست‌)هر‌سند‌یکی‌از‌موقعیتهای‌پنجره‌است(.‌سپس‌تعداد‌این‌همرخدادیا‌شدهکند‌ساخته‌‌می

‌می ‌محاسبه ‌سندها ‌‌این ‌مناسب، ‌موضوع ‌تعداد ‌انتخاب ‌پس‌از ‌شود. ‌داده‌‌ویژگیاین ‌مجموعه ‌از ها

‌شود:‌استخراج‌می

 1تعداد‌موضوعات‌با‌احتمال‌بیشتر‌از‌% 

 10ز‌تعداد‌موضوعات‌با‌احتمال‌بیشتر‌ا% 

 20تعداد‌موضوعات‌با‌احتمال‌بیشتر‌از‌%‌

 30تعداد‌موضوعات‌با‌احتمال‌بیشتر‌از‌%‌

 40تعداد‌موضوعات‌با‌احتمال‌بیشتر‌از‌%‌

 انتخاب ویژگی -3-3

‌ویژگی ‌انتخاب ‌می‌مسأله ‌‌تلاش ‌میان ‌از ‌تا ‌ویژگی‌N2کنند ‌کل ‌از ‌ممکن ها،‌‌زیرمجموعه

‌کنند‌زیرمجموعه ‌انتخاب ‌را ‌تا‌که‌ای ‌یک ‌مقدار ‌روشبتواند ‌کند. ‌بهینه ‌را ‌ارزیابی ‌مختلف‌‌بع های

‌جستجو ‌الگوریتم ‌اصلی ‌جزء ‌دو ‌شامل ‌ویژگی ‌ارزیابی‌2انتخاب ‌تابع ‌از‌‌3کننده‌و ‌بعضی ‌در هستند.

ای‌یا‌جستجوی‌تصادفی‌‌تواند‌مکاشفه‌جستجو‌تمام‌فضای‌ممکن‌و‌در‌برخی‌دیگر‌که‌میهای‌‌الگوریتم

‌کارایی، ‌دست‌دادن‌مقداری‌از ‌ازای‌از ‌در ‌می‌باشد، ‌همچنین‌توابع‌‌فضای‌کوچکتری‌جستجو شود.

‌یک‌تابع‌ارزیابی،‌میزان‌خوب‌بودن‌زیرمجموعه‌تولید‌شده‌را‌‌ارزیابی کننده‌متعددی‌نیز‌وجود‌دارد.

‌مقدار‌بهترین‌زیرمجموعه‌قبلی‌مقایسه‌می ‌با ‌اگر‌زیرمجموعه‌جدید،‌‌محاسبه‌کرده‌و‌حاصل‌را کند.

‌زیرمجموعه ‌زی‌بهتر‌از رمجموعه‌جدید‌به‌عنوان‌زیرمجموعه‌بهینه،‌جایگزین‌قبلی‌های‌قدیمی‌باشد،

‌‌می ‌میان‌ویژگی[92]شود ‌از ‌برای‌انتخاب‌بهترین‌زیرمجموعه ‌این‌رساله ‌در .‌‌ ‌ابتدا ‌11های‌موجود،

                                                 
1‌Co-Occurance 
2‌Search Method 
3‌Evaluator Function 
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هشت‌تابع‌ارزیاب‌رایج‌مورد‌بررسی‌قرار‌گرفته‌و‌در‌نهایت‌یک‌روش‌انتخاب‌ویژگی‌‌روش‌جستجو‌و

 که‌کارایی‌بهتری‌در‌این‌زمینه‌دارد‌برای‌انتخاب‌ویژگی‌استفاده‌شد.

 جستجو های روش -3-3-1

‌ ‌آن ‌به ‌که ‌جستجو ‌الگوریتم ‌وظیفه ‌کننده ‌تولید ‌میتابع ‌گفته ‌‌نیز ‌ایجاد های‌‌زیرمجموعهشود،

‌کل‌ویژگیمختلف‌ ‌الگوریتم‌از ‌است. ‌ویژگی‌ها ‌تمام ‌مجموعه ‌با ‌یا ‌بدون‌ویژگی‌و ‌یا ها‌‌های‌جستجو

های‌‌شوند‌و‌زیرمجموعه‌ها‌به‌ترتیب‌به‌مجموعه‌اضافه‌می‌در‌حالت‌اول‌ویژگیند.‌کن‌ه‌کار‌میشروع‌ب

در‌حالت‌دوم‌از‌یک‌‌گویند.‌های‌پائین‌به‌بالا‌می‌ها،‌روش‌روش‌دسته‌کنند.‌به‌این‌جدید‌را‌تولید‌می

ها‌را‌حذف‌‌یبه‌مرور‌و‌در‌طی‌اجرای‌الگوریتم،‌ویژگو‌کنیم‌‌ها،‌شروع‌می‌مجموعه‌شامل‌تمام‌ویژگی

های‌بالا‌به‌‌کنند،‌روش‌هایی‌که‌به‌این‌صورت‌عمل‌می‌کنیم‌تا‌به‌زیرمجموعه‌دلخواه‌برسیم.‌روش‌می

‌.پردازیم‌یمها‌‌برخی‌از‌این‌الگوریتمدر‌ادامه‌به‌شرح‌‌پائین‌نام‌دارند.

 حریصانه 

‌است‌که‌‌1یصانهحرهای‌جستجو،‌روش‌‌یکی‌از‌استراتژی ‌یا‌2جلو‌رفتبه‌صورت‌فضای‌ویژگی‌را

‌م‌3گرد‌عقب ‌کند‌یجستجو .‌ ‌‌جستجوعمل‌این‌الگوریتم ‌ارا ‌‌یکز ‌آغاز ‌دلخواه نقطه‌‌و‌کند‌مینقطه

‌ینا‌ینشود.‌همچن‌یابیارز‌مقدار‌تابعباعث‌کاهش‌‌یژگیو‌یکحذف‌‌یااست‌که‌اضافه‌‌یزمان‌آنتوقف‌

‌انتخاب‌های‌یژگیو‌یبترت‌یرهو‌ذخ‌یگرد‌یسو‌به‌سو‌یکفضا‌از‌‌یمایشبر‌اساس‌پ‌تواند‌یم‌یتمالگور

‌.اند‌بندی‌شده‌که‌بر‌اساس‌میزان‌مفید‌بودنشان‌رتبه‌ندها‌ایجاد‌ک‌یژگیاز‌و‌یستی،‌لشده

‌

‌

                                                 
1‌Greedy 
2‌Feed Forward 
3‌Backward 
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 اول بهترین 

‌بهترین ‌اول ‌جستجوی ‌حر‌یک‌1روش ‌انتخاب ‌که‌یصانهروش ‌می‌است ‌کارایی‌‌تلاش کند

‌ویژگی ‌حذف‌کلیه ‌افزودن‌یا ‌با ‌فعلی‌را ‌بهتری‌تبدیل‌کند‌زیرمجموعه ‌های‌ممکن‌به‌مجموعه ‌ینا.

‌یا‌با‌مجموعه‌یاو‌به‌جلو‌رود‌‌یدشروع‌به‌جستجو‌نما‌یژگیاز‌و‌یخال‌یا‌با‌مجموعهتواند‌‌می‌یتمالگور

شروع‌کند‌و‌در‌دو‌جهت‌جلو‌‌یا‌از‌هر‌نقطه‌یاگرد‌داشته‌باشد‌‌های‌شروع‌کند‌و‌عقب‌کامل‌از‌ویژگی

روش‌نداشته‌باشد،‌این‌‌برای‌ادامه‌الگوریتم‌وجوددر‌صورتی‌که‌هیچ‌محدودیتی‌‌و‌عقب‌ادامه‌دهد.

‌.‌[92]شود‌‌محسوب‌مییک‌جستجوی‌جامع‌

 خطی رو به جلو 

ها‌را‌‌ویژگی‌یاب،ارز‌یکابتدا‌بر‌اساس‌نوعی‌روش‌اول‌بهترین‌است‌که‌‌2خطی‌روبه‌جلو‌یتمالگور

‌رتبه‌کرده‌و‌آن‌یبررس‌یبه‌طور‌انفراد ‌انتخاب‌کرده‌و‌بر‌او‌یژگیو‌K.‌سپس‌کند‌یم‌یبند‌ها‌را ل‌را

کند،‌سپس‌‌صورت‌که‌با‌یک‌مجموعه‌خالی‌شروع‌می‌ینبه‌ا‌دهد‌یها‌عمل‌جستجو‌را‌انجام‌م‌آن‌یرو

‌تابع‌ارزیابی‌به‌مجموعه‌جواب‌اضافه‌می‌را‌در‌هر‌تکرار‌یک‌ویژگی ‌از ‌استفاده ‌‌با ‌را ‌این‌کار تا‌کند.

‌.[92]‌تعداد‌ویژگی‌لازم‌انتخاب‌شودشود‌که‌‌می‌تکرارزمانی‌

 جلو با تعیین اندازه زیرمجموعه روبه 

‌این‌روش‌ ‌الگور‌یافتهتوسعه ‌جلو ‌به ‌ا‌یتم‌خطی‌رو ‌در ‌الگور‌یناست. ‌از ‌قسمت‌‌یتم،نسخه در

از‌قبل‌مشخص‌‌تواند‌یها‌م‌)نقطه‌شروع‌و‌تعداد‌دسته‌شود‌یانجام‌م‌یداخل‌یاعتبارسنج‌یکجستجو،‌

‌ان‌شود( ‌ارز‌ینهبه‌یرمجموعهز‌دازهتا ‌از ‌استفاده ‌)با ‌مشخص‌‌یا‌کننده‌یابیمشخص‌شود ‌ابتدا که‌در

‌یبر‌رو‌ینهبه‌یرمجموعهبر‌اساس‌اندازه‌ز‌خطی‌رو‌به‌جلو‌یتمالگور‌یگربار‌د‌یک‌یتست(.‌در‌نهاا‌شده

‌.[93]شود‌‌یها‌اعمال‌م‌تمام‌داده

                                                 
1‌Best First 
2‌Linear Forward Selection 
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 بندی رتبه 

.‌شود‌یم‌یدهسنجها‌‌بدون‌در‌نظر‌گرفتن‌رابطه‌بین‌آنو‌‌ییا‌به‌تنهاه‌روش‌ارزش‌ویژگی‌یندر‌ا

علت‌‌یناست.‌به‌هم‌یتاهم‌یبهای‌به‌ترت‌ز‌ویژگیا‌شده‌یبند‌رتبه‌یستل‌یک‌یتمالگور‌ینا‌یخروج

‌.[92]شود‌‌یاستفاده‌م‌3انتروپیو‌2نرخ‌سود،‌1ریلیفمانند‌‌یابیارز‌توابعدر‌کنار‌‌یشترروش‌ب‌ینا

 جستجوی پراکنده 

‌مجموعه‌یتکامل‌یتمالگور‌یک4پراکنده‌یجستجو ‌شامل ‌اساس‌‌حل‌راه‌‌است‌و ‌بر ‌است‌که هایی

‌یجستجو‌یک‌یژگیو‌یها‌مجموعهزیر‌یندر‌ب‌یتمالگور‌ین.‌ااند‌یافتهها‌تکامل‌‌آن‌ینب‌یبیترک‌یزممکان

‌انجام‌م ‌تعداد‌زدهد‌یپراکنده ‌با ‌شروع‌جستجو ‌اهم‌های‌یرمجموعهز‌یادی. ‌حائز و‌‌ستا‌یتمتنوع‌و

‌نت‌یابد‌یم‌یانپا‌یزمان‌یتمالگور ‌ب‌یجهکه ‌آستانه‌مدنظر ‌مقدار ‌‌یشتراز ‌ب‌یاشود ‌یشتریامکان‌بهبود

‌.[94]‌نباشد

 الگوریتم ژنتیک 

‌ا ‌ز‌یژگیدسته‌و‌یکروش‌‌یندر ‌تول‌یدهای‌کاند‌ویژگی‌یرمجموعهاز ‌در‌هرکنیم‌یم‌یدشده بار‌‌.

‌یدیعناصر‌جد‌ی،عناصر‌دسته‌قبل‌یبر‌رو‌یبیجهش‌و‌بازترک‌یبا‌استفاده‌از‌عملگرها‌یتم،تکرار‌الگور

کرده‌و‌‌صرا‌مشخ‌یعناصر‌دسته‌فعل‌یستگیشا‌یزانم‌یابی،تابع‌ارز‌یک.‌با‌استفاده‌از‌کنیم‌یم‌یدتول

‌به‌عنوان‌دسته‌نسل‌بعد‌انتخاب‌م ‌را ‌بهتر ‌کنیم‌یعناصر ‌یافتن‌. ‌ا‌نیبهتراگرچه روش‌‌ینجواب‌در

اجازه‌اجرا‌‌یتمکه‌به‌الگور‌یمدت‌زماننسبتا‌بهینه‌با‌توجه‌به‌جواب‌‌یک‌یشههم‌یول‌شود؛‌ینم‌ینتضم

‌.[92]شود‌‌یم‌یداپ‌یم،داده‌باش

‌

                                                 
1‌Relieff 
2‌Gain Ratio 
3‌Entropy 
4‌Scatter 
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 الگوریتم توده ذرات 

‌ذرات ‌دسته‌1روش‌توده ‌اجتماعی ‌رفتار ‌‌از ‌گرفته ‌الهام ‌پرندگان ‌سیستم‌ستا‌شدههای ‌این ‌در .

ای‌نزدیک‌‌نمایند‌و‌رفتار‌جمعیت‌باعث‌همگرایی‌در‌نقطه‌به‌طور‌محلی‌با‌یکدیگر‌همکاری‌می‌ها‌عامل

‌برای‌نیل‌به‌این‌هدف‌لازم‌است‌تا‌در‌بعد‌اول‌همه‌اعضای‌گروه‌‌به‌جواب‌بهینه‌سراسری‌می شود.

‌تابعیت‌از‌بهترین‌فرد‌گروه‌تغییر‌دهند‌و‌در‌بعد‌ ‌با دوم‌لازم‌است‌تا‌تک‌تک‌اعضا‌موقعیت‌خود‌را

را‌در‌حافظه‌نگهداری‌کرده،‌میل‌به‌سوی‌بهترین‌موقعیت‌‌اند‌کردهبهترین‌موقعیتی‌که‌تاکنون‌تجربه‌

خود‌در‌گذشته‌داشته‌باشند.‌سرعت‌و‌موقعیت‌ذرات‌تا‌زمان‌برآورده‌شدن‌شرط‌خاتمه‌)رسیدن‌به‌

‌.[95]شود‌‌اوم‌به‌روز‌میحد‌آستانه‌تعیین‌شده(‌با‌توجه‌به‌این‌دو‌مورد‌به‌طور‌مد

 الگوریتم کلونی مورچه 

‌کلونی‌مورچه‌برای‌پیاده ‌الگوریتم ‌انتخاب‌ویژگی‌با ‌طول‌‌2سازی‌مساله ‌یک‌به ‌و ‌صفر ‌رشته دو

‌نظر‌ ‌در ‌برای‌تشکیل‌‌یمتعداد‌متغیرها ‌الگوریتم‌را ‌یکا‌رشتهگیریم‌و ‌و ‌می‌ی‌از‌صفر ‌اجرا کنیم.‌‌ها

شود.‌در‌نهایت‌‌کند‌با‌استفاده‌از‌توابع‌فرومون‌و‌ابتکاری‌مشخص‌می‌ه‌هر‌مورچه‌طی‌میمسیری‌ک

‌مورچه ‌توسط ‌که ‌مسیری ‌‌بهترین ‌انتخاب ‌ویژگی‌می‌ست‌مشخص‌میا‌شدهها ‌کدام ‌که بایست‌‌کند

‌.[96]انتخاب‌شود‌

 الگوریتم جستجوی خفاش 

‌گر‌3الگوریتم‌جستجوی‌خفاش ‌مسیریابی‌الهام ‌نحوه ‌از ‌این‌موجودات‌قدرت‌‌ها‌خفاشفته است.

‌تعیین‌می ‌بر‌اساس‌انعکاس‌صدای‌خود‌مسیر‌حرکت‌را ‌این‌روش‌‌بینایی‌ضعیفی‌داشته‌و کنند.در

‌تنظیم‌فرکانس‌به‌ ‌از ‌و ‌ ‌مکان‌صورت‌گرفته ‌اساس‌معیارهای‌سرعت‌و جستجوی‌فضای‌ویژگی‌بر

ن‌این‌جهش‌با‌توجه‌به‌تغییرات‌بلندی‌صدا‌و‌پالس‌شود.‌میزا‌منظور‌جهش‌به‌حالت‌بعد‌استفاده‌می

                                                 
1‌Particle Swarm Intelligence (PSO) 
2‌Ant Colony 
3‌Bat Search 
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استخراج‌‌ی‌که‌باعثطوره‌ب‌کند‌یخودکار‌را‌فراهم‌م‌تمرکز‌یتقابلانتشار‌متفاوت‌است.‌این‌تغییرات‌

‌.‌[97]شود‌‌یتر‌م‌قوی‌یها‌حل‌راه

 الگوریتم زنبورعسل 

برای‌انتخاب‌ویژگی‌‌.های‌زنبور‌عسل‌است‌گروهسازی‌رفتار‌جستجوی‌غذای‌‌شبیهاین‌الگوریتم‌

‌زنبورها‌ گیرند‌یک‌ویژگی‌را‌‌روند‌و‌در‌هر‌گام‌تصمیم‌می‌گام‌به‌جلو‌می‌dتوسط‌این‌الگوریتم‌ابتدا

کنند.‌‌یممسیر‌زنبورها‌به‌کندو‌بازگشته‌و‌نتایج‌خود‌را‌ارزیابی‌‌dانتخاب‌کنند‌یا‌خیر.‌پس‌از‌اتمام‌

‌به‌دو‌ ‌این‌مرحله‌زنبورها ‌زنبورهایی‌که‌‌دسته‌متعهد‌و‌غیرمتعهد‌تقسیم‌میدر شان‌‌یبرازندگشوند.

‌به‌ ‌این‌مفهوم ‌بقیه‌غیرمتعهد‌هستند. ‌به‌عنوان‌متعهد‌و ‌بود ‌بیشتر ‌آستانه ‌مقدار ‌ارزیابی‌از پس‌از

‌کشف‌ ‌شهد ‌به ‌عسل ‌میستا‌شدهمعنی‌وفاداری‌زنبور ‌زنبورهای‌غیرمتعهد ‌اساس‌چرخ‌‌. بایست‌بر

‌حل‌ز‌رولت‌به‌سمت‌راه ‌با ‌حرکت‌مسیر ‌پس‌از ‌متعهد‌حرکت‌کنند‌و ‌مسیر‌‌dنبور ‌آزادند‌که گام

‌.[98]جدیدی‌را‌انتخاب‌کنند‌

 ویژگی ارزیابی -3-3-2

‌به‌ ‌یک‌مقدار ‌و ‌بررسی‌کرده ‌را ‌تولید‌شده ‌میزان‌خوب‌بودن‌یک‌زیرمجموعه یک‌تابع‌ارزیابی،

‌ب ‌نظر ‌بهترین‌زیرمجموعه‌قبلی‌‌ازمیعنوان‌میزان‌خوب‌بودن‌زیرمجموعه‌مورد ‌با ‌این‌مقدار گرداند.

‌زیرمجموعه‌مقایسه‌می ‌از ‌بهتر ‌زیرمجموعه‌جدید، ‌اگر ‌زیرمجموعه‌جدید‌به‌‌شود. های‌قدیمی‌باشد،

ست‌در‌ا‌شدهتوابع‌ارزیابی‌که‌در‌این‌رساله‌بررسی‌‌شود.‌عنوان‌زیرمجموعه‌بهینه،‌جایگزین‌قبلی‌می

‌ست.ا‌شدهادامه‌توضیح‌داده‌

‌

‌

‌



66 

 

 تگیهمبس 

‌یک آماری ابزاری‌1ضریب‌همبستگی ‌رابطه ‌درجه ‌و ‌نوع ‌تعیین ‌کمی برای ‌کمی‌ متغیر ‌متغیر با

‌ ‌یکی‌از‌معیارهای‌استفاده ‌ضریب‌همبستگی، ‌تعیین‌همبستگی‌دو‌متغیر‌است.‌شده‌دیگر‌است. در

دهد.‌این‌ضریب‌‌ضریب‌همبستگی‌شدت‌رابطه‌و‌همچنین‌نوع‌رابطه‌)مستقیم‌یا‌معکوس(‌را‌نشان‌می

‌‌1بین‌ ‌‌-1تا ‌در ‌‌نبوداست‌و ‌برابر ‌متغیر، ‌صفر‌استوجود‌رابطه‌بین‌دو همبستگی‌بین‌دو‌متغیر‌.

‌صورت Y و X تصادفی ‌)‌به ‌3-7رابطه ‌آن‌شود‌تعریف‌می( ‌در ‌ریاضی‌عملگر E که ‌امید ،covبه‌‌

‌.[99]‌است انحراف‌معیار نماد سیگما و‌یرسانگی‌پنماد‌معمول‌برای‌همبست‌corr،‌کوواریانس معنای

(3-7)‌𝑐𝑜𝑟𝑟(𝑋, 𝑌) =  
𝑐𝑜𝑣(𝑋, 𝑌)

𝜎𝑋𝜎𝑌
  =   

𝐸 [(𝑋 − 𝜇𝑋)(𝑌 − 𝜇𝑌)]

𝜎𝑋𝜎𝑌
 

 مربع کای 

‌مدو‌با‌توجه‌به‌کلاس‌‌2مربع‌کای‌در‌این‌روش‌ارزش‌هر‌ویژگی‌با‌استفاده‌از‌محاسبه‌مقدار‌آماری

های‌غیر‌پارامتری‌است‌‌‌‌‌‌‌‌جزء‌آزمونمربع‌کای‌که‌آزمون‌ز‌این‌مقدار‌با‌استفاده‌ا‌.گردد‌ینظر‌ارزیابی‌م

(‌محاسبه‌3-8ه‌از‌فرمول‌)برای‌این‌کار‌ابتدا‌مربع‌کای‌را‌برای‌هر‌کلاس‌و‌با‌استفادشود.‌‌می‌محاسبه

‌مقدار‌مورد‌انتظار‌آن‌ویژگی‌است.‌Eiو‌‌iمقدار‌مشاهده‌ویژگی‌‌Oiکنیم.‌در‌این‌فرمول‌‌‌می

(3-8)‌𝑋2 = ∑[(𝑂𝑖 − 𝐸𝑖)
2/ 𝐸𝑖] 

‌استفاد ‌با ‌را ‌متغیر ‌آزادی‌دو ‌)سپس‌درجه ‌فرمول ‌از ‌د3-9ه ‌به ‌فرمول‌‌ست‌می( ‌این ‌در آوریم.

‌موجود‌برای‌دو‌متغیر‌مورد‌آزمایش‌هستند.های‌‌به‌ترتیب‌تعداد‌دسته‌cو‌‌rهای‌‌ثابت

(3-9)‌𝑃 = (𝑟 − 1)(𝑐 − 1) 

‌اگر‌مقدار‌حال‌با‌توجه‌به‌جدول‌توزیع‌احتمال‌مربع‌کای ،Pاست،‌فرضیه‌مورد‌‌05/0بیشتر‌از‌‌

 .[99]قبول‌و‌دو‌متغیر‌در‌ارتباط‌هستند.‌در‌غیر‌این‌صورت‌متغیرها‌هیچ‌وابستگی‌به‌هم‌ندارند‌

                                                 
1‌Correlation 
2‌Chi Squared 

https://fa.wikipedia.org/wiki/%D8%A2%D9%85%D8%A7%D8%B1
https://fa.wikipedia.org/wiki/%D8%A2%D9%85%D8%A7%D8%B1
https://fa.wikipedia.org/w/index.php?title=%D9%85%D8%AA%D8%BA%DB%8C%D8%B1_%DA%A9%D9%85%DB%8C&action=edit&redlink=1
https://fa.wikipedia.org/w/index.php?title=%D9%85%D8%AA%D8%BA%DB%8C%D8%B1_%DA%A9%D9%85%DB%8C&action=edit&redlink=1
https://fa.wikipedia.org/wiki/%DA%A9%D9%88%D9%88%D8%A7%D8%B1%DB%8C%D8%A7%D9%86%D8%B3
https://fa.wikipedia.org/wiki/%DA%A9%D9%88%D9%88%D8%A7%D8%B1%DB%8C%D8%A7%D9%86%D8%B3
https://fa.wikipedia.org/wiki/%D8%B3%DB%8C%DA%AF%D9%85%D8%A7
https://fa.wikipedia.org/wiki/%D8%B3%DB%8C%DA%AF%D9%85%D8%A7
https://fa.wikipedia.org/wiki/%D8%A7%D9%86%D8%AD%D8%B1%D8%A7%D9%81_%D9%85%D8%B9%DB%8C%D8%A7%D8%B1
https://fa.wikipedia.org/wiki/%D8%A7%D9%86%D8%AD%D8%B1%D8%A7%D9%81_%D9%85%D8%B9%DB%8C%D8%A7%D8%B1
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 پایداری 

د.‌کن‌گیری‌می‌یک‌متغیر‌دیگر‌را‌اندازه‌یلهوس‌قابلیت‌پیشگویی‌مقدار‌یک‌متغیر‌به‌1معیار‌پایداری

‌می (Coefficient) ضریب ‌و ‌است ‌کلاسیک ‌وابستگی ‌معیارهای ‌از ‌‌یکی ‌راتوانیم ‌یافتن‌‌آن برای

بیشتر‌از‌‌‌Cبا‌کلاس‌‌Xهمبستگی‌بین‌یک‌ویژگی‌و‌یک‌کلاس‌به‌کار‌ببریم.‌اگر‌همبستگی‌ویژگی

‌کلاس‌‌Yهمبستگی‌ویژگی ‌این‌صورت‌ویژگی‌‌Cبا ‌در ‌کلاس‌‌xباشد، ‌گرفتن‌در ‌‌yبر‌‌Cبرای‌قرار

‌میاول ‌یک‌تغییر‌کوچک، ‌با ‌ویژگی‌ویت‌دارد. ‌اندازه‌توانیم‌وابستگی‌یک‌ویژگی‌با ‌را گیری‌‌های‌دیگر

دهد.‌همه‌توابع‌ارزیابی‌بر‌پایه‌معیار‌وابستگی‌‌کنیم.‌این‌مقدار‌درجه‌افزونگی‌این‌ویژگی‌را‌نشان‌می

ا‌به‌خاطر‌اینکه‌این‌توانیم‌بین‌دو‌دسته‌معیارهای‌مبتنی‌بر‌فاصله‌و‌اطلاعات‌تقسیم‌کنیم؛‌ام‌را‌می

‌.[99]‌دهیم‌کنند،‌این‌کار‌را‌انجام‌نمی‌له‌نگاه‌میأدید‌اصلی،‌به‌مس‌ازها‌با‌دیدی‌متفاوت‌‌روش

 نرخ بهره 

آید.‌‌یمبه‌دست‌‌ها‌کلاسبا‌توجه‌به‌میزان‌نرخ‌بهره‌آن‌با‌توجه‌به‌‌در‌این‌روش‌ارزش‌یک‌ویژگی

‌نسبت ‌واقع ‌در ‌بهره ‌اطلاعات‌انشعاب‌نرخ ‌اطلاعاتی‌ویژگی‌به ‌بهره ‌ارزش‌‌2میزان آن‌ویژگی‌است.

شود‌را‌‌یمبخش‌ایجاد‌‌vبه‌‌Dی‌که‌در‌صورت‌تقسیم‌مجموعه‌داده‌ا‌بالقوهاطلاعاتی‌انشعاب،‌اطلاعات‌

‌‌یمنشان‌ ‌که ‌ویژگی‌‌vدهد ‌شده ‌دیده ‌‌Aمقادیر ‌اطلاعات‌انشعاب‌ویژگی ‌لذا ‌به‌‌Aاست. ‌توجه با

‌[99]ید‌آ‌(‌به‌دست‌می3-10فرمول‌)‌از‌Dوعه‌داده‌مجم

(3-10)‌𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜 𝐴(𝐷) = −∑
|𝐷𝑗|

|𝐷|

𝑣

𝑗=1

  ×   𝑙𝑜𝑔2 (
|𝐷𝑗|

𝐷
) 

 بهره اطلاعاتی 

‌دست‌م‌آن‌3اطلاعاتی‌بهره‌یلهوس‌به‌ویژگی‌یک‌ارزش‌روش‌این‌در ‌آید‌یبه ‌تئوری‌. ‌بحث در

است.‌فرض‌کنید‌که‌‌Kullback-Leiblerعات‌و‌یادگیری‌ماشین،‌بهره‌اطلاعاتی‌معادل‌واگرایی‌اطلا

                                                 
1‌Consistency 
2‌Spilt Information 
3‌Information Gain 
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Tبه‌شکل‌‌ها‌دادهی‌آزمایشی‌باشد‌که‌هر‌یک‌از‌این‌ها‌دادهیک‌مجموعه‌از‌‌(X,y) = (x1, x2,‎…,‎xk, 

y)است.‌به‌نحوی‌که‌‌xaعضو‌‌‌vals(a)مقدار‌‌aین‌ویژگی‌داده‌ام‌Xاست‌که‌به‌کلاس‌‌yق‌دارد.‌تعل‌

‌.[99]شود‌‌یم(‌محاسبه‌3-11ی‌از‌فرمول‌)ی‌باشد،‌بهره‌اطلاعاتآنتروپمیزان‌‌Hتابع‌در‌این‌صورت‌اگر‌

(3-11)‌𝐼𝐺(𝑇, 𝑎) = 𝐻(𝑇) − ∑
|{𝑋 ∈ 𝑇|𝑥𝑎 = 𝑣}|

|𝑇|
𝑣∈𝑣𝑎𝑙𝑠(𝑎)

  .  𝐻({𝑋 ∈ 𝑇|𝑥𝑎 = 𝑣}) 

 بند  طبقهOneR 

‌ارز ‌تابع ‌ویژگیاین ‌طبقه‌یابی ‌اساس‌نتیجه ‌بر ‌را ‌‌های ‌‌OneRبند ‌طبقه‌یمارزیابی ‌این بند‌‌کند.

کند.‌به‌این‌صورت‌که‌بر‌اساس‌هر‌‌یمبندی‌‌آموزشی(‌رتبه‌مجموعهدر‌)ها‌را‌بر‌اساس‌نرخ‌خطا‌‌ویژگی

بندی‌‌ها‌را‌بر‌این‌اساس‌طبقه‌کند.‌سپس‌داده‌ها‌یک‌درخت‌تصمیم‌سطح‌یک‌ایجاد‌می‌یک‌از‌ویژگی

‌.[100]کند‌‌گیری‌می‌ه‌و‌نرخ‌خطای‌به‌دست‌آمده‌را‌اندازهکرد

 Relief 

 یکاز‌ کند.‌این‌روش‌یمای‌عمل‌‌یک‌تابع‌ارزیابی‌مبتنی‌بر‌فاصله‌است‌که‌بر‌اساس‌تولید‌مکاشفه

 از که است وزن بر مبتنی روش یک همچنین کند.‌یم انتخاب‌ویژگی‌استفاده برای آماری حل‌راه

‌روش گرفته الهام نمونه بر مبتنی های‌الگوریتم  مجموعه میان از که است صورت این به کار است.

‌انتخاب زیرمجموعه یک آموزشی، های‌نمونه ‌کاربر‌می نمونه  این در ها‌نمونه تعداد بایستی کند.

 صورت به گوریتمارائه‌دهد.‌ال الگوریتم به ورودی عنوان به را آن و باشد مشخص‌کرده را زیرمجموعه

نمونه،‌ این های‌ویژگی از یک هر برای سپس کند.‌می انتخاب را زیرمجموعه این از نمونه یک تصادفی

‌اساس را‌2شکست نزدیکترین و‌1برخورد ترین‌یکنزد  ترین‌یکنزد‌.کند‌می پیدا اقلیدسی معیار بر

 انتخاب نمونه با همکلاس های‌هنمون سایر میان در را اقلیدسی فاصله کمترین که است ای‌نمونه برخورد،

‌کمترین‌نمونه نیز شکست ترین‌یکنزد‌.دارد شده ‌با غیر‌‌ های‌نمونه میان در اقلیدسی فاصله ای

‌.[99]ست‌ا‌شده انتخاب نمونه با همکلاس

                                                 
1‌Nearest Hit 
2‌Nearest Miss 
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 عدم قطعیت متقارن 

شود.‌در‌‌گیری‌می‌ت‌اندازهبر‌مبنای‌تئوری‌اطلاعا‌Yو‌‌Xدر‌این‌روش‌همبستگی‌بین‌دو‌ویژگی‌

یک‌ویژگی‌بیشتر‌باشد،‌ارزش‌آن‌ویژگی‌بیشتر‌است.‌برای‌‌1واقع‌هر‌چه‌میزان‌عدم‌قطعیت‌متقارن

میزان‌بهره‌اطلاعاتی‌‌IG(X)شود‌که‌در‌آن‌‌(‌استفاده‌می3-12ار‌از‌فرمول‌)به‌دست‌آوردن‌این‌مقد

‌.[101]آنتروپی‌آن‌است‌‌H(X)و‌‌Xویژگی‌

(3-12)‌𝑆𝑈(𝑋, 𝑌) = 2
𝐼𝐺(𝑋|𝑌)

𝐻(𝑋) + 𝐻(𝑌)
 

 روش پیشنهادی برای انتخاب ویژگی -3-3-3

‌‌همان ‌که‌اشاره‌شد، ‌اصل‌شامل‌یژگیانتخاب‌و‌یها‌روشطور ‌تابع‌‌یاستراتژ‌یدو‌جزء جستجو‌و

ان‌تابع‌ارزیابی،‌میز‌عقب‌وهستند.‌در‌روش‌پیشنهادی‌استراتژی‌جستجو‌حذف‌رو‌به‌‌کننده‌یابیارز

IBAشاخص‌دقت‌متعادل‌شده‌)
‌IBAاست.‌شاخص‌‌‌Naïve Bayesبند‌طبقه(‌به‌دست‌آمده‌توسط‌2

هرزها‌به‌‌شود‌و‌از‌آنجا‌که‌تعداد‌وب‌های‌نامتوازن‌استفاده‌می‌شاخصی‌است‌که‌به‌منظور‌ارزیابی‌داده

‌ ‌اندک‌است، ‌استفاده‌کردکل‌صفحات‌وب‌بسیار ‌این‌معیار ‌ارزیابی‌نتایج‌حاصل‌از ‌به‌منظور این‌یم.

یکدیگر‌ایجاد‌‌ها‌بر‌معیار‌تلاش‌دارد‌تا‌توازنی‌بین‌میزان‌دقت‌کلی‌بایاس‌نشده‌و‌میزان‌غلبه‌کلاس

منظور‌از‌محاسبه‌این‌مقدار‌این‌است‌که‌بدانیم‌به‌ازای‌هر‌حدس‌درست‌در‌تشخیص‌صفحات‌.‌کند

‌به‌غلط‌هرز‌تشخیص‌ ‌توضیحات‌بیشتر‌در‌خصوص‌[102]یم‌ا‌دادههرز،‌چه‌میزان‌صفحه‌غیرهرز‌را .

‌این‌شاخص‌در‌فصل‌آتی‌ارائه‌خواهد‌شد.

بندی‌بخش‌مهمی‌از‌آن‌به‌شمار‌‌نام‌دارد،‌طبقه‌Smart-BTدر‌روش‌انتخاب‌ویژگی‌پیشنهادی‌که‌

رود‌و‌باید‌دو‌خصوصیت‌مهم‌داشته‌باشد.‌اولین‌خصوصیت‌زمان‌اجرا‌و‌پیچیدگی‌زمانی‌آن‌است‌‌می

‌علت‌ ‌به ‌ارزیاب،که ‌عنوان ‌به ‌استفاده ‌به‌‌می‌تعدد ‌ویژگی ‌دومین ‌باشد. ‌پایینی‌داشته بایست‌زمان

                                                 
1‌Symmetrical Uncertainty 
2‌Index of Balanced Accuracy 
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‌آن‌نامتوازن‌بودن‌داده ‌مرتبط‌است‌و ‌مهم‌این‌مجموعه‌داده ‌است‌به‌طوری‌که‌کلاس‌‌خصیصه ها

کوچکتر‌از‌اهمیت‌بالایی‌برخوردار‌است.‌از‌سوی‌دیگر‌گوسی‌نبودن‌توزیع‌برخی‌از‌ویژگی‌ها،‌نیازمند‌

‌است‌که‌همه‌این‌مسائل‌منجر‌به‌انتخاب‌‌خاب‌طبقهانت  Naïveبندی‌غیرحساس‌به‌توزیع‌متغیرها

Bayesست.‌ا‌شده‌‌

‌ساده‌ی‌استقلال‌بین‌هر‌جفت‌از‌‌این‌طبقه ‌زیاد( ‌فرض‌)نه ‌با ‌و بند‌براساس‌تئوری‌معروف‌بیز

ین‌همان‌دلیلی‌ها‌به‌ندرت‌مستقل‌از‌هم‌هستند‌و‌ا‌ست.‌اگرچه‌در‌عمل‌ویژگیا‌شدهها‌طراحی‌‌ویژگی

تواند‌‌اند‌که‌این‌روش‌می‌نویسندگان‌نشان‌داده‌[103]گویند‌ولی‌در‌‌می‌Naiveاست‌که‌به‌این‌روش‌

‌این‌روش‌پیچیدگی‌زمانی‌خطی‌‌ها‌مستقل‌نباشند‌می‌حتی‌در‌شرایطی‌که‌ویژگی تواند‌بهینه‌باشد.

سازی‌اندکی‌نیازمند‌است.‌به‌علاوه،‌این‌روش‌‌فضای‌ذخیره‌متناسب‌با‌اندازه‌مجموعه‌داده‌دارد‌و‌به

ها‌و‌طبقه‌بندی‌متن‌کاملا‌خوب‌عمل‌میکند‌و‌‌های‌واقعی‌مثل‌فیلترکردن‌هرزنامه‌در‌بعضی‌موقعیت

تواند‌به‌عنوان‌توزیع‌یک‌بعدی‌‌گیرد،‌توزیع‌احتمال‌هر‌ویژگی‌می‌ها‌را‌مستقل‌در‌نظر‌می‌چون‌ویژگی

شود.‌این‌‌شود‌که‌به‌نوبه‌خود‌باعث‌کاهش‌مشکلات‌ناشی‌از‌ابعاد‌بالا‌می‌به‌طور‌مستقل‌تخمین‌زده

‌تعداد‌زیادی‌ویژگیهای‌‌برای‌ویژگی ‌با ‌زمانی‌که ‌اهمیت‌یکسان‌های‌‌نامرتبط‌خیلی‌مهم‌است‌و با

 کند.‌روبرو‌هستیم‌از‌روشهایی‌مثل‌درخت‌تصمیم‌بهتر‌عمل‌می

ها‌موثر‌هستند‌و‌تنها‌‌ست‌که‌بیشتر‌ویژگیدر‌روش‌پیشنهادی‌برای‌انتخاب‌ویژگی‌فرض‌بر‌این‌ا

‌آن ‌از ‌کمی ‌‌تعداد ‌یافتن ‌هدف ‌هدف ‌بنابراین ‌دارند. ‌پایینی ‌کنندگی ‌تفکیک ‌قابلیت ین‌تر‌بزرگها

در‌دقت‌‌بهبود‌یزانم،‌بیشترین‌مجموعه‌دادهاز‌‌آناست‌که‌با‌حذف‌اعضای‌‌ها‌ویژگیی‌از‌ا‌رمجموعهیز

ها‌کل‌مجموعه‌داده‌با‌استفاده‌از‌‌حذف‌هر‌یک‌از‌ویژگی.‌بدین‌منظور،‌پیش‌از‌شود‌یدارپدبند‌‌طبقه

پایه‌‌IBAگردد.‌این‌عدد‌به‌عنوان‌‌محاسبه‌می‌IBAبندی‌شده‌و‌میزان‌‌طبقه‌Naïve Bayesالگوریتم‌

شود.‌سپس‌‌استفاده‌می‌بند‌طبقه‌ها‌بر‌دقت‌در‌ادامه‌الگوریتم‌و‌به‌منظور‌بررسی‌میزان‌تاثیر‌ویژگی

‌زیرمجم‌مجموعه ‌کلیه ‌از ‌‌وعهای ‌‌iهای ‌ابتدا ‌در ‌)که 𝑖عضوی = ‌ویژگی1 ‌نام‌‌( ‌به ‌موجود های
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𝑊𝑜𝑟𝑘𝑖𝑛𝑔 𝑆𝑒𝑡مجموعه‌‌ایجاد‌می‌‌ ‌خالی‌است‌و‌به‌تدریج‌در‌طول‌‌Irremovableشود. که‌در‌ابتدا

‌شامل‌زیرمجموعه‌روزرسانی‌می‌اجرای‌الگوریتم‌به ‌ویژگی‌شود، ‌بعد‌از‌‌ای‌از ‌تکرار ‌هر ‌است‌که‌در ها

‌𝑊𝑜𝑟𝑘𝑖𝑛𝑔 𝑆𝑒𝑡های‌عضو‌‌شود.‌در‌این‌بررسی‌هر‌کدام‌از‌مجموعه‌بررسی‌می‌𝑊𝑜𝑟𝑘𝑖𝑛𝑔 𝑆𝑒𝑡ایجاد‌

‌شوند.‌ها‌باشد،‌حذف‌می‌ای‌از‌آن‌زیرمجموعه 𝐼𝑟𝑟𝑒𝑚𝑜𝑣𝑎𝑏𝑙𝑒که‌حداقل‌یکی‌از‌اعضای‌

غییر‌در‌باعث‌ت‌𝑊𝑜𝑟𝑘𝑖𝑛𝑔 𝑆𝑒𝑡مرحله‌بعد‌تشخیص‌این‌نکته‌است‌که‌حذف‌کدام‌یک‌از‌اعضای‌

‌طبقه ‌کارایی ‌می‌میزان ‌‌بند ‌تابع ‌از ‌استفاده ‌با ‌کار ‌این ‌می‌Evaluateشود. ‌تابع‌‌انجام ‌این شود.

‌عنوان‌ورودی‌دریافت‌می‌ویژگی ‌به ‌که ‌پس‌از‌‌هایی‌را ‌و ‌حذف‌کرده ‌اولیه ‌داده ‌مجموعه ‌از ‌را کند

به‌دست‌آمده‌را‌‌IBA،‌میزان‌Naïve Bayesبندی‌مجموعه‌داده‌حاصل‌با‌استفاده‌از‌الگوریتم‌‌طبقه

‌میزان‌‌محاسبه‌می ‌اگر‌این‌مقدار‌بزرگتر‌یا‌مساوی‌با حاصل‌از‌مشارکت‌کلیه‌‌IBAپایه‌)‌IBAکند.

ست‌و‌نقش‌ا‌شده‌بند‌طبقهها‌باعث‌افزایش‌دقت‌‌ها(‌باشد،‌به‌این‌معنا‌است‌که‌حذف‌این‌ویژگی‌ویژگی

شود.‌‌منتقل‌می‌𝐿𝑜𝑤𝐼𝑛𝑓𝑜𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠به‌مجموعه‌ها‌‌زیادی‌در‌تعیین‌دقت‌آن‌ندارد.‌لذا‌این‌ویژگی

‌از‌ ‌کمتر ‌این‌مقدار ‌اگر ‌ویژگی‌IBAاما ‌این‌است‌که ‌نشان‌دهنده ‌باشد، ‌نقش‌‌پایه های‌حذف‌شده

‌𝐼𝑟𝑟𝑒𝑚𝑜𝑣𝑎𝑏𝑙𝑒ها‌به‌مجموعه‌‌داشته‌و‌نباید‌حذف‌شوند.‌این‌ویژگی‌بند‌طبقهمهمی‌در‌افزایش‌دقت‌

کند.‌این‌‌(‌‌یک‌واحد‌افزایش‌پیدا‌می𝑖وند.‌در‌نهایت‌نیز‌شمارنده‌)ش‌که‌قبلا‌به‌آن‌اشاره‌شد‌اضافه‌می

(‌ادامه‌پیدا‌𝑖فعلی‌و‌ایجاد‌دوباره‌آن‌براساس‌مقدار‌جدید‌شمارنده‌)‌𝑊𝑜𝑟𝑘𝑖𝑛𝑔 𝑆𝑒𝑡الگوریتم‌با‌حذف‌

‌بند‌طبقهیابد‌که‌حذف‌هیج‌یک‌از‌اعضای‌این‌مجموعه‌باعث‌بهبود‌دقت‌‌کند‌و‌زمانی‌خاتمه‌می‌می

‌کنید.‌مشاهده‌می‌4-‌3شکل‌ود.‌شبه‌کد‌این‌الگوریتم‌را‌در‌نش
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‌

‌Smart-BT‌[104]شبه‌کد‌الگوریتم‌پیشنهادی‌‌-4-‌3شکل‌

 پیچیدگی زمانی و مكانی -3-3-4

‌پیچیدگی‌زمانی‌هر‌یک‌از‌توابع‌آن‌را‌به‌منظور‌محا ‌ابتدا سبه‌پیچیدگی‌زمانی‌روش‌ارائه‌شده،

‌کنیم:‌محاسبه‌می

 Evaluate() 

های‌ورودی‌و‌محاسبه‌شاخص‌دقت‌متعادل‌شده‌‌این‌تابع‌مجموعه‌داده‌را‌با‌استفاده‌از‌ویژگی

× O (𝑛کند.‌بازسازی‌مجموعه‌داده‌به‌اندازه‌‌بندی‌می‌طبقه  𝑘)دارد‌که‌در‌آن‌زمان‌احتیاج‌‌

nتعداد‌نمونه‌داده‌و‌‌kهای‌ورودی‌است.‌الگوریتم‌بیز‌ساده‌نیزنیازمند‌زمانی‌به‌‌تعداد‌ویژگی‌

× O(𝑛اندازه‌  𝑘)است.‌بنابراین‌پیچیدگی‌زمانی‌این‌تابع‌‌O(𝑛 ×  𝑘)‌.است‌
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 CreateSubSet() 

‌زیرمجموعه ‌ایجاد‌می‌-kهای‌‌این‌تابع‌همه ‌ویژگی‌را ‌ب‌عضوی‌مجموعه ‌انتخاب‌کند‌که ‌با ‌kرابر

,O(𝐶(𝑘ویژگی‌است.‌بنابراین‌پیچیدگی‌زمانی‌این‌تابع‌برابر‌است‌با‌‌dعضو‌از‌ 𝑑)) = O(
𝑑!

𝑘! ×(𝑑−𝑘)!
)‌

‌و‌‌dکه‌در‌آن‌ ‌از‌آنجایی‌که‌هر‌بار‌‌kابعاد‌مجموعه‌داده ‌زیرمجموعه‌است. تعداد‌عناصر‌موجود‌در

آن‌را‌در‌متغیر‌خروجی‌کپی‌کنیم‌که‌زمانی‌‌بایست‌می‌شود،‌هنگامی‌که‌یک‌ترکیب‌جدید‌ایجاد‌می

,O(𝐶(𝑘احتیاج‌دارد،‌پیچیدگی‌زمانی‌نهایی‌این‌تابع‌برابر‌با‌‌O (k)معادل‌ 𝑑) × 𝑘)‌.است‌

 Eliminate() 

‌ ‌ورودی‌از ‌WorkingSetحذف‌مجموعه ‌با ‌یک‌مجموعه ‌کردن ‌پیدا ،kمجموع‌‌ ‌در ‌ای‌هعضو از‌‌

× O(𝑘عضوی،‌به‌اندازه‌‌kهای‌‌مجموعه 𝑛)برد‌که‌در‌آن‌‌می‌انزم‌𝑛های‌‌تعداد‌زیرمجموعه‌kعضوی‌‌

,O(𝐶(𝑘.‌در‌نتیجه‌پیچیدگی‌زمانی‌این‌تابع‌تاس 𝑑) × 𝑘)‌.است‌

 Remove() 

کند.‌‌حذف‌کرده‌و‌آن‌را‌در‌مجموعه‌نهایی‌کپی‌می‌WorkingSetاین‌تابع‌مجموعه‌منبع‌را‌از‌

ست،‌بنابراین‌پیچیدگی‌زمانی‌این‌از‌آنجا‌که‌وظیفه‌اصلی‌این‌تابع‌پیدا‌کردن‌مجموعه‌منبع‌ا

,O(𝐶(𝑘معادل‌‌()Eliminateتابع‌نیز‌همانند‌تابع‌ 𝑑) × 𝑘).‌.است‌

ها‌‌های‌ممکن‌از‌ویژگی‌به‌منظور‌بررسی‌همه‌زیرمجموعه‌"while"و‌‌"for"های‌‌از‌آنجا‌که‌حلقه

‌با‌توجه‌به‌بررسی‌شرایط‌در‌ابتدا‌بار‌تکرار‌می‌2𝑑ند،‌ا‌شدهسازی‌‌پیاده ،‌به‌ازای‌"for"ی‌حلقه‌شوند.

‌ ‌توابع ‌از ‌یکی ‌کاندید، ‌زیرمجموعه ‌‌()Eliminateهر ‌‌()Evaluateیا ‌تابع ‌همراه اجرا‌‌()Removeبه

‌‌می ‌الگوریتم ‌زمانی ‌پیچیدگی ‌حالت، ‌بدترین ‌در 𝑂 (22𝑑شود.  × n)‌‌ ‌آن ‌در ‌که تعداد‌‌𝑛است

‌می‌نمونه ‌نشان ‌را ‌داده ‌یک‌مجموعه ‌‌های ‌و ‌‌dدهد ‌ویژگی ‌فضای ‌رخ‌ابعاد ‌حالت‌زمانی ‌این است.

دهد‌که‌فقط‌یک‌ویژگی‌مفید‌باشد‌و‌بقیه‌حذف‌شوند.‌از‌آنجایی‌که‌ما‌یک‌پیش‌پردازش‌انجام‌‌می

‌ویژگی‌می ‌مطمئن‌هستیم‌که ‌‌دهیم‌و ‌اندازها ‌حذف‌‌ای‌هبه ‌آنها ‌یک‌سوم ‌بیش‌از خوب‌هستند‌که

‌ ‌ ‌الگوریتم ‌زمانی ‌پیچیدگی ‌دلیل ‌همین ‌به 𝛩(2𝑑نشود،  × 𝑛)د‌‌ ‌همه‌است. ‌که ‌حالت ‌بهترین ر
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‌‌ویژگی ‌پیچیدگی‌زمانی‌ها ‌قابلیت‌حذف‌نداشته‌باشند، ‌آنها ‌از × 𝛺(𝑛مفید‌باشند‌و‌هیچ‌کدام 𝑑)‌

‌کاهش‌ ‌لذا ‌فضای‌ویژگی‌است، ‌ابعاد ‌به ‌وابسته ‌زمانی‌این‌الگوریتم‌نمایی‌و ‌که‌مرتبه ‌آنجا ‌از است.

‌در‌مرحله‌پیش‌پردازش‌بسیار‌با‌اهمیت‌است.ها‌‌تعداد‌ویژگی

 بقه بندیط -3-4

ست‌که‌به‌شرح‌ا‌شدهدر‌این‌رساله‌از‌تعدادی‌الگوریتم‌طبقه‌بندی‌جهت‌ارزیابی‌عملکرد‌استفاده‌

‌باشند:‌‌ذیل‌می

 C4.5نمونه‌ ‌تصمیم، ‌روش‌درخت ‌در ‌الگوریتم: ‌یک ‌به ‌درختهای‌‌‌C4.5ها ‌از ‌یکی که

-شوند.‌سپس‌با‌توجه‌به‌درخت‌هرس‌شده‌حاصل،‌ویژگیگیری‌است‌اعمال‌میتصمیم

‌بعنوان‌جواب‌مساله‌باز‌میها تکمیل‌‌‌C4.5الگوریتم‌.گردانیمیی‌که‌در‌آن‌وجود‌دارد‌را

‌می‌باشد.‌‌ID3لگوریتما‌شده

 Naive Bayesتئوری‌بیز‌یکی‌از‌روش‌ ‌بندی‌به‌شمارهای‌‌: ‌در‌‌می‌آماری‌برای‌رده آید.

‌مختلف،‌هر‌کدام‌به‌شکل‌یک‌فرضیه‌دارای‌احتمال‌در‌نظر‌گرفتههای‌‌این‌روش‌کلاس

پیشین‌را‌افزایش‌و‌یا‌های‌‌شوند.‌هر‌رکورد‌آموزشی‌جدید،‌احتمال‌درست‌بودن‌فرضیه‌می

دهد.‌در‌نهایت،‌فرضیاتی‌که‌دارای‌بالاترین‌احتمال‌باشند،‌به‌عنوان‌یک‌کلاس‌‌می‌کاهش

 شود..‌در‌نظر‌گرفته‌میها‌‌در‌نظر‌گرفته‌شده‌و‌برچسبی‌بر‌آن

 SVMشده‌هستند،‌که‌‌بندی‌نظارت‌های‌طبقه‌ریتماشین‌بردار‌پشتیبان‌یک‌گروه‌از‌الگو:‌م

‌می‌بینی‌می‌پیش ‌قرار ‌گروه ‌کلاس‌یا ‌کدام ‌در ‌یک‌نمونه ‌برای‌‌کند ‌الگوریتم ‌این گیرد.

‌می ‌استفاده ‌از‌یک‌صفحه ‌هم، ‌کلاس‌از ‌هر‌‌تفکیک‌دو ‌از ‌این‌صفحه کند‌به‌طوری‌که

‌نزدیک ‌هر‌دو‌کلاس‌داشته‌باشد. ‌تا ی‌آموزشی‌به‌ها‌ترین‌نمونه‌طرف‌بیشترین‌فاصله‌را

 نام‌دارند‌.‌”‌بردارهای‌پشتیبان“این‌صفحه‌
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 Adaboost‌ ‌الگوریتم ‌این ‌معروف: ‌از ‌الگوریتم‌یکی ‌محسوب‌‌ترین ‌کاوی ‌داده ‌برتر های

های‌‌ظور‌ارتقاء‌عملکرد،‌و‌رفع‌مشکل‌ردهندر‌واقع‌یک‌متا‌الگوریتم‌است‌که‌بمشود.‌‌می

در‌بند‌‌شود.‌در‌این‌الگوریتم‌طبقه‌می‌های‌یادگیری‌استفاده‌نامتوزان‌همراه‌دیگر‌الگوریتم

‌در‌مراحل‌قبل‌های‌غلط‌طبقه‌به‌نفع‌نمونه‌،هر‌مرحله ‌این‌‌تنظیم‌می‌،بندی‌شده گردد.

کند،‌اما‌بعد‌از‌هر‌‌استفاده‌می‌بند‌طبقهالگوریتم‌از‌کل‌مجموعه‌داده‌به‌منظور‌آموزش‌هر‌

 بندی‌شوند.‌‌طبقهرستی‌کند‌تا‌به‌د‌های‌سخت‌تمرکز‌می‌بار‌آموزش،‌بیشتر‌بر‌روی‌داده

 KNNساده‌ ‌بهترین، ‌از ‌یکی ‌متداول‌: ‌و ‌طبقه‌ترین ‌یادگیری‌‌بندی‌کننده‌ترین ‌پایه ‌بر ها

‌طبقه ‌روش K بند‌نمونه، ‌است. ‌همسایه ‌گروه‌‌نزدیک‌ K نزدیکترین ‌یک ‌همسایه ترین

‌رکورد‌ K شامل ‌مجموعه ‌از ‌نزدیک‌رکورد ‌که ‌آموزشی ‌رکورد‌های ‌رکورد‌‌ترین ‌به ها

ها‌در‌مورد‌‌اشند‌را‌انتخاب‌کرده‌و‌بر‌اساس‌برتری‌رده‌یا‌برچسب‌مربوط‌به‌آنآزمایشی‌ب

ای‌را‌‌تر‌این‌روش‌رده‌نماید.‌به‌عبارت‌ساده‌گیری‌می‌دسته‌رکورد‌آزمایشی‌مزبور‌تصمیم

کند‌که‌در‌همسایگی‌انتخاب‌شده‌بیشترین‌تعداد‌رکورد‌منتسب‌به‌آن‌دسته‌‌‌انتخاب‌می

‌بنابراین‌رده ‌‌باشند. ‌ردهای‌که ‌همه ‌بین‌از ‌در ‌بیشتر ترین‌همسایه‌مشاهده‌‌نزدیک‌ K ها

 شود.‌شود،‌به‌عنوان‌رده‌رکورد‌جدید‌در‌نظر‌گرفته‌می

 MLPیکی‌ ‌چند‌ عصبی شبکه عصبی، های شبکه انواع ترین مرسوم از : پرسپترون

 طبقه جمله از ازکاربردها وسیعی بازه در آمیزی موفقیت طور به که است ‌(MLP)لایه

‌با هنگام .است گرفته قرار استفاده مورد هداد بندی  دو با‌MLPعصبی‌های‌‌شبکه کار

 مناسب. آموزشی الگوریتم انتخاب و مناسب معماری انتخاب‌ :هستیم رو روبه مسئله

 تابع نوع و لایه هر درها‌‌نرون تعداد ها، لایه تعداد بهینه معنی‌انتخاب به مناسب معماری

 و ها‌همجموعه‌داد بر مبتنی عصبی های شبکه بهینه یمعمار و باشد می نرون تحریک‌هر

 به عصبی های شبکه جهت‌آموزش متنوعی آموزشی های‌ست.‌الگوریتما‌ها‌آن های‌ویژگی

‌می  خطا‌انتشار‌پس‌الگوریتم‌ها،‌شبکه‌آموزشی‌این الگوریتم ترین متداول رود. می کار
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‌با‌جدید،‌شده‌محاسبه‌یخروج‌مقدار‌مرحله‌هر‌در‌انتشارخطا‌پس‌الگوریتم‌در باشد.

‌شبکه‌های‌وزن‌اصلاح‌به‌آمده‌دست‌به‌خطای‌به‌توجه‌با‌و‌مقایسه‌شده‌واقعی‌مقدار

‌به‌از‌میزان‌کمتر‌حاصله‌خطای‌اندازه‌تکرار‌هر‌انتهای‌در‌که‌نحوی‌به .شود‌پرداخته‌می

‌.باشد‌قبلی‌تکرار‌در‌آمده‌دست

 Random Forest: مدل، است.‌این جمعی ستهد مدل مبنای بر روش یک بند‌طبقه این 

های‌‌درخت از بسیاری ساخت با که است رگرسیون و بندی طبقه برای یادگیری روش

 تولید‌شده‌کار درختان میان از درخت بهترین‌ انتخاب و تصمیم‌گیری‌در‌زمان‌آموزش

 .کند می متغیرها‌کار اهمیت میزان و دقت مبنای بر جمعی دسته مدل.کند می

 Classification & Regression Trees (CART)درخت‌تصمیم‌گیری‌ :CART یک‌‌

‌خود ‌رشد ‌حداکثر ‌به ‌این‌روش‌درختان ‌در ‌باینری‌است. ‌بندی‌بازگشتی ‌روش‌تقسیم

شوند‌که‌کار‌پیچیده‌ای‌است.‌هدف‌این‌مکانیزم‌تولید‌تنها‌‌می‌رسند‌و‌سپس‌اصلاح‌می

که‌همه‌آن‌‌یک‌درخت‌نیست‌بلکه‌تولید‌یک‌سری‌درختان‌اصلاح‌شده‌تو‌در‌تو‌است

‌صورتها‌‌درختان‌بهینه‌داوطلب‌هستند‌و‌انتخاب‌درخت‌بهینه‌تنها‌پس‌از‌ارزشیابی‌داده

 گیرد.‌می

 Logistic Regressionرگرسیون‌  به‌منظور که است آماری ابزارهای از یکی لجستیک :

 کلی شکل دارای لجستیک رگرسیون‌.شود می استفاده آن ازها‌‌ه داد تحلیل و سازی مدل

 :تاس زیر

(3-12)‌log (
𝜋

1 −  𝜋
) =  𝛼 + ∑𝛽𝑖

𝑘

𝑖=1

. 𝑥𝑖  

‌ ‌این‌مدل، ‌وابسته اول سطح به فرد تعلق احتمال‌πدر ‌ متغیر ‌ ام‌iمستقل‌ متغیر‌xiاست، ‌βiو

 لجستیک مدل‌رگرسیون از استفاده مزایای از .است ام‌iمستقل‌ متغیر برای شده‌مدل برآورد ضریب
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‌وابسته متغیر سطوح از یک هر به فرد هر تعلق احتمال امکان‌پیش‌بینی ها، مشاهده مدلسازی بر علاوه

‌است.‌مدل‌ضرایب‌از‌شانس‌با‌استفاده‌نسبت‌مستقیم محاسبه‌امکان‌چنین‌هم‌و

 Logit boostالگوریتم‌افزایندگی‌‌:(Logit boost)کند‌که‌همانند‌یک‌‌می‌به‌طریقی‌عمل‌

‌برای‌انجام‌هدف‌اصلی‌تجه ‌را ‌به‌‌می‌یزروش‌گروهی‌خود ‌لحاظ‌مفهوم‌شبیه ‌به کند‌و

Baggingاساس‌خطاهای‌آموزش‌‌‌ ‌بر ‌بعدی‌را ‌ضعیف‌ ‌آموزش‌دهنده ‌افزایندگی، است.

‌قبلی‌آموزش ‌‌می‌دهنده ‌نسبت‌به ‌افزایندگی ‌شرایط‌عادی، ‌در عملکرد‌‌Baggingدهد.

 بهتری‌دارد.‌

 Logistic Model Treeیا‌به‌اختصار‌‌:LMTاست‌که‌یک‌مدل‌طبقه‌بندی‌تحت‌نظارت‌‌

‌استفاده ‌درخت‌تصمیم ‌ترکیب‌رگرسیون‌لجستیک‌و ‌این‌‌می‌از ‌این‌روش‌به ‌ایده کند.

صورت‌است‌که‌به‌جای‌اینکه‌در‌برگهای‌درخت‌از‌مقادیر‌ثابت‌استفاده‌شود،‌با‌استفاده‌

‌این‌‌LogitBoostاز‌الگوریتم‌ برای‌هر‌یک‌از‌آنها‌یک‌مدل‌رگرسیون‌خطی‌ایجاد‌شود.

ده‌از‌مقادیر‌تصادفی،‌در‌هر‌فراخوانی‌از‌نتایج‌گره‌والد‌خود‌برای‌الگوریتم‌به‌جای‌استفا

‌استفاده ‌‌کند.سپس‌این‌گره‌می‌شروع ‌الگوریتم‌ها ‌از ‌استفاده ‌در‌‌C5/4با ‌و تقسیم‌شده

‌اجرای‌‌می‌نهایت‌هرس ‌برای ‌مناسب ‌تکرارهای ‌تعداد ‌کردن ‌پیدا ‌برای ‌همچنین شوند.

LogitBoostاز‌‌cross validationشود.‌می‌استفاده‌‌

 reeT Least Absolute Deviation‌ ‌رگرس: ‌رساندن‌‌‌LADیوندرختان ‌حداقل ‌به از

‌ب‌Absolute Deviationانحراف‌مطلق‌) ‌پ‌ین( ‌واقع‌ینیب‌یشمقدار ‌مقدار ‌و به‌‌ی،شده

شود‌که‌درخت‌نسبت‌‌می‌باعث‌یارمع‌ینکنند.‌استفاده‌از‌ا‌می‌انتخاب‌استفاده‌یارعنوان‌مع

‌م‌تر‌باشند.پرت‌مقاوهای‌‌به‌حضور‌داده

‌الگوریتم ‌این ‌از ‌رساله ‌این ‌‌در ‌استفاده ‌پیشنهادی ‌روش ‌ارزیابی ‌منظور ‌به ‌برای‌ا‌شدهها ‌و ست

‌یک‌روش‌طبقه‌تشخیص‌وب ‌از ‌با‌‌هرز ‌مقایسه ‌که‌در ‌شده ‌ایمنی‌مصنوعی‌استفاده بندی‌مبتنی‌بر

‌هرز‌دارد.‌روشهای‌اشاره‌شده،‌نتایج‌بهتری‌در‌تشخیص‌وب
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 سیستم ایمنی مصنوعی -3-4-1

ست.‌سیستم‌ایمنی‌ا‌شدهیتم‌سیستم‌ایمنی‌مصنوعی‌از‌سیستم‌ایمنی‌بدن‌انسان‌الهام‌گرفته‌الگور

آید،‌با‌گذر‌‌طور‌که‌از‌نامش‌برمی‌همان،‌بدن‌انسان‌دو‌بخش‌ذاتی‌و‌اکتسابی‌دارد.‌سیستم‌ایمنی‌ذاتی

AISکند‌و‌به‌همین‌دلیل‌در‌‌زمان‌تغییر‌نمی
‌ست.به‌طور‌گسترده‌مورد‌استفاده‌قرار‌نگرفته‌ا‌1

‌برای‌چند‌روزی‌فعال‌می‌ایمنی‌ذاتی‌هنگامی‌که‌فعال‌می ‌درحالی‌شود، که‌ایمنی‌اکتسابی‌‌ماند.

‌وظیفۀ‌ایمنی‌اکتسابی‌است‌که‌با‌ضعیف‌شدن‌یا‌ناکارا‌‌ها‌فعال‌می‌پس‌از‌شروع‌فعالیت،‌هفته ماند.

لت‌است‌که‌ایمنی‌ذاتی‌برد.‌ناکارا‌بودن‌ایمنی‌ذاتی‌به‌این‌عها‌را‌از‌بین‌می‌بودن‌ایمنی‌ذاتی،‌پاتوژن

تواند‌پاسخی‌خاص‌برای‌یک‌پاتوژن‌مهاجم‌ایجاد‌کند.‌در‌این‌حالت‌سیستم‌ایمنی‌اکتسابی‌وارد‌‌نمی

‌ایمنی‌اکتسابی‌حافظه‌دارد‌و‌‌عمل‌می ‌برخلاف‌ایمنی‌ذاتی،‌پاسخ‌ایمنی‌اکتسابی‌خاص‌است. شود.

آورد‌و‌‌ست،‌به‌یاد‌میا‌کردهتولید‌‌حمله‌کرده‌و‌سیستم‌برای‌آن‌پاسخی‌باردرنتیجه‌پاتوژنی‌را‌که‌یک‌

‌آن‌پاتوژن‌پاسخ‌سریع ‌با ‌برای‌مقابله ‌برخوردهای‌بعدی، ‌برای‌سیستم‌ایمنی‌‌تری‌تولید‌می‌در کند.

‌ست‌که‌هسته‌آن‌شامل‌سه‌عامل‌است:ا‌شدهمصنوعی‌یک‌چهارچوب‌ارائه‌

‌فرم‌نمایش‌اجزای‌سیستم. .1

‌مکانیزممجموعه .2 ‌از ‌اج‌ای ‌بین ‌سنجش‌ارتباطات ‌برای ‌)یک‌تابع‌ها ‌یکدیگر ‌و ‌محیط ‌با زاء

‌شباهت(.

‌شیوۀ‌سازگاری. .3

‌نگاشت‌یک‌مسئلۀ‌مهندسی‌به‌ ‌بر‌اساس‌دامنۀ‌مسئلۀ‌مورد‌رویکردی‌لایه‌AISشیوۀ لایه‌است.

شود.‌ما‌نیز‌از‌این‌چهارچوب‌برای‌نگاشت‌‌بحث،‌نوع‌نمایش‌و‌به‌تبع‌آن‌انتخاب‌تابع‌پیوند‌تعیین‌می

‌م‌کرد.استفاده‌خواهی‌AISمسئلۀ‌خود‌به‌

                                                 
1‌Artificial Immune System 
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‌باشیم،‌ ‌گرفته ‌الهام ‌اجزاء ‌میان ‌روابط ‌برای ‌بدن ‌ایمنی ‌بخش‌سیستم ‌کدام ‌از ‌اینکه ‌به بسته

توان‌‌می‌ها‌آنترین‌شود‌که‌از‌مهم‌می‌متنوعی‌تحت‌عنوان‌سیستم‌ایمنی‌مصنوعی‌ایجادهای‌‌الگوریتم

‌این‌است‌ک ‌بر ‌ما ‌پیشنهاد ‌کرد. ‌اشاره ‌تئوری‌خطر ‌انتخاب‌کلونی‌و ‌انتخاب‌منفی، ‌الگوریتم‌به ‌از ه

‌هرز‌استفاده‌کنیم.منظور‌تشخیص‌صفحات‌وبانتخاب‌منفی‌به

 انتخاب منفی/ مثبت -3-4-1-1

‌انسان ‌بدن ‌سلول‌در ‌آنتی T وظیفه ‌آنتی‌یها‌سلول‌یها‌ژن‌تشخیص ‌از عوامل‌‌یها‌ژن‌خودی

‌ ‌(‌استغیر‌خودی)بیماری‌زا طریق‌جریان‌خون‌وارد‌غده‌از‌مغز‌استخوان‌تولید‌و‌‌در‌ها‌سلولاین‌.

موجود‌در‌تیموس‌خودی‌‌یها‌نابالغ‌با‌سلول T یها‌این‌غده‌میل‌ترکیبی‌سلول‌شوند.‌در‌یوس‌متیم

‌یکی‌از‌سلول T یها‌و‌هرکدام‌از‌سلول‌شود‌یبررسی‌م ‌داشته‌باشند‌‌نابالغ‌میل‌ترکیبی‌زیادی‌با ها

‌سایر‌سلول‌شوند‌یحذف‌م ‌‌یوارد‌جریان‌خون‌م T یها‌و ‌این‌شوند. ‌داشبه ‌که ‌انتخاب، تن‌شکل‌از

‌‌تطابق‌باعث‌مرگ‌)حذف(‌سلول‌می در‌صورتی‌که‌عدم‌تطابق‌باعث‌‌.گویند‌می‌منفیانتخاب‌شود،

فورست‌برداشتی‌آزاد‌از‌انتخاب‌منفی‌‌1994شود.‌در‌سال‌‌مرگ‌شود،‌به‌آن‌انتخاب‌مثبت‌گفته‌می

‌ ‌تولید ‌بر ‌که ‌کرد ‌فرض‌‌1های‌یابردبیولوژیک‌ارائه ‌الگوریتم ‌این ‌در ‌دارد. ‌تمرکز ‌که‌ش‌یممتغیر ود

‌های‌خودی‌است.‌‌مجموعه‌داده‌Sهایی‌دودویی‌بوده‌و‌‌ها‌رشته‌داده

‌‌Pیتصادف‌یالگوها‌یجادا‌.1

است،‌حذف‌‌ییاز‌آستانه‌شناسا‌یشترب‌‌Sیالگو‌یکآن‌با‌حداقل‌‌یبیترک‌یلکه‌م‌‌Pیهر‌الگو‌.2

‌.شود‌یم

‌.شود‌یاضافه‌م‌Aبه‌مجموعه‌‌یماندهباق‌یالگوها‌.3

                                                 
1
 Detector 
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‌یورود‌یمرحله‌هر‌الگو‌ین.‌در‌اشود‌یاجراء‌استفاده‌م‌یامرحله‌نظارت‌در‌‌Aاز‌مجموعه‌در‌نهایت‌

‌یا‌حد‌آستانه‌یکآنها‌از‌‌یبیترک‌یلکه‌م‌یو‌در‌صورت‌شود‌یم‌یسهمقا‌Aمجموعه‌‌یددرجد‌یبا‌الگوها

‌یرا‌به‌شکل‌یتمالگور‌توان‌ی.‌مشود‌یحذف‌م‌یرخودیغ‌یالگو‌یکبه‌عنوان‌‌یورود‌لگویشود،‌ا‌یشترب

‌یند.‌گو‌می‌حالت‌انتخاب‌مثبت‌ینرا‌پوشش‌دهند.‌به‌ا‌یخود‌یالگوها‌داد‌که‌ییرتغ

 انتخاب جامعه -3-4-1-2

کرده،‌‌یرشروع‌به‌تکث‌کند،‌یم‌ییرا‌شناسا‌ژنی‌یآنت‌Bسلول‌‌یککه‌‌یبدن،‌زمان‌یمنیا‌یستمدر‌س

‌ز ‌تول‌یکسان‌Bسلول‌‌یادیتعداد ‌مشابه ‌مکند‌یم‌یدو ‌چه ‌هر ‌آنت‌Bسلول‌‌ینب‌یوندیپ‌یل. ‌ژن‌یو

‌یشتریبالاتر،‌همانند‌ب‌یوندیپ‌یلبا‌م‌‌Bیها‌سلول‌یجهخواهد‌شد،‌در‌نت‌یشترب‌یرد‌نرخ‌تکثشو‌یشترب

‌ژن،‌یآنت‌ییشامل‌شناسا‌یتمالگور‌ینا‌یاصل‌یها‌که‌اصل‌انتخاب‌جامعه‌نام‌دارد.‌بخش‌کنند‌یم‌یدتول

‌ییها‌سلول‌میتالگور‌ینحافظه‌است.‌در‌ا‌یها‌سلول‌یجاد(‌و‌اها‌بادی‌ی)آنت‌‌Bیها‌و‌جهش‌سلول‌یرتکث

‌م ‌ب‌یشتریب‌یبیترک‌یلکه ‌طرف‌دشوند‌یم‌یرتکث‌یشتردارند، ‌از ‌م‌ییها‌سلول‌یگر. ‌یبیترک‌یلکه

‌باشد‌یم‌یلبه‌شرح‌ذ‌یتمالگور‌ین.‌مراحل‌ایابند‌یم‌ییرتغ‌یشتراند‌ب‌داشته‌یکمتر

‌یهاول‌بادی‌یآنت‌‌Nیجادا -1

‌:ژن‌یهر‌آنت‌یبرا -2

1- N1شوند‌یدارند‌انتخاب‌م‌ژن‌یبا‌آنت‌یشتریب‌یبیترک‌یلکه‌م‌بادی‌یآنت‌.‌

‌آنت -2 ‌تکث‌های‌بادی‌یهمه ‌مشوند‌یم‌یرانتخاب‌شده ‌هرچه ‌بادی‌یآنت‌یبیترک‌یل.

‌.شود‌یم‌یرتکث‌یشترباشد،‌ب‌یشترب

‌ز -3 ‌احتمال ‌م‌های‌بادی‌یآنت‌یادبا ‌جهش‌داده ‌مشود‌یموجود ‌هرچه ‌یبیترک‌یل.

‌.شود‌یباشد‌جهش‌کمتر‌م‌یشترب

4- N2شوند‌یانتخاب‌م‌ییبترک‌یلم‌یشترینبا‌ب‌بادی‌یآنت‌.‌
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‌جا‌یجادا‌یتصادف‌بادی‌یآنت‌یتعداد -5 ‌یبیترک‌یلکه‌م‌ییبادها‌یآنت‌یگزینشده،

‌.شوند‌یدارند‌م‌یکمتر

 تکرار‌شود.‌2در‌صورت‌برقرار‌نبودن‌شرط‌خاتمه،‌مرحله‌ -3

روش پیشنهادی جهت طبقه بندی صفحات وب بر اساس سیستم  -3-4-2

 ایمنی مصنوعی

‌ ‌این‌رساله‌به ‌روشی‌که‌در ‌در ‌ارائه‌م‌صفحات‌وب‌یصتشخمنظور ‌ب‌شود‌یهرز ‌از‌ابتدا ‌استفاده ا

‌ا‌یتمالگور ‌به ‌جامعه، ‌تشخ‌افظهح‌یها‌سلول‌یجادانتخاب‌مثبت‌و ‌منظور ‌یخود‌یها‌سلول‌یصبه

صورت‌هرز‌‌ینا‌یرو‌در‌غ‌یرهرزها،‌غ‌توسط‌سلول‌یصدر‌صورت‌تشخ‌یداده‌ورود‌سپس.‌پردازیم‌یم

‌م ‌گرفته ‌نظر ‌شود‌یدر .‌ ‌واقع ‌تشدر ‌صفحات‌غ‌صفحات‌وب‌یصخمسئله ‌از ‌م‌یرهرزهرز به‌‌توان‌یرا

‌شناخت‌خود ‌غ‌یمسئله ‌س‌یرخودیو ‌)‌نگاشت‌کرد‌یمصنوع‌یمنیا‌یستمدر ‌ا(2-‌3جدول ‌در ‌ین.

‌غ ‌صفحات ‌م‌یخود‌یها‌سلول‌یرهرزصورت ‌که ‌سلول‌بایست‌یهستند )عوامل‌‌یرخودیغ‌یها‌از

‌مزا‌یماریب ‌که‌تعداد‌صفحات‌غ‌یزتما( ‌آنجا ‌از ‌بیبس‌یرهرزشوند. ‌به‌‌از‌صفحات‌وب‌یشترار ‌است، هرز

‌سلول‌یمهست‌یا‌حافظه‌یها‌سلول‌یلدنبال‌تشک ‌بتواند ‌تشخ‌یخود‌یها‌که ‌هم‌یصرا ‌به ‌یندهد.

‌الگور‌یها‌سلول‌یلتشک‌یبرا‌یلدل ‌از ‌برا‌یتمحافظه ‌و ‌جامعه ‌بهتر‌یانتخاب ‌از‌‌ینانتخاب سلول

‌ست؛‌ا‌شدهتخاب‌مثبت‌استفاده‌ان‌یتمالگور

‌هرز‌به‌مسئله‌تشخیص‌صفحات‌وب‌AISنگاشت‌‌2-‌3جدول‌

اجزاء سیستم ایمنی 

 مصنوعی

 معادل آن در مساله

‌بردار‌ویژگی‌داده‌ژن‌آنتی

‌پرچم‌-3شعاع‌شناسایی‌‌-2بردار‌ویژگی‌‌-1ساختاری‌با‌سه‌جزء‌شامل‌‌بادی‌آنتی

‌بادی‌تا‌نزدیکترین‌عضو‌غیرخودی‌بیشترین‌فاصله‌مجاز‌یک‌آنتی‌شعاع‌شناسایی

‌یافته‌بادی‌جهش‌آنتی‌کلون

بادی‌‌ژن‌کمتر‌از‌شعاع‌آنتی‌بادی‌و‌آنتی‌حالتی‌که‌در‌آن‌فاصله‌بردارهای‌ویژگی‌آنتی‌شناسایی‌سلولی

‌باشد
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‌ت:صورت‌اس‌ینکار‌به‌ا‌ینانجام‌ا‌یبرا‌یشنهادیپ‌یتمالگور

که‌برچسیب‌‌‌ییها‌)داده‌کنیم‌یم‌یمتقس‌یرخودیو‌غ‌یرا‌به‌دو‌دسته‌خود‌یمجموعه‌داده‌آموزش .1

‌(.شوند‌یدر‌نظر‌گرفته‌م‌یدارند‌خود‌یرهرزکه‌برچسب‌غ‌ییها‌و‌داده‌یرخودیهرز‌دارند‌غ

مجموعیه‌باشید.‌در‌‌‌‌یین‌ا‌یعضو‌از‌اعضا‌یکنشانگر‌‌sو‌‌یخود‌یمجموعه‌اعضا‌‌Sکنیم‌یفرض‌م .2

‌ییک‌‌Sعضیو‌‌هیای‌‌‌‌sیهکل‌یعضو‌آن‌باشد.‌برا‌یکنشانگر‌‌nو‌‌یرخودیعه‌اعضا‌غمجمو‌Nمقابل‌

‌:شود‌یمراحل‌انجام‌ماین‌ها‌‌‌sیهکل‌ی.‌براگیریم‌یدر‌نظر‌م‌‌falseیهبا‌مقدار‌اول‌ییپرچم‌شناسا

a. پرچم‌sدر‌صورت‌شود‌یم‌یبررس‌‌.falseگیرد‌یمراحل‌صورت‌ماین‌بودن‌‌:‌

i. ژن‌یمعادل‌آنت‌بادی‌یآنت‌sشود‌یم‌یجادا‌.‌

ii. با‌توجه‌به‌مجموعه‌Nشود‌یم‌یینرا‌تع‌بادی‌ی،‌شعاع‌شناخت‌آنت.‌

iii. گیرد‌یمراحل‌صورت‌ماین‌ست(‌ا‌شده‌یینها‌)که‌از‌قبل‌تع‌به‌تعداد‌نسل:‌

‌:گیرد‌یمراحل‌صورت‌ماین‌ست(‌ا‌شده‌یینها‌)که‌از‌قبل‌تع‌ه‌تعداد‌کلونب .1

a. که‌کلون‌بتواند‌‌یتا‌زمانsکند:‌ییرا‌شناسا‌‌

i. شود‌یم‌یبه‌عنوان‌کلون‌نگهدار‌فته،یا‌جهش‌بادی‌یآنت.‌

ii. شود‌یشعاع‌کلون‌محاسبه‌م.‌

b. تعیداد‌‌‌ییشیده،‌در‌صیورت‌عملکیرد‌بهتیر‌)شناسیا‌‌‌‌‌‌یسهمقا‌یهاول‌بادی‌یکلون‌با‌آنت

‌.شود‌یکلون‌حفظ‌م‌ینشعاع‌بزرگتر(‌به‌عنوان‌بهتر‌یا‌یشترب‌های‌یخود

‌گیریم‌یدر‌نظر‌م‌بادی‌یکلون‌را‌به‌عنوان‌آنت‌ینبهتر .2

iv. گیریم‌یرا‌به‌عنوان‌سلول‌حافظه‌در‌نظر‌م‌بادی‌یآنت‌ینبهتر.‌
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b. یهکل‌sعضو‌های‌‌Sپرچمشان‌به‌‌یتوضع‌ییشده،‌در‌صورت‌شناسا‌یبررس‌یدتوسط‌سلول‌جد‌

trueکند‌یم‌ییرتغ‌. 

هیرز‌‌‌تولید‌شده‌ذخیره‌و‌در‌مرحله‌تست‌به‌منظور‌تشخیص‌صفحات‌وبهای‌‌مجموعه‌آنتی‌بادی .3

 گیرند.‌مورد‌استفاده‌قرار‌می

 

‌بندی‌پیشنهادی‌فلوچارت‌روش‌طبقه‌-5-‌3شکل‌

است‌‌یا‌حافظه‌یها‌سلول‌یجادبخش‌ا‌ین.‌حاصل‌کار‌ارسد‌یم‌یانبه‌پا‌یادگیریمرحله‌‌ینجاا‌در

صفحه‌‌یکهرز‌بودن‌‌یصتشخ‌یکنند.‌حال‌برا‌ییشناسا‌یرا‌به‌خوب‌یخود‌یها‌سلول‌توانند‌یکه‌م

فاصله‌‌ین.‌اگر‌اشود‌یسلول‌حافظه‌محاسبه‌م‌ینبا‌اول‌جدید‌داده‌یژگیابتدا‌فاصله‌بردار‌و‌د،یوب‌جد

صورت‌فاصله‌‌ینا‌یر.‌در‌غشود‌یدر‌نظر‌گرفته‌م‌یرهرزکمتر‌از‌شعاع‌سلول‌باشد،‌صفحه‌به‌عنوان‌غ

‌در‌صورتشود‌یمحاسبه‌م‌یآن‌با‌سلول‌بعد ‌ییحافظه‌موفق‌به‌شناسا‌یها‌از‌سلول‌یک‌یچکه‌ه‌ی.

‌.شود‌یداده‌م‌یصهرز‌تشخ‌به‌عنوان‌وب‌حهنشوند،‌آن‌صف‌یداده‌ورود
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 مدل پیشنهادی -3-5

هرز‌‌قبلی‌اشاره‌شد،‌مدل‌پیشنهادی‌در‌این‌رساله‌جهت‌تشخیص‌وبهای‌‌همان‌طور‌که‌در‌بخش

شامل‌استخراج‌ویژگی،‌انتخاب‌ویژگی‌و‌طبقه‌بندی‌است.‌در‌مرحله‌اول،‌ما‌یک‌گروه‌از‌ویژگیهای‌

معرفی‌کردیم.‌سپس‌با‌استفاده‌از‌‌HTMLهای‌‌مبنای‌ساختار‌آدرس‌اینترنتی‌و‌برچسبکم‌هزینه‌بر‌

ها‌را‌کاهش‌دادیم.‌نمودار‌‌(‌تعداد‌ویژگیSmart-BTروش‌انتخاب‌ویژگی‌مبتنی‌بر‌حذف‌رو‌به‌عقب‌)

‌4مدل،‌ورودی‌صفحه‌وب‌است‌که‌شامل‌ست.‌در‌این‌ا‌شدهنمایش‌داده‌‌6-‌3شکل‌این‌الگوریتم‌در‌

‌بخش‌منبع‌خوبی‌از‌ ‌هر ‌متن‌قابل‌مشاهده. ‌آدرس‌اینترنتی‌و ‌منبع، ‌کد ‌گراف‌رابطه، بخش‌است.

‌استخراج‌ویژگی ‌منظور ‌به ‌های‌‌اطلاعات‌است‌و ‌میمناسب‌مورد ‌استخراج‌‌بررسی‌قرار ‌بعد‌از گیرد.

شوند.‌در‌‌آورند،‌رتبه‌بندی‌می‌به‌دست‌میویژگی،‌آنها‌بر‌حسب‌امتیازی‌که‌توسط‌معیار‌ارزیابی‌کای‌

‌یک‌زیرمجموعه‌از‌ سپرده‌‌Smart-BTبهترین‌ویژگی‌به‌عنوان‌ورودی‌به‌الگوریتم‌-𝑛مرحله‌بعدی،

‌طبقه‌می ‌برای ‌که ‌است ‌نهایی ‌ویژگی ‌مجموعه ‌الگوریتم، ‌خروجی ‌جدید‌‌شود. ‌وب ‌صفحات بندی

‌می ‌ایمنی‌مصنوعی‌‌استفاده ‌سیستم ‌این‌مدل‌از ‌در ‌که بندی‌صفحات‌وب‌استفاده‌‌برای‌طبقهشود.

‌شود.‌‌ست.‌در‌بخش‌بعدی‌ویژگی‌هایی‌که‌انتخاب‌شدند‌و‌نتایج‌حاصل‌از‌آن‌بررسی‌میا‌شده
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 نمودار‌مدل‌پیشنهادی‌6-‌3شکل‌

 پیچیدگی زمانی -3-5-1

‌ان ‌این‌مدل‌از‌دو‌بخش‌استخراج‌و تخاب‌ویژگی‌و‌طبقه‌بندی‌تشکیل‌همان‌طور‌که‌گفته‌شد،

شود،‌پیچیدگی‌زمانی‌آن‌تاثیری‌در‌زمان‌‌ست.‌از‌آنجا‌که‌انتخاب‌ویژگی‌تنها‌یک‌بار‌استفاده‌میا‌شده

‌در‌بخش‌استخراج‌ویژگی‌نیز‌سه‌دسته‌ویژگی‌ارائه‌شده‌که‌پیچیدگی‌زمانی‌هر‌یک‌را‌ ‌ندارد. اجرا

‌کنیم:‌محاسبه‌می

 اینترنت‌ویژگی‌ ‌آدرس ‌بر ‌مبتنی ‌یک‌های ‌کاراکترهای ‌تعداد ‌که ‌آنجا ‌از تعداد‌‌URLی:

‌نمی ‌دامنه ‌طول ‌مثال ‌عنوان ‌به ‌و ‌است ‌‌محدودی ‌بیش‌از ‌لذا‌‌63تواند ‌باشد، کاراکتر

 .است‌O (1)شود‌از‌مرتبه‌‌هایی‌که‌از‌این‌منبع‌استخراج‌می‌ویژگی
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 های‌مبتنی‌بر‌کد‌‌ویژگیHTMLاگر‌منبع‌هر‌صفحه‌وب‌شامل‌‌ :nآنگاه‌‌‌ کاراکتر‌باشد،

 .است‌O (n)ز‌مرتبه‌ا‌شدههای‌استخراج‌‌یچیدگی‌زمانی‌ویژگیپ

 اگر‌مجموعه‌داده‌شامل‌‌ویژگی‌ صفحه‌باشد‌و‌هر‌صفحه‌‌Nهای‌مبتنی‌بر‌خوانایی‌متن:

‌از‌آنجا‌که‌مدل‌‌nحاوی‌ شود‌و‌نیازی‌به‌تکرار‌آن‌‌تنها‌یک‌بار‌ایجاد‌می‌LDAکاراکتر،

 .است‌O (Nn)های‌مستخرج‌از‌آن‌‌نیست،‌پیچیدگی‌زمانی‌ویژگی

شوند،‌تنها‌مرتبه‌‌ها‌یکبار‌در‌ابتدا‌ایجاد‌می‌بندی‌نیز‌از‌آنجا‌که‌یابنده‌در‌بخش‌تشخیص‌یا‌طبقه

‌𝑂 (𝑁𝑑)یابنده‌داشته‌باشیم،‌مرتبه‌زمانی‌‌dویژگی‌و‌‌Nزمانی‌فرآیند‌تشخیص‌مورد‌نیاز‌است‌که‌اگر‌

𝑂 (𝑁𝑑است.‌لذا‌مرتبه‌زمانی‌نهایی‌برابر‌است‌با‌ + 𝑁𝑛)چون‌‌است‌که‌Nو‌‌dتوان‌‌میت‌هستند،‌ثاب‌

‌خلاصه‌سازی‌کرد.‌𝑂 (𝑛)آن‌را‌به‌صورت‌



 

 

4 
‌

 نتایج -4

 معرفی مجموعه داده

 نتایج به دست آمده
‌

‌
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 مقدمه -4-1

‌‌همان ‌که‌گفته‌شد، ‌دنیای‌اینترنت‌به‌‌ازآنجاکهطور ‌تأثیرگذارترین‌عناصر ‌یکی‌از ‌جستجو موتور

هرز‌از‌دیگر‌صفحات‌باعث‌افزایش‌امانه‌قوی‌شناسایی‌تشخیص‌صفحات‌وبرود،‌وجود‌یک‌سشمار‌می

‌می ‌جستجو ‌موتور ‌به ‌اقبال ‌و ‌نیز‌اعتبار ‌و ‌پایین‌آوردن‌نرخ‌خطا ‌دقت‌مناسب‌و ‌دستیابی‌به شود.

‌ایجادکنندگان‌تصمیم ‌که ‌آنجا ‌از ‌است. ‌مسئله ‌این ‌در ‌نهایی ‌هدف ‌ممکن ‌زمان ‌کمترین ‌در گیری

‌‌صفحات ‌حال‌هموارههرز ‌‌در ‌هستند،‌های‌‌روشتغییر ‌برای‌فریب‌موتورهای‌جستجو ‌استفاده مورد

روشی‌که‌بتواند‌پایداری‌بیشتری‌نسبت‌به‌این‌تغییرات‌از‌خود‌نشان‌دهد‌مطلوب‌تر‌است.‌به‌همین‌

‌جهت‌در‌فصل‌گذشته‌مدلی‌برای‌انجام‌این‌کار‌ارائه‌کردیم.

رایج‌در‌این‌حوزه‌اضافه‌شد.‌های‌‌ابتدا‌یک‌سری‌ویژگی‌جدید‌معرفی‌و‌به‌ویژگی‌رساله‌ایندر‌

سپس‌با‌استفاده‌از‌معیار‌مربع‌کای‌و‌رتبه‌بندی،‌تعدادی‌از‌آنها‌انتخاب‌شدند.‌این‌مجموعه‌به‌عنوان‌

نهایی‌کمتر‌های‌‌مورد‌استفاده‌قرار‌گرفت‌و‌تعداد‌ویژگی‌Smart-BTداده‌ورودی‌در‌الگوریتم‌ابداعی‌

‌ویژگی ‌این ‌نهایت ‌در ‌‌شد. ‌فایلها ‌ور‌از ‌ایمنی‌های ‌سیستم ‌از ‌استفاده ‌با ‌و ‌استخراج ‌جدید ودی

ایج‌حاصل‌از‌این‌مدل‌پیشنهادی‌.‌نتشود‌د‌مشخص‌میبودن‌یا‌نبودن‌صفحه‌جدی‌هرز‌وبمصنوعی،‌

‌در‌ادامه‌فصل‌بررسی‌خواهد‌شد.

 مجموعه داده -4-2

‌شناسایی‌وب ‌برای ‌استاندارد ‌داده ‌مجموعه ‌انگلیسی، ‌زبان ‌در ‌WEBSPAM-UK2007هرز

‌این‌مجموعه‌داده‌شامل‌[105]است‌ ‌uk.میزبان‌در‌دامنه‌‌114،529صفحه‌از‌‌105،896،555.

‌به ‌داوطلب‌برچسباست‌که ‌افراد ‌از ‌گروهی ‌برچسبا‌شدهگذاری‌وسیلۀ ‌این ‌از‌ست. ‌عبارتند ها

ها‌در‌‌ادهها‌تعلق‌گرفته‌است.‌دو‌یک‌به‌آن‌5/0و‌هرز‌که‌به‌ترتیب‌مقادیر‌صفر،‌‌2،‌مرزی1غیرهرز

                                                 
1‌Nonspam  
2‌Borderline  
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ست.‌این‌ا‌شدههای‌وب‌دانشگاه‌میلان‌بارگزاری‌‌وسیله‌آزمایشگاه‌الگوریتمبه‌2007سال‌‌1ماه‌می

 مجموعه‌داده‌شامل‌سه‌بخش‌است:

 های‌هرز/‌غیرهرز‌برچسب 

 های‌اینترنتی‌و‌پیوندها‌آدرس 

 محتوای‌صفحات‌در‌قالب‌HTML 

این‌مجموعه‌داده‌وجود‌دارد‌که‌شده‌برای‌های‌از‌پیش‌محاسبه‌ای‌از‌ویژگیهمچنین‌مجموعه

‌ ‌‌96شامل ‌‌44ویژگی‌محتوامحور، ‌و ‌تبدیلات‌عددی‌‌138ویژگی‌پیوندمحور ‌بر ویژگی‌مبتنی

‌است.‌2های‌پیوندمحور‌ویژگی

‌در‌واقع‌‌96 ‌شوند.‌می‌ریق‌محاسبهویژگی‌هستند‌که‌به‌چهار‌ط‌24ویژگی‌مبتنی‌بر‌محتوا

که‌دارای‌بالاترین‌امتیاز‌ای‌‌هوبسایت‌و‌صفح‌رای‌صفحه‌اصلی‌یکبها‌‌ز‌این‌ویژگییعنی‌هر‌یک‌ا

‌‌است‌محاسبه‌می‌PageRankبراساس‌الگوریتم‌ ‌همچنین‌میانگین‌و ‌‌واریانس‌ویژگیشود. در‌ها

ویژگی‌اولیه،‌‌24شود.‌در‌نتیجه‌از‌‌می‌نیز‌به‌عنوان‌ویژگی‌در‌نظر‌گرفتهیت‌اس‌همه‌صفحات‌وب

ارتند‌از:‌تعداد‌کلمات‌در‌صفحه،‌تعداد‌کلمات‌ها‌عب‌شود.‌برخی‌از‌این‌ویژگی‌ویژگی‌ایجاد‌می‌96

‌سهم‌متون ‌از‌کل‌متن، ‌سهم‌متون‌لنگر ‌میانگین‌طول‌کلمات، ‌عنوان، به‌کل‌‌مشاهدهقابل‌‌در

‌‌گانه‌ها.‌و‌انتروپی‌سه‌3گانه‌مستقل‌متن،‌نرخ‌فشرده‌سازی،‌مشابهت‌سه

‌این‌زمینه‌وجود‌دارد‌ ‌این‌‌Webb Spam Corpus 2011مجموعه‌داده‌دیگری‌که‌در است.

‌جورجیا‌ ‌دانشگاه ‌تحقیقاتی‌در ‌یک‌پروژه ‌به‌عنوان‌بخشی‌از ‌توسط‌آقای‌وانگ‌و ‌داده مجموعه

‌جمع ‌حاوی‌بیش‌از ‌و ‌وب‌350000آوری‌شده ‌است‌صفحه ‌غیرهرز ‌صفحه ‌هرگونه ‌فاقد ‌و هرز

[106].‌

                                                 
1‌May  
2‌Transformed Link-based Features 
3‌ Independent trigram likelihood 
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‌ ‌تاکنون ‌فارسی ‌زبان ‌مورد ‌شناسدر ‌برای ‌مناسبی ‌داده ‌وبمجموعه ‌و‌‌ایی ‌تهیه ‌فارسی هرزهای

‌های‌موتور‌جستجو‌نیاز‌است.‌‌ای‌به‌همکاری‌پروژه‌ست.‌برای‌تهیه‌چنین‌مجموعه‌دادها‌شدهاستاندارد‌ن

 های مسئلهفرض -4-3

و‌فاقد‌تصویر‌و‌ویدئو‌باشند.‌‌HTMLدر‌این‌رساله‌فرض‌بر‌این‌است‌که‌صفحات‌متنی‌و‌در‌قالب‌

‌انگلیس ‌زبان ‌حوزه ‌در ‌مسئله ‌داده ‌دادهمجموعه ‌مجموعه ‌از ‌استفاده ‌با ‌و ‌‌ی -WEBSPAMهای

UK2007و‌‌Webb Spam Corpus 2011گیرد‌صورت‌می‌1خواهد‌بود.‌تشخیص‌در‌حالت‌برون‌خط‌

‌و‌محدودیتی‌در‌مورد‌زمان‌اجرا‌وجود‌ندارد.

 معیارهای ارزیابی -4-4

هایی‌است‌‌مونهاستفاده‌از‌ن‌بند‌طبقههای‌‌یکی‌از‌ساده‌ترین‌و‌پرکاربردترین‌معیارهای‌ارزیابی‌مدل

‌ ‌اشتباه ‌به ‌ا‌شده‌بندی‌طبقهکه ‌بدین ‌میند. ‌مدل‌‌منظور ‌خطای ‌میزان ‌کردن ‌مشخص ‌برای توان

‌.(1-‌4شکل‌)‌استفاده‌کرد‌2ریختگی‌از‌جدول‌درهم‌بندی‌طبقه

ریختگی‌جدول‌درهم‌1-‌4شکل‌  

‌

گیری‌دقت‌را‌تعریف‌‌ازهو‌اند‌بند‌طبقهابی‌توان‌معیارهای‌مختلف‌ارزی‌اساس‌این‌مقادیر‌می‌حال‌بر

است‌‌بند‌طبقهگیری‌کیفیت‌یک‌‌ترین‌معیار‌اندازه‌ترین‌و‌ساده‌ترین،‌اساسی‌،‌متداولدقتکرد.‌پارامتر‌

‌این‌پارامتر‌در‌واقعدر‌م‌بند‌طبقهح‌و‌عبارت‌است‌از‌میزان‌تشخیص‌صحی گر‌‌نشان‌جموع‌دو‌دسته.

                                                 
1‌Offline 
2‌Confusion Matrix 
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صورت‌رابطه‌،‌به‌1-‌4شکل‌اند‌و‌بر‌اساس‌ماتریس‌‌میزان‌الگوهایی‌است‌که‌درست‌تشخیص‌داده‌شده

‌:شود‌تعریف‌می(‌1-4)

(4-1)‌Accuracy = (TP+TN) / 

(TP+FN+FP+TN)‌

‌از‌عملکرد‌طبقه ‌یک‌دورنما ‌تنها ‌بند‌‌این‌معیار ‌برای‌داده‌نشان‌میرا متعادل‌مناسب‌ی‌ها‌دهد‌و

به‌شدت‌نامتعادل‌دارد،‌دقت‌معیار‌مناسبی‌نیست‌زیرا‌حتی‌‌ای‌دادهکه‌مجموعه‌‌مسئله‌است.‌در‌این

‌دقتی‌برابر‌با‌ها‌ه‌دادهاگر‌کلی ‌به‌همین‌دلیل‌از‌‌ه‌دست‌می%‌ب‌94غیرهرز‌تشخیص‌داده‌شوند، آید.

‌شود.‌معیارهای‌دیگری‌مثل‌صحت‌و‌یادآوری‌استفاده‌می

(4-2)‌Precision = TP / (TP+FN) 

(4-3)‌Recall = TN / (TN+FP) 

‌ ‌است‌که ‌این‌نکته ‌صحت‌بازگوکننده ‌بند‌طبقهمعیار ‌تشخیص‌تمام ‌در ‌اندازه ‌چه ‌به های‌‌نمونه،

‌‌موفق‌بوده‌مثبت ‌تعداد ‌فوق‌مشخص‌است، ‌رابطه ‌از ‌که ‌همانگونه ‌توسط‌‌های‌منفی‌نمونهاست. که

‌‌بند‌طبقه ‌اشتباه ‌شدهمثبت‌به ‌ا‌تشخیص‌داده ‌ندارد‌اثربخشیند، ‌این‌پارامتر ‌محاسبه ‌مقابل‌در ‌در .

که‌در‌این‌صورت‌از‌یادآوری‌‌ممکن‌است‌در‌مواقعی‌صحت‌تشخیص‌کلاس‌منفی‌حائز‌اهمیت‌باشد

مربوط‌صحت‌و‌یادآوری‌ بینی‌است‌که‌مقادیر‌بینی‌عالی،‌پیش‌واضح‌است‌که‌پیششود.‌‌استفاده‌می

وقوع‌این‌اتفاق‌در‌واقعیت‌بسیار‌کم‌است‌و‌همیشه‌یک‌به‌آن،‌هر‌دو‌صد‌درصد‌باشند؛‌اما‌احتمال‌

بر‌ماهیتی‌که‌دارند‌همواره‌در‌رقابت‌با‌یکدیگر‌هستند.‌‌بنااین‌دو‌معیار‌حداقل‌خطایی‌وجود‌دارد.‌

‌ ‌به ‌وضعیت‌منجر ‌همین ‌برعکس. ‌است‌و ‌کاهش‌دیگری‌همراه ‌با ‌افزایش‌یکی ‌معیار‌معرفییعنی

‌ ‌نام ‌به ‌‌measure-Fدیگری ‌ب‌Score-Fیا ‌ارزیابی ‌‌بند‌طبقهرای ‌ا‌شدهها ‌معیار ‌این ‌واقع‌ست. در

 دو‌معیار‌صحت‌و‌یادآوری‌است.‌میانگین‌هارمونیک

(4-4)‌F-measure= 2 * (Recall * Precision) / (Recall + Precision)‌
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%‌غیرهرز‌94از‌آنجا‌که‌مجموعه‌داده‌مورد‌استفاده‌توزیع‌نامتوازنی‌دارد‌)علاوه‌بر‌معیارهای‌فوق،‌

‌ ‌6و ‌بهتر ‌چه ‌ارزیابی‌هر ‌به‌منظور ‌هرز( ‌‌های‌ویژگی% ‌نام ‌دیگری‌به ‌معیار ‌کردیم.‌‌IBAاز استفاده

این‌معیار‌تلاش‌دارد‌تا‌توازنی‌بین‌میزان‌دقت‌کلی‌بایاس‌نشده‌توضیح‌داده‌شد،‌‌پیشترور‌که‌ط‌همان

‌کلاس ‌غلبه ‌میزان ‌بر‌و ‌مفهوم‌ها ‌از ‌منظور ‌بدین ‌کند. ‌ایجاد ‌مع‌ییکدیگر ‌نام ‌استفاده‌غ‌یاربه لبه

‌اشود‌یم ‌از‌لحاظ‌م‌کلاس‌ینبه‌رابطه‌ب‌یارمع‌ین. ‌دارد‌و‌عدد‌یزانها ‌بازه‌]‌یغلبه‌اشاره [‌-1+,1در

‌است.

(4-5)‌𝐷𝑜𝑚 = 𝑇𝑃𝑟𝑎𝑡𝑒 − 𝑇𝑁𝑟𝑎𝑡𝑒 

(‌ ‌متوازن ‌نفوذIBAشاخص‌دقت ‌معیار ‌مفهوم ‌از ‌استفاده ‌با ‌م‌1( ‌برای ‌و ‌شده های‌‌یطمحعرفی

بهتری‌‌نسبتاًی‌بند‌طبقهدهد‌که‌دارای‌نرخ‌‌یمفاکتور‌وزن‌نتایجی‌را‌مدنظر‌قرار‌نامتوازن‌مفید‌است.‌

‌:است(‌4-6رابطه‌)‌به‌صورت‌IBAبر‌روی‌کلاس‌اقلیت‌است.‌فرمول‌

(4-6)‌𝐼𝐵𝐴∝(𝑀) = (1+∝ . 𝐷𝑜𝑚)𝑀 

(1+α.Dom)فاکتوری‌به‌منظور‌وزن‌‌(دار‌کردن‌معیار‌کارایی‌Mاست‌که‌از‌‌)(4-7رابطه‌‌)ه‌محاسب

‌شود:‌یم

(4-7)‌𝑀 = 𝑇𝑃 × (1 − 𝐹𝑃) 

‌ ‌یهندس‌نیانگیمحور‌آن‌مربع‌میک‌که‌‌است‌ینمودار‌دو‌بعد‌یک‌یرز،‌سطح‌Mدر‌این‌رابطه،

نیز‌به‌منظور‌‌ضریب‌‌است.‌ها‌دقت‌کلاس‌نبی‌دار‌محور‌دیگر‌آن،‌اختلاف‌علامت‌ها‌و‌دقت‌کلاس

‌نیا‌یبرا‌یمقدار‌مناسب‌‌1/0نشان‌داده‌شده‌که‌[107]‌درشود.‌‌دهی‌به‌معیار‌غلبه‌استفاده‌می‌وزن

‌‌است.‌بیضر

                                                 
1‌Dominance 
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 نتایج به دست آمده -4-5

 بندهای رایج توسط طبقه هرز وبمقایسه نحوه تشخیص صفحات  -4-5-1

‌طبقه ‌رساله‌هدف‌بررسی‌عملکرد ‌این‌بخش‌از ‌تشخیص‌صفحات‌‌در ‌هرز‌وببندهای‌معروف‌در

‌ویژگی ‌نوع ‌بررسی ‌این ‌در ‌‌است. ‌بودهنیها ‌این ‌تلاش‌بر ‌و ‌شده ‌گرفته ‌نظر ‌در ‌‌ز نوع‌‌اثربخشیکه

نرم‌بند‌مورد‌توجه‌قرار‌گیرد.‌بدین‌منظور‌از‌‌ورد‌استفاده‌در‌میزان‌صحت‌عملکرد‌طبقهمهای‌‌ویژگی

ندی‌که‌های‌طبقه‌ب‌الگوریتمست.‌ا‌شدهاستفاده‌‌WEBSPAM-UK2007دادگان‌و‌‌weka‌[108]افزار‌

‌بررس ‌گرفتهمورد ‌قرار ‌‌ی ‌‌شاملاند ‌پشتیبان، ‌بردار ‌ماشین ‌تصمیم، ‌نزدیکترین‌AdaBoostدرخت ،

‌ ‌ساده، ‌بیز ‌همسایگی، ‌رگرسیون، ‌بندی‌و ‌درختهای‌طبقه ‌مدل‌Logit Boostرگرسیون‌لجستیک، ،

‌درخت‌ ‌جنگل‌تصادفی‌و ‌شبکه‌عصبی‌پرسپترون‌چندلایه، ‌‌LADدرختی، نشان‌‌1-‌4جدول‌است.

محتوا‌محور‌توسط‌این‌های‌‌به‌دو‌دسته‌هرز‌و‌غیر‌هرز‌با‌توجه‌به‌ویژگیها‌‌بندی‌داده‌دهنده‌طبقه

‌مشاهده‌طبقه ‌که ‌طور ‌همان ‌است. ‌‌می‌بندها ‌شود، ‌یادآوری ‌نرخ ‌بهترین ‌به ‌مربوط ‌ساده .‌استبیز

‌ ‌بهترین ‌معیارصحت ‌بهترین ‌و ‌پرسپترون ‌عصبی ‌شبکه ‌ا ‌تصادفی‌Fر ‌جنگل ‌می‌را ‌.کند‌ایجاد

ز‌آنجا‌یادآوری‌ایجاد‌کرده‌نزدیکترین‌همسایگی‌است.‌ابندی‌که‌بیشترین‌تعادل‌را‌بین‌صحت‌و‌‌طبقه

‌است‌نمونه ‌مهم ‌عصبی‌‌که ‌توسط‌شبکه ‌دست‌آمده ‌به ‌نتایج ‌شناسایی‌شوند، های‌کلاس‌کوچکتر

‌ ‌نیست. ‌اکثر‌چندان‌جالب‌توجه ‌اینکه ‌بند‌طبقهمضاف‌بر ‌‌کل‌نمونهها، ‌نسبت‌ها ‌به‌کلاس‌بزرگتر را

 هرز‌مناسب‌نیستند.‌رای‌تشخیص‌وبند‌و‌اگرچه‌دقت‌بالایی‌دارند،‌با‌داده

‌

‌

‌

‌
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‌.مبتنی‌بر‌محتواهای‌‌نرخ‌تشخیص‌وب‌اسپم‌با‌ویژگی‌‌-1-‌4جدول‌

 Accuracy Precision Recall F-Measure IBA روش

Naïve Bayes 32/14 06/0 90/0 11/0 001/0‌

SVM 20/94 00/0 00/0 00/0 000/0 

Logistic Regression 43/93 32/0‌11/0 17/0 100/0 

MLP 66/94 66/0 17/0 27/0 163/0‌

KNN 97/92 36/0 27/0 31/0 244/0 

AdaBoost 20/94 00/0 00/0 00/0 0 

Logit Boost 20/94 50/0 10/0 16/0 091/0 

C5/4 25/92 29/0 23/0 26/0 195/0 

Model Tree 61/94 64/0 16/0 26/0 154/0 

Random Forest 61/94 58/0 25/0 35/0 216/0‌

‌ویژگی ‌بعد، ‌مرحله ‌ویژگی‌در ‌جایگزین ‌را ‌پیوند ‌بر ‌مبتنی ‌مبتنی‌های ‌‌های ‌متن ‌با‌کردهبر ‌و

‌همان‌الگوریتم ‌از ‌‌استفادها ‌‌آنها ‌را ‌هدف‌کنیم‌میبندی‌‌طبقهها ‌بررسی‌. ‌این‌کار ‌میزان‌اثربخشیاز

ست.‌این‌بار‌الگوریتم‌ا‌شدهثبت‌‌2-‌4جدول‌بندی‌است‌که‌نتایج‌به‌دست‌آمده‌در‌‌طبقهدر‌‌ها‌ویژگی

‌داشته‌است.‌‌یادآورینرخ‌نزدیکترین‌همسایگی‌بهترین‌ و‌بیشترین‌تعادل‌میان‌صحت‌و‌یادآوری‌را

است.‌هرچند‌باید‌توجه‌کرد‌به‌دست‌آورده‌را‌‌Fمعیار‌نگل‌تصادفی‌بیشترین‌نرخ‌صحت‌و‌جهمچنین‌

نوان‌باشد.‌به‌ع‌می‌نمبتنی‌بر‌متهای‌‌نتایج‌به‌دست‌آمده‌ضعیفتر‌از‌نتایج‌حاصل‌از‌استفاده‌از‌ویژگی

طور‌کاهش‌یافته.‌همین‌‌107/0بوده‌که‌این‌بار‌به‌‌903/0مثال‌بهترین‌نرخ‌یادآوری‌در‌حالت‌قبل‌

‌ ‌‌Fمعیار ‌‌348/0از ‌می‌117/0به ‌نشان ‌که ‌کرده ‌پیدا ‌ویژگی‌تقلیل ‌متن‌دقت‌‌دهد ‌بر ‌مبتنی های

‌تفکیک‌کنندگی‌بیشتری‌دارند.

‌

‌

‌
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‌

‌مبتنی‌بر‌پیوند.های‌‌نرخ‌تشخیص‌وب‌اسپم‌با‌ویژگی‌2-‌4جدول‌

 Accuracy Precision Recall F-Measure IBA روش

Naïve Bayes 46/92 13/0 05/0 07/0 03/0 

SVM 06/94 00/0 00/0 00/0 00/0 

Logistic Regression 82/93 22/0 02/0 03/0 01/0 

MLP 41/92 08/0 03/0 04/0 006/0 

KNN 93/89 12/0 11/0 11/0 056/0 

AdaBoost 06/94 00/0 00/0 00/0 00/0 

Logit Boost 06/94 00/0 00/0 00/0 00/0 

C5/4 72/93 23/0 03/0 04/0 02/0 

LAD Tree 48/93 27/0 06/0 10/0 03/0 

Model Tree 06/94 00/0 00/0 00/0 00/0 

Random Forest 38/93 28/0 07/0 12/0 045/0 

ستفاده‌ا‌شده،‌های‌مبتنی‌بر‌پیوند‌که‌برخی‌توابع‌ریاضیاتی‌بر‌آنها‌اعمال‌‌در‌مرحله‌سوم،‌از‌ویژگی

بیشترین‌صحت‌به‌وسیله‌جنگل‌تصادفی‌و‌بیشترین‌یادآوری‌باز‌هم‌توسط‌بیز‌.‌(3-‌4جدول‌)‌ایم‌کرده

‌است. ‌دست‌آمده ‌به ‌داشته‌‌ساده ‌یادآوری‌را ‌بیشترین‌توازن‌میان‌صحت‌و همچنین‌این‌الگوریتم

ت‌قبلی‌بهتر‌و‌از‌حالت‌اولیه‌کمتر‌است.‌این‌امر‌است،‌از‌حال‌192/0که‌برابر‌با‌‌توازناین‌میزان‌‌است.

های‌مبتنی‌بر‌پیوند‌در‌حالت‌اصلی‌خود‌تفکیک‌کنندگی‌پایینی‌دارند‌و‌‌نشانگر‌آن‌است‌که‌ویژگی

‌باید‌تحت‌تبدیلات‌ریاضیاتی‌تغییر‌کنند‌تا‌میزان‌تفکیک‌کنندگی‌شان‌بالا‌رود.

‌

‌

‌

‌

‌
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‌مبتنی‌بر‌پیوند‌تبدیل‌یافته.های‌‌سپم‌با‌ویژگینرخ‌تشخیص‌وب‌ا‌3-‌4جدول‌

 Accuracy Precision Recall F-Measure IBA روش

Naïve Bayes 48/82 13/0 34/0 19/0 019 

Svm 06/94 00/0 00/0 00/0 00/0 

logistic regression 33/93 11/0 02/0 03/0 01/0 

MLP 97/91 08/0 03/0 05/0 01/0 

KNN 85/90 17/0 14/0 015 10/0 

Adaboost 06/94 00/0 00/0 00/0 00/0 

logit boost 97/93 00/0 00/0 00/0 00/0 

C5/4 75/92 15/0 05/0 08/0 03/0 

LAD Tree 63/93 26/0 04/0 07/0 08/0 

model tree 06/94 00/0 00/0 00/0 00/0 

random forest 53/93 28/0 06/0 10/0 08/0 

کنیم‌که‌آیا‌‌می،‌بررسی‌دارندهای‌مبتنی‌بر‌متن‌بیشترین‌نرخ‌تشخیص‌را‌‌توجه‌به‌اینکه‌ویژگیبا‌

‌ نتایج‌‌4-‌4ل‌جدوافزودن‌دو‌دسته‌ویژگی‌دیگر‌به‌آن‌موجبات‌بهبود‌آن‌فراهم‌خواهد‌آمد‌یا‌خیر.

دهد.‌همان‌طور‌‌های‌مبتنی‌بر‌متن‌را‌نشان‌می‌ه‌ویژگیبر‌پیوند‌بمبتنی‌های‌‌ویژگیحاصل‌از‌افزودن‌

از‌‌IBAو‌‌889/0به‌‌655/0از‌صحت‌‌و‌کاهش‌858/0به‌‌903/0شود،‌نرخ‌یادآوری‌از‌‌که‌مشاهده‌می

240/0‌‌ ‌‌280/0به ‌‌ست.ا‌کردهافزایش‌پیدا ‌‌Fمعیار ‌نیز ‌است. ‌مانده ‌باقی ‌تغییر ‌نشان‌بدون شواهد

‌ست.ا‌شدهبر‌پیوند،‌اندکی‌باعث‌بهبود‌نتایج‌های‌مبتنی‌‌دهد‌که‌افزودن‌ویژگی‌می

‌

‌

‌

‌

‌
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‌مبتنی‌بر‌محتوا‌و‌مبتنی‌بر‌پیوند.های‌‌نرخ‌تشخیص‌وب‌اسپم‌با‌ترکیب‌ویژگی‌4-‌4ل‌جدو

 Accuracy Precision Recall F-Measure IBA روش

Naïve Bayes 64/22 06/0 86/0 11/0 05/0 

Svm 20/94 00/0 00/0 00/0 00/0 

logistic regression 33/93 30/0 12/0 17/0 10/0 

MLP 51/94 59/0 17/0 26/0 16/0 

KNN 07/93 38/0 31/0 34/0 28/0 

Adaboost 56/94 89/0 07/0 13/0 07/0 

logit boost 56/94 68/0 12/0 20/0 11/0 

C5/4 30/92 28/0 21/0 24/0 18/0 

LAD Tree 84/93 39/0 11/0 17/0 11/0 

model tree 51/94 61/0 15/0 24/0 14/0 

random forest 97/94 70/0 23/0 35/0 21/0 

‌ویژگی ‌بار ‌این ‌دلیل ‌همین ‌ویژگی‌به ‌به ‌را ‌یافته ‌تبدیل ‌پیوند ‌بر ‌مبتنی ‌‌های ‌اضافه‌های متنی

بخش‌نیست‌و‌بازهم‌شاهد‌کاهش‌نرخ‌‌هد‌که‌این‌بار‌نیز‌نتایج‌رضایتد‌نشان‌می‌5-‌4جدول‌کنیم.‌‌یم

‌‌،یادآوری ‌‌Fمعیار ‌صحت‌IBAو ‌هرچند ‌است.افزایش‌‌هستیم. ‌ما‌‌داشته ‌هدف ‌اینکه ‌به ‌توجه با

‌تشخیص‌کلاس‌کوچکتر‌است،‌این‌افزایش‌مطلوب‌نیست.

 یافته.مبتنی‌بر‌محتوا‌و‌مبتنی‌بر‌پیوند‌تبدیل‌های‌‌ب‌اسپم‌با‌ترکیب‌ویژگینرخ‌تشخیص‌و‌5-‌4جدول‌

 Accuracy Precision Recall F-Measure IBA روش

Naïve Bayes 89/43 08/0 76/0 014 18/0 

SVM 20/94 00/0 00/0 00/0 00/0 

logistic regression 92/92 36/0 22/0 27/0 19/0 

MLP 43/93 33/0 13/0 19/0 12/0 

KNN 68/91 20/0 14/0 17/0 11/0 

Adaboost 56/94 89/0 07/0 13/0 07/0 

logit boost 61/94 75/0 11/0 19/0 10/0 

C5/4 63/91 25/0 21/0 23/0 17/0 

LAD Tree 94/93 42/0 11/0 18/0 09/0 

model tree 46/94 59/0 14/0 23/0 14/0 

random forest 71/94 69/0 16/0 26/0 12/0 
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‌برسد‌باید‌ویژگی ‌نظر ‌ویژگی‌اگرچه‌شاید‌به ‌به ‌تنها ‌گذاشت‌و ‌کنار ‌پیوند‌را های‌‌های‌مبتنی‌بر

کنیم‌تا‌از‌صحت‌‌ها‌در‌کنار‌هم‌استفاده‌می‌متنی‌اکتفا‌کرد‌اما‌به‌عنوان‌آخرین‌آزمایش‌از‌همه‌ویژگی

بند‌بیز‌ساده‌با‌استفاده‌از‌‌مشخص‌شده،‌طبقه‌6-‌4جدول‌همان‌طور‌که‌در‌‌این‌فرضیه‌مطمئن‌شویم.

هر‌سه‌دسته‌ویژگی‌توانست‌بهترین‌توازن‌میان‌صحت‌و‌یادآوری‌را‌ایجاد‌کند.‌اگرچه‌به‌ظاهر‌دقت‌

(‌را‌%‌صفحات64)‌هرز‌وببند‌توانسته‌بیشترین‌تعداد‌صفحات‌‌بند‌پایین‌است،‌اما‌این‌طبقه‌این‌طبقه

 شناسایی‌کند.‌%(30)‌ان‌هرز‌در‌نظر‌گرفتن‌صفحات‌غیرهرزبه‌قیمت‌کمترین‌میز

‌نرخ‌تشخیص‌وب‌اسپم‌با‌ترکیب‌هر‌سه‌دسته‌ویژگی.‌6-‌4جدول‌

 Accuracy Precision Recall F-Measure IBA روش

Naïve Bayes 68/69 16/0 64/0 020 34/0 

SVM 21/94 00/0 00/0 00/0 00/0 

Logistic Regression 20/92 27/0 20/0 23/0 15/0 

MLP 21/94 50/0 04/0 07/0 04/0 

KNN 72/91 19/0 13/0 16/0 10/0 

Adaboost 53/94 88/0 07/0 12/0 06/0 

Logit Boost 59/94 73/0 10/0 18/0 10/0 

C4.5 61/91 25/0 22/0 24/0 18/0 

LAD Tree 94/93 14/0 11/0 18/0 07/0 

Model Tree 37/94 56/0 14/0 22/0 13/0 

Random Forest 86/94 83/0 14/0 24/0 14/0 

های‌‌شاخص‌دقت‌متعادل‌شده‌بر‌اثر‌نوع‌ویژگیاگر‌بخواهیم‌نگاهی‌کلی‌به‌سیر‌تغییرات‌میزان‌

‌است.‌موضوعگر‌این‌به‌خوبی‌بیان‌2-‌4شکل‌بندی‌داشته‌باشیم،‌‌استفاده‌شده‌جهت‌طبقه
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‌

‌بندی‌های‌استفاده‌شده‌جهت‌طبقه‌بر‌اثر‌تغییر‌نوع‌ویژگی‌IBAروند‌تغییرات‌میزان‌‌2-‌4شکل‌

‌

 بند ها بر عملكرد طبقه بررسی تاثیر تعداد ویژگی -4-5-2

ویژگی‌دارای‌خصایصی‌هستند‌که‌باعث‌همان‌طور‌که‌در‌بخش‌قبل‌مشاهده‌شد،‌هر‌سه‌دسته‌

‌تعداد‌این‌ویژگی‌می‌بند‌طبقهبهبود‌عملکرد‌ ‌اما ‌زیاد‌است‌)‌شوند. (‌و‌استخراج‌275=138+41+96ها

‌ای‌آن ‌همین‌علت‌در ‌به ‌بود. ‌خواهد ‌زمانبر ‌اثربخشین‌بخش‌ها ‌عملکرد‌‌میزان ‌بر کاهش‌ویژگی‌را

توضیح‌داده‌‌3-2ی‌که‌در‌فصل‌ویژگی‌رایج‌های‌انتخاب‌کنیم.‌بدین‌منظور‌روش‌ررسی‌میب‌بند‌طبقه

‌ ‌از ‌استفاده ‌با ‌را ‌‌‌wekaافزار‌نرمشد ‌داده ‌مجموعه ‌روی ‌کردیم.‌WEBSPAM-UK2007بر ‌اعمال

های‌انتخاب‌شده‌توسط‌الگوریتم‌بیز‌ساده‌صورت‌‌هرز‌با‌استفاده‌از‌ویژگی‌سپس‌تشخیص‌صفحات‌وب

‌ست.ا‌شدهنشان‌داده‌‌7-‌4جدول‌نتایج‌در‌‌گرفت.

‌

‌
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‌ی‌مختلف‌انتخاب‌ویژگیها‌حاصل‌از‌روش‌IBAمیزان‌‌7-‌4جدول‌

های‌انتخاب‌شده‌تعداد‌ویژگی‌روش‌جستجو روش‌ارزیابی‌ویژگی  IBA 

Correlation 

Forward Selection 44 337/0‌

Best first 66 362/0 

LForward Selection 12 232/0 

Greedy Stepwise 66 362/0 

Genetic Search 63 273/0 

Consistency 

Forward Selection 17 109/0 

Best first 8 245/0 

LForward Selection 21 183/0 

Greedy Stepwise 5 162/0 

Genetic Search 15 208/0 

Chi Square 

Ranker 

32 369/0 

InfoGain 29 363/0 

Gain Ratio 39 35/0 

SymUncertainty 30 325/0 

RelifF 51 204/0 

OneR 19 027/0 

Naïve Bayes Classifier Genetic Search 30 21/0 

Naïve Bayes Classifier PSO 19‌307/0‌

Naïve Bayes Classifier ABC 110‌307/0‌

Naïve Bayes Classifier ACO 184 307/0 

‌می ‌که‌مشاهده ‌بندی‌ویژگی‌همان‌طور ‌رتبه ‌از ‌استفاده ‌کاهش‌ویژگی‌با ‌براساس‌معیار‌‌شود، ها

‌ ‌بر ‌علاوه ‌به ‌کای ‌ویژگیمربع ‌تعداد ‌‌کاهش‌یک‌هشتمی ‌ها ‌‌275)از ‌عملکرد‌‌(32به ‌بهبود باعث

‌از‌‌IBAبند‌شده‌و‌معیار‌‌طبقه اده‌و‌حال‌که‌الگوریتم‌بیز‌س‌افزایش‌داده‌است.‌369/0به‌‌337/0را

بندی‌و‌کاهش‌ویژگی‌هستند،‌‌های‌رایج‌جهت‌طبقه‌رتبه‌بندی‌براساس‌معیار‌مربع‌کای‌بهترین‌روش

‌Smart-BTبار‌دیگر‌عملکرد‌آنها‌را‌در‌برابر‌انواع‌ویژگی‌و‌این‌بار‌در‌مقایسه‌با‌روش‌انتخاب‌ویژگی‌

‌کنیم.‌بررسی‌می
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آن‌بر‌نرخ‌تشخیص‌‌اثربخشیها‌و‌‌انواع‌ویژگی‌بر‌روی‌Smart-BTمقایسه‌نتایج‌حاصل‌از‌اعمال‌الگوریتم‌‌8-‌4جدول‌

‌هرز‌وب

 روش انتخاب ویژگی مجموعه ویژگی
 تعداد ویژگی

 انتخاب شده
Accuracy Recall IBA 

‌محتوا

- 96‌14%‌90/0‌002/0‌

Chi squared + ranker 76‌14%‌91/0‌006/0‌

Smart-BT‌57‌15%‌92/0 020/0‌

‌پیوند

- 41‌92% 05/0‌029/0‌

Chi squared + ranker 22‌92%‌04/0‌014/0‌

Smart-BT‌10‌92%‌04/0‌017/0‌

پیوند‌تبدیل‌

‌یافته

- 138‌82%‌34/0‌192/0‌

Chi squared + ranker 47‌82%‌43/0‌248/0‌

Smart-BT‌40‌83%‌42/0‌243/0‌

‌ها‌کل‌ویژگی

- 275‌70%‌64/0‌337/0‌

Chi squared + ranker 32‌72%‌63/0‌369/0‌

Smart-BT‌27‌75%‌64/0‌411/0 

‌می‌‌همان ‌مشاهد ‌که ‌روش‌پیشنهادی‌‌طور ‌از ‌استفاده ‌ویژگیشود ‌از ‌استفاده ‌‌با باعث‌های‌کمتر

شود.‌اهمیت‌این‌امر‌در‌کاهش‌زمان‌محاسبات‌و‌افزایش‌سرعت‌‌بهتر‌میحتی‌حصول‌نتایج‌مشابه‌و‌

محتوا‌و‌های‌‌یژگیاز‌و‌یبیترکان‌دیگری‌که‌وجود‌دارد‌این‌است‌که‌همچن‌نکته.‌اجرای‌برنامه‌است

را‌حذف‌‌گریدسته‌از‌داده‌ها،‌دسته‌د‌کی‌ییشناسا‌یدارد‌و‌در‌ازا‌یدر‌پ‌یبهتر‌جهیمحور‌نت‌وندیپ

تعداد‌آنها‌‌،یژگیست‌که‌اگرچه‌پس‌از‌انتخاب‌وا‌شدهانتخاب‌های‌‌یژگیدر‌مورد‌و‌ی.‌نکته‌بعدکند‌مین

ن‌ای‌داده‌است.‌شیشده،‌بلکه‌آن‌را‌افزا‌بند‌طبقهاست،‌اما‌نه‌تنها‌باعث‌کاهش‌عملکرد‌‌افتهیش‌کاه

‌اند.‌فهرست‌شده‌9-‌4جدول‌در‌ها‌‌ویژگی

‌

‌

‌
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 های‌انتخاب‌شده‌لیست‌ویژگی‌-9-‌4جدول‌

 توضیح ویژگی ژگیمخفف وی
HST_16‌
HST_19 
HST_20 

 ,Q = 100میزبان‌قابل‌مشاهده‌هستند‌)‌hpکه‌در‌‌Qدرصدی‌از‌کلمات‌عضو‌

200.)‌

HMG_43 درصدی‌از‌کلمات‌عضو‌Qکه‌در‌‌mp‌(میزبان‌قابل‌مشاهده‌هستند‌Q = 100.) 

HMG_33 درصدی‌از‌کلمات‌صفحه‌mpمیزبان‌که‌عضو‌‌K‌(هستند‌K = 500.) 

AVG_53 مقدار‌میانگین‌برای‌همه‌صفحات‌یک‌میزبان(‌تیرؤرصد‌میزان‌متن‌قابل‌د(‌
AVG_64, 
AVG_65, 
AVG_66 

‌در‌کلیه‌صفحات‌یک‌میزبان‌Qمیانگین‌نسبت‌تعداد‌کلمات‌موجود‌از‌مجموعه‌

‌(q = 200, 500, 1000)‌

AVG_67, 
AVG_68 

ده‌که‌در‌کلیه‌صفحات‌میزبان‌قابل‌مشاه‌Qمیانگین‌درصدی‌از‌کلمات‌عضو‌

‌هستند

‌(q = 100, 200.) 

STD_73 انحراف‌معیار‌تعداد‌کلمات‌در‌کلیه‌صفحات‌میزبان ‌

STD_75 انحراف‌معیار‌طول‌کلمه‌در‌کلیه‌صفحات‌میزبان‌

STD_76 انحراف‌معیار‌نسبت‌Anchor Textبه‌کل‌متن‌صفحه‌برای‌کلیه‌صفحات‌میزبان‌‌

STD_77 نسبت‌متن‌قابل‌رویت‌در‌کلیه‌صفحات‌

STD_95 انتروپی‌کلیه‌صفحات‌میزبان‌

STD_96 انحراف‌معیار‌میزان‌Likelihood3مستقل‌‌-gramکلیه‌صفحات‌میزبانهای‌‌‌

truncatedpagerank_1_hp TruncatedPageRankی‌خانه‌میزبان‌صفحهی‌یک‌‌فاصلهبا‌‌‌
truncatedpagerank_2_mp, 
truncatedpagerank_3_mp, 
truncatedpagerank_4_mp 

TruncatedPageRankصفحه‌‌mpی‌دو،‌سه‌و‌چهار‌فاصلهمیزبان‌با‌‌‌

L_truncatedpagerank_1_mp, 
L_truncatedpagerank_2_mp, 
L_truncatedpagerank_3_mp, 
L_truncatedpagerank_4_mp 

ی‌یک،‌دو،‌سه‌و‌‌فاصلهمیزبان‌با‌‌mpصفحه‌‌TruncatedPageRankلگاریتم‌

‌چهار.

outdegree_hp, 
outdegree_mp 

‌میزبان‌mpو‌‌hpد‌پیوندهای‌خروجی‌از‌تعدا

L_outdegree_hp, 
L_outdegree_mp 

‌میزبان‌mpو‌‌hpلگاریتم‌تعداد‌پیوندهای‌خروجی‌از‌

PageRank_mp 
, L_PageRank_mp 

Pagerankصفحه‌‌mpمیزبان‌و‌لگاریتم‌آن‌‌

Kای‌‌:‌مجموعهk‌(ی‌استثنا‌بهعضوی‌از‌پرتکرارترین‌عبارات‌موجود‌در‌مجموعه‌داده‌)کلمات‌توقف 

Q‌:ای‌‌مجموعهqمجموعه‌داده.‌کنندگان‌هیتهعضوی‌از‌پرتکرارترین‌عبارات‌جستجو‌شده‌در‌شبکه‌داخلی‌دانشگاه‌‌ 

Mp‌:ای‌که‌بالاترین‌میزان‌‌صفحهpage rankرا‌در‌بین‌همه‌صفحات‌یک‌میزبان‌دارد‌ 

Hp‌:ی‌اصلی‌)خانه(‌میزبان‌صفحه 

‌بررس ‌ویژگی‌خواستگاهی ‌ت‌ها‌این ‌جالب ‌)نیز ‌است ‌وجه ‌ویژگی10-‌4جدول ‌که ‌آنجا ‌از های‌‌(.

مبتنی‌بر‌پیوند‌هستند‌که‌اعمال‌ریاضی‌از‌قبیل‌لگاریتم‌بر‌آنها‌های‌‌ان‌ویژگیتغییرشکل‌یافته،‌هم
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است‌که‌متن‌مشابه‌را‌در‌نظر‌نگیریم‌این‌جدول‌نمایانگر‌آن‌ها‌‌ست،‌بنابراین‌اگر‌ویژگیا‌شدهاعمال‌

از‌جمله‌‌وثرتری‌به‌منظور‌تشخیص‌صفحات‌هرز‌و‌غیرهرز‌است.مهای‌‌یک‌صفحه‌وب‌دارای‌ویژگی

‌می‌این‌ویژگی ‌‌ها ‌از ‌میزان‌استفاده ‌به ‌کلمات‌وجوها‌پرستوان ‌از ‌استفاده ‌میزان ‌متن، ‌در ی‌پرتکرار

میزان‌استفاده‌از‌پرتکرار‌در‌متن،‌میزان‌متن‌قابل‌مشاهده‌در‌صفحه،‌تعداد‌کلمات،‌طول‌کلمات‌و‌

Anchor Text‌.اشاره‌کرد 

 مختلفهای‌‌انتخاب‌شده‌در‌حالتهای‌‌توزیع‌انواع‌ویژگی‌10-‌4جدول‌

 پیوند تغییرشكل یافته پیوند محور محتوا محور مجموعه ویژگی

‌96‌41‌138 (275اولیه‌)

‌‌18‌7‌7(32پیش‌پردازش)

‌‌14‌7‌7(28یتم‌ارائه‌شده‌)الگور

ها‌مبتنی‌بر‌پیوند‌هستند.‌بعد‌از‌‌شود‌در‌مجموعه‌داده‌اولیه‌بیشتر‌ویژگی‌طور‌که‌دیده‌می‌همان

‌رتبه ‌ویژگی ‌روش‌انتخاب ‌از ‌ویژگی‌استفاده ‌میزان ‌افزایش‌می‌بندی، ‌محتوا ‌بر ‌مبتنی ‌در‌‌های یابد.

‌رسد.‌‌دل‌مینهایت‌توزیع‌این‌دو‌نوع‌ویژگی‌در‌روش‌پیشنهادی‌به‌تعا

مقایسه‌‌11-‌4جدول‌در‌‌[38]و‌پاتیل‌‌[50]دست‌آمده‌با‌مقاله‌سیلوا‌و‌همکاران‌‌در‌نهایت‌نتایج‌به

‌همانا‌شده ‌می‌ست. ‌مشاهده ‌که ‌‌طور ‌مقدار ‌روش‌‌هر‌در‌IBAشود ‌بیشسه یکسان‌است‌اما‌‌کم‌و

‌از‌هم‌ا‌هنکت های‌مورد‌استفاده‌جهت‌دستیابی‌به‌این‌مقدار‌‌کند‌تعداد‌ویژگی‌متمایز‌میی‌که‌آنها‌را

‌است‌که‌بسیار‌کمتر‌است.

‌دست‌آمده‌مقایسه‌نتایج‌به‌11-‌4جدول‌

 Recall F-Measure IBA نندهبندی ک طبقه تعداد ویژگی‌

‌27‌Naïve Bayes 64/0 226/0‌41/0 نتیجه‌اولیه

‌‌137‌MDLClassifier‌-‌225/0‌40/0[50]مقاله‌سیلوا‌

 ‌296‌SVM‌-‌44/0 43/0[38]مقاله‌پاتیل‌

‌‌275‌SVM+REGX 44/0‌41/0‌41/0[48]مقاله‌فدز‌
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 هرز های معرفی شده بر نرخ تشخیص وب بررسی نحوه تاثیر ویژگی -4-5-3

مستخرج‌از‌های‌‌دسته‌ویژگی‌شامل‌ویژگی‌سهل‌گذشته‌توضیح‌داده‌شد،‌همان‌طور‌که‌در‌فص

رای‌.‌بمعرفی‌شدندگرفته‌از‌محتوای‌صفحه‌‌ریشهای‌ه‌و‌ویژگی‌HTMLکد‌آدرس‌اینترنتی،‌ساختار‌

‌‌پیاده ‌این ‌‌ها‌ویژگیسازی ‌نسخه ‌پایتون ‌‌3از ‌شد. ‌استفاده ‌طبقهبرای ‌از‌‌انتخاب‌ویژگی‌و بندی‌نیز

و‌برای‌تست‌از‌‌Naïve Bayesبندی‌از‌الگوریتم‌‌استفاده‌شد.‌برای‌طبقه‌‌wekaافزار‌‌های‌نرم‌کتابخانه

‌استفاده‌کردیم.‌‌1لایه‌10اعتبارسنجی‌متقابل‌

های‌خاص‌مسیر،‌‌)تعداد‌نقاط‌مسیر،‌تعداد‌نویسه‌URLژگی‌مبتنی‌بر‌وی‌13برای‌هر‌نمونه‌داده،‌

‌بزرگترین ‌طول ‌مسیر، ‌طول ‌مسیر، ‌ارقام ‌کوچکترین‌تعداد ‌‌و ‌آنهاتوکن ‌طول ‌میانگین ‌و ،‌مسیر

‌توکن ‌توالی‌حروف‌در ‌نرخ ‌میانگین ‌و ‌کمترین ‌میانگین‌‌بیشترین، ‌و ‌بیشترین ‌کمترین، های‌مسیر،

‌توکن ‌وبسای‌شباهت ‌به ‌مسیر ‌‌تهای ‌معروف( ‌حالت‌های ‌سه ‌و‌در ‌میزان ‌کمترین ‌میزان، بیشترین

ویژگی‌شامل‌تعداد‌‌9همچنین‌‌(.ویژگی‌39)‌استخراج‌شدبین‌کل‌صفحات‌یک‌دامنه‌خاص‌میانگین‌

‌موجود‌در‌دامنه‌های‌خاص‌نویسهتعداد‌،‌های‌موجود‌در‌دامنه‌طهنق ‌،دامنه‌،‌طولدامنه‌اعدادتعداد‌،

‌کمت ‌‌رین‌نرخ‌توالی‌حروف‌در‌توکنطول‌بزرگترین‌توکن‌دامنه، بیشترین‌میزان‌شباهت‌های‌دامنه،

در‌ساختار‌آدرس‌اینترنتی‌‌‌IPیا‌"HTTPS"‌یا‌"www"عبارت‌استفاده‌از‌های‌معروف،‌‌دامنه‌به‌دامنه

‌دهیم.‌افزایش‌می‌49ویژگی‌قبلی‌افزوده‌و‌تعداد‌آن‌را‌به‌‌39نیز‌به‌

،‌commentهای‌‌شامل‌برچسببرچسب‌‌‌24نیز‌تعداد‌HTMLهای‌مبتنی‌بر‌کد‌‌در‌مورد‌ویژگی

a‌ ،div‌ ،embed‌،iframe‌،img‌،link‌،extern‌،script‌،object‌ ،map‌،layer‌،video‌،menu‌ ،form‌،

figure‌،details‌،command‌،code‌،button‌،audio‌،article‌،canvas‌،appletدر‌سه‌حالت‌بیشترین‌‌

‌ویژگی(.‌72یک‌دامنه‌خاص‌استخراج‌شد‌)میزان،‌کمترین‌میزان‌و‌میانگین‌بین‌کل‌صفحات‌

                                                 
1‌ 10-fold cross validation 
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های‌مبتنی‌بر‌پیوستگی،‌تعداد‌کلمات،‌جملات‌و‌پاراگرافهای‌یک‌صفحه‌برای‌کل‌‌در‌مورد‌ویژگی

ویژگی(.‌همچنین‌‌9ست‌)ا‌شدهدر‌سه‌حالت‌کمترین،‌بیشترین‌و‌میانگین‌محاسبه‌‌یک‌دامنهصفحات‌

نیز‌برای‌صفحه‌اصلی‌و‌برای‌کل‌صفحات‌دامنه‌به‌صورت‌میانگین‌محاسبه‌‌1-‌3جدول‌ویژگی‌‌19

های‌مبتنی‌بر‌همبستگی‌متن‌نیز‌پنج‌ویژگی‌در‌مورد‌تعداد‌‌در‌بخش‌ویژگی.‌ویژگی(‌38)‌ستا‌شده

‌ ویژگی‌استخراج‌‌‌52در‌مجموعن‌بخش‌در‌نتیجه‌در‌ایموضوعات‌مورد‌بحث‌در‌صفحه‌معرفی‌شد.

‌‌ست.ا‌شده

هرز‌‌ام‌به‌تشخیص‌صفحات‌وباولیه‌اقدهای‌‌استفاده‌از‌ویژگی‌دون‌کاهش‌ویژگی‌و‌فقط‌بااگر‌ب

‌نتیجه‌به‌شکل‌ ‌افزودن‌ویژگی‌طور‌که‌مشاهده‌می‌همان‌خواهد‌بود.‌12-‌4جدول‌نماییم، های‌‌شود،

‌نرخ‌‌معرفی‌شده‌به‌ویژگی اکنون‌‌ست.ا‌شده‌IBAیادآوری‌و‌همینطور‌های‌قبلی‌باعث‌افزایش‌دقت،

‌توج ‌اقدام‌به‌کاهش‌تعداد‌ویژگی‌اثربخشیه‌به‌با ها‌‌انتخاب‌ویژگی‌که‌در‌بخش‌قبلی‌مشاهده‌شد،

ها‌را‌کاهش‌داده،‌‌بندی‌بر‌اساس‌مربع‌کای‌تعداد‌ویژگی‌کنیم.‌بدین‌منظور‌ابتدا‌با‌استفاده‌از‌رتبه‌می

‌48به‌‌448ها‌از‌‌کنیم.‌بهترین‌نتیجه‌با‌کاهش‌تعداد‌ویژگی‌را‌استفاده‌می‌Smart-BTسپس‌الگوریتم‌

‌دهد.‌‌افزایش‌می‌694/0را‌به‌‌IBAآید‌که‌مقدار‌‌به‌دست‌می

‌مختلفهای‌‌استفاده‌از‌ویژگیبندی‌داده‌با‌‌مقایسه‌نتایج‌حاصل‌از‌طبقه‌12-‌4جدول‌

ها‌یتعداد‌ویژگ مجموعه‌ویژگی  Accuracy Recall IBA 

%14 96 محتوا‌محور  90/0  01/0  

%92 41 پیوند‌محور  05/0  03/0  

%82 138 پیوند‌محور‌تغییریافته  34/0  19/0  

%70 275 هر‌سه‌دسته‌فوق  64/0  34/0  

%80 48 مبتنی‌بر‌ساختار‌نشانی‌اینترنتی  33/0  17/0  

های‌کد‌منبع‌مبتنی‌بر‌برچسب  72 36%  42/0  22/0  

نی‌بر‌انسجام‌متنمبت  52 82%  21/0  31/0  

%76 448 همه‌ویژگی‌ها  65/0  36/0  

Smart-BT‌48 96%های‌انتخاب‌شده‌توسط‌‌ویژگی  76/0  69/0  



106 

 

‌ویژگی ‌که ‌‌حال ‌جای ‌به ‌کردیم، ‌استخراج ‌را ‌نظر ‌مورد ‌بهترین‌‌Naïve Bayesهای ‌تاکنون که

‌یک‌روش‌طبقه‌طبقه ‌از ‌رایج‌بود، ‌ای‌بند ‌سیستم ‌فصل‌گذشته‌بندی‌مبتنی‌بر ‌در منی‌مصنوعی‌که

‌‌معرفی‌شد‌استفاده‌می ‌زبان‌برنامهکنیم.  Microsoftو‌در‌محیط‌‌++Visual Cنویسی‌‌این‌روش‌با

Visual Studio 2010بیتی‌با‌پردازنده‌‌64بر‌روی‌سیستم‌‌Intel Core2Dual67/2با‌فرکانس‌‌ GHz‌

‌ست.ا‌شدهداده‌‌نشان‌13-‌4جدول‌دست‌آمده‌در‌سازی‌شد‌که‌نتایج‌به‌‌پیاده

‌بندی‌های‌طبقه‌نتایج‌به‌دست‌آمده‌توسط‌سیستم‌ایمنی‌مصنوعی‌در‌مقایسه‌با‌سایر‌روش‌-13-‌4جدول‌

 Accuracy Precision Recall IBA بندی روش طبقه

NaiveBayes 96% 79/0‌75/0‌69/0 

NN 95% 84/0‌35/0‌35/0 

J48 95% 92/0‌54/0‌52/0 

Random Tree 90% 45/0 62/0 54/0 

Random Forest 96% 92/0 47/0‌47/0 

SVM 95% 89/0 31/0 30/0 

KNN 93% 63/0‌53/0‌48/0 

Immunos 94% 34/0 72/0 61/0 

 87/0 90/0 83/0 %98 روش‌ارائه‌شده

‌

که‌‌Immunosها‌از‌جمله‌‌ود‌روش‌پیشنهادی‌در‌مقایسه‌با‌دیگر‌روشش‌طور‌که‌مشاهده‌می‌همان

بندی‌رایج‌ایمنی‌مصنوعی‌است،‌از‌نرخ‌یادآوری‌بالاتری‌برخوردار‌است‌که‌در‌‌های‌طبقه‌یکی‌از‌روش

دهد‌که‌‌طور‌این‌جدول‌به‌خوبی‌نشان‌می‌این‌مسئله‌خاص‌از‌اهمیت‌بیشتری‌برخوردار‌است.‌همین

IBAهای‌نامتوازن‌است.‌در‌ادامه‌روش‌‌ها‌در‌فضای‌داده‌سنجش‌کارایی‌الگوریتممعیار‌مناسبی‌جهت‌‌

‌.ایم‌نشان‌داده‌14-‌4جدول‌و‌نتایج‌را‌در‌‌کردهپیشنهادی‌را‌با‌چند‌مقاله‌دیگر‌مقایسه‌

‌

‌

‌
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‌تایج‌به‌دست‌آمده‌با‌دیگرانمقایسه‌ن‌14-‌4جدول‌

 Accuracy Precision Recall F1 IBA تعداد ویژگی روش

 87/0 85/0 83/0‌90/0 %‌48‌98روش‌پیشنهادی

 - 41/0 44/0 - - 275 [109] مقاله‌

 - 34/0 - - %93 96 [110] مقاله

 71/0 81/0 81/0 - - 137 [111] مقاله‌

‌-‌-‌63/0 ‌83/0%70‌82 [112]مقاله‌

‌-‌‌27/0-‌-‌%77 ‌13[42]مقاله‌

‌-‌‌78/0-‌-‌-‌59 [113]مقاله‌

‌-‌-‌-‌-‌%‌41‌95[115]مقاله‌

‌می‌همان ‌که‌مشاهده ‌‌طور ‌تعداد‌ویژگیشود، ‌با ‌به‌نتایج‌بهتری‌دست‌‌مدل‌ارائه‌شده های‌کمتر،

‌ ‌ا‌کردهپیدا ‌این‌ویژگیست. ‌‌بخشی‌از ‌این‌رساله‌معرفی‌شدند‌و‌‌شامل‌ویژگیها ‌در های‌جدیدی‌که

 باشد.‌می‌15-‌4جدول‌بندی‌گردید‌به‌شرح‌‌ههای‌قبلی‌باعث‌افزایش‌دقت‌طبق‌افزودن‌آنها‌به‌ویژگی

‌های‌معرفی‌شده‌ز‌بین‌ویژگیا‌شدههای‌انتخاب‌‌لیست‌ویژگی‌15-‌4جدول‌

 شرح ویژگی نوع

 ساختار‌نشانی‌اینرنتی

 حداکثر‌تعداد‌نقاط‌در‌دامنه

 های‌خاص‌در‌دامنه‌تعداد‌نویسه

 کمترین‌و‌میانگین‌تعداد‌ارقام‌در‌نشانی‌اینترنتی

‌حداقل‌و‌میانگین‌طول‌نشانی‌اینترنتی

 های‌نشانی‌اینترنتی‌حداقل‌و‌میانگین‌طول‌توکن

 های‌نشانی‌اینترنتی‌های‌الفبایی‌در‌توکن‌میانگین‌نرخ‌پیوستگی‌نویسه

 های‌معروف‌ای‌دامنه‌به‌دامنهه‌بیشترین‌میزان‌شباهت‌توکن

 ‌HTMLهای‌کد‌برچسب

 <a>های‌‌حداقل‌تعداد‌برچسب

 <div>های‌‌حداکثر‌تعداد‌برچسب

‌<img>های‌‌میانگین‌تعداد‌برچسب

 <script>کمترین‌تعداد‌برچسب‌

 <iframe>های‌‌تعداد‌برچسب

 <link>های‌‌تعداد‌برچسب

 خوانایی‌متن

 تعداد‌اسامی‌اشاره

 موضوعات‌با‌احتمال‌وجود‌بیشتر‌از‌یک‌درصد‌تعداد

 تعداد‌موضوعات‌با‌احتمال‌وجود‌بیشتر‌از‌ده‌درصد

 تعداد‌موضوعات‌با‌احتمال‌وجود‌بیشتر‌از‌چهل‌درصد
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های‌مبتنی‌بر‌محتوای‌متن‌در‌این‌دادگان‌‌شایان‌ذکر‌است‌تعداد‌کل‌موضوعات‌در‌بخش‌ویژگی

‌(.3-‌4شکل‌ست‌‌)ا‌شدهانتخاب‌‌1پیوستگی‌مورد‌است‌که‌براساس‌بیشترین‌میزان‌38

 

‌‌LDAتاثیر‌تعداد‌موضوعات‌بر‌میزان‌پیوستگی‌مدل‌‌3-‌4شکل‌

 جمع بندی -4-6

خشی‌آن‌را‌بررسی‌کنیم.‌فصل‌راهکار‌پیشنهادی‌را‌به‌بوته‌آزمایش‌گذاشتیم‌تا‌اثربدر‌این‌رساله‌

های‌رایج‌در‌سه‌دسته‌محتوا‌محور‌و‌پیوند‌محور‌را‌مورد‌بررسی‌قرار‌دادیم.‌‌ابتدا‌ویژگیمنظور‌این‌به‌

‌مجموع‌ویژگی‌IBAبهترین‌نرخ‌ ‌از ‌استفاده ‌)‌با ‌دسته ‌الگوریتم‌‌275های‌هر‌دو ‌و  Naïveویژگی(

Bayesالگوریتم‌به‌دست‌آمد.‌سپس‌‌34/0به‌میزان‌‌Smart-BT‌‌.به‌منظور‌کاهش‌ویژگی‌معرفی‌شد

باعث‌کاهش‌ها‌نه‌تنها‌‌است‌که‌حذف‌آن‌ها‌یژگیاز‌و‌رمجموعهیز‌نیبزرگتر‌لیروش‌به‌دنبال‌تشک‌نیا

‌‌بند‌طبقهدقت‌ ‌نشود، ‌افزایش‌دهدبلکه ‌را ‌ویژگی‌‌Smart-BT.آن ‌پیش‌پردازش، ‌عنوان ‌با‌‌به ‌را ها

‌رده ‌کای ‌مربع ‌معیار ‌از ‌می‌استفاده ‌‌بندی ‌الگوریتم‌‌رده‌اینکند. ‌محاسباتی ‌بار ‌کاهش ‌باعث بندی

‌41/0را‌نیز‌به‌‌IBA،‌نرخ‌28به‌‌275ها‌از‌‌ضمن‌کاهش‌تعداد‌ویژگیشود.‌استفاده‌از‌این‌دو‌روش‌‌می

‌ ‌تشخیصافزایش‌داد. ‌افزایش‌نرخ ‌جهت ‌ویژگی‌جدید ‌میزان‌‌هرز‌وب‌سپس‌تعدادی ‌تعیین شامل

‌صفحه‌پیوستگی ‌‌مطالب ‌ضمایر ‌حضور ‌نرخ ‌از ‌استفاده ‌توزیع‌با ‌نحوه ‌رویت، ‌قابل ‌متن ‌در اشاره

نرخ‌استفاده‌از‌و‌‌مسیر‌های‌توکندر‌‌الفبایی‌های‌میانگین‌نرخ‌پیوستگی‌نویسهموضوعات‌در‌صفحه،‌

                                                 
1‌Coherence Score 

0.3
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هایت‌در‌نافزایش‌داد.‌‌69/0را‌به‌‌IBAنرخ‌‌aو‌‌‌iftame‌،div‌،linkمانند‌HTMLهای‌‌برخی‌برچسب

‌یابنده ‌مفهوم ‌از ‌استفاده ‌سلول‌با ‌و ‌روشی‌برای‌تشخیص‌های‌حاف‌ها ‌سیستم‌ایمنی‌مصنوعی، ظه‌در

‌ارائه‌ ‌این‌روش‌به‌جای‌‌بندی‌داده‌شد‌که‌طبقهصفحات‌هرز ‌با ‌میزان‌Naïve Bayesها ،IBAبه‌‌‌ را

‌افزایش‌داد.‌87/0

‌  
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 مقدمه -5-1

بندی‌‌پردازش‌و‌طبقه‌شامل‌دو‌بخش‌پیش‌هرز‌مدلی‌به‌منظور‌تشخیص‌صفحات‌وب‌رسالهدر‌این‌

دو‌بحث‌انتخاب‌و‌استخراج‌ویژگی‌مورد‌توجه‌قرار‌گرفت.‌در‌بخش‌پردازش‌‌ارائه‌شد.‌در‌بخش‌پیش

معرفی‌‌کند‌عمل‌می‌ها‌ارزیابی‌زیرمجموعهو‌بر‌اساس‌‌1بند‌بستهاز‌نوع‌که‌‌‌Smart-BTاول‌الگوریتم‌

‌ا‌شده ها‌نه‌تنها‌‌است‌که‌حذف‌آن‌ها‌یژگیاز‌و‌رمجموعهیز‌نیبزرگتر‌لیروش‌به‌دنبال‌تشک‌نیاست.

‌‌بند‌طبقهدقت‌باعث‌کاهش‌ ‌افزایش‌دهدبلکه‌نشود، ‌اینکه‌این‌روش‌جزو‌روش‌.آن‌را ‌2های‌جامع‌با

شود،‌بار‌محاسباتی‌کمی‌دارد.‌‌گیرد،‌از‌آنجا‌که‌در‌هر‌مرحله‌از‌نتایج‌مرحله‌قبل‌استفاده‌می‌قرار‌می

هدف‌از‌این‌کار‌توجه‌به‌ساختار‌‌بر‌کد‌منبع‌و‌محتوا‌معرفی‌شد.‌در‌بخش‌دوم‌تعدادی‌ویژگی‌مبتنی

نسبت‌که‌بیانگر‌میزان‌مفید‌بودن‌آن‌صفحه‌باشد‌تا‌‌است‌یک‌صفحه‌غیرهرز‌و‌استخراج‌ویژگی‌هایی

در‌این‌زمینه‌ابتدا‌مفهوم‌انسجام‌به‌تغییر‌روشهای‌ایجاد‌صفحات‌هرز،‌پایداری‌بیشتری‌داشته‌باشد.‌

آن‌از‌قبیل‌انسجام‌ساختاری‌و‌لغوی‌و‌نیز‌انسجام‌های‌‌پس‌به‌بررسی‌برخی‌نشانهرا‌معرفی‌کردیم.‌س

‌از‌نظریات‌هالیدی‌زبانشناس‌معروف‌و‌برای‌تشخیص‌ ‌برای‌بررسی‌انسجام‌لغوی، معنایی‌پرداختیم.

‌انسجام‌معنایی‌از‌مدلسازی‌موضوعی‌به‌عنوان‌راهکار‌استفاده‌شد.

بر‌ها،‌از‌مفهوم‌یابنده‌با‌شعاع‌متغیر‌‌توزیع‌نامتوازن‌داده‌با‌توجه‌بهبندی‌‌در‌قسمت‌طبقهدر‌نهایت‌

استفاده‌‌بند‌طبقهجهت‌طراحی‌‌های‌انتخاب‌مثبت‌و‌جامعه‌سیستم‌ایمنی‌مصنوعی‌مبنای‌الگوریتم

ها،‌علاوه‌بر‌استفاده‌‌این‌مدل‌در‌مقایسه‌با‌دیگر‌روشدهد‌که‌‌های‌صورت‌گرفته‌نشان‌می‌شد.‌آزمایش

‌تر‌از‌عملکرد‌بهتری‌نیز‌برخوردار‌است.های‌کم‌از‌تعداد‌ویژگی

‌

                                                 
1‌Wrapper 
2‌Comprehensive 
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 نتایج و دستاوردها -5-2

‌اهم‌دستاوردهای‌این‌رساله‌به‌شرح‌ذیل‌است:

 های‌‌بندی‌داده‌طبقهبندی‌و‌انتخاب‌بهترین‌آنها‌به‌منظور‌‌های‌رایج‌طبقه‌مقایسه‌الگوریتم

 نامتوازن

 ردازش‌داده‌هامقایسه‌روشهای‌رایج‌انتخاب‌ویژگی‌و‌انتخاب‌بهترین‌آنها‌به‌منظور‌پیش‌پ 

 الگوریتم‌ارائه‌Smart-BTنزدیک‌ی‌آن‌خروجاست‌و‌انتخاب‌ویژگی‌جدید‌یک‌روش‌که‌‌

 ترین‌حالت‌ممکن‌است‌‌بهینه‌به

 های‌نامتوازن‌به‌خصوص‌برای‌شناسایی‌‌برای‌مجموعه‌داده‌این‌روشخاص‌منظوره‌کردن‌

 هرز‌وب

 های‌مبتنی‌بر‌کد‌منبع‌یک‌صفحه‌وب‌‌ویژگی‌معرفی 

 ای‌مبتنی‌بر‌انسجام‌لغوی‌متنه‌معرفی‌ویژگی 

 های‌مبتنی‌بر‌انسجام‌موضوعی‌متن‌معرفی‌ویژگی 

 های‌معرفی‌شده‌و‌انتخاب‌بهترین‌‌هرز‌و‌ویژگی‌های‌رایج‌در‌شناسایی‌وب‌بررسی‌ویژگی

 زیرمجموعه‌از‌آنها‌که‌قدرت‌تفکیک‌بالاتری‌دارند.

 بندی‌مبتنی‌بر‌سیستم‌ایمنی‌مصنوعی‌ارائه‌یک‌روش‌طبقه‌ 

 هرز‌‌به‌منظور‌تشخیص‌صفحات‌وب‌بند‌طبقهمدل‌کامل‌شامل‌مجموعه‌ویژگی‌و‌ارائه‌یک‌

 که‌در‌قیاس‌با‌دیگر‌روشها‌با‌هزینه‌محاسباتی‌پایین،‌عملکرد‌بالایی‌دارد.

‌

 



114 

 

 کارهای آتی -5-3

‌ ‌استفاده‌از‌یادگیری‌عمیق‌رواج‌پیدا ‌به‌عنوان‌ا‌کردهدر‌سالهای‌اخیر‌شناسایی‌ناهنجاری‌با ست.

هرز‌بررسی‌کرد.‌همچنین‌‌توان‌عملکرد‌این‌روش‌را‌در‌شناسایی‌صفحات‌وب‌می‌یکی‌از‌کارهای‌آتی

‌توجه‌به‌اینکه‌روشهای‌هرزفرست ‌تهیه‌مجموعه‌داده‌به‌روز‌و‌بررسی‌‌ها‌هر‌روز‌جدیدتر‌می‌با شود،

های‌‌های‌رایج‌بر‌روی‌آن‌یکی‌دیگر‌از‌اقدامات‌آتی‌است.‌همچنین‌با‌توجه‌به‌اینکه‌برخی‌ویژگی‌روش

‌اگر‌بتوان‌مجموعه‌داده‌فارسی‌جمع‌آوری‌کرد‌و‌معادل‌این‌ارائه‌شده‌م ختص‌زبان‌انگلیسی‌است،

‌به‌آناین‌رساله‌انسجام‌متن‌که‌در‌‌باشد.‌ها‌را‌برای‌زبان‌فارسی‌به‌دست‌آورد،‌بسیار‌مفید‌می‌ویژگی

ائه‌های‌دیگری‌به‌منظور‌تشخیص‌آن‌ار‌تواند‌دقیق‌تر‌مورد‌بررسی‌قرار‌گیرد‌و‌ویژگی‌داخته‌شد‌میپر

در‌این‌‌صفحات‌است.‌ای‌هچند‌رسانشود.‌نکته‌دیگری‌که‌میتوان‌به‌آن‌اشاره‌کرد،‌توجه‌به‌محتوای‌

توان‌محتوای‌آنها‌را‌‌می‌ست.‌در‌کارهای‌آتیا‌شدهرساله‌این‌عناصر‌حذف‌شدند‌و‌تنها‌به‌متن‌استناد‌

‌نیز‌در‌نظر‌گرفت.

 

‌  
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Abstract 

Identifying Web Spam is one of the major challenges for search engines, and various 

methods have been proposed to identify them. Some of these methods focus on 

extracting the appropriate features from the webs and others emphasize on providing the 

appropriate classifier to increase accuracy. Apart from discussing the content, 

communication and validity of the pages, another group has considered the web graph 

as the basis of their diagnostic methods. 

One of the most important challenges in this area is the constant change and updating 

of ranking algorithm deception techniques. For this reason, the use of features that are 

less counterfeit, plays an important role in increasing the detection rate and leverage. 

Also, due to the fact that new weeds are created every day, designing a ranking 

algorithm that can be trained and improved according to this data will increase the 

efficiency of the ranking algorithm. 

For this purpose, in this dissertation, we intend to present a model including feature 

extractor and classifier in order to identify Web Spam pages. In this model, in addition 

to using some common features, some features have been extracted from some sources 

such as page address, html code and lexical and conceptual content of the page. Then, in 

order to increase the speed and reduce the size of the data, a feature selection algorithm 

called Smart-BT was developed. Finally, using the concept of detectors and memory 

cells in the artificial Safety system, a method for detecting webs is presented. 

In designing this model, only the source code of web pages is used and the 

multimedia content that is in them (photos, videos, etc.) is not considered. The results of 

using this model in detecting spam web pages related to the WEBSPAM-UK data set, 

which is the most famous data set in this field, show an improvement in the balanced 

accuracy to the extent of 16% and reduction of the number of features to 65%.   

 

Key word: Search Engine, Web Spam, Link-Based Feature, Content-Based Feature, 

Feature Selection, Text Coherence, Topic Modeling, Artificial Immune System. 
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