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ه کار گیرم، راهی بیاابم کاه در دانش را، خردمندانه و عاشقانه ب خدایا اکنون نشانم ده که چگونه علم و

 .گرم جز جمال تو چیزی نبینمنهر ذره ای که می

پروردگارا از اینکه توانی دادی تا از پایگاه دانش خویش دفاع کنم بسیار بسیار خرسندم  و خواهان آنام 

نسان  اینکاه همیشاه در حس کنم که چه آرامشی اسا  دابا تمام وجودم تا توانی دهی تا حضورت را 

 .تر از رگ گردنحنی نزدیک ،رم  هسنیکنا

 .پیشگاه تو از تز آدمی  دفاع کنم چشم به راه آن دمم، که سر افرازانه در

، فخار آدمیاان، تقدیم به محمد رسوو  اه .)روحی و ارواحنا له الفادا امام زمان تقدیم به

 .، تقدیم به روح شهیدانالسلامیهم عل پاکش حضرت امیر و فرزندانبه  تقدیم

ام و کاه باه ما  درر مار ،از ابندای تحصیل تا باه اماروز ان و معلمان عزیزماستاد قدیم بهت

 .ندصبر و اسنقام  و امید آموخنمعرف ، درر حرم  و احنرام، 

 و با او زیسن  امیدبخش ادامه راهم خواهد بود.کسی که حس با او بودن  تقدیم به

 تقدیم به:

 عزیزم همسر

 

 

 

 

 

 

 

 

 

 

 
 

 

 
 



 

 

 قدرداني: تشكر و 

 مجنبی غیاثیزحمات اسناد راهنمای عزیز جناب آقای دکنر  ،که از نمدابه رسم ادب بر خود واجب می

هاا و در تماام مراحال ایا  پایاان ناماه باه هار شاکلی راهنماییکلیه اساتید و کارکنان عزیزی که و 

زحماتشاان را باه ثمار  م. باشد که بناوانیمیبوده تشکر و قدردانی کن انهایشان روشنگر راهممساعدت

 بنشانیم.

 م. یتشکر ویژه دار نیز محنرم آموزش گروه ی از مسئول

 
 

 
 
 

 
 

 
 

 
 
 

 
 

 
 
 

 
 

 
 
 

 
 

 
 

 



  

تولید و گرایش مدیری  صنعنی دانشجوی دوره کارشناسی ارشد رشنه  علیرضا شجاعیاناینجانب 

ارزیابي عملكرد شرکت های حاضر  دانشگاه صنعنی شاهرود نویسنده پایان نامه با موضوع عملیات

 -منعهد می مجنبی غیاثیدکنر اهنمایی تح  ر در بورس اوراق بهادار با استفاده از شبكه عصبي

 شوم:
 برخوردار اس  نامه توسط اینجانب انجام شده اس  و از صح  و اصال تحقیقات در ای  پایان. 

 های محققان دیگر به مرجع مورد اسنفاده اسنناد شده اس  در اسنفاده از ننایج پژوهش. 

 هیچ نوع مدرک یا امنیازی در هیچ  ی برای دریاف نامه تاکنون توسط خود یا فرد دیگرمطالب مندرج در پایان

 .جا ارائه نشده اس 

  دانشگاه » مقالات مسنخرج با نام  باشد وکلیه حقوق معنوی ای  اثر منعلق به دانشگاه صنعنی شاهرود می

 .به چاپ خواهد رسید«  Shahrood  University  of  Technology» و یا « صنعنی شاهرود 

  نامه تأثیرگذار بوده اند در مقالات مسنخرج از افرادی که در به دس  آمدن ننایح اصلی پایانحقوق معنوی تمام

 نامه رعای  می گردد.پایان

  یا بافنهای آنها  اسنفاده شده اس  ضوابط و  از موجود زنده، در مواردی که نامهکلیه مراحل انجام ای  پایاندر(
 .اصول اخلاقی رعای  شده اس 

 ی افراد دسنرسی یافنه یا اسنفاده نامه، در مواردی که به حوزه اطلاعات شخصل انجام ای  پایاندر کلیه مراح
  .، ضوابط و اصول اخلاق انسانی رعای  شده اس شده اس  اصل رازداری

 62/10/0011 :خیتار

 دانشجو امضا

 

 

 

 
 

 

 

 

 تعهد نامه

 

 
 
 
 
 
 
   

 

 
 
 
 
 
 
   

 

 
 
 
 

 مالكیت نتایج و حق نشر

، نرم افزار ها و تجهیزات ساخنه شده رایانه ایکناب، برنامه های  ،اثر و محصولات آن )مقالات مسنخرجکلیه حقوق معنوی ای  

 .ای  مطلب باید به نحو مقنضی در تولیدات علمی مربوطه ذکر شود. باشداس   منعلق به دانشگاه صنعنی شاهرود می

 .باشدنامه بدون ذکر مرجع مجاز نمیاسنفاده از اطلاعات و ننایج موجود در پایان



 

 

 چكیده

امروزه با توجه به رقاب  بالای بازارهای جهانی و ناوآوری در فا  آوری، مسائله انادازه گیاری کاارایی 

ی کارایی، سازمان ها تبدیل به یک مسئله جهانی شده اس . یکی از مرسوم تری  روش های اندازه گیر

تحلیل پوششی داده ها اس . ولی مشکلاتی مانند حسار بودن به مارز کاارایی و عادم قادرت پایش 

 ی مصانوعیبینی را دارد که یکی از روش های برطرف کردن ای  مشکلات ترکیب آن باا شابکه عصاب

 اس .

دارد و از آن  شبکه های عصبی مرز کارایی مقاوم تر و انعطاف پذیرتر نسب  به تحلیل پوششی داده هاا

   .می توان در حل مسائل با مقیار بزرگنر نیز اسنفاده کرد

ر با اسنفاده از شبکه عصابی اهدف ای  پژوهش ارزیابی عملکرد شرک  های حاضر در بورر اوراق بهاد

ها، مقادیر بهینه  زمانی داده شده، پس از آماده کردن داده در ای  پژوهش سعی شده برای سریاس .

، بدس  آورده شود، سپس با ایجااد یاک مااتریس ورودی از فضای فاز از جمله تاخیر زمان هایپارامنر

بینای  ساازی و پایش بینی کنناده، مادل زمانی و ساخناری مناسب برای شبکه پیش های سری داده

 های غیرخطی برای پایش پایه روش در ای  راسنا دو مدل پیشنهادی برهای زمانی انجام گردد.  سری

ورودی هاای ای زمانی ارائه شده اس . مدل اول شبکه عصبی خودبرگشنی غیرخطای باا ه بینی سری

باه منواور  اسا .ساازگار  فازی -، شبکه سیسنم اسننناج عصبیهای عصبی برونزاد و مدل دوم شبکه

در نهایا  بررسای و ارزیاابی  میانگی  مربعات خطا اسنفاده کرده ایام.داشن  معیاری برای مقایسه از 

در افازایش دقا   یفضای فازاسنفاده از های مورد اسنفاده و  ن دهنده ساخنار مناسب مدلنشا ،ننایج

 -باشد و در عی  حال عملکرد مدل شابکه عصابی میموثر های زمانی  بینی سری سازی و پیش مدل

ننایج حاکی از آن اس  که شبکه  .باشد ی بهنر از مدل عصبی تاخیر زمانی میا فازی تا حد قابل توجه

فازی می توانند به عنوان ابزار های مدل سازی قابال اعنمااد بارای  -عصبی تاخیر زمانی و عصبیهای 

 پیش بینی عملکرد مورد اسنفاده قرار گیرند.
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 : 0 فصل

 مقدمه

 

 



  

 مقدمه -1-1

 ازیا، نرات مشنریاناط کسب و کار و افزایش اننویحم یدگیچی، پامروزه جهاننی برقاتوجه به فضای با 

 . اسا شدهار کآش یا ندهیبه طور فزاوری  هرهبود مسنمر بهبو سازمان  ضعفآگاهی از نقاط قوت و  به

 بالجاامع، قا یابیاروش ارزه یاک بای بایامروزی دسن یها سازمان یاصلی از دغدغه های کی ، یبنابرا

 یفعلا  یااز موقعق و کاافی یاات دقلاعاط به دس  آوردن یبرا آناسنفاده از  وطاف پذیر عنماد و انعا

 [.6] دناموزیب دررگذشنه اشنباهات از  تاه آینده بو نگاه  آنها

 نقدنادعم کارشناساانکه  مهم تلقی می شود،آنقدر ها  رد در سازمانلکمعری یگ وع اندازهضمو  یاهم

 -کیاتکنو  هاا ، روشاساار  یار ب ."کرد  توان مدیری نمی کردری یگ اندازه توان یکه نمه را چآن"

نگااه  کیااسا  کاه   یاا  اسامهمنار ه چ، اما آنس ا شده عملکرد ارائه یریاندازه گدر  یادیز یها

 [.1] میداشنه باشد در سازمان لکرمع مسئلهه ب کیسنماتیس

خشای، باثر مانناد یمخنلفایارهاای عخاود از م ساازماند لکارمع یابیشارز برایمدیران کارشناسان و 

یارهاای اساسای عی از مکی ییکارآ .]12[کنند  یاسنفاده م ... وری و هرهب، سودآوری، ی فی، ک 1کارایی

 ه ورودی آن را نشاان با مجموعاهخروجی یاک  ب نس یسادگ هبو   اس سازماند لکرمع یابیارز یبرا

، اماا اسا  آن ساده عملکردری یگ اشد، اندازهبک خروجی دارای یک ورودی و ی اگر مجموعهدهد.  می

در ایا  راسانا ود. باخواهد  مشکلار یسب عملکردری ی، اندازه گها و خروجیها داد ورودی عا افزایش تب

ا باکاارایی واحادهای ساازمانی را  لیالحه و تباسحم  یقابلکه  شد هئارا 2ها پوششی داده لیلحت لمد

، خطای ریازی رناماهبا اسنفاده از شیوه ب  ای در .]14[ داردلف ی مخناه یخروج ها و یوروده بتوجه 

ها واحادد لکارمعو شاود  یما  ییاعتد لکرمعنوان اسناندارد ع هب لفکارایی واحدهای مخن  یمحدود

ماورد ای  روش واحدهای شود.  مشخص می و یریاندازه گ ییاز کارآ یادرجه  عنوان هبه آنها ب ب نس

 کارآمادواحادهای کناد.  م ماییتقسا ناکارآمادو واحادهای  کارآماده دو گروه واحادهای برا  مطالعه

از یاا کساب امنب انتو یناکارآمد را م. واحدهای هسنندیک با ر براب یبازده یداراواحدهایی هسنند که 

ا اسانفاده از با توان ی، نمهسنندر یک برابکارایی  نمره یدارا، اما واحدهایی که کردندی ب هبرت ییکارآ

                                                
Performance 

Data Envelopment Analysis (DEA) 
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 [.2کرد ] و پیش بینی ندیب هبها رت پوششی داده لیلحک تیسلاکهای  لمد

اسنفاده ری از روش دیگداده ها  یپوشش لیو تحل هیتجزو تفکیک پذیری وضوح  شیافزا یبرا دی، بالذا

 یکارآمد بارا یبرآورد مرزها یبرا ینیگزیجانوان ع هب 1یعی مصنوبصعهای  هبکشاز  به تازگی. نماییم

 .[19اسنفاده شده اس  ] یریگ میتصم

از روش هاای غیار پارامنریاک کماک گارفن  ر با اارزیابی عملکرد شرک  های بورر اوراق بهادروش 

  باا  R-DEA) 2شاعاعی یه ها و تحلیل پوششی داده هااتحلیل پوششی دادبسیار حائز اهمی  اس . 

اسنراتژی های ساخن  مرز تابع تولید به صورت قطعه ای خطی و با اسنفاده از داده هاای در دسانرر 

 شرک  های بورر را ارزیابی می کنند، و شبکه های عصبی به برآورد مرزهای کارایی کمک می کند.

  یچناداسا ، اماا  باودهموفاق  حاد عملکاردتعیی  در ها داده پوششی تحلیل و  هیتجزروش  اگرچه

تفکیاک تصامیم  عادماسانفاده از تحلیال پوششای داده هاا،  در یاصالیکی از مشکلات معایب دارد. 

 -واحدها در مقایسه با تعاداد ورودی هاا و خروجای کماس . ای  ضعف اغلب به دلیل تعداد  رندگانیگ

 ی، باه طاور کلاده هااتحلیل پوششی دا اسنفاده ازبا  عملکردارزیابی ، جهینندر  .]32[اس  های مدل 

عملکردهاا  یابیااز ارز یدهاد و برخا یمااخنصااص  واحادهابه تعداد زیادی از را یک عملکرد  یابیارز

 .باشند گریکدیممک  اس  یکسان یا نزدیک به 

انادازه  یاز خطاهااداده هاای پارت ناشای و  یبه اشکالات آمار DEAعملکرد   ی، محدودحال  یا با

ممک  اس  ، داده ها فیتحر ای یآمار یحسار اس . در صورت سردرگم یعوامل خارج ریسا ای یریگ

روشای  DEA[. 32] را منحرف ساازد DEAهای مرز کارایی به دس  آمده جابجا شود و مسیر تحلیل 

 ینایب شیقدرت پا شیافزا یبرا یعصب یندارد. ما از شبکه ها را ینیب شیپ ییتوانااس  که قابلی  و 

بادان معناسا  کاه شابکه   یاکننده اس . ا  ییتع ی، اطلاعات عموممورد  یا . درمیکن یاسنفاده م

 ابادی یکام ما یلایخ ایا ادیاطلاعات ز ینه برخعملکرد را بر اسار همه اطلاعات و   یمحدود یعصب

 کند. ینم منحرفرا  جیننا ات[. و انحراف28]

 یبرآورد مرزهاا یبرا یمناسب  یگزیرا به جا یمصنوع یعصب یشبکه ها یمشکلات به تازگ  یا وجود

، زیرا عملکرد شبکه های عصبی به دلیل قدرت یاادگیری کرده اس  لیتبد یریگ میتصم یکارآمد برا

داده هاای پارت و اغنشاشاات حاصال از انادازه گیاری  عمیم پذیری به گونه ای اس  کاه در برابارو ت

                                                
Arrtificial Neural Network (ANN)

Radial 



  

در  ییعملکارد باالا  یهمچن یعصب یاشبکه ه .]22[ عمل می نمایدانعطاف پذیرتر غیردقیق داده ها 

 -مارز بهاره  یکنند و هنگام تخما یبهنر کار م یخطریغ یها طیدارند. آنها در مح دیبرآورد توابع تول

 یریبا توجه باه ثباات و انعطااف پاذ .]13[کنند  یم دیتول ،در مورد شکل عملکرد یکم اتیفرض یور

 یشرک  ها یطبقه بند یبرا ییبالا لیپنانس یدارا یشبکه عصب ی، مدل هایمدل ساز یها نمیالگور

 [.32فهرس  شده هسنند ]

ک  هاای شاررای ارزیایی کارایی بی عی مصنوبصعهای  هبکها و ش پوششی داده لیلی تحیبترک لمد

 فریاعت مطالعه را مورد مسئله لاو لفص . شده اس اسنفادهمطالعه   یدر ا حاضر در بورر اوراق بهادار

زار باو ا یاه عجام یری، نمونه گقیتحقروش  مود لفص دهد. می را نشان قیتحق فو هد ازینو  کند یم

 آخار لدر فصا کناد. مای لیلحتو تجزیه  راات لاعاطدهد و فصل سوم  یداده ها را ارائه م یجمع آور

 - دودیحام  چنایهم شاود.ی ه ممقایس قیقحت نهیشیات و پبیا ادبو  داده شده حیتوض قیتحقننایج 

 .دهد ه میئارا ندهیآات العرای مطب یعمل شنهاداتیپ انیپاو در  کردهق را ذکر یقحهای ت

 بیان مسئله -1-2

و حاذف نواارت  یکیتکنولاو  یهااانی شدن، نوآوری ازارهای امروزی، جهب در ب رقا شیافزا سببه ب

  .شده اس لیتبدجهانی  موضوعه یک بدر سطح واحد  ییکارا یریاندازه گ  ،دول

از اساسی تری  اطلاعاتی که مبنای تصمیم گیری ها و قضاوت اسنفاده کننادگان از اطلاعاات ماالی را 

اد تصمیم هاای تشکیل می دهد کارایی اس  و پیش بینی درس  کارایی می تواند نقش موثری در ایج

درس  داشنه باشد، به همی  دلیل پیش بینای کاارایی باه یکای از موضااعات ماورد علاقاه اسانفاده 

 کنندگان از اطلاعات مالی تبدیل شده اس .

کنناد. در ایا   سرمایه گذاران برای افزایش سرمایه خود در بازار بورر اوراق بهادار سرمایه گذاری می

و برخی سرمایه خود را از دس  می دهند. برای پایش بینای بهنار از برخی به اهداف خود رسیده بی  

آینده بازار بورر اوراق بهادار و تغییرات آن، کاهش ریسک سرمایه گذاری و یا افازایش باازده بیشانر، 

تلاش بارای یاافن  ؛ به همی  دلیل محققان در ]8[اهمی  دارد  شناخ  جنبه ها و زوایای مخنلف آن

 -د که به کمک آن بنوانند، کارایی و تغییرات آن را با نزدیک تری  تقریب پایشننمعیار عملکردی هس

 اگار و دارد داران ساهام ثروت بازده و بر مسنقیمی تأثیر کارایی یک شرک  معمولاً که چرابینی کنند. 

   توانسا خواهنادنناد ک بینای پایش را شارک  کاارایی طریقی به بهادار اوراق بازار گیرندگان تصمیم
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سرمایه گذاران برای افزایش  ،[16] کنند حداکثر را خود ثروترا شناسایی و  های با بازدهی بالا شرک 

توجه به اینکه سرمایه گذاران دارایی های نقاد خاود را باه  بازدهی سهام خود در پی فرص  هسنند. با

نها در پی نخواهاد ، عدم توجه به یکسری از عوامل ننایج مطلوبی را برای آاوراق بهادار تبدیل می کنند

 . ]22[داش  

 عملکارد ارزیاابی مورد در مربوط و صحیح اطلاعات ارائه وظیفه، حسابداری سیسنم خروجی اطلاعات 

 گرداننادگان اقنصاادی هاای گیاری تصامیم در پارامنرهاا مهمنری  از و گرفنه عهده بر را ها شرک 

 هاای سیسانم اطلاعاات باه توانناد مای گاذاران سرمایه و شود می محسوب سرمایه و مالی بازارهای

 محصاولاتی دارای کاه اطلاعااتی سیسانم یک عنوان به حسابداری واقع در ؛[9] کنند اتکا حسابداری

 آوردن فاراهم اهاداف، ایا  از یکای کاه اسا  مطارح باشد می اهداف از سری یک به دسنیابی جه 

 ساهامکاارایی و باازده  بینای یشپ در آنها به کمک برای گران تحلیل و گذاران سرمایه برای اطلاعات

 در تغییارات صاورت آن در باشاد، سودمند بازده برای تبیی  حسابداری اطلاعات اگر و اس  ها شرک 

 گذاران سرمایه ای  حال، شود ها شرک  سهامو کارایی  بازده در تغییر سبب باید حسابداری های داده

 باازده بینای پایش به ابداریحس اطلاعات سایر و شرک  ها کارایی بی  ارتباطی پل ایجاد با توانند می

 بازار دیگر معنای به یا باشد تاثیرگذار قیم  روی بر ابداریحس اطلاعات اینکه به منوط. بپردازند هامس

 .باشد داشنه قرار قوی سطح در کارایی لحاظ از

 چنای هم وکاارایی  بینای پایش جها  مارتبط حساابداری اطلاعات معرفی و شناسایی راسنا ای  در

 اماری ماالی گران تحلیل و گذاران سرمایه راهنمایی جه  در بینی پیش کارای های روش از اسنفاده

 .رسد می نور به ضروری

[. 27شاوند ] یما یعملکرد گروه بند یابیارز مطالعات کیپارامنرناو  کیپارامنر یبه دو روش اصل غالبا

، یپاارامنر ریاروش غ  یمنداول تر . اس  SFA) 1ادفیرد مرزی تصکروی یروش پارامنر  یمنداول تر

 داده ها اس . یپوشش لیتحل

 2گیاری واحدهای تصامیم یبنس عملکردرای ارزیایی بپارامنری  رییک روش غ ها پوششی داده لیلحت

(DMU  روفعام لدو مد . خروجی اس دی  ورودی وا چنب DEA ،ل مادCCR3 هباازده باا فار  با 

                                                
Stochastic Frontier Approach  (SFA) 

Decision Making Unit (DMU)

Charnes, Cooper and Rohdes  (CCR) 



  

 هیاگرچه روش تجز .]26[شده اس  ر ساخنه یار منغیمقبه  با فر  بازده BCC1ل و مد مقیار ثاب 

از  یکاز دارد. ییان اشکال  یچندا ام ، اس بودهموفق  عملکردمرز  فیتعرها در  پوششی داده لیلحتو 

 -پایش در ینااتوانو پاذیری یک کتف ضعفها  پوششی داده لیلحتو  هیتجزاسنفاده از  یاصلت کلامش

داد عات اباواحادها در مقایساه کم داد عت یله دلبب لاغ  . ای  ضعفرنده اسیگ میواحدهای تصمبینی 

 لیالحا کماک تبا عملکرد یابیدر ارزکه  بدان معناس   یا. ]27[اس   لهای مد و خروجی ها ورودی

 شاود. یداده ماداد زیاادی از واحادها اخنصااص عه تیک بنمره عملکرد  یادی، تعداد زها پوششی داده

 .ه هم شودبسان یا نزدیک کرخی از نمرات کارایی یب    اسک  ممچنیهم

 ینایب شیقادرت پا شیافازا یبارا یعصاب یما از شبکه هاتوانایی پیش بینی ندارد.  DEA همچنی 

کاه   بادان معناساایا   .]32[کنناده اسا    ییتع ی، اطلاعات عموممورد  ی. در امیکن یاسنفاده م

 ی، محادوده عملکاردکم اریبس ایاز حد  شیاطلاعات ب یبر اسار همه اطلاعات و نه برخ یشبکه عصب

 [.  32] ابدی یرا م

 انعطااف دلیال باه مصانوعی عصابی یها شبکه علاوه بر روش تحلیل پوششی داده از پژوهش ای  در

 یعنای باودن یاادگیری قابال الگاو، اییشناس غیرخطی، های سیسنم سازی مدل قابلی ر، بیشن پذیری

  نهایا  در و اسا  شده اسنفاده کارایی بینی پیش برای تعمیم قابلی  و شبکه های وزن تنویم توانایی

پیش بینی ارزیابی عملکرد شرک  های حاضر در بورر اوراق بهادر با اسنفاده از شابکه عصابی انجاام 

 می پذیرد. 

 ضرورت و اهمیت انجام تحقیق -1-3

تاا انادازه ای کاه مهمنری  عوامل رشد و توسعه بنگاه های اقنصادی کارایی و بهره وری اس ، از یکی 

در رشاد  .]14[اسا   کناونیبنگاه ها در محیط رقابنی  ماندگاریبه سطح مطلوبی از آن، رمز رسیدن 

ارتقاای مای باشاد.  تاثیر گذاررشد کارایی و بهره وری بخش های مخنلف کشور  ،اقنصادی هر کشوری

کارایی، به عنوان یکی از منابع مهم تامی  رشد اقنصادی کشورها و افزایش رقاب  پذیری بنگااه ماورد 

در حال توسعه موفق، بخش قابال ملاحواه ای از توجه می باشد. به گونه ای که کشورهای پیشرفنه و 

 .]21[ رشد اقنصادی خود را از ای  طریق به دس  آورده اند

فایاده منادی  ،ف بلند مدت و کوتاه مادت موسساهبه اهدا رسیدنانگیزش کارکنان و  شکل گیریدر 

                                                
Banker, Charnes, Cooper (BCC)
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 -بناابرای  بنگااهارزیابی کارایی و همچنی  نقش بازخوردی آن در تخصیص بهینه منابع روش  اسا ، 

 خود ارائه کنند.  ارههای اقنصادی در تلاش هسنند تا با ارزیابی کارایی، تصویر واضحی از منابع تح  اد

طبقاه بنادی  -1هاد می شود که : نالگورینمی پیش DEAعصبی و با اسنفاده از شبکه در ای  پژوهش 

ی بازده به مقیاار ثابا  در ماهی  ورودی در تکنولو  -2. زندمی  رقمرا شرک  های حاضر در بورر 

 -، مقیار کارایی با اسنفاده از مدل های پوششی را براسار هر طبقه باا اسانفاده از شابکهو ناکاهشی

تعیای  را با آموزش شبکه عصبی و تکرار، مقیار کارایی  -3می کند.  های عصبی پس اننشار محاسبه

 می کند.

با شلوغی آماری همراه شود مرز بدس  آماده از تجزیاه و تحلیال ممکا  اسا   ،اگر داده ها DEAدر 

 پنهان شود.

در  .نماودبه سخنی می توان برای پیش بینی عملکرد سایر واحد های تصمیم گیری اسانفاده  DEA از

ه شبکه عصبی جایگزی  خوبی برای کمک به بارآورد مرزهاای کاارایی بارای تصامیم کیرنادگان ننیج

 معرفی می شود.

 تحقیق سوالاتیا  واهداف، فرضیات  -1-4

باا توجاه باه اینکاه  مطالعاه اسا .  یاشده در باورر هادف از ا رفنهیپذ یها شرک ارزیابی کارایی 

اکثار تحلیل پوششی داده ها انجاام شاده اسا  و  با اسنفاده از عملکردتحقیقات قبلی با هدف ارزیابی 

بارای ارزیاابی عملکارد و ضاعف  هاا شارک به دلیل تعداد زیاد   یهمچنو  بوده اندمحدود  قاتیتحق

ایا  در و مشکلات بیاان شاده  کارآمدرتبه بندی شرک  های  قیدقتعیی   تحلیل پوششی داده ها در

 یبارال پوششی داده ها و شبکه های عصبی مصنوعی تحلیو  هیتجزاز مدل ترکیبی  ، مابالادر تکنیک 

 .میکن اسنفاده میعملکرد  ینیب شیبدس  آوردن و پ

باه  قیاتحق  یاا ،تحلیال پوششای داده هااو  هیتجزمطالعه دقیق شبکه های عصبی و مدل اساسی با 

   جدید و حل آن با اسنفاده از شابکه هاای عصابی یاا تحلیال پوششای معادله سنمیسیک  ارائهدنبال 

حال  یاباراسنفاده از شبکه هاای عصابی  .اس تصمیم گیرنده  یواحدهاداده ها برای ارزیابی کارایی 

ارزیاابی  یبارااز شبکه هاای عصابی اسنفاده تحلیل پوششی داده ها و همچنی  و  هیتجزمدل اساسی 

ده از با اسنفا یریگتصمیم  یواحدهاکارایی به دس  آوردن تصمیم گیرنده و سپس  یواحدهاعملکرد 



  

 شبکه های عصبی.

مورد بررسی قرار  1397الی  1388شرک  از بورر اوراق بهادار از بی  سال های  279در ای  پژوهش 

گرفنه اند. ابندا به کمک تحلیل پوششی داده ها ارزیابی عملکرد شرک  ها انجام مای گیارد کاه در آن 

و داده باازده باه عناوان خروجای در داده های ریسک، ضریب بنا و رتبه نقد شوندگی به عنوان ورودی 

رد شرک  هاای حاضار لکپیش بینی و ارزیابی عمنور گرفنه می شود. سپس با کمک شبکه عصبی به 

 در بورر اوراق بهادار می پردازیم.

 به طور کلی هدف تحقیق به صورت زیر بیان می شود:

ه معاادلات خطای باا حال دسانگا -2حل دسنگاه معادلات خطی با اسنفاده از شبکه های عصابی  -1

محاسبه کارایی شرک  های باورر اوراق بهاادار باا اسانفاده از  -3اسنفاده از تحلیل پوششی داده ها 

ارایه الگوی مناساب بارای واحاد هاای تصامیم  -4تلفیق تحلیل پوششی داده ها و شبکه های عصبی 

 گیرنده با اسنفاده از تحلیل پوششی داده ها و شبکه های عصبی 

 

 ی که در ای  پژوهش به دنبال پاسخ برای آنها می باشیم :پرسش های

 پرسش اصلی:

ر با اسانفاده از شابکه عصابی چگوناه ارد شرک  های حاضر در بورر اوراق بهادکلارزیابی عم -1

 د بود؟هخوا

 پرسش های فرعی:

 برای ارزیابی کارایی شرک  ها کدام اس ؟ورودی ها و خروجی های مناسب  -1

 پوششی داده ها و شبکه های عصبی کدام اس ؟مدل های ترکیبی تحلیل  -2

 معیارهای مناسب برای مقایسه مدل های ترکیبی کدام اس ؟ -3

 مناسب تری  مدل ارزیابی کارایی شرک  های حاضر در بورر اوراق بهادار کدام اس ؟ -4

 قلمرو تحقیق)موضوعي، مكاني و زماني( -1-6

تاا  1388ر از ساال ابورر و اوراق بهاد سازمانحاضر در در ای  پژوهش به ارزیابی کارایی شرک  های 

   .تحلیل پوششی داده ها و شبکه های عصبی مصنوعی می پردازیماز با ارائه یک مدل ترکیبی  1397



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 مقدمه

 پژوهش ياصطلاحات تخصص -1-5

 نسب  بازده واقعی بدس  آمده باه باازدهی اساناندارد و تعیای  شاده کارآیی عبارت اس  از یي:آکار

رسایدن رای ب. که باید انجام شود کاری شود به مقداردار کاری که انجام مییا نسب  مق ،)مورد اننوار 

شاه یهم لایاده آ خروجایه کاا فر  اینبو   توجه داش لایده آ  یضعه وباید بد صد در صکارایی  به

 .ودبفر و یک خواهد صی  بز، مقداری یجدید کارایی ن ب نس ، ی اسعواق خروجیشنر و مساوی بی

و ارزیاابی  مقایساه که هدف بنیادی  آن، اس  ریزی خطیبرنامهیک روش  ها: تحلیل پوششي داده

 .نده همسان اس گیرکارایی شماری از واحدهای تصمیم

و مادل هاای ریاضای آن کنناد  مای لیدمغز انسان را تق لکردمع وهحن های عصبي مصنوعي: شبكه

های  توانایی اسنخراج الگوهایی از داده ،رهای  منغبیط باتی در مورد نوع رواضه داشن  مفروباز یون نبد

 را دارند.مشاهده شده 

، دی هاای یکساانوو ور هبیک سازو کار مشااه از اسنفادا بکه ه واحدهایی ب :گیری واحدهای تصمیم

 .شود ق میلااط کنند د مییسان تولکهای ی خروجی

نساب  قیما   ،نسب  میان قیم  و درآمد هر سهم شرک  را: 0( P/E) نسبت میان قیمت و درآمد

   .نامندمی P/E ا نسب ی به درآمد

P/E   شده نسب  قیم  سهم خلاصه (P  به درآمد هر سهم (Eps  س ا. 

، نساب  باه کال باازار خریاد ساهام گذار بااحاکی از میزان ریسکی اس  که یک سارمایه :ضریب بتا

 .شودمنحمل می

هام در تفسیر ضریب بنای محاسبه شده برای یک سهم یا سبدی از مجموع س: نحوه محاسبه ضریب بنا

 :مواردی به شرح زیر قابل ذکر اس  ،مخنلف و یا شاخص یک صنع 

 یاا کااهش قیما  آن دقیقاا مطاابق باا سهامی که ضریب بنای آن برابر با یک باشد، افزایش 

 .حرک  بازار خواهد بود. در ای  حال  نوسانات بازدهی سهم منطبق با بازدهی بازار اس 

  شاود و باشد، به اصطلاح سهم تهاجمی نامیده میسهمی که دارای ضریب بنای بزرگنر از یک

رو نوساانات  افزایش یا کاهش قیم  سهم، بیشنر از افزایش یا کاهش کل باازار اسا . از ایا 

 .بازدهی سهم از نوسانات بازار، بیشنر و ریسک بیشنری را به همراه خواهد داش 

                                                
Price/ Earning Per Share 

https://fa.wikipedia.org/wiki/%D8%A8%D8%B1%D9%86%D8%A7%D9%85%D9%87%E2%80%8C%D8%B1%DB%8C%D8%B2%DB%8C_%D8%AE%D8%B7%DB%8C
https://khanesarmaye.com/how-to-buy-stocks/
https://khanesarmaye.com/how-to-buy-stocks/


  

 لاح ایا  ساهم را تادافعی اگر ضریب بنا سهم کوچکنر از یک و بزرگنر از صفر باشد، باه اصاط

نامند و افزایش یا کاهش قیم  سهم کوچکنر از روند کلی بازار خواهد باود. لاذا نوسااناتی می

 .شودریسک گفنه می ها دارایی کمکند و به آنکمنر از نوسانات بازار را تجربه می

 دهد حرکا  قیما  ساهم هایچ هام سهامی که ضریب بنای آن مساوی صفر باشد، نشان می

 .کندبسنگی با حرک  بازار و کلی  بازار ندارد و با نوسانات بازار تغییر نمی

 دهد حرک  قیم  سهم خلاف جه  روند کلی نشان می، سهم با ضریب بنای کوچکنر از صفر

بازار اس . به بیان دیگر اگر سهمی بنای منفی داشنه باشد، رفنار آن سهم درس  عکس رفنار 

 .بازار خواهد بود

بای  باازدهی دارایای و باازدهی باازار را بار  1باید کوواریاانس ضریب بنا ی  برای محاسبه عددیبنابرا

 .  بازار تقسیم نماییم 2واریانس

                                                
1 Covariance 

2 Variance 

 



 

 

 

 

 

 
 

 : 6 فصل

پژوهش نهوش شناسي و پیشیر



  

 مقدمه -2-1

 -مخنلف شبکه ، انواعتاریخی آنها نهیشیپه ئمعرفی شبکه های عصبی مصنوعی و ارا علاوه برای  فصل 

ماا اخیار  یهاا سالدر  .دهد یمتوضیح را  یعصب و فازی اننشار های پس شبکه ژهیوبه ، های عصبی

در زمینه پاردازش  ژهیوبه ، میبوده ااز تحقیقات صرفاً نوری به تحقیقات کاربردی  حرک  مداومشاهد 

باه قه لاع .حلی موجود نیس  و یا به راحنی قابل حل نیسنند لی که برای آن ها راهئعات برای مسالااط

هاای  شبکه اس . شیدر حال افزاهای تجربی  داده اساربر هوشمند پویایهای  سعه نوری سیسنمتو

داناش یاا  یشایآزماهاای  کاه باا پاردازش داده هسنند ایپوهای  ای  سیسنم از یکیعصبی مصنوعی 

هاا  ایا  سیسانم اس  کاه لیدلبه همی  . کنند ها را به ساخنار شبکه مننقل می داده مخفی  یقوان

هاای مثاال  ایاها  داده بر یمبننبر اسار محاسبات را  یکل  یآنها قوان رایشوند. ز یم دهینام هوشمند

 .]17[ انسان را مدل کنندساخنار مغز  کنند یم یسعها  . ای  سیسنمآموزند عددی می

 -شابکه دارد، اگار بگاوییم یکاربردمطرح می شود که شبکه عصبی چیس  و چه ال وس  یااینجا  در

دانشمندان بیشانر خواهد بود. هرچه آمیز  کنند، اغراق عمل می انسانهای عصبی مصنوعی مانند مغز 

در اسا .  یدسنرسا رقابالیانساان غشوند که مغز  یمنوجه م، بیشنر رندیبگ ادیو  انسان را کاوشمغز 

ساازی  پیااده وجاود دارد. اماادر مورد مغاز و سااخنار سیسانم عصابی انساان  یادی، اطلاعات زواقع

  یاباا اغیارممک  اسا .  موجود امروزهو فناوری  اطلاعاتساخناری با پیچیدگی مغز انسان بر اسار 

الهام  یکیولو یبز سیسنم عصبی که ااس  عات لاپردازش اط ایده کییک شبکه عصبی مصنوعی ، حال

ای  ایده، ساخنار جدید سیسنم پردازش  اساسیعنصر . کند میرا پردازش عات لاو مانند مغز اط گرفنه

کاه بارای  اسا به هم پیوسانه  اریبسزیادی عناصر پردازشی  شامل تعدادای  سیسنم  عات اس .لااط

 شاود. رون گفناه مایوپردازشای نافاوق به هر یک از ای  عناصر . کنند می مشکل با هم کارحل یک 

، از نوار افازار سازی ساخ  پیاده از نورساخناری و چه  لیتحلو  هیاز نور تجزچه ، های عصبی شبکه

محاسبات عصبی همچنان  های مخنلف هسنند و تکنیک تکاملدر حال رشد و   یقابلکمی و کیفی و 

، کننارل یهاا سانمیمانناد سهندسی ل مئعلمی و کاربردی در مسا یها  یفعال . حال افزایش اسدر

عاات باا لاالگو گسنرش یافنه اس . مغز به عنوان یک سیسنم پردازش اط صیتشخو  پردازش سیگنال

 کالاز دهد و بیش از بیس  درصاد  پیچیده دو درصد وزن بدن را تشکیل می کاملاًموازی و  یساخنار

آگاهاناه و بسایاری از  اقاداماته و کلیا کااوش، حرک ، تفکار و ، تنفساکسیژن بدن را برای خواندن



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 و پيشينه پژوهش یروش شناس

 ای رایاناه ماهیک برنا عناصربه عنوان  توانند هایی که می نوروند. کن رفنارهای ناخودآگاه اسنفاده می

های عصبی مصانوعی  ه شبکهک لازم به ذکر اس شوند.  یتلق هادی نیمه های تراشهبه عنوان  شاید یا

 یکیولاو یب ی  از ناورون هااعنریباار سارمیلیاون یاک ) عیسار اریبسها، اگرچه  نوروناز ای   منشکل

 کاردیروهاای عصابی  . شابکهرا دارنادهای بیولو یکی  ی نورونلااب  یظرفاز  یبخشتنها  ، اماهسنند

یاک مسایر  از یساننهاای  رایاناه مشاکلات دارناد.های معمولی بارای حال  نسب  به رایانه یمنفاوت

 کیاحال  یباراهاا را  دسنورالعمل یسریک  وتریمپکابه ای  معنی که  ،کنند الگورینمی اسنفاده می

 -ینما وتریکاامپ ،انجام دهد دیبا وتریکامپ کی که یاطلاع از مراحل خاصبدون  .کند می مشکل دنبال

 میتوان یکه ما م یحل مشکلات یبراهای معمولی را  رایانه ییتوانا  یواقع. ای  کندحل  تواند مشکل را

 قااًیدقکارهایی را انجام دهند که ما  بنوانند وترهایکامپاما اگر  .کند محدود می میو حل کن میدرک کن

عات را به روشای مشاابه لاعصبی اط هشبک کیخواهند بود.  دیمف اری، بسدهیم دانیم چگونه انجام نمی

باه کاه هسنند   عصبی یهاسلول )از عناصر پردازشی  یاریشامل بس. آنها کند مغز انسان پردازش می

  کنناد. کاار مای مشاکل خااصموازی برای حال یاک  طور. ای  عناصر به سننده نصلمبه هم  شدت

هاا  شوند. نموناهریزی  خاص برنامه کاربرای یک  توانند کنند و نمی های عصبی با مثال کار می شبکه

کاار  یشابکه باه درسانممک  اسا   ،یا بدتر رود می هدر دیمفزمان  وگرنهبا دق  اننخاب شوند  دیبا

 آن غیرقابال  پاساخ باهرا حال کناد و  مشاکلچگونه  داند عصبی ای  اس  که میشبکه   ینکند. مز

 -مای شیرا در پ یخاص ریمشکل مسهای معمولی برای حل یک  اس . از طرف دیگر رایانه ینیب شیپ

 ایا  شارح داده شاود. واضاحو  طاور مخنصارو باه  شادهباید از قبل شاناخنه  مشکلحل  راه. رندیگ

تواناد درک  یما وتریکاامپکاه  یکدبه  سپسو  لانویسی سطح با برنامه یها زباندسنورات سپس به 

باه  دیایب شیپ یمشکلهسنند و اگر  ینیب شیپها قابل  ای  ماشی ، کلی به طورشود.  می ، ترجمهکند

رقابا   گریکادیباا  یمعماول یها انهیو را یعصب یشبکه ها افزار اس . یا نرم افزار سخ  یخراب لیدل

هاای الگاورینمی  وظایفی وجود دارد که بیشانر مناساب روشهسنند.  گریکدیمل ، بلکه مککنند ینم

بی هاای عصا عملیات محاسباتی و وظایفی نیز وجاود دارد کاه بیشانر مناساب شابکه مانند ،هسنند

 ازیان یسانمیبه حداکثر عملکارد باه س یابیدسن یوجود دارد که برا ی، مسائلفراتر از آن یحنهسنند. 

 یعصاب ینوارت بر شابکه هاا یبرا یمعمول یها انهیکند )معمولاً از را بیا ترکدارد که هر دو روش ر

 جی، ننااه اسانفاده شاودناآنهاا عاقلا اگر از، اما کنند یمعجزه نم یعصب یشبکه ها. شود  یاسنفاده م

 .]17[آورد  یم اربه ب یزیشگف  انگ



  

 تاریخچه شبكه های عصبي -2-2

در جسنجو کارد.  19و اواخر قرن  22قرن  لیاواتوان در  های عصبی را می های شبکه از زمینه یبرخ

هارم  فاون  مانند ، کارهای اساسی در فیزیک روانشناسی و نروفیزیولو ی توسط دانشمندانیمدتای  

، کلی یادگیریهای  بر نوریه یبه طور کلاولیه  کارای   .شد انجام 3، ارنس  ماخ2ان پاولفایو ،1هلمهلنز

 نکارد. یا اشااره چیها یعصابعملکرد خاص ریاضی  یها مدلو به  داش  دیتأک یشرط بندبینایی و 

نشاان  4وارن مک کلوث و والنرپیناز آغاز شد که یزمانهای عصبی در قرن بیسنم  دیدگاه جدید شبکه

باه کار ایا  افاراد را توان  یم. کنندتوانند هر تابع حسابی را محاسبه  های عصبی می ند که شبکهداد

باود کاه شارط  یفرداو . دادادامه  هابهای عصبی مصنوعی با دونالد  شبکه نهیزمنقطه شروع  عنوان

و ساپس  کاردهاا معرفای  ناورون یهاا یژگیوبه عنوان  توسط پاول راشده  شنهادیپسیک لاک یبند

های عصابی  کاربرد عملی شبکه  یکرد. اول شنهادیپهای بیولو یکی  نورونیادگیری  یبرارا  یزمیمکان

 توانسا  یماکه  کرد جادیرا اشبکه ای  5تلاروزنب فرانککه  اتفاق افناد یهنگام 1952 در اواخر دهه

بیقای خطای شبکه عصبی تط 6زمان بود که برناردویدرو آندر  دهد. صیتشخ 1958در سال الگوها را 

 یاز نور ساخنار معرفا 8پرسپنرون شبکه به نام دیجدقانون یادگیری  کیبا  1962 سالدر را  7ی دالاآ

 .داشانند یخطامنماایز  یالگوهاابنادی  طبقاه یبرا ینیمحدودی ، دالا. هر شبکه، پرسپنرون و آکرد

باه  9مز اندرسونجی تئو کوهون  و 1972 سال در .داش ادامه  1972های عصبی تا دهه  شبکه توسعه

باه عناوان عناصار  توانناد یما که کردندهای عصبی جدیدی را معرفی  شبکه ناآگاهانه طور مسنقل و

، تحقیقاات باود شیحال افزا درکه فناوری ریزپردازنده  ی، زمان1982در دهه  .کنندعمل  یسازذخیره 

و فنااوری  جدیدهای  یدها آمد. دیپد یادیز دیجدهای  یاف  و ایده شیافزاهای عصبی  شبکه در مورد

   رسید. های عصبی، کافی به نور می شبکه احیایبرای  لابا

                                                
1 Hermann Von Helmlolts 
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 و پيشينه پژوهش یوش شناسر

تصاادفی  سامیمکاناز  توان در نور گرف . یرا مجدید  کردیرودو ای عصبی، ه دوباره شبکه تولدای   با

عاات لااط ذخیاره یتواند بارا که می دیبازخورد اسنفاده کنهای  شبکه انواععملکرد نحوه توضیح  یبرا

ماورد بحاث قارار ، فیزیکادان آمریکاایی، 1توسط جان هاپفیلاد 1982در سال ای  ایده . شوداسنفاده 

پاس اننشاار »شاد، الگاورینم  28های عصبی در دهاه  دومی  ایده مهم که کلید توسعه شبکه. گرف 

 مطرح گردید. با باروز ایا  1986در سال  3باشد که توسط دیوید راملهارت و جیمز مکلند می«  2خطا

هاای  اناد. شابکه مخنلف علوم پیدا کارده های های عصبی کاربردهای زیادی در رشنه دو ایده شبکه

باشاند، اماا ایا  روناد رشاد، آهسانه و  عصبی در هر دو جه  توسعه نوری و عملی در حال رشد می

هاا  هایی کند مشاهده شده اس . بیشانر پیشارف  هایی بسیار سریع و دوره مطمئ  نبوده اس ؛ دوره

  ، جاهینندر . اسا یاادگیری  دیاجدهاای  و روش دیاجد یسااخنارهابه مربوط های عصبی  ر شبکهد

 تواناد یمابلکه به عنوان یک ابزار علمای کاه  ،یمشکلبرای هر  یپاسخهای عصبی نه به عنوان  شبکه

زم خواهد باود. لا رداربرخو یمهم گاهی، از جاهای خاص و مناسب مورد اسنفاده قرار گیرد حل برای راه

در  تحولاتنحوه عملکرد مغز بسیار محدود اس  و مهمنری   در موردعات موجود لااطبه ذکر اس  که 

 در ماورد نحاوهعات بیشانری لااط که یمورد بحث قرار خواهد گرف . وقنهای عصبی در آینده  شبکه

 .]17[ ردیدسنرر قرار گدر  یعصبهای  سلولعملکرد مغز و 

 ها 0رونوآشنایي با مد  ن -2-3

های عصابی  عات اس ، که اسار عملکرد شبکهلااط تری  واحد پردازشکوچک  رونون: رون طبیعیون

 .اده شده اس نمایش د   1-2 ) رون طبیعی در شکلورا تشکیل می دهد. شکل یک ن
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3 Daivid Rummelhart and James mcland 
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 .]11[ رون زیسنی سادهویک ن ( 1-2) شکل

می باشد. 3کسونآ -  2دندری  -  1بدنه سلول - :ازمنشکل  رون طبیعیواصلی هر ن سه قسم 

هاای  های تشکیل یافناه از الیااف های الکنریکی، شبکه ا به عنوان مناطق دریاف  سیگناله دندری 

 -ها سایگنال باشند. دندری  شمار می های انشعابی بی سلولی هسنند که دارای سطح نامنوم و شاخه

 ناورون رابارای فعالیا   ازیمورد نانر ی کنند. بدنه سلول  های الکنریکی را به هسنه سلول مننقل می

 -مادلکه باا یاک عمال سااده  ،دهد یشده واکنش نشان م اف یدر یها گنالیبه سو  کند یم  یتأم

و  دارند ی، آکسون ها سطح صاف ترها دندری  شود. برخلاف یممقایسه شده و با مقدار آسنانه  یساز

از  شاده افا یدرهاای الکنروشایمیایی  و سایگنال سا تر ا یدارند. آکسون طولانهای کمنری  شاخه

 یهاا سالول از یک سلول به دنادری  اتصال آکسونکند.  مننقل مینورون ها  ریساسنه سلول را به ه

  یبافضاای  کنناد. مای جادیرا اها  نورونما بی   ارتباطها  سیناپس. شود می دهینام 4سسیناپدیگر 

 -آکساونو  نورون هاورودی  ،ها دندری  واقعدر . نامند یمفضای سیناپسی را ها  و دندری  آکسون ها

سم  به  آکسونسیگنال عصبی از  کی یوقن. خروجی و فضای سیناپسی محل اتصال ای  دو اس  ،ها

 -گنالیسا قی)از طر ینیینورون ها ولنا  پا ،کند میمانند عضلات حرک  ها و دیگر عناصر بدن  نورون

 -جماع مای باا هامو آنها را  کنند ورودی خود دریاف  می یگره هااز هر یک از   یعصب یورود یها

را در محور کند و ولنا  خروجی  می کی، نورون شلرسد یمآسنانه  کیبه ای  مقدار  که یکنند. هنگام

یکسری فعال و  جادیاو باعث  رسد یم منصل آکسون یها به دندری  کششای   .کند ارسال میخود 

را مشانعل کنناد.  توانند آنهاا ینورون ها م ریکه ساشود  ت سیناپسی میلات شیمیایی در اتصالاانفعا

                                                
Cell body 
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Synapse 
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از حافوه کوتااه مادت انساان شود.  ها انجام می آتش کردن ای های مغزی انسان توسط  فعالی  تمام

باه صاورت تغییارات الکنروشایمیایی در  بلناد مادتو حافواه  شده لیتشک یآنهای الکنریکی  جرقه

کاه  قاد بر ای  اسا اعنشود.  می یونی راتییتغمنجر به  عموماًشود که  ت سیناپسی ذخیره میلااتصا

رون ونا 124رون به طور منوساط باا وکه هر ن اس رون تشکیل شده ون 1110 مغز انسان تقریبا از تعداد

قاادر اسا   فردو  ثانیه اس  12الی 3 ها در حدود رونون جابجایی. سرع  کند یبرقرار مارتباط دیگر 

 یکاه بار روباید از پاردازش ماوازی  العاده   قدرت فوقای دهد. صیتشخثانیه  1/2در انسان را  ریتصو

 .]24[ دی، بدس  آاس شده  توزیعنورون  یادیتعداد ز
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سیسانم عصابی  یهااات کاه از روش لاعیک الگوی پردازش اط از الهام گرفنهشبکه عصبی مصنوعی 

اگر چه شبکه های عصبی مصانوعی از مادل اس .  گرفنه ، بهرهعات مغزلابیولو یکی مانند پردازش اط

وجاود نداشانه  در مورد شکل عملکارد یفرضکه هیچ  شونداما زمانی اسنفاده می مغز گرفنه شده اند، 

مدل. عنصر کلیدی ایا   براسارو نه  ،ب شبکه های عصبی مبننی بر داده ها هسنندبه ای  ترتیباشد. 

 باه هام تعداد زیادی عناصار پاردازش شاملکه عات اس  لا، ساخناری جدید سیسنم پردازش اطمدل

. شبکه های عصبی مصنوعی بارای کنند یکار مت خاص لابرای حل مشک)نورون ها  اس  که پیوسنه 

، طبقه بنادی داده هاا و غیاره در زمیناه هاای عملکردالگو، تقریب  صیتشخ داننم یخاص یکاربردها

 .شوداسنفاده می  علممخنلف 

 یسااخنارهاایا   .گردیاده اسا مرتب  نورونیه لاشبکه های عصبی مصنوعی در سه به طور معمول 

ها  وروننکه ، یه های ورودیلا شوند. یم دهینامیه های خروجی لاو  یمخف یهایه لاورودی،  چندگانه

یاه هاای . لادهنادمای  نشانورودی های مدل را  ، نامیده می شوند زینپردازش  واحدگره یا ) هسنند

یه خروجای لاشوند.  سازگاریادگیری  ندیفرادر طول کنند تا  یم بیترکبا وزن ها را ورودی ها  ،پنهان

که عصابی مصانوعی در اسار شاب به عنوانیه لاچند  نروندهد. پرسپمی  ارائهبرای شبکه را برآوردی 

 شد.ای  مطالعه اسنفاده 

 تاوان مای ،های پیچیده یاا مابهم معانی از داده اسننباطتوجه در  قابل ییتواناهای عصبی با  شبکه از

 - یتکنس ریساآنها برای انسان و  دانسن که  اسنفاده کرد ییها روشبرای اسنخراج الگوها و شناسایی 



  

 تواند به عنوان یاک منخصاص در می دهیآموزش دشبکه عصبی  بسیار دشوار اس . یک وتریکامپهای 

از ایا  منخصاص  ، در نور گرفنه شاود.اس تحلیل به آن داده شده و عاتی که برای تجزیه لااط دسنه

اسنفاده کارد.   )در صورت وجودوالات پاسخ به سجدید و  مورد نورهای   یبرآورد موقعتوان برای  می

 :کرد اشارهموارد زیر توان به  یمعصبی  های های شبکه دیگر قابلی  از

و  شاده بارای تماری  ارائاهعات لااط اساریادگیری نحوه انجام وظایف بر  ییتوانا :يقییادگیری تطب

 مقدماتی. اتیتجرب

کاه در طاول دوره یاادگیری را عااتی لااطتواناد  یک شبکه عصبی مصانوعی مای سازماندهي: خود

 .دهدارائه  ای ی، سازماندهکند دریاف  می

عملکرد مربوطاه  بیشبکه منجر به تخر یجزئ یخراب داده ها: یتحمل خطا بدون وقفه در رمزگذار

مانناد  یما یدسا  نخاورده بااق زیان ادیز بیبا آس یشبکه حن یها  یاز قابل ی، اگرچه برخشود یم

[17.] 

تواناد  یماکاه  شاود یمطراحی  دادهساخنار  کی، کمک دانش برنامه نویسی ، باعصبی یدر شبکه ها

بای  ایا   یشبکه ابا ایجاد  شود. سپس یمبه ای  ساخنار داده گره گفنه  عمل کند. نورون کیمانند 

. در ایا  حافواه یاا شابکه دهناد یماآن، شبکه را آموزش  یبر روو اعمال الگورینم آموزشی  گره ها

 لباههار  و هسانند  2  و غیرفعاال )خااموش یاا 1دارای دو حالا  فعاال )روشا  یاا  ، گره هاعصبی

تحریک یا  را یبعد رفعالی، گره غوزن مثب  یاس . لبه ها  دارای وزن گره هابی   اتصال)سیناپس یا 

 -یمایا مهار  رفعالیبودن  را غ فعال )در صورت، گره منصل بعدی وزن یمنف یلبه هاو  کند یمفعال 

 .کند

ویژگای  کاه دارای  هسانندواقع یاک سیسانم داده پاردازی اطلاعاات در شبکه های عصبی مصنوعی 

 -مادل میتعم یبراشبکه های عصبی مصنوعی  .هسنندمانند شبکه های عصبی انسانی اجزائی خاصی 

 .زیر توسعه یافنه اند یها هیانسان بر اسار فرضهای ریاضی شبکه عصبی 

 گیرد. رون صورت میوداده پردازی اطلاعات در اجزای ساده ایی به نام ن 

 یق ارتباط بی  آنها صورت می گیرد.رون ها از طرواطلاعات بی  ن 

  هریک از ای  رابطه ها دارای وزن مخنص به خود هسنند که در اطلاعات اننقال یافناه از یاک

 رون دیگر ضرب می شوند.ورون به یک نون

 خطی اسا  باه ورودی هاایش )جماع را که معمولا غیر 1ها یک تابع تحریک رونوهریک از ن

                                                
Activation Function 
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 گردد. رون ها مشخصونمایند تا مقدار خروجی از ای  ناطلاعات وزن دار شده  اعمال می 

هریک از پارمنرهای زیر مشخص کننده خصوصیات یک شبکه عصبی اس :

 را نشان می دهد. رون هاوساخنار شبکه: طریقه ارتباط بی  ن 

 می باشد. رون هاوآموزش شبکه: تعیی  مقادیر وزن های رابط ن 

 تابع تحریک 

   نشان داده شده اس .2-2) ساده در شکل به عنوان مثال یک شبکه عصبی

 

 

 

 

 ه عصبی سادهیک شبک ( 2-2) شکل

 طبیعت از الهام

  از الهاام گرفناه مقادار بسایار زیااد مصنوعی عصبی های شبکه ات انجام شدهمطالعبر اسار 

 وسنهیپ هم به های نورون از یا پیچیده مجموعه آن در که اس  طبیعی یریادگی های سیسنم

 .نقش دارند یادگیری در

 410باه تقریبا کیهر که باشد شده تشکیل رونون  1110 تعداد از انسان مغز که شود می تصور 

که مغز انساان  هسنندورودی و خروجی  یعملکردهاهر کدام دارای ، منصل اس  دیگر رونون

به مغاز مننقال  که داردار حس اندام کیاز  ییها گنالیسیا  کندمی  منصلرا به ماهیچه ها 

 .شودمی 

  باشد، اندازه شبکه بسانگی باه  نورونتا چند هزار   یشامل چندشبکه های عصبی امکان دارد

 .]11[ دارد مشکلپیچیدگی 



  

 چرا از شبكه های عصبي استفاده مي کنیم؟ -2-6

توانناد در هاای پیچیاده میهای عصبی با تواناایی قابال توجاه خاود در اساننناج نناایج از دادهشبکه

ها و کاامپیوتر شناساایی آنهاا بسایار های مخنلفی که برای انسااناسنخراج الگوها و شناسایی گرایش

 .به عنوان یک منخصص ) قابلی  بکارگیری شوند دشوار اس  اسنفاده 

 های عصبيمزایای شبكه -2-6-1

 :  یادگیری تطبیقي

توانایی یادگیری اینکه چگونه وظایف خود را بر اسار اطلاعات داده شده به آن و یا تجارب اولیه انجام 

 .گویندمی واقع اصلاح شبکه را  دهد، در

 

 :  خود سازماندهي

هایی که در طول آموزش دریافا  ارائه دادهیک شبکه عصبی مصنوعی به صورت خودکار سازماندهی و 

 .یابدها با قاعده یادگیری سازگار شده و پاسخ به ورودی تغییر میرونودهد. نکرده را انجام می 

 

 : درنگعملگرهای بي
افزارهای مخصوصای تواند به صورت موازی و به وسایله ساخ محاسبات در شبکه عصبی مصنوعی می

های شبکه عصبی مصنوعی اس ، انجاام ریاف  ننایج بهینه که از قابلی که طراحی و ساخ  آن برای د

 .شود

 

 : تحمل خطا

یابد ولی برخی امکاناات آن باا وجاود مشاکلات با ایجاد خرابی در شبکه، مقداری از کارایی کاهش می

 .شودبزرگ همچنان حفظ می

 

 : دسته بندی
 .باشنداف  خروجی مناسب میای دریها بری قادر به دسنه بندی ورودیهای عصبشبکه 



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 و پيشينه پژوهش یروش شناس

  : تعمیم دهي
سازد تا تنها با برخورد با تعداد محدودی نمونه، یک قاانون کلای از آن را ای  خاصی  شبکه را قادر می

ها را به موارد مشاهده از قبل نیز تعمیم دهد. تواناایی کاه در صاورت به دس  آورده، ننایج ای  آموخنه

 .ها و روابط را به خاطر بسپاردواقعی نبود آن سامانه باید بی نهای  

 

 : انعطاف پذیری -پایداری
یک شبکه عصبی هم به حد کافی پایدار اس  تا اطلاعات فراگرفنه خاود را حفاظ کناد و هام قابلیا  

 .تواند موارد جدید را بپذیردانعطاف و تطبیق را دارد و بدون از دس  دادن اطلاعات قبلی می

 های عصبيمعایب شبكه -2-6-2

 عد یا دسنورات مشخصی برای طراحی شبکه جه  یک کاربرد اخنیاری وجود ندارد.قوا 

 .دق  ننایج بسنگی زیادی به اندازه مجموعه آموزش دارد 

 .آموزش شبکه ممک  اس  مشکل یا حنی غیر ممک  باشد 

 . پیش بینی عملکرد آینده شبکه )عمومی  یافن  آن  به سادگی امکان پذیر نیس 

 نمی توان صرفا با اسنفاده از شبکه عصبی به فیزیک مسائله پای  سازی، در مورد مسایل مدل

 برد.

 کاربرد شبكه های عصبي -2-6-3

 یماهاایهواپکننارل  :مانناد، وجود دارندعصبی مصنوعی  یشبکه هادر  از برنامه ها یگسنرده ا فیط

 لیالو تح هیا، تجزاناهیراکیفیا   لیاو تحل هی، تجزخطر لیو تحل هیتجز یها سنمیس،  یسرنشبدون 

 خطر ورد، برآتشخیص ترمز کامیون یها سنمی، سو گاز نف ، آزمایش اور انس، اکنشاف جوشکیفی  

، فرآیندهای کننرل صنعنی، مدیری  خطاا، تشاخیص صادا، مواد مخدر صی، تشخیفیطوام، تشخیص 



  

  اشایا  ساه بعادی و ، ییایادر ریاز یهاا  یماراه دور، تشخیص از تشخیص هپاتی ، بازیابی اطلاعات 

زیر  شرحبه توان  یمعصبی را  یشبکه هاکاربردهای  ،یبه طور کل رهیغچهره و  صیتشخو  خطس  د

، شناسایی، بازسازی الگو، تعمیم )باه دسا  ی، طبقه بندخوشه بندی الگوهای شلوغ،: کرد بندی طبقه

از بهیناه ساازی. اماروزه  ،اس   دهیندشبکه آموزش  قبلاً دره محرک ورودی ک بهآوردن پاسخ صحیح 

 کاهشاود  یاسنفاده متشخیص الگو مربوط به مسائل مانند  یگوناگونعصبی در کاربردهای  یشبکه ها

مساائل   یموارد مشابه و همچنا، پردازش تصویر و گفنار صی، تشخمانند تشخیص خط یمواردشامل 

 یا نادهیبه طاور فزا یمصنوع یعصب یشود. شبکه ها یم ریتصویا  من  یمانند طبقه بندبندی  طبقه

هسانند  دهیاچیپساخنار داخلی ناشاناخنه یاا بسایار  یداراکه  ییها سنمیسکننرل یا مدل سازی در 

موتاور  یکننارل ورود یبارااز یک شبکه عصبی توان  ی، مبه عنوان مثال .ردیگ یمورد اسنفاده قرار م

 .]11[ ردیگ یمکننرل را یاد  عملکردشبکه عصبی خود در ای  صورت  ،کرداسنفاده 

 ساختار شبكه های عصبي مصنوعي -2-5

 .اسا   ، گاروه بنادی و ناوع اتصاالات ها در شبکه )تعاداد نسبی سلول  یموقع شامل ساخنار شبکه

نارم افازار مربوطاه )روش باا  همراهها به یکدیگر اس  که  ورونن یافزارسیسنم اتصال سخ   ،ساخنار

 ریاضی جریان اطلاعات و محاسبه وزن ها  نوع عملکرد شبکه عصبی را تعیی  می کند.

وجود دارد که اطلاعات را دریاف  می کند. تعدادی لایه مخفای وجاود ساخنار   یا دریک لایه ورودی 

 و در نهای  یک لایه خروجای وجاود دارد کاه ،کنندمی  اف یدردارد که اطلاعات را از لایه های قبلی 

  3-2) شکل .ردیگها در آنها قرار می  پاسخننیجه محاسبات به آنجا می رود و 

 

 

 

 

 

 

 

 ساخنار شبکه عصبی  ( 3-2) شکل



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 و پيشينه پژوهش یروش شناس

  لایه ورودی

 .اس دریاف  اطلاعات خامی که به شبکه تغذیه شده 

 

  های پنهانلایه

. شود یمارائه ها  هیلا  یا در پنهان یها هیلاوزن ارتباط بی  آنها و و  ها یتوسط ورودعملکرد   ییتع

 .باید فعال شود یچه زمانکه یک واحد پنهان  کند یمبی  واحدهای ورودی و پنهان تعیی   وزن

 

  لایه خروجي
به فعالی  واحد پنهان و وزن ارتباط بی  واحد پنهان و خروجای  بسنگی ،اسار عملکرد واحد خروجی

 .دارد

ای که سازماندهی تاک لایاه کاه در آن تماام های تک لایه و چند لایهبیشنری  مورد اسنفاده از شبکه

های چناد واحدها به یک لایه اتصال دارند، اس  و پنانسیل محاسباتی بیشنری نسب  باه ساازماندهی

)به جای دنباال ند شوها انجام میهای چند لایه واحدها به وسیله لایهلایه دارد. شماره گذاری در شبکه

هاا و در واقاع اتصاالات، باا هام کردن شماره گذاری سراسری  هر دو لایه از یک شبکه به وسیله وزن

 یابند. ارتباط می

 های عصبی چند نوع اتصال و یا پیوند وزنی وجود دارد: در شبکه

  : 0پیشرو

ه اجاازه مای دهاد تواناایی خطی می باشد که به شبکچند لایه مخفی با تابع تحریک غیردارای یک یا 

یادگیری رابطه خطی و غیرخطی را بی  ورودی ها و خروجی ها بدهد. بیشانری  پیونادها از ایا  ناوع 

کنند. از ورودی باه خروجای هایچ باازخوردی ها تنها در یک جه  حرک  میاس  که در آن سیگنال

 )حلقه  وجود ندارد. خروجی هر لایه بر همان لایه تاثیری ندارد. 

  : 6روپس

 شوند. های لایه پایی  بازخورانده میهای لایه بالا به گرهها از گرهداده

 : جانبي

 .شوندهای همان لایه اسنفاده میهای هر لایه به عنوان ورودی گرهگره خروجی

                                                
Feed Forward 

Back Ward 



  

 انواع آموزش شبكه عصبي مصنوعي -2-7

  وزن ثابت -2-7-1

 .شودها به هنگام نمیآموزشی در کار نیس  و مقادیر وزن 

 :ردکارب

  بهینه سازی اطلاعات )کاهش حجم، تفکیک پذیری و فشرده سازی 

 های تناظریحافوه 

  خود ساماندهیادگیری -0آموزش بدون نظارت -2-7-2

باا مقایساه  یبارا یدلخاواهخروجای  چیهاو  انجام می شودها  یورودفقط بر اسار  وزن ها حیتصح

فقاط بار اساار اطلاعاات  زن هااوشادن به روز وجود ندارد.خروجی شبکه با آن و تعیی  مقدار خطا 

 یبنادخوشه  یاسنراتژالگوهای ورودی بر اسار  یها یژگیواسنخراج  ننیجه .باشد یمورودی  یالگو

بدون اینکاه خروجای یاا ، اس با الگوی مشابه   گروه ها)تشکیل  شباه  ها ییشناساو  یطبقه بند ای

  یبهنار اسااردگیری معماولا بار ای  یاالگوهای ورودی از قبل مشخص باشد. مربوط به  یکلار ها

دهد تاا خروجی حاصل شده از ورودی تغییر می اساروزن خود را بر  نوارت. شبکه بدون اس   یتمر

 یباه ورودپاسخ نحوه شبکه ، در ننیجهدر برخورد بعدی پاسخ مناسبی را برای ای  ورودی داشنه باشد. 

 کاه بیشانری  اسا  یوروننااننخااب  یبارا بغال نورونتکنیک  اسنفاده ازهدف  ،اساساً. آموزد یرا م

 .اس  فیوظا غالب یکی از مهمنری  نورونیافن   ،غالب یشبکه هادر ، بنابرای را دارد.  هیاولتحریک 

                                                
Unsupervised 



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 و پيشينه پژوهش یوش شناسر

 0آموزش تحت نظارت -2-7-3

تغییار وزن هاا و  شود یمبه شبکه نشان داده  مربوطه یها ی، خروجهر دسنه از الگوهای ورودی یبرا

 ماورد نوار یهاا یخروجالگوهای آموزشی  یبراشبکه  یهاخروجی   یوت بتفاکه  یزمانتا  کنند یم

یاا ، وجاود دارد وزن هاابه  ها یخروج  یب یارتباطیا  ها روشباشد. در ای   قبولخطای قابل  کیدر 

  یطراحاهادف . شاوند یمااصالاح  وزن هااو  شاود یمتوزیع به عقب از لایه خروجی به ورودی  خلا 

کالار خاود و سپس  ندیب یمآموزشی موجود آموزش  یداده هااسنفاده از  که ابندا با اس  یشبکه ا

، باشادده یممکا  اسا  نشان اینگرفنه  ادیقبلاً ممک  اس  شبکه با ارائه بردار ورودی به شبکه که را 

 .شوند یاسنفاده مبرای کارهای تشخیص الگو  یابه طور گسنرده  ییشبکه هاچنی   مشخص کند.

 6آموزش تقویتي -2-7-4

آموزشی وجود ندارد، اما  یالگو چی. هابدی یمزمان بهبود  با گذش گام به گام  سنمیسعملکرد کیفی  

بای  یاادگیری باا سرپرسا  و بادون  )حالا  سانمیسرفناار  انیب یبرااز سیگنالی به نام خوب یا بد 

 .]11[ شود یاسنفاده م سرپرس  

 توابع تحریک مورد استفاده در شبكه های عصبي -2-9

 یوزناورودی های  شامل مجموع، عملیات اصلی یک شبکه عصبی به آن پرداخنه شدکه  براسار آنچه

 ایا  ،رون های خروجایوبرای ن .اس ای  مجموع برای تعیی  خروجی شبکه  درو اعمال تابع تحریک 

  4-2) شاکل .اسا برابار ورودی آن  نورونکه خروجی اس  معنی  بدان  یا .اس تابع یک تابع واحد 

اگرچه چنی  شارایطی  ،شودیکسان اعمال می  محرکیک لایه در  یعصب یها همه سلولبرای  عموماً

 - یاابلقمقایسه باا  در شود.می  اسنفاده یخطریغیک تابع از موارد  شنریبدر . نیس عموما مورد نیاز 

                                                
Supervised 

Reinforcement 



  

برای حداکثر اسنفاده از شبکه های چند لایاه  یخط کیتابع تحر کی، لایه تکمحدود یک شبکه  یها

ها با تحریاک خطای عمال  رونو)زیرا که ارسال اطلاعات از دو یا چند لایه که در آنها ن اس نیاز  مورد

 .به همان ننیجه ای مننهی می گردد که با یک شبکه یک لایه میسر اس   کنندمی 

حل  خواص نورون ها به منوورتابع تحریک برای تعیی   اس .خطی یا غیر یک تابع خطی کیتحر تابع

 :شاملدر شبکه های عصبی  منداولمخنلف اسنفاده می شود. توابع تحریک  مشکلات

 

 0تابع تحریک خطي

 

 

 

 

 

 

 

  تابع تحریک خطی ( 4-2) شکل

 ب خطی در فیلنرینا  خطای باه کاار رون هایی که از ای  تابع تحریک اسنفاده می کنند برای تقریون

 می روند. ای  تابع همان مقدار ورودی را به عنوان خروجی بر می گرداند.

 

 Hard limit  تابع تحریک

 

 

 

 

 

 

  hard limitتابع تحریک  ( 5-2) شکل

                                                
purelin 



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 و پيشينه پژوهش یروش شناس

باشاد، خروجای  0n  باشد، خروجی صفر و در صاورتی کاه 0n  ای  تابع تحریک در صورتی که

از ای  نوع تابع تحریک برای دسنه بندی کردن ورودی ها به دو کالار محادود  یک را تولید می کند.

دارای کااربرد  رون های سازنده شبکه هاای پرساپنرونومی شود. ای  تابع تحریک عمدتا در ن اسنفاده

  .5-2شکل) اس .

 

 تابع تحریک لگاریتمي

 ای  تابع تحریک مقاادیر ورودی را در. اسنفاده می شود 1اننشار از ای  تابع تحریک در شبکه های پس

 نمایاد. تولیاد مای 2و 1مول زیار خروجای بای  دریاف  کرده و بر مبنای فر   تا   محدوده

  .6-2شکل)

(2-1)                                                                                                                          
ne

a



1

1 

 

 

 

 تابع تحریک لگارینمی ( 6-2) شکل

 در ادامه لیس  سایر توابع تحریک موجود در جعبه ابزار منلب آماده اس .

 

 Tan sigmoid  تابع تحریک

عل  اصلی اسنفاده ازای  تابع به  .اسنفاده می شود عمدتا در شبکه های پس اننشار از ای  تابع تحریک

واسطه ارتباط ساده بی  مقدار تابع در یک نقطه و مقدار مشنق تابع در آن نقطه اس  کاه در آماوزش 

  .7-2شکل) شبکه برای مینمم نمودن خطا به کار گرفنه می شود.

 

                                                
Back Propagation 



  

 

 

 

 

 

 

 

 

  tansigتابع تحریک  ( 7-2) شکل

 

  0تابع تحریک شعاع مبنا 

 

 

 

 

 

 

 

 

  ع مبناتابع تحریک شعا ( 8-2) شکل

 متقارن  Hard limit  تابع تحریک

 

 

 

 

 

  منقارن hard limitتابع تحریک  ( 9-2) شکل

                                                
radbas 



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 و پيشينه پژوهش یروش شناس

   Satlins  تابع تحریک

 

 

 

 

 

 

 

 satlinsتابع تحریک  ( 11-2) شکل

  2و ترشیلد 1بایاس -2-8

رون که پاسخ تحریک آن یک می باشد عمل می نمایاد. افازایش وبایار همانند وزن روی ارتباط یک ن

به عناوان مثاال در یاک تاابع تحریاک پلاه ای اگار  گردد. رون میوبایار موجب افزایش ورودی به ن

 چناچه بایار در نور گرفنه شده باشد، پاسخ تحریک به صورت:

(2-2)                                                                                        
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 بطوریکه

(2-3)                                                                                                             


i

ii wxbnet
 

لد  را همیشاه در ی)ترشا البنه می توان بایار را در نور نگرف  اما در مقابل یک مقدار مشخص ثاابنی

 هد بود:در آن صورت پاسخ تابع تحریک به صورت زیر خوا ،رون در نور گرف ون

                                                
Biac 

Threshold 



  

(2-4)                                                                                       
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(2-5)                                                                                                                    
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 .]11[ بنابرای  بایار فاکنور مهمی اس  که عملکرد سیسنم را بالا می برد

 عصبي های شبكه یادگیری برای مناسب مسائل -2-11

 داشنه باشد.وجود  ییآموزش خطادر داده های 

 مقدار نشان داده شده باشند. -ویژگی ،مقادیر زیادی زوج بامواردی که نمونه ها 

 باشد. داشنههدف  تابعرا برای مقادیر پیوسنه 

هاای دیگار نویار درخا   د. ای  روش در مقایسه با روشیزمان کافی برای یادگیری وجود داشنه باش

 د.به زمان بیشنری برای یادگیری دار تصمیم نیاز

 .  ]11[ دشوار اس  شبکه توسط شده آموخنه یها وزن ریتفس زیرا ،نباشد هدف تابع تفسیر به نیازی

 1شبكه های عصبي پرسپترون چند لایه -2-11

 یبردارهاا پرساپنرون عصابی اسا .شابکه واحاد نوع  کی شده از ساخنه پرسپنرون محاسباتی واحد

 مقادار اگر. کند می محاسبه را ها ورودی ای  از خطی یبیترک و ردیگ یم یواقع مقادیر با ها را ورودی

 .اس  -1صورت برابر   یا غیر در و 1 برابر خروجی پرسپنرون ،باشد بیشنر آسنانه از

 .شودمی  محاسبه گونه بازخورد چیه بدون خروجی و کند می یرمزگذار را ها پاسخ پرسپنرون شبکه

شبکه های پرسپنرون از یک لایه ورودی، تعدادی لایه پنهان و یک لایه خروجی تشاکیل شاده اسا . 

 .دهد یمنشان  را یمخف هیلا کیپرسپنرون با  شبکه کی  11-2) شکل

 

                                                
Multi layer Perceptron (MLP) 



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 و پيشينه پژوهش یروش شناس

 

 

 

 

 

 

 

 

  شبکه پرسپنرون با یک لایه پنهان ( 11-2) شکل

  لایاه خروجای مای باشاد. در ایا   yلایه پنهاان و لایاه zلایه لایه ورودی، x   لایه11-2ر شکل)د

 شبکه ها شرایط زیر وجود دارد:

 رون های لایه بعدی منصل می باشند.ورون های هر لایه تنها به نون 

 رون های لایه بعد منصل اس .ونرون به تمامی وهر ن 

 مای باشاد. ایا  اوزان ها ثاب  و برابر یک  رون های لایه ورودی عملی را انجام نمی دهند وون

 رون ها فاقد تابع فشرده سازی می باشند.ون

 

اکثار در ، باشاد. البناه یعاددتواند هر  ی، مهیلاپرسپنرون چند  یشبکه هادر  یمخف یها هیتعداد لا

 .کند یمتر  آسانرا  شبکه یریادگی یمخف هیلادو  اوقات یاس . گاه یکاف یمخف هیلا کی، برنامه ها

باار ایا    یاولاپرسپنرون را ایجاد کرد و برای  ،ساده روشها به  نورونبا اتصال ای  بلات، فرانک روزن

 :کردتحلیل و  هیتجزو آنها را به طور رسمی کرد دیجینال شبیه سازی  یها انهیرامدل را در 

 رسپنرون برداری از ورودی ها را دریاف  می کند.پ 

 .ترکیب خطی ای  ورودی ها را محاسبه می کند 

  خروجی پرساپنرون برابار باا یاک  می کند تحریکاگر حاصل از یک مقدار آسنانه بیشنر بود(

  12-2. شکل)می شود 

 

 



  

 

 

 

 

 

 

 شبکه پرسپنرون  ( 12-2) شکل

معادل مقادیر  nWتا1W معادل سیگنال های عصبی ورودی و وزن هایnxتا1xورودیسیگنال های 

 رون را تشاکیل داده اسا ورون می باشند که جمعاا ورودی هاای ناواتصالات سیناپسی ورودی های ن

]17[. 

 خصوصیات شبكه های عصبي پرسپترون چند لایه  -2-12

 )یادگیری( خروجي پرسپترون -2-12-1

  :شود مشخص می  6-2)خروجی پرسپنرون توسط رابطه 

(2-6)                                                            



 

 


otherwise      1-

0  wnxn     w2x2  w1x1  w0if       1

)(
1

n

j

ijii wxFunctionActivationy

 

 :از اس   عبارت ی پرسپنرونیادگیربنابرای  

 برای درسنی مقادیر کردن پیداw.که مقادیر وزن می باشد  

  فرضی فضای بنابرایH حقیقای مقاادیر تمام ازمجموعه اس  عبارت یادگیری پرسپنرون در 

.وزن بردارهای برای ممک 



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 و پيشينه پژوهش یروش شناس

  نقش تابع در خروجي شبكه -2-12-2

ر ببریم تا خطای کمنری ایجاد شود و عملکرد شبکه افازایش ام یک از توابع تحریک را به کاای  که کد

 یابد.

 پرسپترون توانائي -2-12-3

 -می ها نمونه بعدی  n فضای در 1بر صفحه ایا تصمیم سطح یک صورته ب پرسپنرون  گرفن نور در

  -1 مقادار دیگار طارف مقادیر برای و 1 مقدار حهصف طرف یک های نمونه برای پرسپنرون .تواند باشد

  13-2. شکل)وردآ می بوجود

 

 

 

 

 

 توانایی پرسپنرون  ( 13-2) شکل

 باشد مي آنها یادگیری به قادر که پرسپترون توابعي -2-12-4

 -مثاال اینگونه. باشند جداپذیر خطی بصورت که بگیرد یاد را هائی مثال اس  قادر فقط یک پرسپنرون

  که 14-2. مانند شکل )باشند می سازی جدا قابلصفحه  یک توسط املر کبطو که هسنند مواردی ها

 مشاهده می کنید.

 را به خوبی نشان دهد. 3و ترکیب فصلی 2یک پرسپنرون می تواند توابع ترکیب عطفی

                                                
hyperplane 

AND 

OR 



  

 

 

 

 

 

 

 توابع قابل یادگیری پرسپنرون  ( 14-2) شکل

 آموزش پرسپترون -2-12-6

 آموزشای هاای مثاال برای ه پرسپنرونک نحوی به بگیریم یاد را واحد یک پرسپنرون های وزن چگونه

 نماید؟ ایجاد را صحیح مقادیر

 

 :مخنلف راه دو

 قانون پرسپنرون 

 1دلنا قانون 

 

 :یادگیری پرسپترون الگوریتم

 دهیم می نسب  ها وزن به تصادفی مقادیری. 

 شاود ارزیاابی غلاط مثاال اگار .کنایم می اعمال آموزشی های مثال تک تک به را سپنرونپر ،

 .)*  کنیم می تصحیح را های پرسپنرون نوز مقادیر

 :شوند می ارزیابی درس  آموزشی های مثال تمامی آیا

 بله    الگورینم پایان 

 خیر  گردیم می بر  *  مرحله به. 

                                                
Delta Rule 



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 و پيشينه پژوهش یوش شناسر

 قانون پرسپترون -2-12-6-1

x,… , x,(x = X (آموزشی مثال یک برای n21 بصورت ونرپرسپن قانون اسار بر ها وزن ،مرحله هر در 

 :کند می تغییر زیر

(2-7)                                                                                                      
iii w      w        w  

 که در آن

(2-8)                                                           

0.1) (e.g., rate learning  thecalledconstant  :

perceptron by the generatedoutput  :o

output target :t

 x) o–  t (    w ii




 

 باه قادر و پرسپنرون شده همگرا روش ای  خطی جداپذیر مثال مجموعه یک برای که اس  شده اثبات

 .شد خواهد ها مثال صحیح سازی جدا

 دلتا قانون -2-12-6-2

قاانون دلناا . شد نخواهد همگرا قانون پرسپنرون ،نباشند کیقابل تفک خطی بصورت ها نمونه که یزمان

 .شود می اسنفاده مشکل ای  بر غلبه برای

 اس . یاحنمال وزن یها فرضیه فضای یجسنجو برای 1نزولی گرادیان از اسنفاده قانون ای  اصلی ایده

 وسانهیپ هام باه رونونا چنادی  باا شابکه آموزش برای که اس  2پس اننشار روش ،اساسی قانون ای 

 .شود می اسنفاده

                                                
Gradient Descent (GD) 

Back Propagation (BP) 



  

 هاای فرضایه شاامل یفرضا فضاای باید که اس  یادگیری های الگورینم انواع برای ییمبنا همچنی 

 .کنند کشف را مداوم مخنلف

 ابنادا اسا  لازم نجاایدر ا .کنایم مای اعماال آسنانه پرسپنرون ی، آن را روروش ای  بهنر درک برای

 :اس  جیرا فیتعر کی ای  .میکن تعریف را آموزش یخطا

(2-9)                                                                                                   
  )o - (t  ½ = E    

i

2

ii
 

 .شود می انجام آموزشی های مثال تمام برای مجموع ای  که

 

 گرادیان نزولي الگوریتم

 حاداقل کاه هسانیم ییهاا وزن دنباله ب ما .بود خواهد سهمی یک خطا سطح E تعریف نحوه به بسنه

 .برساد لحداق به خطا شود تا می جسنجو وزن فضای در گرادیان نزولی الگورینم .باشند داشنه را خطا

 یبه گوناه ا مرحله هر دروزن ها را  و شود یم شروع وزن بردار برای دلخواه مقدار یک از الگورینم ای 

 دهد. کاهش  15-2) منحنی شیب کاهش جه  در خطا را که دهد می تغییر

 

 

 

 

 

 

  گرادیان نزولی ( 15-2) شکل

 گرادیان نزولي قانون آوردن بدست

 شیب افزایش جه  در همواره گرادیان: اصلی ایده E کند می عمل. 

 گرادیان E  وزن بردار به نسب w شود می تعریف زیر بصورت: 

(2-11)                                                                      
]/wE' , ,/wE' ,/wE' [  (W) E    n10 

 



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 و پيشينه پژوهش یروش شناس

 .باشد می وزن هر به نسب  جزئیمشنق  'E و بردار یک E  (W) آن در که

x,… , x,(x = X (آموزشی مثال یک برای n21 رابطاه  بصورت دلنا قانون اسار بر ها وزن مرحله هر در

 :کند می تغییر  2-11)

(2-11)                                                                                        

0.1) (e.g., rate learning :

(W)/wE'  -   w Where

w      w   w

ii

iii





 

 .اس  شیب کاهش جه  در حرک  دهنده نشان منفی علام 

 :نمود محاسبه را گرادیان بسادگی توان می خطا رابطه از جزئی گیری مشنق با

 

(2-12)                                                                                  
 )(-x )O–  (t (w)/wE'    

i

iiii 
 

 :نمود خواهند تغییر زیر رابطه طبق ها وزن لذا

(2-13)                                                                                         
 )(-x )O–  (t w   

i

iiii  
 

 دلتا قانون یادگیری خلاصه

 :باشد می زیر بصورت دلنا قانون از اسنفاده با یادگیری الگورینم

 دهید نسب  تصادفی مقدار ها وزن به. 

 دهید ادامه ار زیر مراحل توقف شرایط به رسیدن تا. 

 وزن هر iW د.کنی اولیه دهی عدد صفر مقدار با را 

 وزن :مثال هر برایiW دهید تغییر  14-2رابطه ) بصورت را: 



  

(2-14)                                                                                    
)(x )O–  (tw w   iiiii 

 

 :دهید تغییر  15-2رابطه ) بصورت را iW مقدار

(2-15)                                                                                                        
iii w      w   w 

 

 .شود کوچک بسیار خطا تا

 :گرادیان نزولي روش مشكلات

  باشد داشنه لازم زیادی زمان مینیمم مقدار یک به شدن راهمگ اس  ممک. 

 الگاورینم که ندارد وجود تضمینی ،باشد داشنه وجود محلی مینیمم چندی  خطا سطح در اگر 

 .بکند پیدا را مطلق مینیمم

 :که اس  اسنفاده قابل وقنی روش ای  ضم  در

 باشد پیوسنه پارامنریک های فرضیه دارای فرضیه فضای. 

 11[ باشد گیری مشنق قابل خطا رابطه[. 

 لایه چند های شبكه -2-12-5

 همچنای  و خطی غیر مشکلات یادگیری برای توان می لایه چند های شبکه، از ها پرسپنرون برخلاف

  .16-2شکل ) .اسنفاده کرد منعدد های گیری تصمیم کلاتمش

 

 

 

 

 

 

  شبکه دو لایه ( 16-2) شکل



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 و پيشينه پژوهش یروش شناس

 سالول هار تاا اس  لازم بکنیم، جدا هم از غیرخطی بصورت را گیری تصمیم فضای بنوانیم اینکه برای

 سایگموئید واحد یک تواند می سلولی چنی  از مثالی .نمائیم تعریف غیرخطی تابع یک بصورت را واحد

   نشان داده شده اس :17-2در شکل ) که باشد

 

 

 

 

 

  سلول واحد سیگموئید ( 17-2) شکل

 :نمود بیان  16-2رابطه ) بصورتتوان  می را واحد سلول ای  خروجی 

(2-16)                                                                             

  e  1 / 1  )  WX(  :   where

)(  )x,,x,O(x  

WX-

n21







 WX
 

 :اس  زیر خاصی  دارای تابع ای . شود می میدهنا لجسنیک یا سیگموئید تابع، σ تابع

(2-17)                                                                                (y))–  (1  (y) dy   / (y) d     

 شبكه های پس انتشار -2-12-7

 اساار بار نمیالگاور  یا یریادگیاس .  اننشار خطا پس نمیالگور ینوارت یروش آموزش  یمنداول تر

 درمنوساط  مربعاات حاداقل به مرسوم نمیالگور میتواند به عنوان تعم یکه م اس  خطا حیتصح نقانو

 مرحلاه و پیشاروی مرحلاه: اسا  مرحله دو یدارار  اننشا پس) روش ای  با یادگیری. شود گرفنه نور

 نایاپا در و روناد مای پایش شابکه در باه لایاه لایه صورت ها به ورودی پیشروی، مرحله در .بازگش 

 ثاب  اتصال ، وزنمرحله ای  در .ندیآ یشبکه بدس  م یپاسخ واقععنوان  به ها یاز خروج یمجموعه ا



  

 پاساخ  یتفااوت با می کند. تغییر خطا، تصحیح قانون با توجه به اتصال وزن بازگش ، در مرحله اس .

طارف در  شاود. یدر سراسار شابکه پخاش ما، شود یم دهیخطا نام، اننوار مورد پاسخ و شبکه یواقع

 .اس  کنریمورد نور نزد پاسخ به شبکه یواقع پاسخ کنند کهمی  رییتغ یاگونه  به مقابل اتصال آنها

 اسانفاده با، روش ای  در. شود می اسنفاده لایه چند هایشبکه  وزن یادگیری برایروش پس اننشار  از

 تاابع و شابکه هاای وجیخر بی  خطا مربع میکن می سعی ،و گرادیان نزولی یخطریغ کیتوابع تحر از

 .میرا به حداقل برسان هدف

 :شود می تعریف  18-2رابطه ) بصورت خطا

(2-18)                                                                                
 2

2

1
 
 


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
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

Dd outputsk
kdkd otWE

 

 خروجای و هادف مقدار  kdo  و kdtو  خروجی لایه های واحد مجموعه های خروجی  outputsاز مراد

 .اس   d  آموزشی مثال و خروجی واحد امی  k  با منناظر

 هاا وزن بارای ممکا  مقادیر با تمام کهاس   گسنرده ای فضای ،نور مورد فرضیه فضایروش   یدر ا

 مناساب فرضایه کی به خطا به حداقل رساندن با کند می سعی گرادیان نزولی روش .شده اس  تعریف

 .برسد مطلق حداقل به الگورینم ای  وجود ندارد که تضمینی چیه اما .ابدی دس 

 

 پس انتشار الگوریتم

n ورودی، گره inn با ای شبکه .1 hidden  و مخفی، گرهoutn  کنید ایجاد خروجی گره. 

 .کنید دهی عدد کوچک تصادفی مقدار یک با را ها وزن همه .2

 :دهید انجام را زیر مراحل  )خطا شدن کوچک ( پایانی شرط به رسیدن تا .3

 :آموزشی های مثال به منعلقx هر برای

1. X دهید اننشار شبکه در جلو سم  به را. 

 .دهید اننشار شبکه در عقب سم  به را E خطای .2

باار کاه   یاول یکه برا یطور بهاس   ینیب شیپ یخطا محاسبه از پس قسم   یمهمنر اوزان میتنو

کااهش  ینایب شیپا یکند تا خطاامی  رییاول تغ هیلا به هیلا  یآخر از ها وزن ،دیشده ا سیسنموارد 

ایا   از پاس اسا . بعادی لایاه و لایاه یاک هاای گره روی بر خطا سرشک  کردن BP واقع  در .ابدی



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 و پيشينه پژوهش یروش شناس

 ییمجدداً خطا دیجد نمونه ،ها وزنهمان  با آنجا از .دریگ یشبکه قرار م اریدر اخن دوم نمونه اطلاعات،

 -یما رییاتغ یا گونه به را ها وزن و شود یمعکور اسنفاده م پراکندگی روشاز  دوباره ،کند یم جادیا

 از پاس کاه یطاور هبا کناد. ایجاد  یقبل نمونه یبرا هم و نمونه  یا یبرا همرا ) خطا که حداقل دهد

 باه میازان خطاا یعنای(می شود  1همگرا شبکهاصطلاح  به ،شبکه یر وروددنمونه  یکاف تعداد خواندن

 اسانفاده آمااده شابکه اس  و یریادگی مرحله در  یموفق یمعن به  یا.  رسد می خود مقدار کمنری 

 اس . ینیب شیپ مرحله یبرا
 

 خاتمه شرط

 .گاردد مای تکارار وزشایآم های داده همان اسنفاده با بار هزاران ،خاتمه از پیش BP الگورینم ولاممع

 :برد بکار  الگورینم خاتمه برای توان می را مخنلفی شروط

 معی  دفعات به تکرار از بعد توقف. 

 شود کمنر شده تعیی  مقدار یک از خطا که وقنی توقف. 

 نماید پیروی خاصی قاعده از ،تائید مجموعه های مثال در خطا که وقنی توقف. 

 معماول حاد از اسنفاده، بایش مورد پنهان لایه و ها رونون تعداد اگر که دارد اهمی  نکنه ای  به توجه

  2بایش برازشای دچاار اصطلاحا می کند و حفظ را آنها داده ها، تحلیل و تجزیه جای به سیسنم باشد،

 مرحلاه در ماورد اسانفاده مشاابه یهااداده  بود خواهد قادر دس  آمدهب مدل، حال  ای  در می شود.

 اسانفاده مرحلاه آماوزش در که جدیدی داده هایاز  اگر اما ،کند ینیب شیپ قیدق طور به را یریادگی

جلوگیری  برای بود. خواهد زیاد بینی پیش خطای و بد بسیار عملکرد سیسنم، ،اسنفاده شود اس  نشده

 باه اولیه مجموعه داده های روش، ای  در می شود. اسنفاده منقاطع اعنبارسنجی روش از پدیده، ای  از

 هار در آماوزش باا همزمان اعنبار شبکه د.شو می بندی قسیمت  5اعنبار و 4ایشآزم ،3آموزش دسنه سه

 .شود یم قطع شبکه آموزش ،یاعنبار یداده ها یخطا شیبه محض افزا و می شود اندازه گیری دور

 مشاکل در یشانری، بارازش بباشد زیاد اگر و داش  خواهیم خطا، دباش کم تعداد تکرارها اگر  یهمچن

 داش . خواهد وجود

                                                
Converge 

Over Fitting 

Train 

Test 

Validation 



  

 داده های آموزش

 داده هایی که مقدار آنها معلوم و در حی  فرآیند آموزش اسنفاده می شوند.

 

 داده های اعتبار

 داده هایی که مقدار آنها نامعلوم و در حی  فرآیند آموزش اسنفاده می شوند.

 

 ایشداده های آزم

 د آموزش اسنفاده می شوند.داده هایی که مقدار آنها نامعلوم و پس از فرآین

 یادگیری تطبیقي -2-12-9

 -و عملیات بروز رسانی در هر مرحله انجاام مای می شوندبه شبکه اعمال  ورودی یک به یکبردارهای 

 یک سیسنم سازگار داریم. ماشود و 

 روش های تعیین ضرایب شبكه عصبي)روش های بهینه سازی( -2-12-8

 های کلاسیک روش -2-12-8-1

از  اس  که برخییادگیری تطبیقی الگورینم های پس اننشار خطا و  گرادیان نزولی، بر طبق مندهاای  

  8-5نام برخی از آنهاا در شاکل )الگورینم ها دارند.  یکتنها  برخیآنها هرسه الگورینم فوق را دارند و 

 اس . شده هیته
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 توابع آموزش ( 18-2) شکل

کاه  اسا  یآموزش یعملکردها  یو قدرتمندتر  یاز بهنر یکی Levenberg-Marquardt(lm) عملکرد

  از هر سه الگورینم گرادیان نزولی، پس اننشار خطا و یادگیری تطبیقای باه صاورت همزماان اسانفاده 

 -اسنفاده مایدر شبکه  trainlm عنوانبه  وعملکرد بالای شبکه عصبی می شود  منجر بهمی کند، که 

   توابع اس . ریسایافنه . ای  تابع تکامل شود

 شمندهای هو روش -2-12-8-2

 -مای فاخنه و غیاره شابکه را آماوزش ازدحام ذرات، ای  روش به کمک یکی از الگورینم های  ننیک،

 ، که هرکدام از آنها مراحل و الگورینم مربوط به خود را دارند.دهد



  

 های لایه پنهان رونوتعیین تعداد ن -2-12-11

رون هاا در وتعداد نا اقعدر ومی یابد و  افزایشنیز رون بدهیم، خطای شبکه وکمی نمقداراگر به شبکه 

، شابکه دچاار بدهیمبه شبکه عصبی  رونواگر تعداد بیش از حد نزیرا شبکه عصبی نیز مهم می باشد، 

رون هاای لایاه دوم وبنابرای  برای آموزش یک شبکه عصبی دو لایه، تعاداد نا. گرددمی بیش برازشی 

اشد که ساعی شاود تاا حاد امکاان از باشد، تعیی  تعداد لایه اول مهم می ب برابر با تعداد خروجی می

 دهد:رون های لایه اول را می وی تعداد نتبعیی  کنید که حد بالا  19-2)فرمول 

(2-19)                                                                                                    
1

)(
1






oi

ooi

nn

nnnk
n 

1n   رون های لایه اولونتعداد 

in  تعداد داده های ورودی 

on  تعداد داده های خروجی 

k  11[ تعداد کل نمونه ها[. 

 :1شبكه عصبي تأ خیر زماني -2-13

 نموناه ای که توانایی رویارویی با طبیع  دینامیکی داده هاایهسنند  هیچندلانوعی شبکه عصبی آنها 

 هسنند:ی های زیر گیه دارای ویژلاشبکه های عصبی چند  و سیگنال های ورودی را دارا می باشد.

شبکه توانایی  وجود دارد تاها  نورونکافی بی   رتباطاتایه لاهر  اس  و دریه لادارای چندی   -1

 .  داشنه باشدرا خطی پیچیده یادگیری سطوح تصمیم گیری غیر

 .گی های نمونه ها حسار می باشدژل زمانی ویرفنار شبکه نسب  به اننقا -2

 .دقیق نمونه های ورودی حسار اس  زمانیادگیری در شبکه نسب  به  ندیفرا -3

 به هماان قرار گرف  واسنفاده  مورد 1988در سال  بلیتوسط و اولی  بار  (TDNN شبکه تأخیر زمان

                                                
Time delay neural network (TDNN) 
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اسا . تاأخیر زماانی جفا  شاده  یهاا سالولباا  آنهایه اس  که وزن لاشامل سه  ماند و باقی شکل

   دارند.را   N*(D+1) آنها ورودی های وزنیاس  و  یگموئیدتابع س TDNN لولهرس کمحر عملکرد

زماانی،  ریباا تااخعصابی  یهااه شابک ژهیبه وطراحی شبکه های عصبی و  گام، هنای  شبکهمورد در 

  شابکه ای باا کمناری ،در کلشود.  یروبرو مخود  یطراحاننخاب شبکه مناسب برای  مشکلطراح با 

 -شبکه مناسب نامیده مای ،کند یرا مشخص م یورود یالگوها  یتر قیکه دق ،پارامنرهاپیچیدگی و 

توسط شبکه هاای بزرگنار ، حل شود  یمعشبکه  کیتوسط  تواند یکه م یکل، مشتئوری از نور. شود

ای یاادگیری رینم هاوه الگود جواب یگانه برای وزن های بهینولی به خاطر عدم وج. قابل حل اس  نیز

ای تشاخیص آن یاک رو بر را ننیجه می دهند از ای  ف صفرهای مخال وزن لاًبرای شبکه بزرگنر معمو

 اگار تعاداد . ر وجود دارد با اشاکال مواجاه مای کنادوچکنر برای حل مسئله مورد نوشبکه با اندازه ک

شوند کاهش  یماسنفاده مشکل خاص  کیکه در بکه ای شهه یلارا در ن ها ونوریا  یعصبهای  سلول

رای تقسیم فضای ب ازیمورد نحجم   یبنابراو ، داد صفحات بالازیرا تع ردیبگ ادیتواند  ینمشبکه  ،میده

طاول ننیجه  و درحجم محاسبات  شیافزا لیبه دل  یهمچن س ین ادی، زفر های مخنللای به کورود

از  محادود یاشبکه بر اسار مجموعه  ، از آنجا که آموزش ینامناسب اس . همچنشبکه  دوره آموزش

-کردن دقیق الگو های تربینی مای ظعی در حفباشد سگ زراگر شبکه خیلی باس   یآموزش یالگوها

خیص الگوهای جدید کاسنه شدن از قدرت تعمیم و درون یابی شبکه جه  تش ای  امر موجب نماید و

ه کاوجاود دارد ان پنهیه های لایک تعداد بحرانی برای  رو از مجموعه تربینی می گردد از ای  جو خار

و  فبا شبیه سازی شبکه های مخنلا یه پنهانلارون های وتعداد ن کاربرد خاص باید پیدا شود. برای هر

آنها نباوده  آموزشیمجموعه  اندازه گیری میزان دق  و درون یابی ای  شبکه ها روی الگو هایی که در

 بایاددر خروجای نیاز  کاد گاذاریوع یا به عبارت دیگر ن یه خروجی شبکه ولارون های وتعداد ن اس .

فاده از اسان ،یر های خروجلابهنری  روش کدین  کردن ک د.برای حل یک مسئله خاص مناسب باش

.]5[ بردار های مقدماتی اس 

   مشاهده می کنیم.19-2ا در شکل )رون های آن رونمونه ای از ساخنار ن

 

 

 



  

 

 

 رون هاوساخنار ن ( 19-2) شکل

 1 (ANFISي)فازی انطباق -نتاج عصبيسیستم است -2-14

هاای فاازی،  وم مجموعهرفدار بر مبنای مفهطباتی پرهای اسننناج فازی، یک چارچوب محاس سیسنم

ساه بخاش  هاای اساننناج فاازی از سیسانم اساسایل فازی هسنند. ساخنار لاو اسند if-then قواعد

 .اسا فاازی   یقاواناز  یا مجموعاه ه شااملک اس   یقوان قسم  نخس شود.  مفهومی تشکیل می

. شده اسا تعریف  فازی  یقواندر شده وی  اسنفاده توابع عضدر آن که ، دوم پایگاه داده اس  قسم 

و حقاایق   یقاوانکماک ، با ط آن روش اسننناجاس  که توس اسننباط زمیمکان سوم ، قسم در نهای 

ه کاربردهاای اسننناج فازی ک نم. سه نوع سیسشود به خروجی معقول انجام می یابیدسنرای موجود، ب

هاای فاازی  و مادل 3وفازی ساوگن ای، مدل ه 2یدانهای فازی مم ، عبارتند از: مدلدارندای  گسنرده

 .4وتسوکاموت

 ساازی به مجموع و غیرفاازیقواعد فازی و در ننیجه روال محاس ها، در ننیجه تفاوت بی  ای  سیسنم

در  حی، توضاشاود یسوگنو اسنفاده م ی، از آنجا که از اسننباط فازمطالعه  یدر ا .]4[ باشد در آنها می

 اس . یکاف سنمیس  یمورد ا

منطق فازی، ماورد اسانفاده قارار ی طبرای فرموله کردن دسنورات شر (:آنگاه -اگر) if-then قواعد

                                                
Adaptive Neuro-Fuzzy Inference System (ANFIS)

Mamdani Fuzzy Models 

Sugeno Fuzzy Models 

Tsukamoto Fuzzy Models 
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 .گیرند می

 .شود می فازی به یک مقدار عددی تبدیل ی آن یک مجموعهطروالی اس  که  :سازی غیرفازی

ط تاکااگی، ساوگنو و توسا)ود یاز شاناخنه مای شان ،TSK ازیدل فازی سوگنو که به عنوان مدل فم

اسنای ایجاد قواعد فازی باا توجاه مند در ریک سیسنم روش شی برای توسعهلات  ،، پیشنهاد شد1 کان

ک قاعده در مدل فاازی ساوگنو دارای شاکل کلای باشد. ی خروجی می -های ورودی به مجموعه داده

 :اس   22-2) رابطه

(2-21)If x is A and y is B then z = f( x, y)                                                                        
            

)قاانون   تابع در قسم  ننیجاه قاعادهیک   z = f(x,y) ازی وهای ف همجموع B و A  22-2) فرملدر 

ای درجاه  چند جملاه f(x,y)اس . اگر  yو  xیک چند جمله ای با منغیرهای  f(x,y) می باشد. معمولا

 ثابا  f(x,y)اگار و اول مادل فاازی ساوگنوی درجاه ن، از سیسنم اسننناج فازی، تح  عنوایک باشد

روال  ، 22-2) کلصفر، یاد می شود. شا دل مدل فازی سوگنوی درجهعنوان م تح باشد، از سیسنم، 

 .]4[ دهد اول نشان می دل سوگنوی درجهل فازی را در ملانداس

 

 

 

 

 

 

 اول ل فازی در مدل سوگنوی درجهلاروال اسند ( 21-2) شکل

 به میاانگی  وزنای، محاسابه آنجا که هر قاعده دارای خروجی عددی اس ، خروجی نهایی باا محاسا زا

 شاااده  دار ع وزنر جماااا عملگاااعمااال، گااااهی عملگااار میاااانگی  وزنااای، باااشاااود. در  مااای

                                                
Takagi, Sugeno and Kang 



  

 مرحلاهدر صبه خصاو برای ، باز هم از حجم محاسبات،شود. بنا می جایگزی ،                             

 ساازی فاازی در دو مرحلاه از نور مفهومی، مدل. ]4[ود ش آموزش سیسنم اسننناج فازی، کاسنه می

 -اس ، که شاامل مراحال زیار مای 1تشخیص ساخنار سطح اول، شود. مرحله هم انجام می ه بهوابسن

 :باشد

 تعیی  منغیرهای مرتبط ورودی و خروجی 

 اننخاب نوع سیسنم اسننناج فازی 

 ت قسم  ننیجهلامعاد بتعیی  ترتی 

 ای از قواعد راحی مجموعهطif-then  .فازی 

ریاق طایا  داناش از .  تکیه خواهیم داشا فدد از سیسنم هحل، تنها بر دانش خوبرای انجام ای  مرا

 -تکمیال مای خطاا، -ا انجام آزماایشو یا ب فده نمت از افراد منخصص و آشنا با سیساطلاعادریاف  

باا  فی رفناار سیسانم هاد کنناده توصایف قاوانی اول از مادل ساازی فاازی،  شود. پس از مرحلاه

دوم  در مرحلاه یزباانحات لامعناای ایا  اصاط .اسا  ارائه شدهحات زبان شناخنی، کم و بیش لاطاص

ی آن تواباع عضاوی  هار طشود که  می دهینام 2عمقی  مرحله شناسایی ساخنار شود. ای یمشخص م

ایا  مرحلاه شاامل . شاود   ماییدر مدل سوگنو تعی یچند جمله اخروجی  برایو ض یاصطلاح زبان

 :اس زیر  مراحل

 ضوی  پارامنریاز توابع ع بمناس اننخاب یک خانواده -1

  پارامنرهاای تواباع برای تعیای فداده از تخصص افراد منخصص در ارتباط با سیسنم هاسنف -2

 عضوی 

 .]4[ازی و رگرسیون تنویم پارامنرهای توابع عضوی  با اسنفاده از تکنیک های بهینه س -3

و   دممقا)وی  اولیاه عضاابع پاذیر دارد: پارامنرهاای تا ی آموزش دو مجموعه داده ، ANFISساخنار 

 ، برای بهینهنزولیالگورینم گرادیان  کاز ی ،ANFIS اخنارس.  هتالی یا ننیج)ه ای پارامنرهای چندجمل

 -، برای حل پارامنرهای ننیجه، اسنفاده مای 3مربعات داقلینم حسازی پارامنرهای اولیه و از یک الگور

 :اس  ،  21-2) ی به شکل رابطه ،ANFIS کند. هر قانون در ساخنار

                                                
Surface Structure 

Deep Structure 

Least squares algorithm 
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(2-21) 

تعاداد  n.  ، اسا  اُمای  منغیار ورودی  iشاناخنی اُمی  عباارت زباان j،   ، 21-2) ی در رابطه

اند، هسانند. از  ی  شدهی ننیجه، که در فرایند آموزش تعیپارامنرها،   خروجی مدل و  yها و ورودی

ریاق میاانگی  طخروجای از  کال،  ی فاازیخروج خلافبر) دارد  یمشخصخروجی  قاعدهکه هر  آنجا

ای وظاایف مخنلفای هاای مناوالی، بار یاهلااز نوع ساوگنو،  ANFIS اخنار. در سمی آید بدس  وزنی

یاادگیری از یاک فرآیناد  یابناد. فرآیناد می صفیه تدریجی مدل، اخنصاک فرایند تصهمانند، ایجاد ی

   .تشکیل شده اس ، 2گذر بد عقو یک فرآین 1جلوگذر

ا اسنفاده از الگورینم حاداقل و پارامنرهای ننیجه ب شده پارامنرهای اولیه ثاب فرآیند جلوگذر،  طولدر 

پارامنرهاای اولیاه  رییتغرای ب ینزول انیگراد نمیالگور کیاز  گذر بعق ندیفراشوند.  می مربعات بهینه

خروجای باه عناوان یاک میاانگی  وزنای کناد.  اسانفاده مای توابع عضوی  برای منغیرهاای ورودی

 میتنوابارای پاس از اننشاار  نمیاز الگاورخطاای خروجای  هارشود.  به میجه، محاسای ننیپارامنره

، را تطبیقایفاازی  -بیساخنار سیسنم اسننناج عصا  21-2) شکل. کند اسنفاده می یقبلپارامنرهای 

هاای مربعای،  و گره های ثاب  ده گرهدایره ای، نشان دهن 3یدهد. در ای  سیسینم، گره ها نشان می

کاه  هماانطور . تطبیقیهای  گره) ا، توان یادگیری دارندا پارامنرهه در آنهاند کی های گره نشان دهنده

 :اس یه لاپنج  یدارا ANFIS سنمی، سس   نشان داده شده ا21-2) کلدر ش

 

 

 

 

 

 

 (ANFIS) فازی انطباقی -ساخنار سیسنم اسننناج عصبی ( 21-2) شکل

                                                
Forward pass 

Backward pass 

Nodes 



  

  :ی خروجی هر گره عبارت اس  از یهلادر ای    :ورودی و خروجی توابع عضوی  یه)لا اول یهلا

(2-22) 

 اس . yو  xضرورتا درجه عضوینی برای   ،           22-2در رابطه ی )

ر قاعاده را باا اسانفاده از یه، قادرت هالا  یه ثاب  اند. ایلاها در ای   همه گره : قوانی  یه)لادوم  یهلا

 :کند ارائه می  ،23-2)ی  ضرب جبری، همانند رابطه

(2-23) 

ارزش باه دسا  . دقبلی، به دسا  مای آیا یهلاضرب مقادیر ورودی در  یه، هر گره از حاصللادر ای  

را دارد،  شاناخنی  ارزش زبان   راُمی  قاعده، جائی که منغی  iاجرایی ی قدرت آمده، نشان دهنده

 .باشدمی 

(2-24) 

 یاهلاه همانناد یالا  تعداد گره های ایا. باشد اُمی  قاعده می  iقدرت اجرایی  ،  24-2)ی در رابطه

 .کند درت اجرایی، محاسبه میقواعد ق قدرت اجرایی قاعده را برای مجموع یهلاای  . قبلی اس 

ریاق طایا  تاابع از  براییه، یک تاابع خطای اسا  و ضالاهر گره در ای    :انطباقی یه)لا چهارم یهلا

 .شود حداقل مربعات و پس اننشار، تعدیل می بترکیبی از تقری

(2-25) 

قبلی، باه دسا   هیلاای ه یه به عنوان مجموعی از خروجی گرهلاننایج ای   : خروجی یه)لا پنجم یهلا

 .آمده اس 

(2-26) 



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز
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ی اسا . اگرچاه خروجای کلای، خطا.  یه قبلای اسالاامُ در   iخروجی گره ،  ، 26-2) در رابطه

 .]4[ اند پارامنرها، از لحاظ منطقی، غیرخطی

 بیني های پیش معیارهای ارزیابي مد  -2-14-2

ود دارد. در ایا  هاای محاسابات نارم وجا بینای روش معیارهای گوناگونی برای سنجش قدرت پیش

 :باشند ر میشده اس . ای  معیارها به صورت روابط زی اشاره معیار 3 بهپژوهش، 

 

  :     ) تعیی  بضری

(2-27) 

 یش بینی:پ میانگی  مربع خطای

(2-28) 

 :1 کوی –عات هنان طلاا

(2-29) 

 مشااهدات،  دادتعا n،  بینای شاده قیما  پایش،     قیم  واقعی ،     29-2)تا   27-2)در روابط 

تعداد پارامنرهای اسنفاده شاده  kو    ،   y میان لافمجموع مربعات و یا اخن SSR میانگی  مشاهدات،

 .]4[ شندبا در تخمی  یا آموزش مدل، می

                                                
Hannan-Quinn Information Criterion 



  

 .]15[ا ناظربا آموزش بی بصعهای  هبکهای شل مد خلاصه ای از ( 1-2) جدول

 برخی از مشخصات مدل مدل ردیف

 ی لا  و مادالایآدا 1

 س .شده ا کیلاند تش شده لموازی منص صورت هبی  که لاآدا لی  از چندی  مدلاهای مادال مد

 .داردبکه انی شیرون در سطح موتنها یک ن

 .دهسنن – 1و  + 1ها دارای دو ارزش  ورودی 

 .شده اند گذاری لام ع –ورت + یا ص هبها  وزن

 ازخوردبپس اننشار  2

 .های خطی دارد رونویه خروجی از نلا د و در پی آن یکئیگمویهای س رونویه پنهان از نلایک یا چند

 .شود ه میباسحه مبکفاز آموزش ش لها در طو وزن

  .سیی منطقی نکولو یبینور  ها از ه وزنباسحور در معکروش م

  .شود آموزش می ع ث کاهش سرعابات باسحگسنردگی در م

3 
 پرسپنرون

(MLP  

 ها یک سنمیها و شناسایی س کنندهل ی در طراحی کننربصعهای  هبکهای ش ردتری  آرایشباز پرکار

  .هاس انی و خروجییها، واحدهای م ب اسناندارد از ورودییترک

 .دبعیه لاواحدهای  مه تمابیه لاردازش از هر پ

 .ی داردحلنه میکم کلشم

 .ه وجود نداردبکسازی ای  شل رای فرایند مدبدا کردن ساخنار نهایی یرای پبمی یروش مسنق

  .کند ها فراهم می ندی دادهب قهبنور ط از بینی شیپ بلقا ریهایی غل ح یه، راهلااسناندارد پرسپنرون چند

4 

کننده ل گاه  کننردسن

 رفنار مغز

CMAC 

 اننشار خطاه الگورینم پس بیش

  .کند ات ویدور اسنفاده میبع  مریانگیاز الگورینم کمنری  م ) رلاتاع  بسر

 1و  2های آن مقادیر دو ارزشی هسنند  ها و ورودی خروجی

 1(PNN)احنمالی  5

 .زند قات را تقریب میبی  طبنه یهبوه مرزهای حل که در یک  دی کننده اسبن قهبیک نمونه ط

 .اند وطبه هم مربقه بقه طبطه طبر اسار یک راب یه پنهان دارد کهلادو

 .ردب ه کار میبقات بهای احنمالی ط   توزیعیا تخمبه الگوهای آموزشی را بکدر طی آموزش، ای  ش

 . شود ندی میب قهبهای آموزشی طل دار شده، نزدیکنری  مثا   وزنیانگیه مبا توجه به هر ورودی جدید ب

 دیلهاپ ف 6

 یکولو یبیهای ل ر همزمانی مدیغ ی ا ماهب  قبمطا

 ا پرسپنرونبه تصادفی و ناهمزمان، در تضاد بکو یک ش لت درونی کاملادارای اتصا

 رونی ویه نلا از یک کلوند، منشیخود پ لمنص لاًه کامبکش

 .  - 1و  + 1ی بو یا دوقط 1و  2دوتایی )های دو ارزشی  ورودی لشام

7 
 ر زمانیتاخی

(TDNN  

 .کند یه اسنفاده میلاه همراه پرسپنرون چندب  ت اننقالیبادیگر یک ث ارتعب ه)بشده ل نرکن لیک خط اننقا

  .اند اننقالی ب های ثا های آن خروجی ورودی)

 .ه ورودی داردبدودی حو م  سنگی موقبخروجی آن وا

ا پاسخ بنر لیا یک فبر برابه بکشود، ش ه ورودی پسخورد داده میبر اخیزمانی که خروجی از طریق یک واحد ت

 .اشدب می  نهای یب ای هبرض

 

                                                
Probabilistic Neural network 



 یاضر در بورس اوراق بهادار با استفاده از شبکه عصبح یعملکرد شرکت ها یابیارز
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8 
شاری بپس اننشار آ

 شرویپ

 .ط داردبای ارتلبهای ق یهلارون های تمامی وه نبه لایرون های هر ون

 ه بکک شیماری دینامعم

 دودحوسنگی میداد نقاط ناپعا تبی بع  هر تایتوانایی تخم

 دارند رخورب مزلادگی یچت از پلاتصاا

 .وبلناً مطبنس ع سر

 هاه تحلیل پوششي داد -2-16

 ها مفهوم تحلیل پوششي داده -2-16-1

 آوردن بدسا  یبارا یریازی خطا رناماهبر بننی بی مضریا روشها یک  پوششی داده لیلحتو  هیتجز

آنهاا  ادغاامه بااز یادون نب و خروجی ورودی  یچندا   بDMU) رییگ میی واحدهای تصمبکارایی نس

کاارایی برای ای  روش  .ه نمودندئارا 1987و کوپر در سای  ، رودرز1ارنزار آن را چب  یرای اولبکه  اس 

رود، مانناد سانجش و  ه کاار مایبدهند،  یم مانجاسانی کی فایری که وظیم گیی واحدهای تصمبنس

هاا و ماوارد  اناکبب عک وزارت خانه، شر ادارات دولنی ییازمانی نوی واحدهای سبمقایسه کارایی نس

گسانرده در ور طا هبا  ای  روش ینچری همگنی وجود دارد. همیگ میه که در آن واحدهای تصمبمشا

 .]15[رود  می ه کارباسنراتژیک  لیلحود مسنمر و تبهبرداری، بالگو

ی واحادهای بکاارایی نسا  قادر اس یپارامنر ریغنوان یک روش ع هبها  هپوششی دادلیل حتو  هیتجز

در ماورد ی ضفر شیپگونه چ یدون هب و خروجی ورودی  یمنوازن چند ب ار نسر اسبرا  ریگم یمتص

. ری کنادیاندازه گ، واحد منفاوت باشد ای یخروج  یچند یکه سازمان دارا یو در صورت دیتول عملکرد

  یاا یپاارامنر یهاا مدل نسب  باه روش  یا یاصل  یندارد. مز یمشکل ییکارا یابیروش در ارز  یا

 لبدیرای تبچ شاخصی یه هک ی، به طورروجی وجود داشنه باشدچند خو  یورود  یاس  که اگر چند

رد باشاد، کااربنه آنها وجود نداش ی ی در مورد وزن یا اهملتوافق ک چیه لحا  عی در ،نداردآنها وجود 

 کنناد یمای عسامعمولاً ی ئوری جز هرهبای شاخص ه یحاوهای ل مدیران یا مد دیگر، از سوی .دارد

گارفن  رابطاه  دهیشاخص ها و نادجداگانه اما در نور گرفن  ، کنند یریرا اندازه گوری  هرهبکارایی و 

                                                
Charnes 



  

 لیالحا اسانفاده از روش تبا مشکل  یکند. ا می جادیمطالعه ا دروع موضاز مو یناقص ری، تصوآنها  یب

 [.15شود ] یمحل ها  ی دادهپوشش

یاک واحاد  رایا، ز اسا هاا پوششای داده لیالحتو  هیتجز فریعدر ت یدیکلمه کلیک « 1یبنس»وا ه 

 هاا DMUریساا های از داده یواحد کارآمد توسط مجموعه ا کیممک  اس  به عنوان ری یم گیمتص

اده شاود. نقطاه ص دیتشاخ رآمدناکا ،دیگر یها ه دادهعمجموا ب سهیدر مقاکه  ی، در حالشناخنه شود

  یوزناساازگاری از مجماوع ب  نساهاا، ایجااد  ی دادهپوششالیال تحو  هیاتجزاسنفاده از  یبراشروع 

 [.7اس  ] یریگم یمرای هر واحد تصبها  ورودی یوزنه مجموع بها  خروجی

 یاکنند که شامل تمام واحاده یم جادیمحدب ا ییفضا حقیق   در ها پوششی دادهلیل حهای تل مد

، آن ییهاا مادل  یدر چناشاود.  گفناه مای« های پوششیل مد»ه آنها برو  ازای اس .  یابیمورد ارز

 ی، واحادهادهناد مایکیل و مرز ای  فضاا را تشا واقع شدهدب حمای نهایی فض در مرزکه  ییواحدها

 .ناکارآماد هسانند، واحادهای محدب قرار دارناد یکه در داخل فضا ییواحدها ریکارآمد هسنند و سا

فر ص  بیکارایی  نمرها برا  ناکارآمدتنها واحدهای  یاساس یها پوششی داده لیلحت و هیتجزهای ل مد

 .]12[ کنند ندی میب هبیک رت تا

 وششي داده هامزایای تحلیل پ -2-16-2

 : ]18[ موارد زیر را می توان از جمله مزایای تحلیل پوششی داده ها دانس 

در هنگاام سانجش کاارایی نسابی از عهده ی ورودی ها و خروجی هاای چندگاناه می توان  -1

 برآمد.واحدهای تصمیم گیری 

 .نیس تابع تولیدی که ورودی ها را به خروجی تبدیل می کند،  نیاز به تعیی  -2

ان ورودی ها و خروجی های را که واحد هاای سانجش گونااگونی دارناد در مادل وارد می تو -3

 کرد.

                                                
Relative 



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز
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 معایب تحلیل پوششي داده ها -2-16-3

 :]18[ موارد زیر را می توان از جمله معایب تحلیل پوششی داده ها دانس 

مشاخص کناد کاه واحاد ای  تکنیک برای برآورد کارایی نسبی مناسب اس ؛ یعنی می تواند  -1

ر واحدها چگونه عمل می کند ولای نبسا  باه عملکارد بهیناه از نوار تئاوری، نسب  به سای

 مقایسه ای را ممک  نمی سازد.

چون در حال  اسناندارد، باید برای هر واحد تصمیم گیری یک برناماه خطای جداگاناه تهیاه  -2

 مشکلی اس . بزرگ، حنی به کمک نرم افزار، کار شود، حل مسائل

طه حدی اس ، خطای اندازه گیری ورودی ها یا خروجی هاا چون روشی اس  که مبننی بر نق -3

 می تواند انحراف زیادی را در پاسخ ها به بار آورد.

 ها  پوششي داده لیلحتپایه ای های   مد -2-16-4

ور حاور و خروجی محدو گروه ورودی م در ها پوششی داده لیلحتهای ل مددر مجموع، تقسیم بندی 

آوردن  بدسا رای ب یکمنر یها یورودهسنند که از  ییها مدلورودی  بر یمبنن یها مدلباشد.  می

 ییهاا مادلور حاخروجای م یها مدلکنند و  خروجی اسنفاده می رییبدون تغ یخروج کسانیدار مق

 [.3کنند ] می دیتولشنری بیخروجی  ،ودیورر ییدون تغبهسنند که 

 :احدها وجود داردو عملکردود بهب یبرا یاسنراتژدو نوع ، ها پوششی داده لیلحتو  هیتجزدر 

رش ایا  نگا. کارایی واحد در حد کی بهدن یها تا رس دون کاهش خروجیبها  کاهش ورودی -1

 .نامند میورودی  ی ا ماهب عملکرد یریاندازه گرد یا لکمعود بهب یورود ی را ماه

  ایا. شانربیهای  دون جذب ورودیبکارایی،  واحد در حده بدن یرس یبراها  افزایش خروجی -2

 -ور مایحم خروجی ی یا ماه عملکرد یریاندازه گرد یا لکمعود بهب یخروج ی اهرش را مگن

 [.15] نامند

ی صاله دو ناوع ابااشد کاه ب ار آن مییه مقب  ازگشبنای نوع بر مب DEA ندیب قهبی دیگر از طعنو 

  BBCیاا  VRSمنغیار )ار یاه مقبا باازده  . ب CRSثاب  )ار یه مقب دهاز  ب فود : الش م مییتقس

ناد، بیا ها افازایش مای ا  ورودیبب شه منناسیا همکند که خروجی ه فر  می ثاب ار یه مقب دهازب



  

زایش در مقادار کاه افا  ای آن اسنعه مبکه ای    سیاز نیر ای  تناسب نیار منغیه مقبازده بولی در 

ی هاال را مد BCC و CCR هایل مد.  دار ورودی اسافزایش در مق ب شنر یا کمنر از نسبیخروجی، 

  جها»تواناد  مایری دارناد کاه یاگ  ه یک جهباز یندا نبها ال نامند. ای  مد ز میین DEAی عاعش

ورت صاه دو با، ل  دو مادهر یک از ایارای  بناب .]15[اشد ب «ری خروجییگ  جه»و  «ری ورودییگ

 .شوند ور مطرح میحور و ورودی محخروجی م

   . ور آورده شده اسحخروجی م BCC هایل در ادامه مد

 خروجي محور BCCمد  های  -2-16-6

 

(2-31) 

 

 :  به صورت زیر می باشد32-2ی رابطه ی )که داده ها

 : مقدار کارایی واحد تصمیم گیرنده    

y  مقدار خروجی : 

 و ورودی ها زن خروجی ها: و   

x مقدار ورودی ها : 

 شبكه عصبي و تحلیل پوششي داده ها مد  ترکیبي -2-15

باه دنباال  ،های عصبی و تحلیال پوششای داده هاا شبکه یاساسمفاهیم با با آشنایی  ،مطالعهدر ای  

تحلیال پوششای و  هیاتجزشبکه هاای عصابی و  بیترکبا  .هسنیم یبورسکارایی شرک  های ارزیابی 

اسانفاده از شابکه هاای  ،طور کلیه ب. می شودارائه شرک  ها  کارایی الگورینمی برای ارزیابی، ده هادا
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کاه داده هاای ورودی و خروجای  دارد یادیاز  یاهم یزمانتحلیل پوششی داده ها و  هیتجزعصبی و 

 -ی، ما یامحاسبات عملکرد مطابق  نداشنه باشاند. بناابرارزیابی ها و  بازیاد باشد و مدل های خطی 

و سپس  دکرپیش بینی را  ییرا اننخاب کرد و کارابهنری  محصول ، را محاسبه کرد سطح کارایی توان

برای ارزیاابی  DEA، ما از در ای  پایان نامه کرد. یرتبه بندو شبکه های عصبی  DEA با ادغامرا آنها 

فاده کارده ایام. در اسان عملکاردشبکه های عصبی برای پیش بینی مقیاار از  و یبورسشرک  های 

برای پیش بینی و تقریب تواباع غیار خطای کاارایی  ،توسط شبکه های عصبی ساخنه شدهمرز خاتمه 

 اسنفاده می شود. 

شده توسط مدل هاای  جادیابرخی از محدودی  های  برو شبکه های عصبی  DEAبا ترکیب می توان 

DEA پایه  یها مدل. ننایج نشان می دهد که غلبه کردDEA تحلیال و  هیاتجزنایی پیش بینای و توا

که شبکه های عصابی اس  شده  هدهمشابنابرای  از شبکه های عصبی اسنفاده شد. ، را ندارند عملکرد

کاه شابکه بایاد باه  توجه داشا  دیبا، اما هسنند یعملکرد یالگوهابالایی در یادگیری  قدرت یدارا

ماورد در ماواردی  توانادمای  DEAآن با  ادغاماسنفاده از شبکه های عصبی و  .ندیببآموزش  یدرسن

ریاضی  یها روشدر مقایسه با . سنندیواحدها ن صیقادر به تشخ هیاول یها که مدل ردیاسنفاده قرار گ

و  DEAارائه می دهد. باا مقایساه را ، شبکه عصبی ننایج قابل قبولی عملکردتحلیل و  هیتجزو ترکیبی 

 ماوردکمناری در  اتیباه فرضا DEAباه  نسب بی شبکه عصبی می توان دریاف  که شبکه های عص

شابکه هاای عصابی  دارناد. زیاندارند و در عی  حال انعطاف پذیری بیشانری  ازیعملکردها نالگوها و 

حال  یتوانناد بارانشان می دهند و می  DEAتر و انعطاف پذیرتری نسب  به  یعملکرد قو زین یمرز

. مزی  ای  اسا  کاه نیاازی باه حال یاک مادل درنیقرار گاسنفاده  بزرگنر موردمقیار  مشکلات در

 .ریاضی برای هر تصمیم گیرنده نیس 

انجام شاده را بهباود  بینی د پیشها می توان ، هموارسازی دادهلابیانگر ای  اس  که او اتننایج تحقیق

رای همگرایی سریع و توانایی میزان کم خطا، دا ه بهوجا تفازی ب -یبمدل شبکه ی عص، ببخشد و ثانیا

 .اس  بمناس کاراییی ی اس  و برای پیش بینلایاب بقریت

 یهازمانی قیم  سهام شرک  ها و شاخص  یهاسری ار رفن ند،ه ادادنشان  اتننایج تحقیقیافنه ها و 

تصادفی دارای پیچیدگی هاای زیاادی اسا  و ر غید اما ای  فراین س ینتصادفی  بازار سهامدر  موجود

ز باه اش بینی اسنفاده می شود، در طراحی مدل شابکه عصابی نیاپی یبراعصبی ای از شبکه ه یوقن

 .های میانی منناسب می باشیم نورونا و یه هلاداد با تع اسبمنناسنفاده از 



  

 -معیار های ارزیابی شبکه عصبی می توان چنی  ننیجه گرف  که شبکه عصبی توانایی پایش ربراسا

د دیگاری بار تواناایی شابکه یاتایر و ای  اما داردروند کارایی شرک  های بورر اوراق بهادار را بینی 

 می باشد.عصبی در پیش بینی های حوزه مالی 

شاد، در ایا  ده داص یتشاخب  ، مناسایار خطاای پاایعی مییبهای ترکل مد رای مقایسهبکه  ازآنجا

 .رآورد شدب MSE  عبا اسنفاده از تاو بی بصعهای  هبکا اسنفاده از شب لخطای هر مد پژوهش

بورر اوراق بهادار سابد شارک  هاای پیش بینی و  عملکارد ارزیاابی بار حاضارعه صلی مطالتمرکز ا

اس . برای ارزیابی عملکرد شرک  های بررسی شاده از رتباه  1397تا  1388سال های در باازه زمانی 

ملکرد نقد شوندگی، ریسک، ضریب بنا و بازده سالانه شرک  ها اسنفاده شد. برای پیش بینی ارزیابی ع

  و شبکه هاای NARX) 1برونزادورودی های گشنی غیرخطی با رخودب شرک  ها از شبکه های عصبی

 اسنفاده شد.  ANFIS) فازی سازگار -عصبی سیسنم اسننناج عصبی

 پاردازش شیپردازش و پردازش. بخاش پایش پ اس : قس شامل دو  قیتحقدر ای   یشنهادیپ مدل

در  اس  که یکننده ا ینیببخش پردازش همان پیش . اس  یژگیواننخاب  و داده ها قرار دادنشامل 

 اس . یفازعصبی  یهوشمند شبکه هاروش  نجایا

  یقاوانتوانناد  مای یشانهادیپدر الگورینم قادر به آموزش هسنند  یفاز یعصب یاز آنجا که شبکه ها

که باا  یاس  به طورار بالایی برخورد یریشبکه از انعطاف پذ  یبه طور خودکار بدس  آورند. ارا  یفاز

و  هاا تعاداد ورودی شیاافازدارد. باا  را میتعما  یشبکه قابل  ی، اها و خروجی ها ورودی تعداد رییتغ

 د.یاب نمایی افزایش می به صورتآن  ی، تعداد پارامنرها یتعداد توابع عضو شیافزا

 شوهپیشینه پژ -2-17

باا اسانفاده از شابکه هاای  رز کااراییماشده، تخمی   شنهادیپمطالعات از رخی اخیرا در بکه  کردیرو

 کاارتوابع تولیاد، تواناایی  برآورددر  لادق  با مانندیلی لاوعی اس . شبکه های عصبی به دعصبی مصن

را باه  یخاصا تولید توجاه عملکردشکل  مورددر کوچک  یفر  ها شیپو  یخط ریغدر محیط های 

 [.29]خود جلب کرده اند 

 به ارزیابی کارایی پرداخنه اند DEA-ANNا اسنفاده از روش ترکیبی در ای  پژوهش به مطالعاتی که ب

 اشاره می شود.

                                                
Nanlinear autoregressive with exogenous inputs (NARX)
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 پیشینه داخلي -2-17-1

 شایپوشتحلیال  و هیروش تجزارزیابی کارایی سیسنم بانکی با اسنفاده از  صانععلیزاده  1387در سال 

یوسافی ، 1384ل کرد. در سا یابی، را ارزقرار گرف بررسی  مورد بانک صادرات ایران که توسطداده ها 

 یابیاشعب بانک مسک  را بارآورد و ارز یفن یی، کارااسنفاده از تحلیل پوششی داده ها با حاجی آبادی

 کرد.

تحلیال  با اسنفاده از شبکه های عصابی ومحاسبه و اسنان مازندران  درشعبه بانک تجارت  85کارایی 

 یریاگ میتصام یندهایکنندگان فرآ  یتأماننخاب و ارزیابی  [.13شده اس  ] سهیمقاپوششی داده ها 

جدیاد از شابکه عصابی و  یبیترکنیاز دارند. کشف  یمنفاوت یها دگاهیبه دتصادفی مهمی هسنند که 

 .بودعات ناقص از معیارهای ارزیابی لااط هدف ارزیابی تامی  کنندگان تح  ،تحلیل پوششی داده ها

های عصابی و تحلیال پوششای  رکیبی شبکهت با اسنفاده از مدل، مهرگان و همکاران  1385در سال )

، خود قاتیقرار داد. آنها در تحق لیو تحل هیرا مورد تجزکشور   های نف یشگاهلاکارایی فنی پا، داده ها

و  هیاتجز وی بصاعهاای  بکهی شیبترک لا اسنفاده از مدبنف  کشور را  یها شگاهیپالا یفن یبهره ور

 بارا یشگاه لار پاکارایی ه. آنها قرار دادند لیو تحل هیجزمورد ت  (DEA-Neuro ها پوششی داده لیلحت

  نازی ، نفابشش خروجی از و انر ی مصرفی و  لداد پرسنعخوراک، تکردند:  یریاندازه گورودی ه س

  ییاعرای تبا 1ل شاعاعیاسنفاده نمودناد. ماد محصولاتکوره و سایر   ایع، نفد، گاز میسف  گاز، نف

کاارایی  تشاخیصه باقاادر  DEA شاد کاه مشااهدهو  قرار گرفا نفاده اس موردها  یشگاهلاکارایی پا

هاا و  داد ورودیعات از کمناررناده یم گیمداد واحادهای تصاعا، چراکه تنیس دیگر کها از ی یشگاهلاپا

شاده  اسانفاده مخنلفهای  DMU انونعه ب لفمخن یها ، سالکلای  مش حلرای ب. اس ها  خروجی

 3 یهاا باه داده توجها به ک اس .واحد  9شده ه ر گرفنهای در نو یشگاهلاداد پاعکه ت یطوربه  ، اس

ای ها لاهاا در سا یشاگاهلاه کارایی پاباسحا مبشد که  مشاهدهاما  ،دبیا واحد افزایش می 27 به ،ساله

ری یتوپولو ی و الگاورینم یاادگاز ار اس ای  ربهنوز ادامه دارد.  DEA هیاول یها مدلکل مشلف، مخن

ری یادگیی در یاباالا قادرتی بصاعهاای  بکهنشان داد که شا مطالعه. ننایج ای  اسنفاده شد منفاوت

 اییتوانا اصلیهای ل در مواردی که مد DEA ابآن  ادغامی و بصعهای  بکهالگوی کارایی دارند و از ش

ی و ضاهاای ریا ا روشب   در مقایسهچنی، همکردحدها را ندارند اسنفاده ص وایذیری و تشخیک پکتف

                                                
Radial models



  

 می دهند.ه ئتری ارا لبوق بلی ننایج قابصعهای  بکه، شترکیبی کارایی لیلتح

 یهاا ی دادهپوششا لیالحرد تکاا رویبا هاا را ناکباب عرد شلکمع یقیتحقدر م پدرا  1389در سال )

ب درجاه یاک عکارایی ش یابیارز یبرا DEAاز روش ق یقح. در ای  ت اس کرده سهیمقافازی  -یبصع

 -شیپاقادرت  شیوضوح و افازارای افزایش ب ، ی. همچن ده اسش ادهاسنف انک تجارت از منور سودب

 مطالعاه. ننایج ای   شده اس اسنفادهی و فازی عقط  در دو حال DEA و ANN یبیترک لاز مد، ینیب

ل های ماد پذیری الگورینم طافعو ان اسنحکام لیدله بو فازی  مشخص یها ANN همی دهد کنشان 

  بایکاه   شاده اسا ان داده  نشچنی. همدارند DEA ننایج روش برآوردرای ب ییبالا یلپنانس ،سازی

آماده از   دسا هب نمراتوجود ندارد، اما  یدار یتفاوت معنی فازی بصع لیلحت و یعصب لیتحلننایج 

DEA  دارد یدار یتفاوت معنرد دیگر کا سه رویبمنفاوت  ی اهم یله دلبفازی. 

ی از روش شابکه عصابی و تحلیال پوششای داده هاا ارزیابی کارایی شعب بانک اقنصاد نوی  با ترکیب 

و ارزیاابی عملکارد   باه 1392)اجلی و صفری . انجام گرفنه اس   1392) محرابیان و همکارانتوسط 

با اسنفاده از مدل ترکیبی شابکه هاای عصابی پایش بینای کنناده و کارایی شرک  های گاز اسنانی 

 پرداخنند. تحلیل پوششی داده ها 

ه بانک بیک  لفب مخنعی شبای در ارزیایی کارایی نس هالعدر مط  1391)ی عو شفی میلاندری، غکاس

بررسی عملکرد شابکه هاای عصابی  .ی پرداخنندبصعهای  بکهو ش DEA ی ازبیترک لطراحی یک مد

 مصنوعی در پیش بینی کارایی سرمایه فکری شرک  های پذیرفنه شده در بورر اوراق بهاادار تهاران

   انجام گرفنه اس . 1392همکاران )توسط فاضل یزدی و 

طراحی مدل ارزیابی عملکرد و پیش بینی عملکرد بانک ها حاضر در بورر با شبکه عصبی مصانوعی و 

   صورت پذیرف .1398توسط محبی و همکاران ) 96تا  92در بازه سال  DEA تکنیک

ای از داده هاای  ننایج نشان می دهد که قدرت پیش بینی شبکه عصبی آموزش دیده تحا  مجموعاه

زیار مجموعاه ای از داده در شابکه آماوزش دیاده یک  عملکرداز پیش بینی قوی تر "کارآمد"آموزش 

 .  اس  "آمدناکار"های 
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انادازه گیاری  یپاارامنر ریغبا اسنفاده از روش  را یدیواحد تول کی ییابندا کارا 1957در سال  1فارل

 یبارا یلایتحلمادل  کیتوسعه دادند و  شنریبارانش دیدگاه فارل را و همک چارنز مانندمحققانی  کرد.

خادمات ماالی، تجزیاه و  های جدیاد و رقابا  در باازار یفناوربه  ارائه کردند. با توجهداده ها  پوشش

ران قارار گرفناه اسا . بار ایا  مادیاز  یاریبسمورد توجه  امروزه و شرک  ها بانک ها عملکردتحلیل 

 .اس  انجام شدهارزیابی کارایی بانک ها  یبرا یادیزات تحقیق راًی، اخاسار

یک مطالعه تجربای باا اسانفاده از تحلیال پوششای داده هاا در  اینانیشعبه بانک بر کی ینسب ییکارآ

جاامع ارزیاابی  سانمیسطراحای یاک . قارار گرفا بررسی مورد  1994 در 2دراک و هاکروف توسط 

شارم  و توساط داده ها  نفاده از مدل تحلیل پوششیتح  پوشش با اس صنع  33برای  یعملکرد فن

 یابیاارزدر ای  زمینه را  شعبه یک بانک در کانادا 35 ،1987در سال  4پارکان. 1995در سال  3ندینولا

 .کرد

بهاره  و برای ارزیابی و تحلیل کارایی بانک ها در تحقیقات فاوق از تحلیال پوششای داده هاا اسانفاده

نااتوانی  عدم وضوح و عادماسنفاده از تحلیل پوششی داده ها  یاصلت لاکیکی از مش. شده اس گرفنه 

ی بی  تحلیل پوششی داده ها و باه  هااس . به دلیل ش یبرای واحد های تصمیم گیر در پیش بینی

 -کاه در بخاش یمصانوع یعصاب یبرتر شبکه هاهای   یقابلشبکه های عصبی مصنوعی و همچنی  

برای  یمناسبکه شبکه های عصبی مصنوعی جایگزی   ثاب  شده اس  راًی، اخمی شودذکر  یبعد یها

مشاهده شاده  ،اس  انجام شده نهیزمدر ای   یادیز قاتیهسنند. تحق دیکارآمد در تولبرآورد مرزهای 

 ریاغت غیر پاارامنری و لامشکاز  یاریبس برای تقریب یخوبکه شبکه های عصبی مصنوعی ابزار  اس 

ماورد  1991  در ساال 6تااول شاولیک، مونی وو  1995 در سال 5ناگ جی  وکه توسط  هسنند یخط

 . قرار گرف بررسی 

                                                
Farell

Drake and Hakruft

Sherman and Landina

Parkan

Jean & Nag

Shavlik , Moni and Towel



  

 قرار گرفا تحلیل و  هیمورد تجزداده های سری زمانی اسنفاده از لندن با  منروکارایی  1997در سال 

تصحیح شاده و تحلیال پوششای  1که ننایج شبکه عصبی با حداقل مربعات معمولی گرفنه شد و ننیجه

شاد و  اسنفادهه توابع هزین برآوردهای عصبی برای  شبکه، از 2222. در سال مشابه اس ها بسیار  داده

اسانفاده  یخطاریغتاابع تولیاد  کیی برای شبیه سازی از یک شبکه عصب 2نیز ساننی  4222در سال 

هاای  مرز ضخیم شبکه نمای 2227کرد و ننایج آن را با تحلیل پوششی داده ها مقایسه کرد. ساننی ، 

در  یشاهراداره  72 عملکاردتحلیل پوششی داده ها مقایسه کرد. ارزیابی  آن را باو  کرده ئعصبی را ارا

شابکه هاای تحلیال پوششای داده هاا و اساسایاز مادل با اسنفاده 2225در  3توسط دلگادواسپانیا 

 ، یاعلاوه بر اس . کرده ابه عنوان ابزاری برای اندازه گیری کارایی مطرح را  شبکه های عصبی، عصبی

گرفا  و  قارار یابیاماورد ارز 1996در ساال  4کورام آتناسوپولور وتوسط در کانادا  شعبه بانک 225

 و یاز شابکه عصاب یبایترک. تحلیل پوششی داده ها مقایسه شد اصلیننایج شبکه های عصبی با مدل 

 در 5سلیبی و بیرکنارسط توعات ناقص لاامی  کنندگان تح  اطتحلیل پوششی داده ها برای ارزیابی ت

و  هیاباا اسانفاده از روش تجزبانک بازرگ در کشاور کاناادا  142ارزیابی عملکرد . شد شنهادیپ 2227

  .]32[انجام شده اس   یبیترکتحلیل پوششی داده ها و شبکه های عصبی 

باا  کارد. یابیاارزهاای مشاابه  روشبا اسانفاده از را عملکرد بانک های عربی  2227مصطفی در سال 

از برخی پوشش  یبراجدید  نمیالگور کی، تحلیل پوششی داده ها و شبکه عصبی زا یبیترکاسنفاده از 

 [.25اس  ]شده  شنهادیپداده ها  ضعف مدل تحلیل پوششینقاط 

 افن یانشان داد که شبکه های عصبی باه بهباود مادل در  در بررسی های خود 6وان  2223در سال 

تجزیاه و مجموعه داده کمک می کند. ایاده ترکیاب شابکه عصابی و کل در  موجودداده های پنهان 

   1996)توساط آتناساوپولور و کوراماا  ابناداتحلیل پوششی داده ها برای طبقه بندی یا پیش بینی 

کاه برشامردند تحلیل پوششی داده ها را به عنوان یاک روش پایش پاردازش تجزیه و شد. آنها  مطرح

نشاان صانع   یبهداشن یهامراقب   یبرا های یادگیری را در مطالعه پیش بینی تعداد کارکنان وهیش

ی یاادگیری ها، روش شبکه های عصبی به عنوان ابزاری باراپس از اننخاب نمونه ،در ای  تحقیق داد.

                                                
Ordinary Least Squares (COLS)

Santin

Delgado

Athanassopoulos and Curram

Celebi and Bayraktar

Wang



 یاضر در بورس اوراق بهادار با استفاده از شبکه عصبح یعملکرد شرکت ها یابیارز

 

 

 

 و پيشينه پژوهش یروش شناس

شبکه هاای عصابی   1997) 1کاسنا و مارکلو به گفنهد. داده می شو خطی آموزشمدل پیش بینی غیر

تحلیال  و هیاتجزبرناماه ، و بر ایا  اساار شده اندروش حداقل مربعات معمولی مقایسه اسنفاده از با 

یافناه هاای  اصلاح شاده اسا .شبکه های مخفی لندن  عملکردتحلیل و  هیتجزبرای  پوششی داده ها

 در ییکاارامثبا   ریتاأث لیدلهای عصبی به  در شبکهآنها نشان می دهد که واحدهای تصمیم گیری 

بارآورد   2222) 2کاساننز، و تارل نقاط منراکم بهنر عمل می کنناد. فلسای ، برابردر  مقیار منغیر،

ت لاد کاه مشاککردند. آنها همچنی  چناد مادل را نشاان دادنا آزمایشهزینه با شبکه های عصبی را 

از تحلیل پوششای   2223) 3راجر می کند. پندهارکر و حلهمگرایی را در یادگیری شبکه های عصبی 

 باًیتقرآموزش نمونه از  یا رمجموعهیزداده ها به عنوان یک رویکرد برای غربالگری داده ها برای ایجاد 

 اس .بینی  شیپت لامشکاز برای برخی  یدیکلویژگی   یاکه  یکنواخ  اسنفاده کردند

  با یک رویکرد از شبکه عصابی باه ارزیاابی کاارایی مجموعاه داده هاای 2215امروزنژاد و همکاران )

مقیار بزرگ با داده های منفی پرداخنند. یکپارچاه ساازی تحلیال پوششای داده معکاور و شابکه 

  باه 2218)   بررسی شد. پنادهارکار2217عصبی برای حفظ مقادیر کارایی توسط صانعی و همکاران )

ن از مادل بررسی مدل های تحلیل پوششی داده ها بارای طبقاه بنادی احنماالی پرداخا ، کاه در آ

   و شبکه عصبی احنمالی اسنفاده می کند. DEAترکیبی 

مصانوعی و  زیادی بای  مادل هاای شابکه عصابی ی، شباه  هایرپارامنریغ الگویدو  تح  عنوان

 :به عنوان مثال ، ]23[ تحلیل پوششی داده ها وجود دارد

شاکل  در ماورد یفرضاتحلیل پوششی داده ها و نه شابکه هاای عصابی مصانوعی هایچ  و هیتجز نه

 .دارند، نورودی را به خروجی پیوند می دهد که یعملکرد

 باه حاداکثر برسااند.اس  که کارایی صانعنی را  یوزن  ییتعتحلیل پوششی داده ها به دنبال  و هیتجز

را از  بهاره  یشانریب یآموزشا یداده هاا قیااز طرشبکه های عصبی به دنبال وزن هایی هسنند کاه 

 .ببرندمشاهدات 

                                                
Costa and Markellos

Flsyg , Kastnz and Terrell

Pendharkar and Rodger



  



 

 

 

 
 

 

 

 

 

 : 3 فصل

 تجزیه و تحلیل داده ها

 



  

ه قارار لعامطا ماورد ،در فصال دوم قیاتحقشده در ای   طراحی یها مدل اسنفاده و مورد یکردهایرو

هاای  بکهها و شا پوششی داده لیلحتو  هیتجزا بشده  ی طراحییبهای ترکل مد، لدر ای  فص . گرف

 لاو لدر فصا مطرح شده قیسوالات تحق هبو  شوند یم لیلحو ت هیو تجز یساز ادهیپی عنوی مصبصع

 شود.  پاسخ داده می

 مقدمه -3-1

 مقیاار کاارایی، DEA یهاا مادلاسانفاده از باا و  یشبکه عصب یها الهام از روشدر ای  تحقیق با 

 یداراکاه  منوارو شبکه های عصابی از ایا   DEA های مدل ، ادغامیشده اس . به طور کلمحاسبه 

 اس :زیر  شرحایده ای  تحقیق به  ، مهم اس .اس  ینسب یداده ها یفرد براتوانایی منحصر به 

 .  محاسبه می کنیم DEA دررا مقیار کارایی واحدهای تصمیم گیرنده   -1

ارزیاابی مجادد مای شاوند و  ،واحدهای طبقه بندی شده آماوزش، با اسنفاده از شبکه های عصبی -2

   .مقیار کارایی بر اسار آن مشخص می شود

  DEAصابی وارایه می شود و در بخش سوم الگورینم شبکه هاای ع DEA در بخش دوم مدل هایی از

 .پیشنهاد می شود

 های ترکیبي  مد  مقایسهبرای  مناسبمعیارهای  -3-2

ارهاایی عیی، میباترک یها مدلارهای مقایسه عی، میقبلات لعمطا مرورو  یموضوعات بیاسنفاده از ادبا 

کاارایی  یابیاارز مطالعاهایا  از   شاد. هادف عییشناسایی و ت لزان خطای مدیو م لمدمانند وضوح 

 .باود DEA و ANN یبیترک یهاک ینکا اسنفاده از تدر بورر اوراق بهادار ب شده رفنهیپذشرک  های 

 ککیاو قادرت تف باوده  یپاای وضوح یدارا DEA نفاده ازا اسب عملکردی بننایج ارزیا نکهیاه با توجه ب

 وضاوحی یباترک لارهاای مقایساه مادعیی از مکی  ی، بنابرامهم اس  اریعملکرد بسی بپذیری در ارزیا

از  گارید یکای،  یبناابراکناد.  یم اف یرا درهنری ب بهینه پاسخ کمنر ا خطایب  مدلی چنی، هم سا

 .اس  لخطای مد ،همقایس یارهایمع



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 داده ها ليو تحل هیتجز

منظور ارزیابي کارایي  مناسب به تعیین ورودی ها و خروجي های -3-3

 شرکت های بورس اوراق بهادار

ا در ارزیاایی کاارایی شاخص ه ماه کدکاننخاب شد. سپس در مورد اینشاخص کمی  9در ای  پژوهش 

 ق شد. یقحهسنند، ت خروجی مورودی و کدا

نساب   -4ریساک  -3باازده  -2قیم  پایانی روزاناه هار ساهم  -1داده هایی که ما دراخنیار داریم : 

 -8حجام معااملات  -7تعاداد دفعاات معاملاه  -6ارزش معامعلات  -p/e  5) قیم  به درآمد هر سهم

 ب بناضری-9رتبه نقدشونگی 

کنایم و داده هاای خروجای را  با توجه به مطالعات انجام شده در تلاشیم که داده های ورودی را کمنر

 مبنی بر تکراری نبودن داده هاا تحقیقات قبلیو  بورسیان رگبه نور خبا توجه بافزایش دهیم بنابرای  

 :اشدب ه شرح زیر میب ی  ورودی ها و خروجی هاماه

 ، ریسک، ضریب بنا نقدشونگیداده های ورودی: رتبه 

 داده های خروجی: بازده

 مطالعه موردی -3-4

الای  1388شرک  حاضر در بورر اوراق بهادار ایران از سال های  279در ای  بخش با در نور گرفن  

و با ورودی های رتبه نقدشوندگی، ریسک و ضریب بنا و خروجی باازده و باا توجاه باه سااخنار  1397

 -محاسابه مایشارک   279بارای تماام مقیار کارایی را  DEAسنفاده از مدل بورر اوراق بهادار و ا

، یسا امکان پاذیر ندر اینجا شرک   279ه تمام ورودی ها و خروجی های ئامکان ارااز آنجا که . کنیم

 1388برای ساال با داده های ورودی  به ترتیب حروف الفبا بورر یشرک  ابندای 22در زیر داده های 

 .  نمایش داده شده اس    1-3) در جدولکه  دهمشخص ش 1389و 

 

 

 



  

 شرک  اول بورر اوراق بهادار 22داده های ورودی  ( 1-3) جدول

 

 1389داده های مربوط به سال  1388داده های مربوط به سال 

شرک   22

 اول

رتبه نقد 

 شوندگی
 ضریب بنا ریسک

شرک   22

 اول

رتبه نقد 

 شوندگی
 ضریب بنا ریسک

1 235 5/65 2/52 1 227 3/24 2/61 

2 46 1/62 2/42 2 99 1/88 2/42 

3 49 2/28 2/38 3 44 1/49 1/28 

4 215 1/52 -2/59 4 221 2/59 -2/92 

5 149 3/14 1/29 5 222 1/44 2/62 

6 144 2/47 1/93 6 92 1/97 1/13 

7 117 2/47 2/23 7 167 1/74 2/28 

8 8 2/21 -2/29 8 18 1/65 2/69 

9 98 1/42 -2/28 9 27 2/42 2/14 

12 17 2/12 2/52 12 26 2/45 2/17 

11 162 2/43 -2/29 11 164 2/24 2/23 

12 224 5/54 2/24 12 248 7/62 -1/25 

13 262 59/26 -22/22 13 153 4/23 1/21 

14 223 1/72 -2/44 14 241 2/62 -2/19 

15 133 3/25 2/97 15 137 2/97 2/48 

16 59 2/66 2/34 16 122 1/94 1/24 

17 33 8/86 3/12 17 23 2/76 2/67 

18 185 3/25 -2/21 18 236 2/89 -2/38 

19 258 4/25 -2/27 19 274 3/21 -2/12 

22 198 8.4 -2/72 22 225 1/29 2/41 
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 داده ها ليو تحل هیتجز

و  1388نیز فقط بارای ساال هاای شرک  بورر  279شرک  اول از  22داده های خروجی مربوط به 

 .داده شده اس  نمایش   2-3جدول )در  1389

 شرک  اول بورر اوراق بهادار 22داده های خروجی  ( 2-3) جدول

 1389بازده سال  1388بازده سال  شرک  اول 22

1 -2/42 2/46 

2 2/42 2/28 

3 2/18 2/16 

4 2/22 2/24 

5 2/63 2/24 

6 2/18 2/33 

7 2/74 2/21 

8 2/14 2/29 

9 -2/25 2/64 

12 2/21 -2/22 

11 2/45 2/32 

12 -2/62 1/28 

13 7/48 2/68 

14 -2/45 -2/22 

15 2/23 2/25 

16 2/35 2/21 

17 2/88 2/13 

18 -2/16 -2/38 

19 -2/82 -2/53 

22 -1/31 2/22 

 



  

شارک   279برای تمامی  1397تا  1392برای سال های  و خروجی به همی  صورت داده های ورودی

 بوده و در محاسبات اسنفاده شده اس .موجود 

ر با اارزیابي عملكرد شرکت های حاضر در  بورس اوراق  بهاد -3-6

  ها هاستفاده از تحلیل پوششي داد

و  ریسک، ضریب بنا و رتبه نقاد شاوندگی ورودی سهشرک  حاضر در بورر اوراق بهادار با  279ابندا 

  بارای 3-3که نناایج حاصال از آن در جادول )ارزیابی شده اند  DEAبا اسنفاده از  بازده خروجی یک

شرک  اول باورر  22 برای 1397تا  1393  برای سال های 4-3و جدول ) 1392تا  1388سال های 

  باه پایش بینای کاارایی 4-3  و )3-3نشان داده شده اس . سپس با اسانفاده از داده هاای جادول )

 شرک  های بورسی در شبکه عصبی پرداخنه ایم.

ک  بورسی امکاان پاذیر نباود، داده هاا محاسابه شاده شر 279با توجه به اینکه نمایش داده ها برای 

 نشان داده ایم.  4-3  و )3-3جدول )در ، شرک  اول 22را فقط برای  DEAکارایی به روش 
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 داده ها ليو تحل هیتجز

 1392تا سال  1388از سال  DEA محاسبه کارایی با اسنفاده از ( 3-3) جدول

 

 DEA از کارایی حاصل 

 1392سال  1391ل سا 1392سال  1389سال  1388سال  شرک  اول 22

1 1 2/692967 2/258212 2/523996 2/433373 

2 2/641256 2/788255 2/375298 2/642139 2/58263 

3 2/54429 2/727921 2/186922 2/514647 2/644545 

4 2/446945 2/63239 2/263111 2/526632 2/294296 

5 2/252794 2/717714 2/328247 2/919584 2/529134 

6 2/415618 2/794964 2/22746 2/687557 2/372491 

7 2/453457 2/592128 2/218321 2/548657 2/244216 

8 2/753826 2/832177 2/612223 2/846266 2/441215 

9 2/581411 1 2/172549 2/389832 2/399112 

12 2/63566 2/591638 2/1666 2/372827 2/512896 

11 2/772837 2/739234 2/223771 2/639535 2/396716 

12 2/754833 2/682389 2/224492 2/712691 2/663829 

13 2/785744 2/834328 2/213798 2/885647 2/413569 

14 2/663928 2/659987 2/328223 2/492189 2/47623 

15 2/273186 2/722238 2/355741 2/638326 2/522518 

16 2/362178 2/583546 2/153621 2/365274 2/579236 

17 2/338689 2/723516 2/542257 2/82977 2/724684 

18 2/384621 2/544861 2/227151 2/752297 1 

19 2/379799 2/678765 1 2/541881 2/429521 

22 2/25155 2/681116 2/294388 1 1 

 

 

 

 



  

 1397تا سال  1393از سال  DEA محاسبه کارایی با اسنفاده از ( 4-3) جدول

 

 DEA از کارایی حاصل 

 1397سال  1396سال  1395سال  1394سال  1393سال  شرک  اول 22

1 2/356642 2/728875 2/722246 2/623521 2/466312 

2 2/564674 1 2/71214 2/772837 2/53196 

3 2/373193 2/72275 2/427299 2/862114 1 

4 2/342253 2/632223 2/37234 2/2598 2/527288 

5 2/248229 2/527514 2/58121 2/682466 2/445163 

6 2/388136 2/754613 2/522122 2/191234 2/533741 

7 2/479566 2/621375 2/426547 2/262986 2/528728 

8 1 1 2/662241 2/785222 2/637267 

9 2/559273 2/922919 2/371845 2/47199 2/671512 

12 2/384397 2/919918 2/29444 2/344919 2/436349 

11 2/319883 2/687869 2/55424 2/393248 2/481224 

12 2/363814 2/626655 2/625568 2/613926 2/414739 

13 2/422141 2/528231 2/42266 2/32975 2/623257 

14 2/36712 2/621263 2/513457 2/377473 2/524436 

15 2/322197 2/636217 2/429232 2/311813 2/5693 

16 2/181294 2/488986 2/381718 2/461222 2/319667 

17 2/399127 2/888439 2/388788 2/338292 2/83143 

18 2/619329 2/451419 2/422182 2/451294 2/369423 

19 2/224538 2/54464 2/578639 2/25155 2/457992 

22 2/271814 2/641134 2/845698 2/818621 2/455654 



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 داده ها ليو تحل هیتجز

 شارک  موجاود 279بارای تماامی  1397تا  1392به همی  صورت داده های ورودی برای سال های 

  باه ارزیاابی 4-3  و )3-3حال با اسنفاده از داده های جدول ) بوده و در محاسبات اسنفاده شده اس .

 عملکرد شرک  های حاضر در بورر اوراق بهادار با اسنفاده از شبکه عصبی می پردازیم.

ر با اارزیابي عملكرد شرکت های حاضر در  بورس اوراق  بهاد -3-5

  شبكه عصبياستفاده از 

از  مطالعه، ماا تصامیم گارفنیمدر ای   DEA لمدپیش بینی کارایی در ناتوانی در  و تکلامش به دلیل

تجزیاه و ه بارخطی اسنفاده و یع غبط و توابینی و تقریب رواب شیا در پی و توانایی آنهبصعای ه بکهش

ورینم ا الگاباهاایی ل ی مادبصاعهاای  بکهشاای ه لمدطبقه بندی از  ،ندابپردازیم. ابکارایی  لیلحت

ی بصاعهاای  بکهشاه بانوان آموزش ع هب DEA لکه کارایی مد به طوریا ناظر اننخاب شد، بآموزش 

و شبکه الگوی عملکارد واحادها را مای آماوزد ، لوبق بلای قاا خطبهای منوالی رکراداده شد. پس از ت

کاه   دی اسادعاه، بکخروجای شا .دمی کن ایجادها  ها و خروجی   ورودیبیرخطی یغ  یک نگاش

 -ه مایئاارایی ارانوان کع هب  ،آورده اس  ه دسبآموزش  طوله منطقی که در با توجه بی بصع هبکش

، رای ارزیاایی اننخااب شادندبا عصبیهای  هبکش لفمخن های لمد عصبیهای  هبکش بخشدر  .دده

ب لافزار من مه کمک نربی یبترک ل هایدا اسنفاده از مشرک  بورر اوراق بهادار ب 279ارزیایی کارایی 

 ه شد.باسحم

های  ا و شبكهه ي دادهد  ترکیبي تحلیل پوششرین مت انتخاب مناسبت -3-5-1

 کارایيو ارزیابي  پیش بیني منظور عصبي به

ی، یباترک یهاا مادلارهای مقایسه عی، میقبلات العمط مروروع و ضمو مبانی نوریاز کمک گرفن  ا ب

ه که ای  با توجه ب  شد. عییو ت مشخصو قدرت پیش بینی  لخطای مد ،لدم مانند وضوحارهایی عیم

از شابکه عصابی ، لاذا ه را ناداردقدرت پیش بینی برای آیناد DEA نفاده ازا اسبننایج ارزیایی کارایی 

 -برای پیش بینی کارایی اسنفاده شد. برای مبحث پیش بینی از شبکه های عصبی بازگشنی باا پایش



  

 نی اسنفاده شده اس  که دو نوع آن که عملکرد بهنری دارد اننخاب شده اند.بینی سری های زما

 اتبعا  مریانگیاع خطای جاذر مبا اسنفاده از تاب لب در هر مدلافزار من متوسط نر لزان خطای مدیم

(MSE  ا مقادار با لنی شده توساط مادیب شیان مقدار پیتفاوت م  قیکه در حق  اس  محاسبه شده

 اس . مصنوعی یبصعای ه بکهه شبشده ی آموزش داده عواق

 های شبكه های عصبي بازگشتي به نام مد پیش بیني کارایي توسط  -3-5-1-1

 برونزادورودی های  خودبرگشتي غیرخطي با

 برونازادورودی هاای شابکه هاای عصابی بازگشانی باا  موساوم باههای خودبرگشنی غیرخطی  مدل

(NARXتوان میرا شدن گرادیاان خطاا را  و میمدت دارند  های دراز   حساسی  کمنری به وابسنگی

هاای زماانی باا  بینای ساری بارای پایش NARXاز شابکه  تحقیق،در آنها به تاخیر انداخ . در ای  

هاای بازگشانی  مدت اسنفاده شده اس . مقایسه ننایج ای  شبکه با ننایج شبکه طولانیهای  وابسنگی

 .کند را تایید می شدنش ترو فراگیر NARX ساده، مانند الم ، توانایی یادگیری

نحاوه ایجااد  ،فصل توضیح داده شده اس . در ای  دومشبکه عصبی و روابط آن به طور جامع در فصل 

 .داد میرا مورد بحث قرار خواهعملکرد آن  نحوهشبکه عصبی و  کی

ماا از خروجای روش  اسا .خروجی  -های ورودی جف تهیه  قدم  ی، اولشبکه عصبی کیایجاد  یبرا

DEA ،پیش بینی برای ایجاد شبکه عصبی اسنفاده می کنیم تا بنوانیم مدل خوبی از  ،کارآمد اس  که

در صاورت آماوزش  ها حلراه بدس  آوریم. در واقع اسنفاده از شبکه عصبی با توجه به سرع  ارائه را 

 .باشددقیق می تواند بسیار موثر 

سااله از  12ی شود. ما دراینجا داده های ورودی و خروجی های ما کارایی می باشد که به شبکه داده م

 شارک  279و تمام  سال 12را داریم که کارایی برای هر  1397تا  1388شرک  بورسی از سال  279

سال اول به عنوان ورودی و ساال آخار باه عناوان  9محاسبه شد و با اننخاب داده ها  DEAبه وسیله 

که و آماوزش آن ، اعنبار و آزمایش به ایجاد شابو با اخنصاص ای  زوج ها به داده های آموزشخروجی 

 NARXمی پردازیم. ایجاد شبکه یعنی اینکه از چه نوع شبکه ای اسنفاده شود، که ما از شبکه عصابی 

خروجای هاا و  اسنفاده می کنیم و همچنی  تعیی  داده های مورد نیاز ای  شابکه مانناد ورودی هاا،

فصال دوم و برای آموزش شبکه هم از توابع آموزشی که در  تعداد لایه ها و غیره که باید مشخص شود.



 یر با استفاده از شبکه عصبحاضر در بورس اوراق بهادا یعملکرد شرکت ها یابیارز

 

 

 

 داده ها ليو تحل هیتجز

   نشان داده شده اس  اسنفاده می کنیم.18-2شکل )

با سایر شبکه های عصابی در ورودی هاسا . در ایا  ناوع از  NARXفرق مهم در شبکه های عصبی 

 شبکه های عصبی هم ورودی ها تاخیری و هم خروجی ها تاخیری اس .

باید مرتب شوند. داده های ورودی به ای  صورت  NARXدر شبکه عصبی  روجیداده های ورودی و خ

را به گونه ای مرتب می کنیم کاه شابکه بارای یاک شارک   1396تا  1388که کارایی سال ها  اس 

 -شرک  تکارار مای 279سال را کنار یکدیگر قرار دهد و ای  روند برای تمامی  9داده های ای   بنواند

می باشد به گونه ای طبق برنامه نویسای در نارم  1397جی هم که مربوط به سال شود. داده های خرو

 افزار منلب مرتب می شوند که شبکه عصبی داده مربوط به همان شرک  را شناسایی کند. 

خروجای  -نهاینا بعد از اینکه شکل شبکه اننخاب گش ، روناد تربیا  آغااز شاده و زوج هاای ورودی

 ورت روند تا رسیدن به هدف نهایی تکرار می شود.می شوند. در ای  ص اننخاب

باا  1398برای سال  ،مطالعههدف نهایی در ای  شده در بورر  رفنهیپذ یها شرک  ییکارا ینیب شیپ

 .اس خطا  زانیمکمنری  

  یانرسد ا یخاصبه محدوده  که آموزش یزمانتا که  تکراری اس  به طوری روشیشبکه عصبی دارای 

تواناد تعاداد  که می اس یکی از شرایط خاتمه شبکه عصبی  تحققو آن  اس  دهیسنر انیمراحل به پا

باه تعداد شکس  های داده های اعنبار و یا گرادیاان نزولای باشاد.  تکرار، رسیدن به خطای مورد نور،

آن  موجابکاه باه  شاود یمواجه م ییبا شرط نهاکاربر ، چنی  خطای قابل قبولی  ییتعبا ، طور کلی

 .دیآمی  به دس  شبکه آموزش

 آماوزش در، روش خروجای -ورودی جفا آورده شده اس . برای هار فوق در زیر  از موارد یاخلاصه 

 زیر خلاصه می شود: مراحل

 ورودی را داخل شبکه اننشار دهید.   -1

 خروجی حاصل از شبکه را با خروجی مطلوب مقایسه کنید. -2

ورتی که خطای مزبور از خطای قابل قباول کاوچکنر خطای خروجی دریافنی را برآورد نموده، در ص -3

 شوید. 5مرحله باشد وارد 

 شوید. 5مرحله خطا را برای اصلاح شبکه به کار بگیرید و سپس وارد  -4

 پایان آموزش. -5

 خطای زوج های ورودی و خروجی را ثب  نمایید. حداکثر -6



  

کادیگر یخروجای باا  -ورودی جف هر ه چگونکه  اف یدرمی توان ، شبکه آموزشاز ای  نوع  ،سرانجام

ماورد تحلیال  مشاکل یمطمئ  برا یپاسخمی تواند  حاصلهو در نهای  شبکه  ،کند یمارتباط برقرار 

 باشد.

اسنفاده کرده ایم و با تغییر درصد داده هاای آماوزش، اعنباار و برای آموزش شبکه   trainlmما از تابع

تغییار تعاداد لایاه هاا  ساپس بااو  ،شده اس اص داده اخنص هر کدامبه  یبه طور تصادفآزمایش که 

 هرچاه  کاه سا ا  یاا ننیجه گرفا  توانمی  قاطعبه طور  آنچه .اننخاب شدعملکرد سیسنم  بهنری 

از روش  ،دقا  یریاندازه گبرای  اس . شنریب زیندق  مدل ایجاد شده ، بیشنر باشد یآموزشداده های 

 یبه طاور کلا شود و از فرمول زیر محاسبه میبا اسنفاده که اسنفاده می کنیم  1میانگی  مربعات خطا

 خطا اس . به حداقل رساندنهدف ، در شبکه عصبی

(3-1)                                                                                                               
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N  عداد کل داده هات. 

y  مقدار اولیه. 


y  مقدار ایجاد شده از طریق شبکه عصبی. 

  انادازه گیاری  و بدس  آوردن خروجی از طریق شبکه عصابی میازان خطاا را آموزش از پس ،بنابرای 

و  یآماوزش ، اعنباار سانج داده هاا یجداگاناه باراهمچنی  میزان خطا و پراکندگی را  ما .کنیم می

عملکرد شبکه عصبی بحث می کنیم. ما شبکه های عصبی زیادی را درباره کنیم و  می میترس شیآزما

که بهنری  عملکرد را داشنه اند در ای  فصال ارائاه  و شبکه های عصبی یمه اآموزش دادکار   یا یبرا

 .شده اس 

 

 

                                                
Mean Square Error 



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 داده ها ليو تحل هیتجز

 تصاص هفتاد درصد داده ها به آموزشبا یک شبكه دو لایه و اخ پیش بیني کارایي

 یبه اعنبارسنج کسانیرا به طور  گرید %32داده ها را به آموزش اخنصاص دادیم و از  %72ما  نجایادر 

 ، کاه ایا لایاه پنهاان نورون 12با یک شبکه دو لایه  ، با اسنفاده ازمیداده ها اخنصاص داد شیو آزما

مورد که         دن به ننیجه مطلوب که همان میزان خطای تعداد را از طریق آموزش های مکرر و رسی

رون های لایاه آخار همیشاه برابار باا ویم. توجه شود که تعداد نه ادبدس  آورکارایی را  ،می باشد نور

و برای لایه دوم تابع تحریک خطای  tansigمسئله می باشد. تابع تحریک برای لایه اول  تعداد خروجی

     قابل مشاهده اس .2-3  و )1-3شبکه بدس  آمد که در شکل های ) زیر برای . که ننایجاس 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 درصد داده ها به آموزش 72شبکه عصبی دو لایه با اخنصاص  ( 1-3) شکل



  

بناابرای   .شود عامال توقاف برناماه مای باشادکامل   1-3شکل ) 1پیش رفن هر عاملی که در بخش 

و نماودار عملکارد  اس  هاقف شبکه، تعداد تکرار  مشخص شده عامل تو1-3همان طور که در شکل )

 .می دهدکاهش را   نشان داده شده اس  که میزان خطا 2-3شبکه هم در شکل )

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 درصد داده ها به آموزش 72عملکرد شبکه عصبی دو لایه با اخنصاص  ( 2-3) شکل

کاه  آماوزشبارای داده هاای   210عملکرد شبکه تاا  دیده می شود  2-3) تصویرکه در  گونه همان

بارای کاهش یافنه که ای  یعنی شبکه به میزان خوبی توانسنه مادلی  مهمنری  داده برای ما می باشد،

 -آزمایش نیز به صورت شاکلموزش، اعنبار و نمودار های مربوط به داده های آارائه کند.  پیش بینی را

پراکندگی داده ها مشخص  وه در هر کدام میزان خطا ک می باشد  6-3  و )5-3 ، )4-3 ، )3-3)های 

 .هسنندکه در صفحات بعد قابل مشاهده  اندشده 

 

                                                
Progress 



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 داده ها ليو تحل هیتجز

 

 

 

 

 

 

 

 

 

 
 

 تمام داده ها نمودار رگرسیون و خطای مربوط به  ( 3-3) شکل

 

 

 

 

 

 

 

 

 

 

 

 

 مربوط به داده های آموزش رگرسیون و خطای های نمودار ( 4-3) شکل



  

 

 

 

 

 

 

 

 

 

 

 

  اعنباربه داده های مربوط رگرسیون و خطای های نمودار ( 5-3) شکل

 

 

 

 

 

 

 

 

 

 

 

  آزمایشمربوط به داده های رگرسیون و خطای های نمودار ( 6-3) شکل



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 داده ها ليو تحل هیتجز

همانطور که از شکل های فوق مشهود اس ، داده های اننخاب شده برای آموزش، اعنباار و آزماایش از 

باا پراکندگی خوبی برخوردار هسنند و خطا نیز به میزان قابل توجه ای کااهش یافناه اسا . بناابرای  

پایش بینای  که تواناییتوجه به نمودارهای رسم شده شبکه موفق به آموزش شده و مدلی بدس  آمده 

   آورده شده اس . 5-3شرک  اول بورسی در جدول ) 22کارایی شرک  های بورسی را دارد که برای 

 NAREشبکه عصبی  محاسبه کارایی با اسنفاده از ( 5-3) جدول

 NARX کارایی حاصل از  DEA از کارایی حاصل 

 1398سال  1397سال  1396سال  1395سال  شرک  اول 22

1 2/722246 2/623521 2/466312 4414/2 

2 2/71214 2/772837 2/53196 6281/2 

3 2/427299 2/862114 1 6478/2 

4 2/37234 2/2598 2/527288 4842/2 

5 2/58121 2/682466 2/445163 5381/2 

6 2/522122 2/191234 2/533741 5165/2 

7 2/426547 2/262986 2/528728 4896/2 

8 2/662241 2/785222 2/637267 5852/2 

9 2/371845 2/47199 2/671512 7178/2 

12 2/29444 2/344919 2/436349 5439/2 

11 2/55424 2/393248 2/481224 4874/2 

12 2/625568 2/613926 2/414739 6225/2 

13 2/42266 2/32975 2/623257 6332/2 

14 2/513457 2/377473 2/524436 5298/2 

15 2/429232 2/311813 2/5693 4875/2 

16 2/381718 2/461222 2/319667 5146/2 

17 2/388788 2/338292 2/83143 5617/2 

18 2/422182 2/451294 2/369423 7924/2 

19 2/578639 2/25155 2/457992 5151/2 

22 2/845698 2/818621 2/455654 6233/2 



  

اگر نیاز ای  بود که ننیجه بهنری بگیریم و خطا بیشنر کاهش یابد یا باید تعاداد داده هاای آماوزش را 

 تغییار دهایم. لایاه هاا را رون هایوکنیم، یا اینکه تعداد لایه ها را کم و زیاد کنیم، و یا تعداد ن بیشنر

اما نکنه مهم تر زمان رسایدن باه جاواب  نکنه مهم ای  اس  شبکه بالاخره به ننیجه مطلوب می رسد

   اس  که در ای  حال  زمان کمنری صرف شده اس .

کاه  NARX  قدرت پیش بینی کاارایی شابکه عصابی 5-3با توجه به ننایج مشاهده شده در جدول )

 -حاصل تعداد زیادی آموزش دیدن شبکه بود در حد اننوار نبود و در ادامه به ارزیابی کاارایی شارک 

فاازی ساازگار -ورسی با اسنفاده از مدل های تطبیق پذیر شبکه عصبی، سیسنم اسننناج عصبیهای ب

 های فازی می باشد می پردازیم.  که مرکب از الگورینم

فازی یا سیستم استنتاج  -شبكه های عصبيپیش بیني کارایي توسط  -3-5-1-2

 فازی سازگار -عصبي

مدل ساازی باا سیسانم  مااس . دراینجا فازی در فصل دوم ارائه شده  -شبکه های عصبی شرح کامل

فاازی در ساه  -عصابی بینی با اسنفاده از مادل شابکه پیش. را ارائه می دهیمفازی  -اسننناج عصبی

 -بیراحی مدل شابکه عصاطمدل. در  پیاده سازی -3ها و  داده تهیه -2راحی ط -1. مرحله انجام شد

و  و حاداقل مربعااتاننشاار از ی ترکیبای پاس گورینم یادگیربا ال هیچند لا هیتغذ شبکه کیاز فازی، 

ورودی مدل سایگموئید و  و تابع پنهان هلایدو تعداد . سیسنم اسننناج فازی سوگنو اسنفاده شده اس 

 در مرحلاه. مای شاوداسنفاده  برای غیرفازی کردن میانگی  منحرکاز تابع اس . یطتابع خروجی خ

 می شوند. اولیه ها، پردازش  ها، ابندا داده سازی داده آماده

. مورد اسنفاده قارار گیرنادس پسنرمال و باید ها  ها، داده همچنی  برای اجرای الگو و وارد کردن داده

بکه ، شاپنهاانای یه هالاای ه رونوها و تعداد ن یهلاتغییر مداوم تعداد  بامدل،  پیاده سازی ر مرحلهد

نم و تعاداد آنهاا، سیسا  یعضومخنلف توابع  رییبا تغ  یهمچنو  پیاده سازی می شود بعصبی مناس

 .شود یم یساز ادهیپ بمناس یفاز

 ساخنار شبکه طراحی شده به صورت زیر می باشد:

   312 :1تعداد نورون ها

                                                
Number of nodes 



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 داده ها ليو تحل هیتجز

   152: 1تعداد پارمنرهای خطی

   272: 2تعداد پارمنرهای غیرخطی

 422: 3تعداد کل پارمنرها

 237: 4تعداد زوج های آموزشی

 2: 5تعداد زوج های چک

 15: 6قوانی  فاز

همچنی  برای اینکه عملکرد بهنری داشنه باشیم سایز گام ها را افزایش یا کاهش می دهیم، ایا  کاار 

ساخنار طراحی شده برای . از افنادن در مینمم های محلی جلوگیری و سرع  همگرایی را افزایش یابد

  7-3در شاکل )فازی سازگار -پیش بینی کارایی شرک  های بورسی به وسیله سیسنم اسننناج عصبی

 نشان داده شده اس .

 

 

 

 

 

 

 

 

 

 

 

 فازی سازگار-ساخنار شبکه عصبی سیسنم اسننناج عصبی ( 7-3) شکل

                                                
Number of linear parameters 

Number of nonlinear parameters 

Total number of parameters 

Number of training data pairs 

Number of checking data pairs 

Number of fuzzy rules 



  

 هاا در شاکل  ه  و نمودار های مربوط به خطا بارای کال داد8-3) نمودار مربوط به رگرسیون در شکل

برای داده های آزمایش در   و نمودار خطا 12-3نمودار خطا برای داده های آموزش در شکل )،   3-9)

 فازی سازگار می باشد، نشان داد شده اس . -  که خروجی سیسنم اسننناج عصبی11-3شکل )

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 تمام داده ها نمودار رگرسیون  ( 8-3) شکل

 

 

 



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 داده ها ليو تحل هیتجز

 

 

 

 

 

 

 

 

 

 

 

 

 

 داده هانمودار خطای مربوط به تمام  ( 9-3) شکل

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 شی آموزداده هانمودار خطای مربوط به  ( 11-3) شکل



  

 

 

 

 

 

 

 

 

 

 

 

 

 

 ی آزمایشداده هانمودار خطای مربوط به  ( 11-3) شکل

 

کاه  کاهش یافنهبرای داده ها   410  نشان داده شده عملکرد شبکه تا 12-3همان طور که در شکل )

 ارائه کند.  برای پیش بینی راای  یعنی شبکه به میزان خوبی توانسنه مدلی 

موزش و آزمایش از پراکندگی خاوبی برخاوردار هسانند و خطاا نیاز باه داده های اننخاب شده برای آ

باا شابکه  ،خروجی یو نمودارهابا توجه به داده های میزان قابل توجه ای کاهش یافنه اس . بنابرای  

شاده در  رفناهیپذپیش بینی کارایی شرک  های   یقابلکه و مدلی بدس  آمده  دهیدآموزش   یموفق

  آورده شده اس . سنون مربوط به ساال 6-3شرک  اول بورسی در جدول ) 22 که برایرا دارد. بورر 

باشاد.  مایفاازی ساازگار  -سیسانم اساننناج عصابیپیش بینی کارایی توسط شبکه عصابی  1398

  نشان داده شده اس  که در 6-3در جدول ) NARXهمچنی  پیش بینی کارایی توسط شبکه عصبی 

   آورده ایم.7-3) پرداخنه و ننایج آن را در جدول نهای  به مقایسه ای  دو شبکه عصبی

 

 
 



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 داده ها ليتحل و هیتجز

 فازی سازگار -شبکه عصبی سیسنم اسننناج عصبی محاسبه کارایی با اسنفاده از ( 6-3) جدول

 

 

 

 
 

 DEA از کارایی حاصل 
 کارایی حاصل از 

 NARXشبکه عصبی  

 کارایی حاصل از 

 Anfisشبکه عصبی 

شرک   22

 اول
 1398ال س 1398سال  1397سال  1396سال  1395سال 

1 2/722246 2/623521 2/466312     4414/2 466151/2 

2 2/71214 2/772837 2/53196     6281/2 531998/2 

3 2/427299 2/862114 1     6478/2 999929/2 

4 2/37234 2/2598 2/527288     4842/2 527629/2 

5 2/58121 2/682466 2/445163     5381/2 445159/2 

6 2/522122 2/191234 2/533741     5165/2 533935/2 

7 2/426547 2/262986 2/528728     4896/2 528367/2 

8 2/662241 2/785222 2/637267     5852/2 637299/2 

9 2/371845 2/47199 2/671512     7178/2 671513/2 

12 2/29444 2/344919 2/436349     5439/2 436342/2 

11 2/55424 2/393248 2/481224     4874/2 481313/2 

12 2/625568 2/613926 2/414739     6225/2 246672/2 

13 2/42266 2/32975 2/623257     6332/2 623127/2 

14 2/513457 2/377473 2/524436     5298/2 524991/2 

15 2/429232 2/311813 2/5693     4875/2 569433/2 

16 2/381718 2/461222 2/319667     5146/2 319645/2 

17 2/388788 2/338292 2/83143     5617/2 831517/2 

18 2/422182 2/451294 2/369423     7924/2 369486/2 

19 2/578639 2/25155 2/457992     5151/2 458269/2 

22 2/845698 2/818621 2/455654     6233/2 455792/2 



  

 که های عصبی مقایسه عملکرد انواع شب ( 7-3) جدول

 

 

 

 

 

 -ها پایش امی گامفازی برای تم -ص اس ، مدل اسننناج عصبیمشخ  7-3جدول ) در که ورط همان

بینی بیشنری نساب   بهنر و قدرت پیش  فازی ننایج -کند. شبکه عصبی را ارائه میتری  ببینی مناس

 دهد.  ها از خود نشان می به سایر مدل

 در نهای  با توجه به مطالب ارائه شده در ای  فصل می توان ننیجه گرف :

   جازای می شود و چون ایا  ا اجراکه با اجزای ساده  یجز عملکردشبکه عصبی چیزی نیس

 به یک سیسنم کارآمد تبدیل می شوند. ،شوندمی  مکان اسنفادهبه تعداد زیاد در یک  ساده

 نجام باا آماوزش هاای مکارر باه شبکه عصبی با تغییر داده های آموزش و تعداد لایه ها سارا

، به داده های داده های بیشنرکه با اخنصاص  اس رسد فقط نکنه مهم صرف زمان  میننیجه 

 .ق  مسئله بیشنر خواهد شدزمان کمنر و د ،آموزش

خطای داده های  نوع شبکه عصبی

 آموزش

خطای داده های 

 آزمایش
 خطای کل شبکه

 NARX 21/2 234/2 215/2شبکه عصبی 

 Anfis 427e-26/3 289/2 213/2شبکه عصبی 



 

 

 

 

 

 

 

 : 0 فصل

نتایج و پیشنهادات



  

 و نتیجه گیری بحث -4-1

ورودی های گشتي غیرخطي با رخودب نتایج حاصل از شبكه های عصبي -4-1-1

 ( NARX) برونزاد

 در ، زیارا اسا در زمان سپری شده  تنهابرای شبکه عصبی آموزشی  ینیتمرتعداد نقاط  رتأثی

 ی، عملکردهاایکایتحر ی، عملکردهااهاا نورونتعداد  شبکه عصبی با تغییرات زیاد در  ینها

ارائاه  و یک مدل شودمی  پاسخ دادهمکرر با توجه به عملکرد مورد نور ما  ناتیو تمر یآموزش

باا داده هاای بیشانر  شابکه رابنابرای  توصیه مای شاود  ، مهم اس اریبساما زمان  می کند،

 .دیده شیافزا راو دق  شبکه  کردهزمان کمنری صرف  تا دیدهآموزش 

 شاده در فصال  میترسا یو نمودارهااجاداول  ،با توجه به مقایسه هارا  یتوان شبکه عصب یم

بدسا  را خطای کمای مدل سازی و  ،خوبتقریب با و  گرف به عنوان یک تابع در نور  ،قبل

آورد. همچنی  مشاهده شد که با آموزش شابکه باا جمعیا  کمنار و ساپس دادن جمعیا  

، شابکه توانسا  نقااط بهناری را باا هامداده هاا  تمام یورجمع آبکه و جدید به شمطلوب 

 دهد.پیشنهاد 

  ماا از نقاطی که  یبرخو همچنی  محاسبه مقادیر  مشکلاتبا توجه به اهمی  زمان برای حل

 یابیدسان یبراشبکه توانس  نقاط خوبی را بدس  آورد، اما آموزش شبکه  ،میریگ یدر نور م

 برد.  یم یادیززمان به عملکرد مطلوب 

  زمانی باشند یها یسربینی  پیش یمطمئ  برا یابزارتوانند  عصبی می یهاشبکه. 

 بدسا  آماد.  یساازدر آمااده  مورد اسنفاده یها شبکه با داده شیبا آزماشبکه عصبی  اعنبار

 .کردآن را اثبات  ییکارآ ای  شبکه شیآزماو  هیتهتصاویر مربوط به 

  شبکه نشان دهناده قادرت شابکه آزمونموزش و مجموعه مجموعه آ  یبضریب همبسنگی- 

 .نداش  یسازشبیه  یبرا ای  مدل قدرت بالاییبینی اس .  عصبی در پیش یها
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 شنهاداتيو پ جینتا

تاوان باا  ی، مدهد که نشان می ،ننایج تحقیق و ارزیابی مدلبر اسار  یزمان یها یسر ینیب شیدر پ

داد و از آن قارار را ماد نوار که عصابی شاب یریتأخ، اسنفاده از روش یآموزش یخطا  ییتوجه به تع

 یاها داده نناایج از اساننباطعصبی با توانایی قابل توجه خاود در  یها شبکه، در نهای  اسنفاده کرد.

 انساان یآنها برا صیمخنلف که تشخ یها شیگرااسنخراج الگوها و شناسایی  یبراتوانند  پیچیده می

 .رندیر گقرااسنفاده ، مورد بسیار دشوار اس  انهیو را

 ( ANFISفازی سازگار ) -نتایج شبكه های عصبي سیستم استنتاج عصبي -4-1-2

 

   عصبی می های را به خواص شبکه یریرپذیتفس، سادگی و یفازوه بر اسننناج لاع سبکای- 

از  عنریسار یفااز سانمیس یپارامنرهاا یریانعطاف پاذ لیبه دل یفاز -. سیسنم عصبیدیافزا

باه  یریتأخاما نسب  به شبکه عصبی  ،تر اس  قیدقنی  و همچ کندمی   یتمرشبکه عصبی 

 .دارد ازین یشنریزمان پردازش ب

می توان به شارح زیار  ها راسیسنم  رینسب  به سا یفاز -اساسی سیسنم اسننناج عصبی یایمزا ریسا

 :خلاصه کرد

 یخطاهااو  دارد یکمت لااشکا اس  کهشفاف  یاسننباط فازیک سیسنم  یدارا سنمیس  یا 

یاک  یایامزانشان می دهاد. ایا  سیسانم  عصبی یها نسب  به شبکهدر محاسبات  یرکمن

 -می کاهشرا نیز  منخصص کینیاز به  که، در حالی کندرا حفظ می  یفاز یتخصصسیسنم 

پیچیاده در  یهاا داده و تحلیل هیو تجز یساز ت مدللا، مشکیفازاسنفاده از منطق  بادهد. 

انسانی به ای  سیسنم وجود دارد و  تجربه یفیکابعاد  زودنافیابد. امکان  می کاهشای  روش 

 را یریادگیا  یا، قابلیفاازسیسنم اسننناج  یایمزابا حفظ  یفاز -در نهای ، سیسنم عصبی

 .دارد

 سازی قابال  فازی می توانند به عنوان ابزارهای مدل -های عصبی تاخیر زمانی و عصبی شبکه

 .رندیفاده قرار گعملکرد مورد اسنبینی  پیش یبرااعنماد 

 



  

 جمع بندی و پیشنهادات -4-2

 ریباا تااخعصابی  یها شبکه یساز مدل ، بادر ای  مطالعه ینیب شیمدل ها از نور دق  در پ  یبهنر

،  بینای آیناده در پایش)خطاهاا  رییاتغ یچگاونگو در نور گرفن   یفاز -عصبی یهازمانی و شبکه 

 .معرفی شدند

باشاد  یمحققاانکه می تواند راهنمای  خواهد شناخ دی را دیدگاه های جدی ، محقققیتحقدر پایان 

کااربردی بارای  ییمبنااحاضر می تواند  ، مطالعهبر ای  اسار .مشابه را دارند قاتیانجام تحقکه قصد 

   .باشد شرک  ها عملکرد و پیش بینی در ارزیابی قاتیتحقسایر 

از جملاه موضاوعی و  ،شاود یما جامع فر  طورر تحقیقی به ه اگرچه ، یمحدود یبرخ لیاما به دل

. ایا  کنادرا بررسای و جنباه هاای مخنلاف آن بپاردازد موضوع  یجنبه هابه همه  تواند ی، نمزمانی

 خواهد شد. ارائهآینده  قاتیتحقبرای  ریز شنهاداتیپ، بنابرای  نیس تحقیق از ای  قاعده مسنثنی 

 اسانخراج  را یزماانتااخیر  یپارامنرهاامقادیر بهینه  که یگرید یها شود روشپیشنهاد می  -1

ساایر  یسااز و باا مادل شاده ینیب شیپو با اسنفاده از آنها  یساز و مدل شی، آزماکنند می

 .شودمقایسه  کیکلاس یها روش

 :    پیشنهاد می شود مدل نوری تحقیق حاضر با در نوار گارفن  منغیار هاای بیشانری مانناد -2

لات ارزش معاام -p/e  3) درآمد هر سهمنسب  قیم  به  -2قیم  پایانی روزانه هر سهم  -1

 کااراییو رابطاه هار یاک از آنهاا باا  بررسی گردد حجم معاملات -5تعداد دفعات معامله  -4

 .گردد صمشخ

ی و خاارجی لاداخ شرک  هاایهای کمی  فی و سایر شاخصیهای ک گرفن  شاخصر در نو -3

تار  ناانیاطم بلژوهش را قاتواند ننایج پ می گیرد کهمورد ارزیایی قرار  ،رای سنجش کاراییب

 .نماید

پیشنهاد می شود نقش هر یک از المان های ورودی و خروجای در ایا  تحقیاق در رابطاه باا  -4

 .مورد ارزیابی قرار گیرد کارایی شرک  ها

و  بازده ساهام، وریجه  بهره بورر اوراق بهادار شرک  هایموانع و چالش های پیش روی  -5

 .ولوی  بندی شوندآنها بررسی، شناسایی و ا کارایی

به عناوان یاک  بورر اوراق بهادار شرک  های بر کارایی شناسایی و اولوی  بندی عوامل موثر -6

 .نهاد اقنصادی مهم صورت گیرد



 یحاضر در بورس اوراق بهادار با استفاده از شبکه عصب یعملکرد شرکت ها یابیارز

 

 

 

 شنهاداتيو پ جینتا

ک و الگاورینم یاون الگاورینم  ننچااری دیگار همکنبهای فرا ال ررسی ارزیایی کارایی یا مدب -7

 ه های عصبیشبک لا مدبننایج ه ی و مقایس  ننیک چند هدفه و....

 کااراییانجام ای  تحقیق در نهادها، سازمان ها و ارگان های دیگر جه  ارزیابی و پیش بینی  -8

 .آنها

 حدودیت های پژوهشم -4-3

عات دقیاق تار و لااط که هرچه. بدیهی اس  اس  قیدر تحقمورد اسنفاده ، اطلاعات سار هر تحقیقا

 از برخای  .باودخواهاد  معنبرتارو  تار کامالتری در اخنیار محقاق قارار گیارد، نناایج تحقیاق  کامل

 :اس  ریزمحدودی  های تحقیق به شرح 

 

شرک  ها باه دلایال  در موردعات لااط همهیکی از محدودی  های تحقیق عدم امکان داشن   -1

 .آنها اس  مسائل مالی مخنلف از جمله محرمانه بودن

تاری از  بررسای جاامع که امکاان دارددر ارائه و بازخورد ننایج تحقیق  یزمان محدودمحقق  -2

 .اس  نکردهمدل تحقیق را فراهم 

بنابرای  یه داده های ورودی و خروجی می باشد. تهبرای آموزش شبکه عصبی نکنه مهم دیگر  -3

هاای بهیناه ساازی  هاای آماوزش )ورودی و خروجای  بایاد از یکای از روش ه زوجبرای تهی

هاای  د، ولی باا اسانفاده از روشاسنفاده شود، که ای  مسئله باعث اتلاف وق  زیادی می شو

بهینه سازی تکاملی هم صرفه جویی در زمان داریم و هم اینکاه در ایجااد زوج هاای آماوزش 

 هیچ محدودینی نداریم.
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 منابع

 منابع فارسي
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Abstract: 

 

Today, due to high competition in global markets and technological innovation, the 

issue of measuring the Performance of organizations has become a global issue. One of 

the most common methods of measuring performance is data envelopment analysis. But 

it has problems such as sensitivity to the border of performance and lack of predictive 

power, which one of the ways to solve these problems is to combine it with an artificial 

neural network. 

Border neural networks have more robust and flexible performance than data 

envelopment analysis and it can also be used to solve larger scale problems  
The purpose of this study is to evaluate the performance of companies listed on the 

stock exchange using a neural network. In this research, for the given time series, after 

preparing the data, the optimal values of the phase space parameters, including time 

delay, are obtained.  

Then, by creating an input matrix of time series data and a suitable structure for the 

forecasting network, modeling and forecasting time series should be done. In this 

regard, two proposed models based on nonlinear methods for predicting time series are 

presented. The first model of nonlinear autoregressive neural network is compatible 

with exogenous inputs and the second model of neural networks is adaptive neuro-fuzzy 

inference system. In order to have a criterion for comparison, we used the mean squared 

error. Finally, reviewing and evaluating the results shows the appropriate structure of 

the models used and the use of fuzzy space in increasing the accuracy of modeling and 

predicting time series is effective and at the same time, the performance of the neural-

fuzzy network model is significantly better than the time delay neural model. The 

results indicate that time latency and neural-fuzzy neural networks can be used as 
reliable modeling tools to predict performance. 
 

 

 
Keywords: Performance, Data envelopment analysis, Artificial neural network, Stock 

Exchange, Nonlinear autoregressive with exogenous inputs (NARX) 
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