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Preface

The last ten years have witnessed an explosion of interest in the idea that
quantum phenomena might have a vital role to play in the development
of future information technology. In communications, the development
of quantum cryptography has emerged as a possible long-term solution
to the problem of information security. At the same time, the demand
for improved computational ability and the move towards ever smaller
components has resulted in a race to make the world’s first quantum
computer. These were linked, dramatically, by Shor’s demonstration
that a quantum computer could challenge the security of established
and currently favoured methods of secure communication, and this has
added to the excitement.

This book is an introduction to the field of quantum information. It
is aimed at readers who are new to the field and also at those who wish
to make sense of the already bewildering and extensive literature. I have
aimed to cover, in an introductory manner, what seem to me to be all
of the most fundamental ideas in the field. The emphasis, throughout,
is on theoretical aspects of the subject, not because these are the most
important, but because it is only by understanding these that the true
significance of practical developments can be appreciated.

I have included a large number of exercises at the end of each chap-
ter. I would certainly not expect readers to attempt all of these, but
my aim was to provide problems on every aspect of the text, so that
there are examples to attempt on whatever catches the reader’s imagi-
nation. A very selective bibliography is given at the end of each chapter,
which includes relevant books, review articles, and a few papers. This
is obviously in no sense an exhaustive list and I have not attempted to
represent the already vast literature on the subject. The suggestions
for further reading include only the texts that I have found especially
useful in writing the book or that provide further material, and are in-
tended only as a starting point in exploring the wider literature. This
means that I have not, for the most part, cited the original papers in
which important developments were made, although these are readily
available through the suggestions for further reading. This transition is
inevitable, of course, as the field becomes better established (who cites
Principia in mechanics lectures?). I hope that authors who find their
work described but not cited in this way will accept the implied and
intended compliment.

I would like to record my gratitude to Alison Yao, who not only pro-
duced the figures for this book but also carefully proofread the entire
text and made many helpful suggestions. Naturally, the responsibility
for any remaining errors or residual lack of clarity is mine alone. This
book builds upon knowledge obtained by working with and listening to a
great many very talented people. It would be futile to attempt to list all
of them here, but I would like to thank explicitly the former students:
Thomas Brougham, Tony Chefles, Sarah Croke, Kieran Hunter, Nor-
bert Lütkenhaus, and Lee Phillips, from whom I learnt so much about
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quantum information. Especial thanks must also go to Simon Phoenix,
with whom, more than twenty years ago, I first started to think about
applying quantum theory to optical communications. (Those were the
days!) Chapter 2 is based on the first chapter of Methods in Theoretical
Quantum Optics, Oxford University Press, Oxford (1997). I would like
to thank OUP for their kind permission for this, and my colleague and
co-author on Methods, Paul Radmore, for enthusiastically encouraging
me to do this. I must thank also, for their patience and continued en-
couragment, Sönke Adlung and his colleagues at OUP. I hope that the
resulting text justifies the wait.

Glasgow November 2008
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Probability and information 1
1.1 Introduction

The science of information theory begins with the observation that there

1.1 Introduction 1

1.2 Conditional probabilities 2

1.3 Entropy and information 7

1.4 Communications theory 17

Suggestions for further reading 26

Exercises 27

is a fundamental link between probabilities and information. As early as
the mid eighteenth century, Bayes recognized that probabilities depend
on what we know; if we acquire additional information then this modifies
the probability. For example, the probability that it is raining when I
leave for work in the morning is about 0.2, but if I look out of the window
ten minutes before leaving and see that it is raining then this additional
information adjusts the probability to in excess of 0.9.

Information is a function of probabilities: it is the entropy associated
with the probability distribution. This conclusion grew out of investiga-
tions into the physical nature of entropy by Boltzmann and his followers.
The full power of entropy as the quantity of information was revealed
by Shannon in his mathematical theory of communication. This work
laid the foundations for the development of information and communi-
cations theory by proving two powerful theorems which limit our ability
to communicate information.

The link between probability and information has far wider appli-
cation than just communications. Indeed, we can expect the ideas of
information theory to be applicable to any statistical or probabilistic
problem. Quantum mechanics is a probabilistic theory and so it was
inevitable that a quantum information theory would be developed. In
quantum theory, probabilities are secondary quantities calculated by
taking the squared modulus of probability amplitudes and this gives
rise to interference effects. Consider, for example, the famous two-slit
experiment depicted in Fig. 1.1. A single particle launched at the slits
can arrive at a point P on the screen by passing either through slit 1 or
through slit 2. In classical statistical mechanics this leads to a probabil-
ity

P = P1 + P2, (1.1)

where P1 and P2 are, respectively, the probabilities that the particle
passed through slit 1 or slit 2 and went on to arrive at the point P. In
quantum theory, however, we associate a complex probability amplitude
with each of the slits, ψ1 and ψ2, and write

Particle

 Source

Mask Screen

P

P
1

P
2

Particle

 Source

Mask Screen

P

P

(b)

(a)

Fig. 1.1 The two-slit experiment and
the (a) classical and (b) quantum prob-
abilities for the position at which a sin-
gle particle is detected on the screen.

P = |ψ1 + ψ2|2
= |ψ1|2 + |ψ2|2 + ψ1ψ

∗
2 + ψ∗

1ψ2

= P1 + P2 + 2
√

P1P2 cos[arg(ψ1ψ
∗
2)], (1.2)



2 Probability and information

where P1 = |ψ1|2 and P2 = |ψ2|2. Clearly, this quantity can be greaterWhich-way information Equation
1.2 assumes that it is not possible to de-
termine through which slit the particle
has passed. Monitoring the slit through
which the particle passes gives back the
classical result in eqn 1.1.

or less than its classical counterpart (eqn 1.1) depending on the phase
of the complex quantity ψ1ψ

∗
2 , and this phase depends on the distances

between P and both of the slits. This is the signature of quantum in-
terference. The role of probability amplitudes makes quantum theory
very different from classical statistical mechanics. The fundamental link
between probability and information then leads one to expect that quan-
tum information will behave in a fundamentally different way from its
classical counterpart, and this does indeed turn out to be the case.

Quantum information combines the fields of information science and
quantum theory. For this reason we begin by treating first information
theory and then, in Chapter 2, elements of quantum theory. The remain-
der of the book is devoted to the application of quantum phenomena to
communications and information-processing tasks. Quantum informa-
tion theory is a new and rapidly developing discipline and it is too soon
to attempt a complete presentation of it. For this reason I have included
what seem to me to be the most fundamental and important elements
of the field. My aim is to be complete and self-contained but to avoid,
as far as possible, lengthy and formal mathematical proofs.

1.2 Conditional probabilities

Consider an event, such as a measurement or the result of a game of
chance, which can have a number of possible outcomes. We label this
event A and denote the set of outcomes as {ai}. The probability that ai

occurs (A = ai) is P (ai), which is necessarily greater than or equal to
zero and less than or equal to one. If the set {ai} contains all possible
outcomes then the probabilities sum to unity:∑

i

P (ai) = 1. (1.3)

For a single event, this set of probabilities provides a complete statisti-
cal description. If we introduce a second event B, with outcomes {bj},
then the probabilities P (ai) and P (bj) do not tell us all we need to
know. A more complete description is provided by the joint probabili-
ties {P (ai, bj)}. The comma in P (ai, bj) denotes and, so that we read
P (ai, bj) as ‘the probability that A = ai and that B = bj ’. If A and B
are independent, uncorrelated events then P (ai, bj) = P (ai)P (bj), but
more generally P (ai, bj) can be greater or less than P (ai)P (bj). We can
construct the single-event probabilities from the joint probabilities by
summing over all the outcomes for the other event so that

P (ai) =
∑

j

P (ai, bj),

P (bj) =
∑

i

P (ai, bj). (1.4)

These express the simple and natural conclusion that the probability
that A = ai is equal to the probability that A = ai and that B takes
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one of its allowed values.
If we know the value of A, what does this tell us about the possible

values of B? It is clear that the information gained by learning the
value of A can change the probabilities for each of the values of B,
but we would like to be able to quantify this change and to derive the
values of the new probabilities. Let us suppose that we discover that
A = a0; the quantities of interest are then the conditional probabilities
{P (bj |a0)}. The vertical line in P (bj |a0) denotes given that, so that we
read P (bj |a0) as ‘the probability that B = bj given that A = a0’. The
conditional probability P (bj |a0) relates to occurrences for which B = bj

and A = a0 and it is clear, therefore, that it should be proportional to
the joint probability P (ai, bj):

P (bj |a0) = K(a0)P (a0, bj). (1.5)

We can find the constant of proportionality, K(a0), by summing this
equation over the set of outcomes {bj}. The sum over j of P (bj |a0) must
be unity as these are a complete set of probabilities for the outcome B.
The sum over j of the P (a0, bj) is, by eqn 1.4, simply P (a0) and it follows
that K(a0) = [P (a0)]−1. Hence we can relate the conditional and joint
probabilities by the equation

P (a0, bj) = P (bj |a0)P (a0). (1.6)

There is nothing special about the outcome a0, so in general we can
write

P (ai, bj) = P (bj |ai)P (ai). (1.7)

We have not introduced or relied on any concept of cause and effect,
and so we could equally well have asked for the conditional probabil-
ity P (ai|bj), that is, the probability that A = ai given that B = bj .
Repeating the preceding analysis for P (ai|bj) then tells us that

P (ai, bj) = P (ai|bj)P (bj). (1.8)

It is sometimes helpful to arrange the probabilities in the form of a
diagram: a probability tree. An example is given in Fig. 1.2. The left-

P(a )i

P(b |a )j i

A

B

1/2

1/6

1/3

1/2

1/4

1/4

1/3

1/3

1/3

1/3

2/3

0

b3

b1

b2a1

a2

a3

b3

b1

b2

b3

b1

b2

Fig. 1.2 A probability tree for the two
events A and B. Note that the dashed
line corresponds to a conditional proba-
bility that is zero. It is normal practice
to omit such zero-weighted lines.

most set of lines correspond to the set of possible values of A and the
remaining lines to the values of B. The weights of the lines are prob-
abilities associated with events and are read from left to right. Hence
the probabilities for the three values of A are P (a1) = 1

2 , P (a2) = 1
3 ,

and P (a3) = 1
6 . Continuing to the right, the probability for taking a

second path is given by its weight so that, for example, the paths emerg-
ing from the node a1 are associated with the conditional probabilities
P (b1|a1) = 1

4 , P (b2|a1) = 1
4 , and P (b3|a1) = 1

2 . The probability of
traversing any given path through the diagram, associated with a given
set of outcomes, can be calculated by multiplying the probabilities la-
belling the paths. This means, for example, that P (a1, b1) = 1

2 × 1
4 = 1

8 ,
P (a1, b2) = 1

2 × 1
4 = 1

8 , and P (a1, b3) = 1
2 × 1

2 = 1
4 . We are not required

to place events A before the events B, and we can replace the probability
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tree in Fig. 1.2 by an equivalent one in which the paths are weighted by
the probabilities P (bj) and then P (ai|bj).

Bayes’ theorem combines eqns 1.7 and 1.8 to obtain a relation between
the two sets of conditional probabilities:

P (ai|bj) =
P (bj |ai)P (ai)

P (bj)
. (1.9)

The utility of this theorem can be illustrated by a simple problem. Each
morning I walk to work, choosing between a long and a short route. If
I choose the short route then I always arrive on time, but if I take the
long route then I arrive on time with probability 3

4 . The long route is
scenic, so I risk taking it one day in four. If you see me arriving on time,
what probability would you infer for me having taken the long route?
To solve this problem, we shall use Bayes’ theorem and our first task is
to identify the two events: these are the choice of route (A) and arriving
on time or late (B). Let al and as denote taking the long route and the
short route, respectively, and let bO and bL denote arriving on time and
late. The information contained in the problem then corresponds to the
probabilities

P (bO|as) = 1,

P (bO|al) =
3
4
,

P (al) =
1
4
. (1.10)

The last of these immediately tells us that P (as) = 3
4 . In order to find

the probability that I took the long route, using Bayes’ theorem, we
need the probability P (bO). This is

P (bO) = P (bO|as)P (as) + P (bO|al)P (al) =
15
16

. (1.11)

The probability that I took the long route, given that I arrived on time,
is then

P (al|bO) =
P (bO|al)P (al)

P (bO)
=

1
5
. (1.12)

As a check we can calculate the probability that I took the short route
given that I arrived on time:

P (as|bO) =
P (bO|as)P (as)

P (bO)
=

4
5
, (1.13)

which equals 1 − P (al|bO) as it should.
Bayes’ theorem is often written as a proportionality in the form

P (ai|bj) ∝ P (bj |ai)P (ai). (1.14)

This form suffices if we are interested only in the relative size of a set of
conditional probabilities. It is also possible to use Bayes’ theorem in this
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form and to normalize at the end of the calculation, as
∑

i P (ai|bj) = 1,
so that

P (ai|bj) =
P (bj |ai)P (ai)∑
k P (bj |ak)P (ak)

. (1.15)

As an example, we repeat the exercise of the preceding paragraph:

P (al|bO) ∝ P (bO|al)P (al) =
3
16

,

P (as|bO) ∝ P (bO|as)P (as) =
3
4
. (1.16)

These tell us that P (as|bO) is four times as big as P (al|bO) and hence
normalization tells us that P (as|bO) = 4

5 and P (al|bO) = 1
5 .

Conditional probabilities are not limited to just a pair of events. If
we supplement the events A and B by a third event C, with possible
outcomes {ck}, then we can define a set of joint probabilities for all three
events, {P (ai, bj , ck)}. Each of the commas represents an and, so that
P (ai, bj , ck) is the probability that A = ai and that B = bj and that
C = ck. We can also write conditional probabilities, but need to take
care with the notation. In particular, P (ai|bj , ck) is the probability that
A = ai given that B = bj and that C = ck. The conditional probability
P (ai, bj |ck), however, is the probability that A = ai and that B = bj

given that C = ck. The formulae presented above for a pair of outcomes
can readily be extended to treat three (or more) events. For example,
the relationship 1.7 tells us that

P (ai, bj , ck) = P (ai|bj , ck)P (bj , ck)
= P (ai|bj , ck)P (bj |ck)P (ck) (1.17)

and that

P (ai, bj , ck) = P (ai, bj |ck)P (ck)
= P (ai|bj , ck)P (bj |ck)P (ck). (1.18)

Bayes’ theorem can also be extended to apply to three or more events.
For example,

P (ai|bj , ck) =
P (bj , ck|ai)P (ai)

P (bj , ck)
(1.19)

or, alternatively, we can use the form

P (ai|bj , ck) ∝ P (bj , ck|ai)P (ai). (1.20)

We have not, as yet, examined how learning about one event changes
the probability for a second one. How, for example, does learning that
B = bj affect the probability that A = ai? The answer is most elegantly
stated in terms of Fisher’s likelihood function. If we discover that B = bj

then the relevant probability will be P (ai|bj), which is related to the
prior probability, P (ai), by

P (ai|bj) = �(ai|bj)P (ai), (1.21)
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where �(ai|bj) is the likelihood of ai given bj . Bayes’ theorem tells us that
�(ai|bj) is proportional to the conditional probability P (bj |ai) but that,
unlike the conditional probabilities, it is symmetrical in its arguments.
We should note also that P (bj |ai) is, in a sense, a function of the bj

in that it is the value of B that is unknown. The likelihood �(ai|bj),
however, is a function of the ai. Note that if learning that B = bj does
not change the probabilities for the event A, then �(ai|bj) = 1. The
likelihood can either increase or decrease the probability that A = ai,
corresponding to values of �(ai|bj) that are greater than or less than
unity, respectively.

As with Bayes’ theorem, it is often convenient to treat eqn 1.21 as a
proportionality by defining � only up to a multiplicative constant and
normalizing only at the end of the calculation. This is especially useful
when we have a sequence of events modifying the probability. Suppose,
as above, that we wish to determine how learning that B = bj affects the
probability that A = ai. We write the associated conditional probability
as

P (ai|bj) ∝ �(ai|bj)P (ai). (1.22)

If we then learn that C = ck, we further modify the probability that
A = ai using the likelihood �(ai|ck):

P (ai|bj , ck) ∝ �(ai|ck)P (ai|bj)
∝ �(ai|ck)�(ai|bj)P (ai). (1.23)

Here we have simply applied the likelihood formula but with P (ai|bj)
acting as the prior probability (prior, that is, to learning the value of
C). Note that obtaining P (ai|bj , ck) from P (ai) requires us merely to
multiply by the likelihoods �(ai|bj) and �(ai|ck) and then to normalize by
ensuring that

∑
i P (ai|bj , ck) = 1. Additional events can be accounted

for by multiplying by their associated likelihoods.
We can illustrate the use of the likelihood by means of a classic prob-

lem in genetics, described by Fisher. Consider mice that can be either
black or brown. Black, B, is the dominant gene and brown, b, is the
recessive gene. This means that the two genes in brown mice must be
bb but that black mice can be either BB or Bb. (Similar properties are
to be found throughout nature: in humans, for example, B may denote
brown hair or brown eyes, with the corresponding b’s being blonde hair
and blue eyes.) If we mate a black mouse with a brown one then how
does the colour of the resulting offspring modify the probabilities that
the mouse is BB or Bb? We note that there are three possible genetic
patterns for our black test mouse, namely BB, or Bb with either gene
B. In the absence of any information about the ancestry of the mouse,
we can only make these possibilities equiprobable. Hence we assign the
prior probabilities

P (BB) =
1
3
, P (Bb) =

2
3
. (1.24)

If any of the offspring are brown then the test mouse must be Bb. If
they are all black, however, then the probability that the mouse is BB
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increases with each birth. We let xi denote the colour of the ith mouse
to be born, and then the likelihoods for the test mouse to be BB or Bb
are

�(BB|xi = black) ∝ P (xi = black|BB)
= 1,

�(Bb|xi = black) ∝ P (xi = black|Bb)

=
1
2
. (1.25)

It follows that after the birth of one black mouse, the probabilities in
eqn 1.24 are modified according to

P (BB|x1 = black) ∝ �(BB|x1 = black)P (BB)

∝ 1 × 1
3
,

P (Bb|x1 = black) ∝ �(Bb|x1 = black)P (Bb)

∝ 1
2
× 2

3
. (1.26)

Normalizing then gives the probabilities

P (BB|x1 = black) =
1
2
,

P (Bb|x1 = black) =
1
2
. (1.27)

If the second mouse born is also black then

P (BB|x1, x2 = black) ∝ �(BB|x1 = black)�(BB|x2 = black)P (BB)

∝ 1 × 1 × 1
3
,

P (Bb|x1, x2 = black) ∝ �(Bb|x1 = black)�(Bb|x2 = black)P (Bb)

∝ 1
2
× 1

2
× 2

3
, (1.28)

which on normalizing gives

P (BB|x1, x2 = black) =
2
3
,

P (Bb|x1, x2 = black) =
1
3
. (1.29)

The birth of two black mice interchanges the values of the prior proba-
bilities in eqn 1.24 and the birth of additional black mice further inceases
the probability that the test mouse is BB. The birth of a single brown
mouse, however, makes it certain that the test mouse is Bb. An example
of such a mouse family and associated genetic probabilities is given in
Fig. 1.3.

1.3 Entropy and information

We have seen how acquiring information about events leads us to mod-
ify the probabilities for other as yet undetermined events. It remains,
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Fig. 1.3 An example of a mouse family.
Note the way in which the birth of each
mouse modifies the probabilities for the
genes of the parent black mouse.

P(BB)=1/3

P(Bb)=2/3

1:2

P(BB|1black) 1/2

P(Bb|1black) 1/2

1:1

P(BB|2black) 2/3

P(Bb|2black) 1/3

2:1

P(BB|3black) 4/5

P(Bb|3black) 1/5

4:1

P(BB|0brown) 0

P(Bb|1brown) 1

P(BB|4black) 8/9

P(Bb|4black) 1/9

8:1

however, for us to deal with the important question of quantifying in-
formation itself. It turns out to be both natural and useful to define
the quantity of information as the entropy of the associated probability
distribution for the event. A formal demonstration of this is given in
Appendix A, but we present here a simple argument which makes this
plausible.

Consider again an event A with possible outcomes {ai}. If one of these
events, a0 say, is certain to occur, so that P (a0) = 1, then learning the
value of A tells us nothing and we can acquire no information by mea-
suring A. In other words, observing A tells us nothing that we did not
already know. If P (a0) is close to but not equal to unity, then learning
that A = a0 provides some information but not very much. In this case,
finding that A = a0 confirms something that we would have confidently
guessed. If we find that A takes a very unlikely value, however, then we
might be rather surprised and could be said to have acquired a consider-
ably larger quantity of information. The result of this, moreover, might
cause us to drastically modify our behaviour. Consider, for example, a
fire alarm. The most likely state of the fire alarm is that it makes no
sound, and in that state we give it no regard. On the rare occasions
on which the alarm does sound, it grabs our attention and leads us to
abandon our activities and to leave the building.

The above considerations suggest that learning the value of A provides
a quantity of information that increases as the corresponding prior prob-
ability decreases. Let us denote by h[P (ai)] the information we obtain
on learning that A = ai. Suppose that there is a second event B with
possible outcomes {bj} and that the two events are independent, so that
P (ai, bj) = P (ai)P (bj). If we know that A = ai then we think of learn-
ing that B = bj as adding to our knowledge or providing additional
information. Hence it is natural to require that

h[P (ai, bj)] = h[P (ai)P (bj)]
= h[P (ai)] + h[P (bj)]. (1.30)

The fact that the product of probabilities in h[P (ai)P (bj)] becomes a
sum of terms in the individual probabilities clearly suggests that h is a
logarithm:

h[P (ai)] = −K log P (ai). (1.31)
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We have included a minus sign so that h is a positive quantity, and a
positive constant K to be determined or selected later.

It is useful to define information not for individual outcomes, but
rather for the event A and its complete set of possible outcomes. We ar-
rive at the information associated with the event A, H(A), by averaging
eqn 1.31 over the set of possible outcomes:

H(A) =
∑

i

P (ai)h[P (ai)]

= −K
∑

i

P (ai) log P (ai). (1.32)

We recognize this summation of the products of the probabilities and
their logarithms as the entropy, familiar from statistical mechanics.

We have yet to determine the constant K and to select the base for
the logarithm. These tasks are closely connected, as

logb x = logb a loga x, (1.33)

where the subscript denotes the base of the logarithm. Clearly, we can
incorporate the constant K into the base of the logarithms. Equivalently,
changing the base of the logarithms merely scales the information. Two
choices of base are commonly employed: logarithms to base 2 and the
natural base of logarithms, that is, base e. We follow the common
convention in information theory by denoting the former as ‘log’ and
the latter as ‘ln’. When using base 2, the information is counted in
‘bits’, and when using base e, it is measured in ‘nats’. We denote the
information in bits as H and that in nats as He, so that

H(A) = −
∑

i

P (ai) log P (ai) bits (1.34)

or
He(A) = −

∑
i

P (ai) lnP (ai) nats. (1.35)

It follows that He = H ln 2. The selection of base 2 is a consequence
of the prevalence in information technology of the binary system, with
digits 0 and 1, and of the use of physical systems with two distinct states
to represent these. If the state representing 0 is prepared with a priori
probability p (and the state representing 1 with probability 1 − p) then
the associated information is

H = −p log p − (1 − p) log(1 − p). (1.36)

This quantity, which is plotted in Fig. 1.4, takes its maximum value, of
1 bit, for p = 1

2 . By working with logarithms to base 2, we are led to
0.0

0.2 0.4 0.6 0.8 1.00.0
p

0.2

0.4

0.6

0.8

1.0

H

Fig. 1.4 The two-state entropy given
in eqn 1.36.

associate each two-state system and each 0 or 1 with a maximum of one
bit of information. It is common to find the term ‘bit’ also associated
with the physical system encoding the 0 or 1 and, indeed, with the binary
value itself. The selection of base e is also commonly employed and is
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particularly convenient for problems in which analytical methods such
as calculus are employed.

The information, or entropy, plays a central role in information the-
ory and a number of important results follow from its properties. As
a prelude to describing these, we review the properties of convex and
concave functions. A function f(x) is convex if it is continuous and if
its value at any point between a pair of points x1 and x2 lies below the
straight line joining these points, as depicted in Fig. 1.5. More formally,

f(x)

x
x1 x2

Fig. 1.5 A convex function.

this means that f(x) is convex on an interval (a, b) if, for every pair of
points x1 and x2 in the interval and for any λ between 0 and 1, we have

f [λx1 + (1 − λ)x2] ≤ λf(x1) + (1 − λ)f(x2). (1.37)

It follows that if f(x) is convex then

f

(
n∑

i=1

pixi

)
≤

n∑
i=1

pif(xi) (1.38)

for a set of probabilities {pi}. A function f(x) is concave if the converse
is true or, equivalently, if −f(x) is convex. If the function has a second
derivative then a necessary and sufficient condition for it to be convex is
that its second derivative is greater than or equal to zero at all points in
the interval (a, b). If the second derivative is less than or equal to zero,
however, then the function is concave. The importance of this for our
study is that x log x is convex and hence H(A) is a concave function.

The information H(A) is zero if and only if one of the probabilities
P (ai) is unity, with the others being zero. In this case the value of A is
already known and so there is no information to be gained by observing
it. If A can take n possible values a1, a2, · · · , an, then H(A) takes its
maximum possible value, of log n, if the associated probabilities are all
equal: P (ai) = 1

n . This is intuitively reasonable, as for these probabil-
ities the value of A is most uncertain, suggesting that the information
content is maximum. Any change towards equalization of the proba-
bilities will cause H to increase so that, for example, if P (a1) < P (a2)
then increasing P (a1) at the expense of P (a2) increases the information.
More generally, if we replace the probabilities P (ai) by

P ′(ai) =
∑

j

λijP (aj), (1.39)

where
∑

i λij = 1 =
∑

j λij and all the λij are greater than or equal
to zero, then H(A) will increase or remain unchanged: H ′ ≥ H. This
result is a consequence of the concavity of H.

If we have two events A and B, with associated outcomes {ai} and
{bj}, then we can write down the information for the two events in terms
of the joint probability distribution P (ai, bj):

H(A,B) = −
∑
ij

P (ai, bj) log P (ai, bj). (1.40)



1.3 Entropy and information 11

Here we have followed the notation introduced in the preceding section in
that the comma in H(A,B) denotes that H is the information associated
with the events A and B. We can, of course, express the information for
the single events A and B in terms of the joint probability distribution
using eqn 1.4:

H(A) = −
∑
ij

P (ai, bj) log
∑

k

P (ai, bk),

H(B) = −
∑
ij

P (ai, bj) log
∑

l

P (al, bj). (1.41)

The values of H(A), H(B), and H(A,B) are constrained by the inequal-
ity

H(A) + H(B) ≥ H(A,B). (1.42)

This follows directly from the fact that H(A)+H(B)−H(A,B) can be
written as a relative entropy for two possible joint probability distribu-
tions {P (ai, bj)} and {P (ai)P (bj)}:

H(A) + H(B) − H(A,B) =
∑
ij

P (ai, bj) log
(

P (ai, bj)
P (ai)P (bj)

)
= H ({P (ai, bj)}‖{P (ai)P (bj)}) . (1.43)

It is proven in Appendix B that a relative entropy is always greater Relative entropy Let P (ai) and
Q(ai) be distinct probabilities for the
event A to correspond to ai. We define
the relative entropy for the two proba-
bility distributions as

H(P‖Q) =
∑

i

P (ai)

× [log P (ai) − log Q(ai)] .

Note that the relative entropy is not a
symmetric function of the two sets of
probabilities:

H(P‖Q) �= H(Q‖P ).

than or equal to zero and that it takes the value zero only if the two
probability distributions are identical. Hence eqn 1.42 is true and the
equality holds if and only if the two events are independent so that
P (ai, bj) = P (ai)P (bj) ∀i, j.

The combination in eqn 1.43 plays an important role in communica-
tions theory and arises sufficiently often for us to give it a name: the
mutual information

H(A : B) = H(A) + H(B) − H(A, B) (1.44)

is a measure of the correlation between the events A and B. If these
correspond, respectively, to the selection and receipt of a signal then
H(A : B) is the information transferred by the communication. We can
illustrate this idea rather directly by noting that

H(A : B) =
∑
ij

P (ai, bj) log �(ai|bj). (1.45)

Only if learning the value of B changes the probabilities for the values You will often find the mutual informa-
tion denoted by I(A : B).of A will the likelihoods differ from unity, leading to a non-zero mutual

information.
The joint information, H(A,B), is bounded from below by the larger

of H(A) and H(B). To see this, we write the difference H(A,B)−H(A)
in the form
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H(A,B) − H(A) = −
∑
ij

P (ai, bj) log
(

P (ai, bj)
P (ai)

)

=
∑

i

P (ai)

∑
j

−P (bj |ai) log P (bj |ai)

 , (1.46)

which is clearly greater than or equal to zero, as every term in the
j-summation is positive or zero because the P (bj |ai) are a set of prob-
abilities for the outcomes of the event B. It is zero if the events B are
perfectly correlated with the events A so that P (bj |ai) = δij . A similar
treatment for H(A,B)−H(B) establishes that it is also greater than or
equal to zero. It follows that the mutual information is bounded from
above by the smaller of H(A) and H(B):

0 ≤ H(A : B) ≤ Inf (H(A),H(B)) . (1.47)

We can combine this with eqn 1.42 to place upper and lower bounds on
H(A,B) in the form of the inequality

Sup (H(A),H(B)) ≤ H(A,B) ≤ H(A) + H(B), (1.48)

where Sup (H(A),H(B)) denotes the larger of H(A) and H(B).
We see that the positive quantity H(A,B) − H(A) is a function of

the conditional probabilities {P (bj |ai)} and hence it tells us about the
information to be gained on learning the value of A. It is useful to
define information for such conditional probabilities, and we follow the
notation introduced in the preceding section by writing

H(B|ai) = −
∑

j

P (bj |ai) log P (bj |ai). (1.49)

This is the information associated with B given we know that A = ai. If
the value of A is known but not specified then the relevant information
is the probability-weighted average of eqn 1.49:

H(B|A) =
∑

i

P (ai)H(B|ai)

= H(A,B) − H(A). (1.50)

This quantity is the conditional entropy of B, or the entropy of B con-Positivity of the conditional en-
tropy The conditional entropy is
clearly greater than or equal to zero be-
cause P (bj |ai) is the probability that
B = bj given that A = ai, so that
H(B|ai) is an entropy.

ditional on A. We can rewrite eqn 1.50 as

H(A,B) = H(A) + H(B|A) (1.51)

which we can think of as the information analogue of Bayes’ rule (eqn
1.7) for conditional probabilities. The logarithm occurring in the def-
inition of H means that the multiplication of probabilities in eqn 1.7
is replaced by the addition of the informations in eqn 1.51. This re-
lationship has an appealing interpretation: the entropy or information
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associated with the joint event, A and B, is the entropy associated with
A, plus that for B when A is known.

Bayes’ theorem is very much a statement, or perhaps even a definition,
of the properties of conditional probabilities and as such it is not in
doubt. Its application, however, has caused controversy for two main
reasons. (i) How should we interpret probabilities and, in particular,
can they be interpreted in terms of frequencies of occurrence? (ii) How
should we assign the required prior probabilities? The first of these
we shall sidestep by noting that frequencies of occurrence are the way
in which probabilities are usually understood in statistical mechanics,
in quantum physics and, indeed, in communications theory. For the
second we can make use of the information ideas developed above. In
assigning prior probabilities (or any other probabilities) on the basis
of limited knowledge, it is reasonable to opt to minimize any bias by Properties of information We

summarize here the main properties of
H.

(i) The entropy associated with an
event A is

H(A) = −
∑

i

P (ai) log P (ai)

≥ 0.

It is zero only if one of the prob-
abilities is unity.

(ii) Concavity:

H′(A) ≥ H(A),

where the P ′(ai) are positively
weighted averages of the P (ai).

(iii) The mutual information is

H(A : B) = H(A) + H(B)

−H(A, B)

≥ 0.

It is zero if and only if A and B
are statistically independent.

(iv) The conditional information is

H(B|A) = H(A, B) − H(A) ≥ 0.

It is zero only if each value of
A uniquely determines a single
value of B.

selecting the most uniform or most uncertain probability distribution
that is consistent with what we do know. In other words, if we know
nothing then we should set the probabilities to be equal, but if we have
some information then we should make the probabilities as nearly equal
as is consistent with our prior knowledge. To achieve this we need to
maximize the information or entropy associated with the probability
distribution given the available information. This approach to assigning
prior probabilities is Jaynes’s maximum entropy or ‘Max Ent’ method.

We can illustrate the maximum entropy principle by reference to a
simple example. A die is a cube with one of the integers 1, 2, 3, 4, 5,
and 6 inscribed on each of its six faces. If it is a true die, then on tossing
it we would expect each of these scores to be equally likely to show on
the uppermost face. In this case the mean score will be 3.5. What values
should we assign for the probabilities pn for each number n, however,
given only that the mean score is, in fact 3.47? The maximum entropy
principle tells us to do this by maximizing the entropy

He = −
6∑

n=1

pn ln pn, (1.52)

subject to the constraints that the probabilities sum to unity and that
the mean score is 3.47. We can find this maximum by using Lagrange’s
method of undetermined multipliers, as described in Appendix B, and
it is for this reason that we work with He. We introduce the Lagrange
multipliers λ and µ, and vary the quantity

H̃ = He + λ

(
1 −

6∑
n=1

pn

)
+ µ

(
3.47 −

6∑
n=1

npn

)
. (1.53)

Variation of the probabilities and setting the variation to zero gives

dH̃ =
6∑

n=1

dpn (− ln pn − 1 − λ − µn) = 0, (1.54)

the solution of which is

pn = e−(1+λ)e−µn. (1.55)
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We can determine the Lagrange multiplier λ by requiring the pn to sum
to unity:

pn =
e−µn∑6

k=1 e−µk
. (1.56)

The value of µ is fixed by imposing the mean-value constraint and leads,
in this case, to the value µ = 0.010.

As a second example of the application of the Max Ent method, we
consider the question of whether or not we should treat a pair of variables
with known separate statistical properties as correlated or not. For
definiteness, we consider two properties of the population of Finland.
These are that 90% of the population have blue eyes and that 94% of
Finns speak Finnish as their mother tongue. (The remaining 6% have
Swedish as their first language.) Given the similarity of the numbers, we
might be tempted to associate blue eyes with native Finnish speakers,
but the maximum entropy principle suggests otherwise. We present the
probabilities conveniently in Fig. 1.6, in which the four entries are the
values of the probabilities for the two pairs of properties: blue eyes or
not blue eyes and native Finnish or Swedish speakers. The constraints

Probabilities: Swedish Finnish

Brown eyes

Blue eyes

x 0.10 - x

0.06 - x 0.84 + x

10%

90%

6% 94%

Fig. 1.6 A probability table represent-
ing the probabilities that a Finn has
blue or brown eyes and is a native
Finnish or Swedish speaker.

leave only the single parameter x to be fixed in these probabilities, and
we do this by maximizing the entropy

He = −x lnx − (0.06 − x) ln(0.06 − x) − (0.10 − x) ln(0.10 − x)
− (0.84 + x) ln(0.84 + x). (1.57)

Differentiating this with respect to x and setting the derivative equal
to zero leads to the result x = 0.006 or that, in the absence of any
additional information, we should use 0.6% as the percentage of Finns
who are native Swedish speakers and do not have blue eyes. This is
the result we would expect on the basis of uncorrelated traits, that
is, if eye colour is independent of mother tongue. This conclusion is
quite general, in that the maximum entropy principle will always give
uncorrelated probabilities for such problems.

The appearance of the entropy as the quantity of information is highly
suggestive of a possible connection between information theory and ther-
modynamics or statistical mechanics. This connection is, in fact, both
useful and profound, and we shall illustrate it with two simple but im-
portant examples. Consider first a physical system that can exist in a
number of distinct possible configurations. We use n to label the config-
urations, and associate the energies {En} with these. One of the tasks
in statistical mechanics is to calculate the probability pn that the system
of interest is to be found in its nth configuration given that, on average,
the energy is Ē. The maximum entropy method tells us to maximize
the entropy He = −∑

n pn ln pn subject to the information that is avail-
able to us. In this case we know that the probabilities sum to unity,∑

n pn = 1, and that the mean energy is
∑

n pnEn = Ē. We can incor-
porate this information into our problem by introducing the Lagrange
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multipliers λ and β, and varying the quantity

H̃ = He + λ

(
1 −

∑
n

pn

)
+ β

(
Ē −

∑
n

pnEn

)
. (1.58)

Varying the probabilities and setting the resulting variation of H̃ to zero
gives

dH̃ =
∑

n

(− ln pn − 1 − λ − βEn) dpn = 0, (1.59)

the solution of which is

pn = e−(1+λ)e−βEn . (1.60)

We can eliminate λ by imposing the normalization to give

pn =
e−βEn

Z(β)
, Z(β) =

∑
n

e−βEn . (1.61)

In principle we can then determine the value of β in terms of Ē, but
we recognize these probabilities as the Boltzmann distribution and as-
sociate β with the inverse temperature, that is β = (kBT )−1, and hence
associate Z(β) with the partition function. Applying the maximum en-
tropy method has led us to an important and fundamental result from
thermodynamics.

Our second example, of the connection between information and ther-
modynamics, introduces the important point that information is stored
as an arrangement of physical systems and that these systems, and the
relevant arrangements of them, are subject to physical laws. Among
these one law, the second law of thermodynamics, deals specifically with
entropy. There are a number of statements of the second law. Per-
haps the most general of these (due to Clausius) is: During real physical
processes, the entropy of an isolated system always increases. In the
state of equilibrium, the entropy attains its maximum value. The second
part of this statement, of course, is equivalent to the information be-
ing maximized to obtain the equilibrium probabilities. A closely related
statement of the second law (due to Kelvin) is: A process whose effect
is the complete conversion of heat into work cannot occur.

Szilard showed, by means of a simple model, that information ac-
quisition is intimately connected with (thermodynamic) entropy. He
considered an ‘intelligent being’ operating a heat engine in which a sin-
gle molecule forms the working fluid. The envisaged scheme is depicted
in Fig. 1.7. In Fig. 1.7(a), the molecule is contained within the whole

Q W

W

(e)

(a)

(b)

(c)

(d)

Fig. 1.7 Szilard’s illustration of the
connection between information and
(thermodynamic) entropy.

volume, V0, of its container and is in thermodynamic equilibrium with
its surrounding environment, or heat bath, at temperature T . The op-
eration of the heat engine starts, in Fig. 1.7(b), with the insertion of a
partition which separates the container into two equal parts, each of vol-
ume V0/2. In principle this can be done reversibly, that is with no nett
expenditure of energy. Observation by the intelligent being (Fig. 1.7(c))
allows the being to determine in which of the two halves the molecule
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is contained. The being can then attach a weight to the partition (Fig.
1.7(d)) and so use the isothermal expansion of the one-molecule gas (Fig.
1.7(e)) to extract work by raising the weight. Repeating this sequence
allows the being to extract arbitrarily large amounts of work from the
surrounding heat bath, apparently in direct violation of the second law
of thermodynamics.

It is instructive to quantify the changes associated with the steps
in Szilard’s thought experiment. We assume that the single molecule
behaves like a perfect (classical) gas and so is governed by the (one-
molecule) perfect gas law

PV = kBT, (1.62)

where P, V , and T are the pressure, volume, and temperature, respec-
tively, of the gas, and kB ≈ 1.38×10−23J K−1 is Boltzmann’s constant.
After the partition is inserted, the volume occupied by the molecule
is reduced from V0 to V0/2, but we do not know on which side of the
partition the molecule is to be found. From the point of view of an
observer, such as our intelligent being, there is an equal probability that
the molecule is to the left or the right of the partition. Information
theory tells us to associate one bit or ln 2 nats of information with this
situation. Observing in which of the two volumes the molecule is to
be found provides this quantity of information. If the partition is at-
tached to a piston or similar mechanical device, represented by a pulley
and weight in the figure, then the gradual isothermal expansion of the
one-molecule gas can be used to extract an amount of work

W =
∫ V0

V0/2

P dV = kBT ln 2. (1.63)

This energy is supplied, of course, as heat (Q) from the surrounding
heat bath: Q = W . The expansion of the gas increases the entropy of
the gas by the amount

∆S =
Q

T
= kB ln 2. (1.64)

We have extracted kBT ln 2 of work from the heat bath, and the molecule
is back occupying the original volume V0 and at temperature T . The
second law of thermodynamics, as Kelvin formulated it, can be saved
by associating the information acquired by our intelligent being with
an entropy increase. The process of measuring and recording the po-
sition of the molecule is itself necessarily associated with entropy pro-
duction greater than or equal to kB ln 2. It has been suggested, with
some justification, that the modern science of information began with
this observation.

A closely related phenomenon is Landauer’s observation that eras-

(a)

(b)

(c)

(d)

Q W

W

0 1

0

Fig. 1.8 Illustration of Landauer’s
derivation of the thermodynamic cost
of information erasure.

ing an unknown bit of information requires the dissipation of at least
kBT ln 2 of energy. This is, of course, the amount of energy generated by
the isothermal expansion of the single-molecule gas in Szilard’s model
and we can demonstrate Landauer’s result by reference to it. The pro-
cess of erasing and resetting the bit is depicted in Fig. 1.8. Szilard’s
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container is divided into two equal volumes and the bit is encoded as
the half-volume containing the molecule. We associate (Fig. 1.8(a)) the
molecule being positioned to the left of the partition with the bit value
0 and the molecule being in the right half-volume with the bit value 1.
Our task is to erase the bit of information by resetting the bit value to
zero, whatever the initial bit value. We can achieve this by first remov-
ing the partition between the two volumes (Fig. 1.8(b)). This allows
the molecule to move freely throughout the volume V0, which destroys
the memory of the bit value. We can reset the bit value to 0 by pushing
a new partition (Fig. 1.8(c)) from the right-hand side of the volume to
the midpoint (Fig. 1.8(d)). This process constitutes an isothermal com-
pression of the one-molecule gas and requires us to supply the amount
of work

W = −
∫ V0/2

V0

P dV = kBT ln 2. (1.65)

The molecule remains in thermodynamic equilibrium with the heat bath
and so this energy must, necessarily, be dissipated as heat: Q = W =
kBT ln 2.

1.4 Communications theory

Communication systems exist for the purpose of conveying information
between two or more parties. In their simplest manifestation we have
a transmitter, who wishes to send a message, and a receiver, who is
intended to receive it. In quantum communications, these are universally
referred to as Alice, the transmitter, and Bob, the receiver. We shall
adopt these useful labels throughout the book, including in this section,
in which we treat classical communications theory.

In order to progress with the mathematical theory of communications
it is necessary to appreciate that the operation of any communication
system is necessarily probabilistic. The reason for this is that Bob cannot
know the intended message prior to receiving it from Alice. If he is
already in possession of the message then there is no need for the signal to
be sent; the communication is redundant as it can carry no information.
In order to convey information, the device must be capable of carrying
a signal to Bob associated with any one of a given set of messages. Bob
may know the probability for Alice to select each of the possible messages
but will not know which was selected until the signal is received.

Figure 1.9 presents Shannon’s schematic diagram of a general com-
munication system. The operation starts with an information source
accessible to or operated by Alice. The role of this is to select one of
the possible messages for transmission to Bob; indeed, it could be a per-
son, Alice herself, deciding what to send. This message is entered into
a transmitter, which prepares a corresponding signal for transmission.
Simple examples of such transmitters are telephones and computer key-
boards, which act to transform spoken words or keystrokes into electrical
signals. The signal leaves Alice’s domain and enters the communication



18 Probability and information

Fig. 1.9 Shannon’s model of a general
communication system.
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channel. Passage through the channel may degrade the quality of the
signal and so make it more difficult to read; this possibility is repre-
sented in the diagram by the introduction of noise. At the end of the
communication channel the noisy signal enters Bob’s domain, where it
can be decoded and read. The receiver converts the signal into a form
that can be read by the destination; for example, a receiving telephone
converts the electrical signal back into sound waves that can be heard
by the destination, Bob.

We can apply the ideas of the preceding sections to analyse the oper-
ation of our model communication system. Let A represent the events
occurring in Alice’s domain that lead to the preparation of her chosen
signal, and let the possible choices of the message and signal be {ai}.
The probability that Alice selects and prepares the signal ai is P (ai) and
we suppose this probability is known to Bob, either by prior agreement
or by earlier observation of the operation of the channel. The reception
event, which we label B, is the receipt of the signal and its decoding to
produce a message. The possible values of B, {bj}, are the signals that
could be received and the associated messages formed from them.

The operation of the communication channel between Alice and Bob
is described by specifying the set of conditional probabilities {P (bj |ai)},
that is, the probabilities that any possible message, bj , will arise given
that any possible transmitted message, ai, is sent. From Bob’s per-
spective, of course, it is the conditional probabilities {P (ai|bj)} that are
important; he knows which message he has received and needs to deter-
mine the probabilities that each of the possible original messages was
selected given the message he has received. If we haveThe Kronecker delta δij is the ij-

element of the identity matrix. More
simply, δij = 1 if i = j and is zero
otherwise.

P (ai|bj) = δij (1.66)

then each received signal is uniquely decodable and Bob can reconstruct
the original message without the possibility of error. More usually, how-
ever, noise will tend to induce errors, and it is necessary to devise meth-
ods to cope with this.

Shannon’s mathematical theory of communication includes two power-
ful theorems: the noiseless coding theorem and the noisy-channel coding
theorem. Each of these deals with redundancy in communication sig-
nals and the extent to which it needs to be included. We shall describe
these theorems in some detail, but begin by explaining their qualitative
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features and illustrating their significance. Most messages contain an
element of redundancy, by which we mean that not all of the characters
are required in order to read them accurately. Try reading, for example,
the message

TXT MSSGS SHRTN NGLSH SNTNCS

You probably had little difficulty in restoring the omitted vowels and in
reconstructing the sentence. In this sense, the 11 missing vowels were a
redundant component of the original message, and removing these has
shortened the message without impairing its understandability. It is this
principle, of course, that underlies the recently emerged phenomenon of
text messaging. The noiseless coding theorem serves to quantify this
redundancy and tells us by how much a message can be shortened or
compressed and still be decoded without error.

One might wonder why language and other forms of communication
include redundancy. The answer, of course, is that redundancy is used
to combat errors so that messages affected by noise can still be read. As
an example, try reading the message

RQRS BN MK WSAGS NFDBL

It is unlikely that you were able to make sense of this, and the reason
for this is that the message has been compressed to remove much of the
redundancy and then errors have been introduced on top of this (5 of
the characters are incorrect). If the uncompressed message was sent,
however, then the received message might be

EQRORS BAN MAKE WESAAGIS UNFEADCBLE

Reading this is possible, and this is true even though some of the re-
dundant letters have themselves been affected by the noise. We build If you are struggling, the original mes-

sages were ‘Text messages shorten En-
glish sentences’ and ‘Errors can make
messages unreadable’.

in redundancy in order to combat noise, and the noisy channel theorem
tells us how much redundancy we need to introduce in order to faithfully
reconstruct the message from the noisy signal. Both coding theorems
are statistical in nature and apply strictly in the limit of long messages.
They do not tell us how to reach the optimal limits they provide, but
rather they give limits on the minimum message length that cannot be
improved upon. We shall find that it is the information that sets these
limits.

We begin with Shannon’s noiseless coding theorem and, in order to
appreciate its simplicity, we present a much simplified example. Con-
sider a message comprising a sequence or string of N bits, 0 and 1, and
assume that any bit will take the value 0 with probability p and the
value 1 with probability 1 − p. In this simple example we shall assume
that this probability is independent of the values taken by the other bits
in the string. If the string is N bits in length then there are 2N possible
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distinct strings and these can encode 2N different messages. The proba-Bits Common usage recognizes two
distinct meanings in information the-
ory for the word ‘bit’: (i) a bit is the
unit of information with the logarithms
expressed in base 2, and (ii) a bit is a
physical system which can be prepared
in one of two distinct physical states,
and these are associated with the val-
ues 0 and 1. Clearly, the maximum
information-carrying capacity of a bit
(of the second kind) is one bit (of the
first kind). Where there is likely to be
any confusion we shall use the term ‘bi-
nary digit’ for a two-state system and
reserve the term ‘bit’ for the unit of in-
formation: the maximum information
that can be carried by one binary digit
is one bit.

bility that any given string is selected having n zeros and N − n ones is
pn(1− p)N−n. There are, of course, many possible strings with n zeros,
and the probability that the selected string has n zeros is

P (n) =
N !

n!(N − n)!
pn(1 − p)N−n. (1.67)

If N is very large, corresponding to a long message, then it is over-
whelmingly likely that the number of zeros will be close to Np. This is,
of course, the frequency interpretation of probability; in a large sample,
the fraction of zeros will be p. In the limit of very large N , therefore,
we need only consider typical strings, that is, those for which n ≈ pN .
All other possibilities are sufficiently unlikely that they can be omitted
from consideration.

If we consider only those messages for which n = pN then this leaves
only

W =
N !

n!(N − n)!
(1.68)

distinct strings. Taking the logarithm of this and using Stirling’s ap-
proximation, derived in Appendix C, gives

log W ≈ N log N − n log n − (N − n) log(N − n)
= N [−p log p − (1 − p) log(1 − p)] = NH(p), (1.69)

where H(p) is the entropy associated with the probabilities p and 1− p.
This gives us an estimate for W , the number of different typical messages
that can be sent:

W = 2NH(p). (1.70)

Hence it is only necessary to use NH(p) bits rather than N bits to
faithfully encode the message. It follows that the original message can be
compressed by a factor of H(p), in that the number of bits required can
be reduced by this factor. This is Shannon’s noiseless coding theorem. It
is instructive to note that the single most likely bit string is not included
in the group of typical messages.

The approximations used in reaching eqn 1.70 are rather drastic and
we should consider the effect of these. There are, in particular, many
more typical sequences than just those counted in eqn 1.68 in which n
differs from pN by only a small number. Including these leads to an
increased number of typical messages,

W = 2N [H(p)+δ], (1.71)

where δ tends to zero as N → ∞. It follows that the compressed message
will have N [H(p)+ δ] bits and so the required number of bits is reduced
by the factor H(p) + δ, and this factor tends to H(p) in the large-N
limit. In practice, the required number of bits will exceed NH(p) but the
number of additional bits will grow more slowly than linearly in N . The
factor by which the number of bits can be reduced cannot exceed H(p)
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if the message is to be read. More generally, if Alice sends a string of N
possible symbols, each of which takes one of the values {a1, a2, · · · , am},
and if the probability for any given symbol is independent of the others,
then the number of possible sequences is 2N log m. If the probabilities for Correlated strings Most messages

include correlations between the sym-
bols. For example, in English the pres-
ence of the letter ‘q’ means that it is
highly likely that the following letter
will be ‘u’. Such correlations can be
included in Shannon’s theory by con-
sidering the states of the source {ci}
and within these the probabilities for
the individual symbols. In this case it is
the state of the source that determines
the probabilities for the letters, and we
need to consider the effects of changes
in the state of the source. Shannon’s
limit for compression still applies but
the relevant entropy is now H(A|C).

the m symbols are {P (ai)} then the N log m bits can be reduced but
their number must be greater than or equal to NH(A).

The key idea in compressing a message is to use short sequences of
bits to represent commonly occurring symbols and longer sequences for
less common ones. In this way, the average length of the bit string is
kept as short as possible. An example given by Shannon has a source
which produces a sequence of letters chosen from the short alphabet A,
B, C, and D. Each symbol is selected independently of the others and
the four letters have the probabilities 1

2 , 1
4 , 1

8 , and 1
8 , respectively. The

simplest coding scheme would be to use two bits for each of the letters
(in the form 00, 01, 10, and 11) so that a sequence on N letters would
require 2N bits. The entropy associated with the given probabilities is

H = −
(

1
2

log
1
2

+
1
4

log
1
4

+
2
8

log
1
8

)
=

7
4

bits (1.72)

and this gives the Shannon limit of 7
4N bits for a sequence of N letters.

We can achieve this limit by encoding the letters as

A = 0,

B = 10,

C = 110,

D = 111. (1.73)

The average number of bits used to encode a sequence of N letters is
then

N

(
1
2
× 1 +

1
4
× 2 +

2
8
× 3

)
=

7
4
N, (1.74)

which achieves the Shannon limit for noiseless coding. Shannon’s the-
orem tells us, moreover, that this coding sequence is optimal and that
there is no hope of devising a more efficient scheme. Note that the zeros
and ones occur with equal probability with this coding, so that each
binary digit carries its maximum information load of one bit. That the
above problem has a simple optimal strategy is somewhat fortuitous. For
most situations no optimal strategy is known and the Shannon theorem
does not tell us how to construct one. Nevertheless, modern informa-
tion theory has provided a variety of methods to tackle the problem of
efficient coding.

Shannon’s noiseless coding theorem tells us how much redundancy
exists in a message and limits the extent to which a string can be com-
pressed. His noisy-channel coding theorem tells us how much redun-
dancy we need to incorporate into the message in order to correct all
of the errors induced by any noise present in the channel. We begin by
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Fig. 1.10 Scheme for correcting the er-
rors on a noisy communication channel.
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considering a message comprising N0 bits and suppose that it has been
compressed optimally so that no redundancy remains. This means that
all 2N0 messages can be transmitted and that the probability for each
of these is 2−N0 . Suppose that the communication channel is noisy so
that each of the possible values, 0 or 1, for each bit can be flipped, into
1 or 0, respectively, inducing an error, and let the probability that any
single bit value is flipped be q. It follows that an average qN0 of the bits
received by Bob will carry the incorrect value. The arguments employed
in obtaining the noiseless coding theorem tell us that for N0 sufficiently
large, the number of errors will be very close to qN0.

In order to correct the errors, it suffices to tell Bob the positions in
the string at which each error has occurred. He can then correct these
errors by flipping the bits at these locations. To achieve this, we can
postulate the existence of an observer equipped with a separate channel
to Bob. This situation is depicted in Fig. 1.10. The number of possible
ways in which qN0 errors can be distributed among the N0 message bits
is

E =
N0!

(qN0)!(N0 − qN0)!
. (1.75)

The correction channel needs to tell Bob where all of the errors are and
so needs to comprise at least log E bits. Using, once again, Stirling’s
approximation gives

log E ≈ N0 [−q log q − (1 − q) log(1 − q)] = N0H(q), (1.76)

where H(q) is the entropy associated with the probability for a single
bit error. It follows that at least N0 [1 + H(q)] bits are required in
the combined original signal and correction channels if the corrupted
message received by Bob is to be corrected. This quantity is not yet the
result we are seeking, as it relies on the existence of a perfect, that is,
noiseless, correction channel. If the correction channel is itself noisy, with
single-bit errors occurring with probability q, then we can correct the
approximately qN0H(q) errors on the correction channel with a second
observer and correction channel if this second channel carries a minimum
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of N0H
2(q) bits. Correcting for errors on this channel with a third

observer and correction channel and then introducing a fourth observer
and so on leads to the total number of required bits:

N =
N0

1 − H(q)
. (1.77)

We have chosen each of the correction channels to have the same
error probability as the original channel and hence we can replace the
entire construction by the original noisy channel if we can encode the
messages in such a way that Bob can associate each likely, or typical,
noisy message with a unique original message. The above analysis shows
that for this to be possible we require at least N = N0/ [1 − H(q)] bits
in order to faithfully encode 2N0 messages. Equivalently, N bits can be
used to carry faithfully not more than 2N [1−H(q)] distinct messages. It
follows that, in the large-N limit, each binary digit can carry not more
than

log
(
2N [1−H(q)]

)
N

= 1 − H(q) (1.78)

bits of information. This result is Shannon’s noisy-channel coding theo-
rem. If q = 0, so that no errors occur, then each binary digit can carry
up to one bit of information. If q = 1

2 , however, then errors occur too
frequently to be corrected, and no information can be carried by the
channel as H

(
1
2

)
= 1. Note that coping with noise, in limiting the in-

formation per bit, has reduced the number of possible messages that can
be encoded in comparison with a noiseless channel. Here the number of
messages that can be reliably encoded in N bits is reduced by at least
the factor 2NH(q). We can understand this quite simply in terms of the
number of readily distinguishable bit sequences. The likely number of
errors means that a sequence of N bits will, with very high probability,
be transformed into one of about 2NH(q) sequences. We can combat
efficiently the effects of noise by selecting 2N [1−H(q)] messages that are
sufficiently different that the likely number of errors will not cause any
confusion between them.

Shannon’s noisy coding theorem, like its noiseless counterpart, applies
to more general situations than the simple binary channel described
above. In particular, let Alice’s message be encoded in a string of N
symbols, with the values {ai}, and let the probability for each symbol,
{P (ai)}, be independent of the others. The symbols received by Bob
can take the values {bj} and the channel properties determine the set
of conditional probabilities P (bj |ai). Alice can produce about 2NH(A)

different likely messages and, similarly, Bob can receive about 2NH(B)

likely strings. Each of the likely received strings can be produced by
about 2NH(A|B) of the likely messages or, equivalently, each message
can produce 2NH(B|A) different received strings. It follows that the
number of messages that can be sent through the channel and, with
high probability, be accurately reconstructed by Bob is limited by

2N [H(B)−H(B|A)] = 2N [H(A)−H(A|B)] = 2NH(A:B). (1.79)
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It is the mutual information, H(A : B), which determines the number
of distinct messages that can be sent and hence the quality of the com-
munication channel. A large value of the mutual information indicates a
high degree of correlation between A, the symbol selected for transmis-
sion, and B, the received symbol. It is convenient to define the capacity
of the channel, C, as the maximum value of the mutual information:

C = Sup H(A : B). (1.80)

Here the maximization is performed by selecting the probabilities {P (ai)}
for the transmitted symbols {ai}. The noisy-channel coding theorem
then tells us that our N symbols can reliably encode up to 2NC distinct
messages and no more than this.

The simplest example of a noisy channel is a binary symmetric chan-
nel, in which two input symbols, a1 and a2, produce two output symbols,
b1 and b2. The channel faithfully maps a1 onto b1 and a2 onto b2 with
probability 1− q and induces an error with probability q (as depicted in
Fig. 1.11). The corresponding mutual information is

a1

a2

b1

b2

1-q

1-q

q

q

Fig. 1.11 Conditional probabilities
P (bj |ai) for a binary symmetric chan-
nel.

H(A : B) = − [P (a1)(1 − q) + P (a2)q] log [P (a1)(1 − q) + P (a2)q]
− [P (a2)(1 − q) + P (a1)q] log [P (a2)(1 − q) + P (a1)q]
+q log q + (1 − q) log(1 − q). (1.81)

It is straightforward to show that this quantity is maximized by choosing
P (a1) = 1

2 = P (a2), to give the channel capacity

C = 1 − H(q), (1.82)

which is the value implied by eqn 1.77.
The noisy-channel coding theorem does not tell us how to approach

the limit given by the channel capacity, but we can see how to do this in
some special cases. One simple example has four possible input symbols,
a1, a2, a3, and a4, and four corresponding output symbols, b1, b2, b3, and
b4. Consider a channel in which each input symbol gives the correspond-
ing output symbol with probability 1

2 :

P (bi|ai) =
1
2
, i = 1, · · · , 4; (1.83)

the remaining possibilities are that noise can cause a1, a2, a3, and a4 to
be read as b2, b3, b4, and b1, respectively:

P (b2|a1) = P (b3|a2) = P (b4|a3) = P (b1|a4) =
1
2
. (1.84)

The channel conditional probabilities are depicted in Fig. 1.12. We
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Fig. 1.12 Conditional probabilities
P (bj |ai) for an example of a noisy chan-
nel.

obtain the channel capacity by maximizing the mutual information,

H(A : B) = H(B) − H(B|A)

= −
∑
ij

P (ai)P (bj |ai) log
∑

k

P (ak)P (bj |ak)

+
∑
ij

P (ai)P (bj |ai) log P (bj |ai), (1.85)
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by varying the input symbol probabilities {P (ai)}. For our problem,
this mutual information reduces to

H(A : B) = −1
2

(P (a1) + P (a2)) log
[
1
2

(P (a1) + P (a2))
]

−1
2

(P (a2) + P (a3)) log
[
1
2

(P (a2) + P (a3))
]

−1
2

(P (a3) + P (a4)) log
[
1
2

(P (a3) + P (a4))
]

−1
2

(P (a4) + P (a1)) log
[
1
2

(P (a4) + P (a1))
]

−1. (1.86)

The terms 1
2 (P (ai) + P (aj)) are all greater than or equal to zero and

sum to unity, and so the first four terms together are mathematically
an entropy. It follows that the maximum possible value occurs when all
of these terms are equal, and this gives a channel capacity of 1 bit. We
can readily see how this one bit per symbol can be realized in this case.
If we transmit using only the symbols a1 and a3 then the corresponding
possible outputs are b1 and b2 or b3 and b4, respectively, and Bob can
determine the selected symbol without error. If Alice encodes the mes-
sage in such a way that P (a1) = 1

2 = P (a3) then each symbol conveys
the limiting value of 1 bit. Alternatively, of course, Alice can use just
the symbols a2 and a4.

One way of understanding the noisy-channel coding theorem is to sup-
pose that we encode different messages as bit strings, or codewords, which
are sufficiently different that the expected number of errors is unlikely to
introduce any difficulty for Bob in recovering the original message. An
efficient coding scheme will be one in which the messages are as close,
or similar, to each other as possible but are still distinguishable after
passage through the noisy channel. It is helpful to be able to quantify
the degree of difference between a pair of bit strings, and this is conve-
niently expressed as the Hamming distance. If x and y are each strings
of N bits then the Hamming distance between the strings, dH(x, y), is
simply the number of bits in the two strings which are different. For
example, if x = 0101 and y = 1101 then dH(x, y) = 1, while if z = 0110
then dH(x, z) = 2 and dH(y, z) = 3. The Hamming distance satisfies the
natural conditions for a distance and, in particular,

dH(x, y) ≥ 0,

dH(x, y) = 0 ⇔ x = y,

dH(x, y) = dH(y, x),
dH(x, y) ≤ dH(x, z) + dH(y, z). (1.87)

Bob’s ability to detect errors and to correct them is limited by the
minimum Hamming distance between any pair of codewords. Consider,
for example, a binary [7,4] Hamming code in which one of 24 distinct
messages (corresponding to 4 bits) is encoded on 7 bits using one of the
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set of 16 codewords

C = {0000000, 0001011, 0010101, 0011110, 0100111, 0101100,

0110010, 0111001, 1000110, 1001101, 1010011, 1011000,

1100001, 1101010, 1110100 1111111}. (1.88)

A casual inspection reveals that the first four bits in each codeword
correspond to the 24 integers from 0000 to 1111. The remaining three
bits are selected to allow for error detection and correction. They are
selected so that in each codeword the sum of the first, second, third, andAlternative [7,4] Hamming codes

The Hamming code presented here is
certainly not unique, and other forms
are used. One of these selects the three
additional bits such that the sums of
bits 2, 3, 4, and 5, of bits 1, 3, 4, and
6, and of bits 1, 2, 4, and 7 are each
even. There are, of course, 4! possible
distinct [7,4] Hamming codes.

fifth bit values is even, the sum of the first, second, fourth, and sixth bit
values is even, and the sum of the second, third, fourth, and seventh bit
values is even. If a single error occurs then this coding scheme allows
us to correct it without ambiguity. Suppose, for example, that Bob
receives the bit string 0100100. This is not one of the codewords eqn
1.88 but Bob can check the sums of the bits mentioned above and find
0+1+0+1 = 2, 0+1+0+0 = 1, and 1+0+0+0 = 1. The assumption
of only a single error tells us that it is the fourth bit that is incorrect,
and so Bob recovers the codeword 0101100 and from this the protected
message string 0101.

If the minimum Hamming distance for any pair of codewords is d then
Bob will be able to detect d − 1 errors and to correct up to 1

2 (d − 1)
errors. For a binary [7,4] Hamming code, we have d = 3 and so Bob
can detect the presence of up to two errors and, as we have seen, he can
correct any single error.

Suggestions for further reading

Box, G. E. P. and Tiao, G. C. (1973). Bayesian inference in statistical
analysis. Wiley, New York.

Brillouin, L. (1956). Science and information theory. Academic Press,
New York.

Cover, T. M. and Thomas, J. A. (1991). Elements of information theory.
Wiley, New York.

Goldie, C. M. and Pinch, R. G. E. (1991). Communications theory.
Cambridge University Press, Cambridge.

Jaynes, E. T. (2003). Probability theory: the logic of science. Cambridge
University Press, Cambridge.

Khinchin, A. I. (1957). Mathematical foundations of information theory.
Dover, New York.

Kullback, S. (1968). Information theory and statistics. Dover, New
York.

Lee, P. M. (1989). Bayesian statistics: an introduction. Edward Arnold,
London.

Leff, H. S. and Rex, A. F. (eds) (1990). Maxwell’s demon: entropy,
information, computing. Adam Hilger, Bristol.



Exercises 27

Leff, H. S. and Rex, A. F. (eds) (2003). Maxwell’s demon 2: entropy,
classical and quantum information, computing. Institute of Physics
Publishing, Bristol.

Loepp, S. and Wootters, W. K. (2006). Protecting information: from
classical error correction to quantum cryptography. Cambridge
University Press, Cambridge.

Mlodinow, L. (2008). The drunkard’s walk: how randomness rules our
lives. Allen Lane, London.

Plenio, M. B. and Vitelli, V. (2001). The physics of forgetting:
Landauer’s erasure principle and information theory. Contemporary
Physics 42, 25.

Shannon, C. E. and Weaver, W. (1963). The mathematical theory of
communication. University of Illinois Press, Urbana, Il.

Sivia, D. S. (1996). Data analysis: a Bayesian tutorial. Oxford
University Press, Oxford.

Exercises

(1.1) Show that P (ai, bj) ≤ P (ai), P (bj). What can we
infer if P (ai, bj) = P (ai)?

(1.2) Two events A and B are strongly correlated so that
P (ai|bj) = δij . Does it follow that P (bj |ai) = δij?

(1.3) Prepare a probability tree equivalent to that given
in Fig. 1.2 but with the first set of lines correspond-
ing to the possible values of B and the second set
to the values of A.

(1.4) In Section 1.2, we illustrated Bayes’ theorem with
an example based on long and short routes to work
and the probability of arriving on time. Complete
that analysis by using Bayes’ theorem to calcu-
late the probabilities that the long and short routes
were taken given that I arrived late.

(1.5) A particle counter records counts with an efficiency
η. This means that each particle is detected with
probability η and missed with probability 1−η. Let
N be the number of particles present and n be the
number detected. Show that

P (n|N) =
N !

n!(N − n)!
ηn(1 − η)N−n.

Calculate P (N |n):

(a) for

P (N) = e−N̄ N̄N

N !
;

(b) for all P (N) equally probable;
(c) (trickier) given only that the mean number of

particles present is N̄ .

(1.6) Use Bayes’ theorem to express P (ai|bj , ck) in terms
of P (ck|ai, bj).

(1.7) Prove that the likelihood �(ai|bj), as introduced in
eqn 1.21, is indeed symmetric in its arguments.

(1.8) For the mouse genetics problem, derive a general
expression for the probability P (BB|x1, · · · , xn =
black) that the test mouse is BB given that all of
n offspring are black.

(1.9) Three friends play a game by each in turn tossing
a coin. The winner is the first to throw a head.
Amy goes first, then Barbara, and then Claire and
they continue playing in this order until there is a
winner. What are the probabilities that each of the
players will win?

(1.10) On a game show, contestants were presented with
three boxes, one of which contained the star prize.
They were asked to choose one (and so had a prob-
ability of 1

3
of winning the prize). The host would

then open one of the two other boxes, showing the
contestant that it did not contain the prize. At this
stage, the contestant would be offered the chance
to either keep their originally selected box or to ex-
change it for the one remaining unopened box. In
practice, most contestants stuck to their original
choice, but what would a good Bayesian do?
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(1.11) (a) There are two children, at least one of whom
is a boy. What is the probability that they
are both boys?

(b) There are two children, at least one of whom
is a boy called Reuben. What is the proba-
bility that they are both boys?

(Warning: this subtle problem, posed by Mlodi-
now, will repay careful thought.)

(1.12) Suppose that there are three people forming a team
to play a game. They can discuss their strategy in
advance but cannot communicate further once the
game has started. Each player is then given a play-
ing card, which is equally likely to be red or black.
They each press their card against their forehead so
that the other players can see it but they cannot.
Each player is then asked to guess whether their
own card is red or black by writing down (but not
revealing to the other players) either ‘red’, ‘black’
or ‘pass’ (the last of which corresponds to declin-
ing to make a guess). The team wins if at least
one player makes a correct guess and if no player
makes an incorrect guess. Agreeing that one player
will make a guess wins with probability 1

2
. There

is, however, a strategy that wins with probability
3
4
. Can you find it and explain why it works?

(1.13) Prove the identity in eqn 1.33 and hence show that
1 bit ≈ 0.693 nats.

(1.14) Confirm that the entropy in eqn 1.36 has a single
maximum at p = 1

2
and takes its minimum value

at p = 0 and at p = 1.

(1.15) Prove eqn 1.38 by induction from eqn 1.37.

(1.16) Prove that if f(x) has a second derivative that is
greater than or equal to zero everywhere then it is
a convex function; that is, it obeys the inequality
in eqn 1.37.

[Hint: it might be useful to recall that Taylor’s the-
orem implies that

f(x) = f(x0) + f ′(x0)(x − x0) +
f ′′(x̃)

2
(x − x0)

2,

where x̃ lies between x0 and x.]

(1.17) Prove that

lim
x→0

x log x = 0

and hence that H = 0 if and only if one of the
probabilities is unity. Show that in all other cases
H is positive.

(1.18) Prove that if A has n possible values then H(A)
takes its maximum value (log n) when the n asso-
ciated probabilities are all 1

n
.

(1.19) Prove that changing the probabilities according to
eqn 1.39 increases H(A) or leaves it unchanged.
Under what conditions will the transformation
leave H(A) unchanged?

(1.20) The entropy H can sometimes be difficult to work
with, and perhaps for this reason a number of alter-
native ‘entropies’ have been introduced. Amongst
these are the linear entropy L, the Tsallis entropy
T , and the Rényi entropy R. For a set of probabil-
ities {pi}, these take the forms

L =
∑

i

pi(1 − pi),

T =
1 −∑

i
pq

i

q − 1
,

R =
ln

(∑
i
pq

i

)
1 − q

.

The latter two are defined in terms of a real param-
eter q, the value of which exceeds unity.

(a) Show that, like H, each of these is greater
than or equal to zero and takes the value zero
only if a single probability is unity.

(b) Show that, also like H, each of these takes its
maximum value if all of the probabilities pi

are equal.
(c) Show that He ≥ L, with the equality holding

only when He = 0.
(d) Show that

lim
q→1

T = He = lim
q→1

R.

(1.21) If we have three events A, B, and C, show that

H(A) + H(B) + H(C) ≥ H(A, B, C).

Under what conditions will the equality hold?

(1.22) Show that if we have three events A, B, and C,
then

H(A, B, C) + H(B) ≤ H(A, B) + H(B, C).

[Hint: you might proceed by first showing that

Q(ai, bj , ck) =
P (ai, bj)P (bj , ck)

P (bj)

is a mathematically acceptable probability distri-
bution and then use the positivity of the relative
entropy.]

(1.23) Show that

H(A : B) =
∑

ij

P (ai, bj) log �(ai|bj).
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(1.24) Suppose that N identical balls are shared between
two boxes A and B subject to a given probabil-
ity distribution. For which probability distribution
will H(A : B) take its maximum value, and what
is this value? What will be the maximum value of
H(A : B) if the balls are distinguishable?

(1.25) An average-die is a six-sided die with the integers
2, 3, 3, 4, 4, and 5 displayed on its faces. We are
told that the average score is 3.52. Use the Max
Ent method to choose prior probabilities for each
of the possible scores.

(1.26) Consider two properties C and D, which can take
the values {ci} and {dj}, respectively. Given the
probabilities {P (ci)} and {P (dj)}, use the Max Ent
method to suggest values for the joint probabilities
{P (ci, dj)}. You should find that the method sug-
gests that C and D should be considered as inde-
pendent so that P (ci, dj) = P (ci)P (dj).

(1.27) For the Boltzmann distribution given in eqn 1.61
find the value of the Lagrange multiplier β in terms
of the mean energy Ē:

(a) for a system with two possible configurations
with energies E0 and E1

(b) for a quantum harmonic oscillator, which has
allowed energies En = (n + 1

2
)h̄ω, n =

0, 1, 2, · · ·.
(1.28) The thermodynamic entropy is

S = −kB

∑
n

pn ln pn,

where the probabilities are given in eqn 1.61. Show
that the Lagrange multiplier β is indeed (kBT )−1.

[Hint: It might be useful to recall the thermody-
namic relationship

dĒ

dT
= T

dS
dT

.]

(1.29) Repeat the analysis of Szilard’s model given in Sec-
tion 1.3 for the case in which the partition, when
initially inserted, divides the volume V0 into un-
equal volumes V1 and V0 − V1.

(1.30) Each bit in a string of N is independent of the oth-
ers and takes the value 0 with probability p and
the value 1 with probability 1 − p. Show that the
fraction of bits taking the value zero will be p ± ε
where ε tends to zero as N → ∞.

(1.31) The coding scheme in eqn 1.73 uses one string of
a single bit, one of two bits and two of three bits
in order to encode the four letters A, B, C, and D.

Why can we not use two single bits for the letters
A and B, or perhaps just two bits for the letters C
and/or D?

(1.32) If the probabilities for the four letters A, B, C, and
D in the above problem were 0.49, 0.21, 0.21, and
0.09, respectively, then what would be the Shannon
limit for compression of a sequence of N letters?
How close to this does the coding scheme in eqn
1.73 get?

(1.33) Suppose that a source produces a sequence of let-
ters A and B with probabilities p and 1 − p, re-
spectively. If p � 1 show that H ≈ p log(e/p).
Design a coding scheme that provides near-optimal
compression.

(1.34) (a) Calculate the entropy for a sequence of letters
occurring with same frequencies as in the En-
glish language. These frequencies are given in
Table 3.1.

(b) Morse code replaces each of the letters by a
binary sequence of dots and dashes:
a = ·− j = · − −− s = · · ·
b = − · · · k = − · − t = −
c = − · −· l = · − ·· u = · · −
d = − · · m = −− v = · · · −
e = · n = −· w = · − −
f = · · −· o = −−− x = − · ·−
g = −− · p = · − −· y = − · −−
h = · · · · q = −− ·− z = −− ··
i = ·· r = · − ·

Calculate the average length (in bits) of each
letter in Morse code.

(c) Given the answers to parts (a) and (b), how is
it that communication by Morse code is pos-
sible?

(1.35) Prove that correcting all of the errors by a sequence
of observers and correction channels requires, in the
limit of long messages, a minimum number of bits
given by eqn 1.77.

(1.36) We have seen that the maximum information that
can be carried by each bit in a noisy channel is
given by eqn 1.78. Why is this zero for q = 1

2
but

positive for higher error probabilities?

(1.37) A measure of the required redundancy for a noisy
channel is N/N0 − 1, with N and N0 related by
eqn 1.77. This quantity is the number of extra bits
required per message. Plot a graph of this quantity
and hence show that efficient coding requires less
than about a 10% error rate.

(1.38) Calculate the conditional probabilities P (ai|bj) for
the binary symmetric channel depicted in Fig. 1.11.
Hence confirm that the mutual information is as
given in eqn 1.81.
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(1.39) A channel has three input symbols (a1, a2, a3) and
three output symbols (b1, b2, b3) and the non-zero
conditional probabilities are

P (b1|a1) = 1,

P (b2|a2) = 1 − q = P (b3|a3),

P (b2|a3) = q = P (b3|a2).

(a) Calculate the channel capacity.
(b) Suggest how the channel capacity might be

realized for the cases q = 0, q = 1
2
, and q = 1.

(1.40) It is by no means necessary for a channel to have the
same number of input and output symbols. Con-
sider a channel with two input symbols (a1, a2) and
four output symbols (b1, b2, b3, b4). The conditional
probabilities are

P (b1|a1) = P (b2|a1) =
1

3
,

P (b3|a2) = P (b4|a2) =
1

3
,

P (b3|a1) = P (b4|a1) =
1

6
,

P (b1|a2) = P (b2|a2) =
1

6
.

Calculate the associated channel capacity.

(1.41) A message comprises blocks of seven binary dig-
its. A channel introduces noise in such a way that
each block experiences either no errors, which oc-
curs with probability 1

8
, or precisely one error, with

each of the seven digits being equally likely to be
incorrect (i.e. with probability 1

8
).

(a) Calculate the channel capacity for this system

(b) Can you suggest a coding scheme which real-
izes this channel capacity?

(1.42) Prove the properties of the Hamming distance,
given in eqn 1.87.

(1.43) Recover the original four-bit messages from the fol-
lowing received signals protected using the binary
[7,4] Hamming code given in eqn 1.88:

(a) 1110000;

(b) 1000101;

(c) 0100110;

(d) 0110010.

(1.44) A set of codewords have a minimum Hamming dis-
tance d. Prove that Bob will be able to detect up
to d− 1 errors and to correct up to 1

2
(d− 1) errors.
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ity and information. The values we assign to probabilities depend on
the information available, and information is a function of probabilities.
This connection makes it inevitable that information will be an impor-
tant concept in any statistical theory, including thermodynamics and,
of course, quantum physics.

The probabilistic interpretation of quantum theory has probability
amplitudes rather than probabilities as the fundamental quantities. This
feature, together with the associated superposition principle, is responsi-
ble for intrinsically quantum phenomena and gives quantum information
theory its distinctive flavour. We shall see that the quantum rules for
dynamical evolution and measurement, together with the existence of
entangled states, have important implications for quantum information.
They also make it possible to perform tasks which are either imprac-
tical or impossible within the classical domain. In describing these we
shall make extensive use of simple but fundamental ideas in quantum
theory. This chapter introduces the mathematical description of quan-
tum physics and the concepts which will be employed in our study of
quantum information.

2.1 Basic principles

The state of a physical system in quantum theory is completely specified
by its state vector, the ket |ψ〉. It is common practice to refer to |ψ〉
as the state of the system. If |ψ1〉 and |ψ2〉 are possible states then the
superposition

|ψ〉 = a1|ψ1〉 + a2|ψ2〉 (2.1)

is also a state of the system, where a1 and a2 are complex numbers. This
superposition principle, which states that any superposition of states is
also a state, is perhaps the most fundamental concept in quantum the-
ory. We can trace the existence of probability amplitudes, incompatible
observables, and entanglement back to it.

The bra 〈ψ| provides an equivalent representation of the state in eqn
2.1 in the form

〈ψ| = a∗
1〈ψ1| + a∗

2〈ψ2|, (2.2)
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where a∗
1 and a∗

2 are the complex conjugates of a1 and a2, respectively.
We obtain numbers, including probability amplitudes and probabilities,
by forming the overlap between, or inner product of, pairs of states.
The overlap between the states |ψ〉 and |φ〉 is the complex number 〈ψ|φ〉
or its complex conjugate 〈φ|ψ〉, analogous to the scalar or dot product
of two vectors. If this overlap is zero, then the states are said to be
orthogonal, in analogy with a pair of perpendicular vectors, which have
zero scalar product. The inner product of a state with itself is real and
strictly positive so that

〈ψ|ψ〉 > 0. (2.3)

If this inner product is unity, so that 〈ψ|ψ〉 = 1, then the state is said
to be normalized. In practice, we can always normalize any state by
multiplying it by 〈ψ|ψ〉−1/2.

If the states in eqn 2.1 are orthonormal, that is, both orthogonal
(〈ψ1|ψ2〉 = 0) and normalized (〈ψ1|ψ1〉 = 1 = 〈ψ2|ψ2〉), then the ampli-
tudes a1 and a2 are given by the overlaps

〈ψ1|ψ〉 = a1 = 〈ψ|ψ1〉∗,
〈ψ2|ψ〉 = a2 = 〈ψ|ψ2〉∗. (2.4)

If |ψ〉 is itself normalized, then |a1|2 + |a2|2 = 1 and we interpret |a1|2
and |a2|2 as the probabilities that a suitable measurement will find the
system to be in the states |ψ1〉 and |ψ2〉, respectively. The generalization
of eqn 2.1 to many possible states |ψn〉 is

|ψ〉 =
∑

n

an|ψn〉, (2.5)

where, if |ψ〉 is normalized and the states |ψn〉 are orthonormal, then∑
n

|an|2 = 1. (2.6)

This is consistent with the probability interpretation that |an|2 is the
probability that a suitable measurement will find a system prepared in
the state |ψ〉 to be in the state |ψn〉.

The description of a quantum system is completed by the introduction
of operators. An operator Â acting on any state of this system produces
another state Â|ψ〉, which, in general, will not be normalized. The
Hermitian conjugate B̂† of an operator B̂ is defined by the requirementHermitian conjugates If the oper-

ator is written as a matrix then the
Hermitian conjugation comprises tak-
ing the complex conjugate of the trans-
pose of the matrix. For example, for an
operator represented by a two-by-two
matrix, we have

B̂ =

(
b00 b01
b10 b11

)
,

B̂† =

(
b∗00 b∗10
b∗01 b∗11

)
.

that for any pair of states |ψ〉 and |φ〉, we have

〈ψ|B̂†|φ〉 = 〈φ|B̂|ψ〉∗. (2.7)

It is straightforward to show that the Hermitian conjugate has the fol-
lowing properties:

(B̂†)† = B̂, (2.8)
(B̂ + Ĉ)† = B̂† + Ĉ†, (2.9)

(B̂Ĉ)† = Ĉ†B̂†, (2.10)
(λB̂)† = λ∗B̂†, (2.11)
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where Ĉ is any other operator and λ is any complex number. An op-
erator Â that is its own Hermitian conjugate, Â† = Â, is said to be a
Hermitian operator. These are especially important, as observable quan-
tities, or observables, are associated with Hermitian operators. Strictly
speaking, of course, observables are represented by self-adjoint opera-
tors, but the distinction between Hermitian and self-adjoint operators
will not be important for the subject of this book. The eigenvalues λn Self-adjoint operators An opera-

tor Â is said to be self-adjoint if

〈ψ|Â|φ〉 = 〈φ|Â|ψ〉∗

for any pair of states |ψ〉 and |φ〉. The
difference between Hermitian and self-
adjoint operators is apparent only when
dealing with infinite-dimensional state
spaces.

of a Hermitian operator Â satisfy the eigenvalue equation

Â|λn〉 = λn|λn〉, (2.12)

where the |λn〉 are the eigenstates. The conjugate equation with λn

replaced by λm is

〈λm|Â† = 〈λm|Â = λ∗
m〈λm|, (2.13)

where the Hermiticity of Â means that Â† = Â. If we take the overlap
of eqn 2.13 with |λn〉, we find

〈λm|Â|λn〉 = λ∗
m〈λm|λn〉 (2.14)

and, similarly, taking the overlap of eqn 2.12 with 〈λm| gives

〈λm|Â|λn〉 = λn〈λm|λn〉. (2.15)

Subtracting eqn 2.15 from eqn 2.14 gives

(λ∗
m − λn) 〈λm|λn〉 = 0, (2.16)

so that if m = n, we see from eqn 2.3 that λ∗
n−λn = 0 and the eigenvalues

must be real. If, however, λm �= λn then the states |λm〉 and |λn〉 are
orthogonal and may be chosen to be orthonormal with

〈λm|λn〉 = δmn, (2.17)

where δmn is the Kronecker delta. Hermitian operators therefore have
real eigenvalues associated with orthonormal eigenstates.

An ideal measurement of the observable A associated with Â will yield
as its result one of these real eigenvalues of Â. If the normalized state is

|ψ〉 =
∑

n

an|λn〉, (2.18)

then the probability that a measurement of A gives the result λn is |an|2.
If two orthonormal eigenstates |λn〉 and |λm〉 have the same eigenvalue λ
then the states are said to be degenerate, and the probability of obtaining
the result λ is |an|2 + |am|2. If all possible states of the system can
be expressed in the form of eqn 2.18 then the set {|λn〉} is said to be
complete. The mean value Ā of A found from measurements on an
ensemble of identically prepared systems is the expectation value of Â,
given by

Ā = 〈Â〉 =
∑

n

λn|an|2 = 〈ψ|Â|ψ〉. (2.19)
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The statistical spread of results is often expressed in terms of the vari-
ance

∆A2 = 〈ψ|(Â − 〈Â〉)2|ψ〉 = 〈ψ|Â2|ψ〉 − 〈ψ|Â|ψ〉2, (2.20)

or the uncertainty ∆A =
√

∆A2. This uncertainty is zero if and only if
|ψ〉 is an eigenstate of Â.

An important property of operators is that they do not, in gen-
eral, commute. This means that the state produced by acting with
a pair of operators will depend on the order in which they are applied:
ÂB̂|ψ〉 �= B̂Â|ψ〉. The difference is conveniently expressed in terms of
the commutator of Â and B̂, which is defined to be

[Â, B̂] = ÂB̂ − B̂Â. (2.21)

If this commutator is zero then Â and B̂ are said to commute. If the
operators are also Hermitian, then the associated observables A and B
are said to be compatible, and the operators Â and B̂ have a common
complete set of eigenstates. More generally, the commutator of two Her-
mitian operators is a skew-Hermitian operator in that [Â, B̂]† = −[Â, B̂],
which follows from eqn 2.10. This means that we can write the commu-
tator as [Â, B̂] = iĈ, where Ĉ is a Hermitian operator. The commutator
of an operator Â and the operator product B̂Ĉ is easily seen to beThe uncertainty principle We can

derive this from the Cauchy–Schwarz
inequality (eqn 2.55) by selecting

|φ1〉 = (Â − 〈Â〉)|ψ〉,
|φ2〉 = (B̂ − 〈B̂〉)|ψ〉,

where |ψ〉 is the state of the system un-
der consideration. It then follows from
the Cauchy–Schwarz inequality that

∆A2 ∆B2 ≥ |〈ψ|Â′B̂′|ψ〉|2

=
1

4
〈ψ|{Â′, B̂′}|ψ〉2

+
1

4
|〈ψ|[Â′, B̂′]|ψ〉|2

≥ 1

4
|〈ψ|[Â, B̂]|ψ〉|2,

where Â′ = Â − 〈Â〉, with a simi-
lar definition for B̂′. The square root
of this gives the uncertainty princi-
ple stated in eqn 2.24. States for
which the equality holds in eqn 2.24
are sometimes called ‘minimum uncer-
tainty states’, but a better term is ‘in-
telligent states’. This is because enforc-
ing the equality does not usually mini-
mize the product ∆A ∆B for any given
∆A. States that achieve this minimum
are the minimum-uncertainty-product
states.

[Â, B̂Ĉ] = B̂[Â, Ĉ] + [Â, B̂]Ĉ,

[B̂Ĉ, Â] = B̂[Ĉ, Â] + [B̂, Â]Ĉ. (2.22)

The anticommutator is defined to be

{Â, B̂} = ÂB̂ + B̂Â, (2.23)

which is clearly Hermitian if Â and B̂ are Hermitian.
The uncertainties associated with the observables A and B for any

given state are bounded by the uncertainty principle:

∆A ∆B ≥ 1
2
|〈[Â, B̂]〉|. (2.24)

For incompatible observables, the associated operators Â and B̂ will not
commute, and the uncertainty principle then places a lower bound on
the extent to which it is possible to specify the values of A and B for a
given state.

A special class among the Hermitian operators is that of the positive
operators. An operator Â is said to be positive (or, sometimes, positive
semidefinite) if for any state |ψ〉,

〈ψ|Â|ψ〉 ≥ 0. (2.25)

Positive operators are important in the description of quantum states
and also in the theory of measurements, as we shall see in Chapter 4.
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If we express |ψ〉 as a superposition of the eigenvectors |λn〉 of Â, as in
eqn 2.18, then the positivity condition in eqn 2.25 becomes∑

n

λn|an|2 ≥ 0. (2.26)

This should hold for all possible states and therefore for all possible
probability amplitudes an, which tells us that positive operators have
non-negative eigenvalues; that is, λn ≥ 0. It follows that the equality in
eqn 2.25 holds only if |ψ〉 is a zero-eigenvalue eigenstate of Â, that is, if
Â|ψ〉 = 0.

The outer product of two normalized states |φ1〉 and |φ2〉 is the op-
erator |φ1〉〈φ2| or its Hermitian conjugate |φ2〉〈φ1| = (|φ1〉〈φ2|)†. This
outer product is a Hermitian operator if and only if |φ1〉 = |φ2〉. The op-
erator |φ1〉〈φ2| acting on a state |ψ〉 produces the state 〈φ2|ψ〉|φ1〉, that
is, the state |φ1〉 multiplied by the complex number 〈φ2|ψ〉. If {|λn〉} is
a complete orthonormal set of eigenvectors of a Hermitian operator Â
then

Â =
∑

n

λn|λn〉〈λn|. (2.27)

The identity operator Î is the Hermitian operator which when acting on
any state |ψ〉 gives the same state; that is, Î|ψ〉 = |ψ〉. It follows from
eqn 2.27 that

Î =
∑

n

|λn〉〈λn| (2.28)

as, using eqns 2.17 and 2.18, we find

Î|ψ〉 =
∑
m

|λm〉〈λm|
∑

n

an|λn〉

=
∑

n

an

∑
m

δmn|λm〉

= |ψ〉. (2.29)

The resolution of the identity operator, that is, its expression in terms
of the states |λn〉 given in eqn 2.28, is, in fact, an alternative statement
of the completeness of the set {|λn〉}.

A function f(Â) of the Hermitian operator Â in eqn 2.27 is defined to
be the operator

f(Â) =
∑

n

f(λn)|λn〉〈λn|, (2.30)

so that |λn〉 is an eigenstate of f(Â) with eigenvalue f(λn). This means
that if we measure the observable f(A) then the possible results will be
{f(λn)}. It is also sometimes possible to write a function of an operator
as a Taylor series

f(Â) = Îf(0) + Âf ′(0) + Â2 f ′′(0)
2!

+ · · · + Ân f (n)(0)
n!

+ · · · , (2.31)
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where f (n)(0) denotes the nth derivative with respect to x of f(x) evalu-
ated at x = 0. This expansion is often used for the exponential function,
for which

exp(αÂ) = Î + αÂ +
α2

2!
Â2 + · · · + αn

n!
Ân + · · · . (2.32)

This Taylor series can also be used to write functions of non-Hermitian
operators for which no eigenstate expansion, in the manner of eqn 2.30,
is possible.

The evolution of a state |ψ(t)〉 is governed by the Schrödinger equation

ih̄
d

dt
|ψ(t)〉 = Ĥ|ψ(t)〉, (2.33)

where Ĥ is the Hamiltonian. This Hermitian operator may, depending
on the system and the model being used to study it, be time-dependent
or time-independent. The expectation value of a time-independent op-
erator Â changes with time owing to the evolution of |ψ(t)〉, so that

d

dt
〈Â〉 = − i

h̄
〈ψ(t)|[Â, Ĥ]|ψ(t)〉. (2.34)

This change in 〈Â〉 arises from transitions between the eigenstates |λn〉
of Â induced by Ĥ. If Â commutes with Ĥ then 〈Â〉, 〈Â2〉, and all
higher moments of Â are constants of the motion, and we say that Â
and its associated observable A are constants of the motion. Substituting
the eigenstate expansion of |ψ〉 given in eqn 2.18 into the Schrödinger
equation (eqn 2.33) and taking the overlap with |λm〉 gives the amplitude
equations

ȧm(t) = − i

h̄

∑
n

〈λm|Ĥ|λn〉an(t). (2.35)

This set of coupled differential equations is equivalent to the Schrödinger
equation, and from the solution we can construct |ψ(t)〉.

The formal solution of the Schrödinger equation is

|ψ(t)〉 = Û(t)|ψ(0)〉, (2.36)

where Û(t) is a unitary operator, for which

Û† = Û−1, (2.37)

so that Û†Û = Î = Û Û†. We shall find out more about unitary op-
erators in Section 2.3. The evolution operator Û(t) itself satisfies the
Schrödinger equation

ih̄
d

dt
Û(t) = ĤÛ(t), (2.38)

and hence if Ĥ is time-independent then

Û(t) = exp

(
−i

Ĥt

h̄

)
. (2.39)
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The Hermitian conjugate operator Û†(t) is given by Û†(t) = exp(iĤt/h̄),
from which, using our definitions of a function of an operator, it is
straightforward to show that Û †(t))Û(t) = Î = Û(t)Û †(t) and hence, as
stated in eqn 2.37, that Û(t) is unitary. The bra vector 〈ψ(t)| is given
by 〈ψ(0)|Û†, where

−ih̄
d

dt
Û†(t) = Û†(t)Ĥ. (2.40)

It follows that the overlap of a state vector with itself is conserved:
〈ψ(t)|ψ(t)〉 = 〈ψ(0)|ψ(0)〉, so that normalization is retained. More-
over, the overlap of any two state vectors is conserved: 〈ψ(t)|φ(t)〉 =
〈ψ(0)|φ(0)〉. An alternative to using the Schrödinger equation is to work
in the Heisenberg picture, in which operators evolve so that Â(t) satisfies
the Heisenberg equation

d

dt
Â(t) =

i

h̄
[Ĥ, Â] +

∂

∂t
Â, (2.41)

where the partial-derivative term accounts for any explicit time depen-
dence. We should note that the Heisenberg equation in eqn 2.41 is the
correct equation of motion for all operators, including those that are not
Hermitian.

2.2 Mixed states

If we do not have enough information to specify the state vector but
know the probabilities Pn that the system is in a normalized state |ψn〉
then the mean value of A is

Ā =
∑

n

Pn〈ψn|Â|ψn〉. (2.42)

We should note that this is different from the expression in eqn 2.19
which holds when we know precisely the normalized state |ψ〉. It is
convenient to introduce the density operator or density matrix ρ̂, which
is the Hermitian operator

ρ̂ =
∑

n

Pn|ψn〉〈ψn|. (2.43)

If one of the probabilities is unity, that is if Pn = δmn, then the density
operator reduces to the simple form ρ̂ = |ψm〉〈ψm|. We refer to density
operators of this form, for which the state vector is known, as pure-
state density operators or pure states. Density operators of the form
in eqn 2.43 represent a statistical mixture of states, or mixed states. It
is common practice to use the word state for the state of a system, its
density operator, and, for pure states, its state vector as well.

The states |ψn〉 need not be orthogonal, but it is always possible to
write ρ̂ in diagonal form. This follows from the fact that it is Hermitian.
The density operator is also positive, as for any state |φ〉,

〈φ|ρ̂|φ〉 =
∑

n

Pn|〈φ|ψn〉|2 ≥ 0, (2.44)
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as each term in the sum is positive or zero. It follows that we can write
any density operator in the form

ρ̂ =
∑
m

ρm|ρm〉〈ρm|, (2.45)

where the ρm are the (positive) eigenvalues of the density operator and
the |ρm〉 are the corresponding eigenstates.

The mean value of an observable A is given by

Ā = 〈Â〉 = Tr(ρ̂Â), (2.46)

where Tr denotes the trace operation, which is carried out by summing
the diagonal elements of the operator ρ̂Â in any basis consisting of a
complete orthonormal set of states. Consider, for example, using theThe trace operation The trace of

any operator B̂ is the sum of the diago-
nal matrix elements in any orthonormal
basis {|λn〉},

TrB̂ =
∑

n

〈λn|B̂|λn〉.

An important property of the trace op-
eration is that the trace of a product of
operators is invariant under cyclic per-
mutation of these operators, so that

Tr(ρ̂ÂB̂) = Tr(B̂ρ̂Â)

= Tr(ÂB̂ρ̂). (2.47)

Other permutations do not, in general,
have the same trace, as

Tr(ρ̂ÂB̂) − Tr(ρ̂B̂Â) = Tr(ρ̂[Â, B̂]).

The proof of eqn 2.47 follows by evalu-
ating the trace in any basis {|λm〉} and
using the identity in eqn 2.28 as follows:

Tr(ρ̂ÂB̂) =
∑
lmn

〈λn|ρ̂|λm〉

×〈λm|Â|λl〉〈λl|B̂|λn〉
=

∑
lmn

〈λl|B̂|λn〉

×〈λn|ρ̂|λm〉〈λm|Â|λl〉
= Tr(B̂ρ̂Â).

basis {|λm〉} to calculate the trace as follows:

Tr(ρ̂Â) =
∑
m

〈λm|
(∑

n

Pn|ψn〉〈ψn|
)

Â|λm〉

=
∑

n

Pn〈ψn|Â
∑
m

|λm〉〈λm|ψn〉

=
∑

n

Pn〈ψn|Â|ψn〉, (2.48)

where we have used eqn 2.28. This has the same form as eqn 2.42,
confirming that Tr(ρ̂Â) is the mean value of A. Three important results
follow from eqn 2.48. The first is that the trace is independent of the
basis {|λm〉} used to calculate 〈Â〉. It follows that the trace can be
evaluated in any basis. Secondly, if we choose Â to be the identity
operator Î then we find

Tr(ρ̂) =
∑

n

Pn = 1, (2.49)

which reflects the fact that the sum of any complete set of probabilities
is unity. The trace condition in eqn 2.49 is the analogue of the normal-
ization condition, 〈ψ|ψ〉 = 1, for state vectors. If we evaluate the trace
of ρ̂ in the basis formed by its eigenvectors then we find

Tr(ρ̂) =
∑

n

ρn = 1, (2.50)

so that the sum of the eigenvalues of ρ̂ is unity. Our third result follows
on choosing Â to be ρ̂ and writing the density operator in the form of
eqn 2.45 so that eqn 2.48 becomes

Tr(ρ̂2) =
∑

n

ρn〈ρn|
(∑

m

ρm|ρm〉〈ρm|
)
|ρn〉 =

∑
n

ρ2
n. (2.51)

We can interpret the eigenvalues ρn as probabilities, and this means that
they are positive. It follows that

Tr(ρ̂2) =
∑

n

ρ2
n ≤

∑
n

∑
m

ρnρm = 1, (2.52)
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with equality holding if and only if one of the ρn is unity, with the others
being zero. It follows that Tr(ρ̂2) = 1 for pure states but Tr(ρ̂2) ≤ 1
for mixed states. The quantity Tr(ρ̂2) is sometimes called the degree of
purity or, more often, simply the purity of the state.

The matrix elements ρnm of the density operator in any basis {|λn〉}
are

ρnm = 〈λn|ρ̂|λm〉 = ρ∗mn (2.53)

and these are constrained by the inequality

ρnmρmn ≤ ρnnρmm. (2.54)

The proof of this follows from the Cauchy–Schwarz inequality

|〈φ1|φ2〉|2 ≤ 〈φ1|φ1〉〈φ2|φ2〉, (2.55)

where |φ1〉 and |φ2〉 are any two (unnormalized) state vectors. The The Cauchy–Schwarz inequality
This important inequality (eqn 2.55)
constrains the overlaps of any pair of
(un-normalized) states |φ1〉 and |φ2〉. It
follows directly from the inequality in
eqn 2.3 on writing

|ψ〉 = |φ2〉 − 〈φ1|φ2〉
〈φ1|φ1〉

|φ1〉.

inequality for our matrix elements in eqn 2.54 follows from the Cauchy–
Schwarz inequality on writing |φ1〉 = ρ̂1/2|λn〉 and |φ2〉 = ρ̂1/2|λm〉,
where ρ̂1/2 is defined using eqn 2.30. For a pure state, the equality in
eqn 2.54 holds for all m and n.

The evolution of the density operator is determined by the Schrödinger
equation. If the initial density operator is

ρ̂(0) =
∑

n

Pn|ψn(0)〉〈ψn(0)| (2.56)

then the solution of the Schrödinger equation (eqn 2.36) and its bra
equivalent tell us that the evolved density operator is

ρ̂(t) =
∑

n

PnÛ(t)|ψn(0)〉〈ψn(0)|Û†(t)

= Û(t)ρ̂(0)Û†(t), (2.57)

where Û(t) is the unitary evolution operator. A transformation of this
form, with an operator sandwiched between a unitary operator and its
inverse, is a unitary transformation. We can obtain an evolution equa-
tion for ρ̂(t) by differentiating with respect to time to give

d

dt
ρ̂(t) = − i

h̄

(
ĤÛ(t)ρ̂(0)Û †(t) − Û(t)ρ̂(0)Û†Ĥ

)
= − i

h̄
[Ĥ, ρ̂(t)], (2.58)

where we have used eqns 2.38 and 2.40. Note the similarity with the
Heisenberg equation (eqn 2.41) for the evolution of operators in the
Heisenberg picture. The all-important sign difference, however, marks
eqn 2.58 as evolution in the Schrödinger picture. In the Schrödinger
picture it is the states and density operators that evolve, while in the
Heisenberg picture it is the operators representing observables or func-
tions of them that evolve. We should note that the density operator is
capable of describing more complicated dynamics, in which the degree
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of mixedness can change through evolution of the Pn. Such evolutions
occur when the quantum system is coupled to an environment into which
information can be lost.

We have introduced the density operator (eqn 2.43) as a description
of a statistical ensemble of states, with the interpretation that any single
member of the ensemble has been prepared in one of the states |ψn〉 with
probability Pn. It is important to note, however, that this interpretation
is far from unique, in that a single density operator may represent many
distinct ensembles of prepared states and probabilities. For example,
the mixed state with density operator

ρ̂ =
1
2
|0〉〈0| + 1

2
|1〉〈1|, (2.59)

where |0〉 and |1〉 are a pair of orthonormal states, can also be written
as

ρ̂ =
1
3
|0〉〈0| + 1

3
(|0〉 +

√
3|1〉)

2
(〈0| + √

3〈1|)
2

+
1
3

(|0〉 − √
3|1〉)

2
(〈0| − √

3〈1|)
2

. (2.60)

We might be tempted to interpret eqn 2.59 as an ensemble of systems
each of which is prepared in either the state |0〉 or the state |1〉 with prob-
ability 1/2. Equally, we might interpret eqn 2.60 as an ensemble of sys-
tems each of which is prepared in |0〉, (|0〉+√

3|1〉)/2, or (|0〉−√
3|1〉)/2

with equal probabilities. The fact that the two density operators are
equal, however, means that there is no way to distinguish, even in princi-
ple, between these differently prepared but identical mixed states. There
is, in fact, an infinite number of ensembles that correspond to the same
mixed state. A density operator

ρ̂ =
∑

l

Ql|φl〉〈φl|, (2.61)

where the states |φl〉 are prepared with the probabilities Ql, is equal to
eqn 2.43 if and only if√

Pn|ψn〉 =
∑

l

unl

√
Ql|φl〉, (2.62)

where unl is the nl-element of a unitary matrix. If the number of states
|ψn〉 differs from the number of states |φl〉, then it is necessary to add
rows or columns to the matrix so that it is square and so can be unitary.
It is straightforward to demonstrate the sufficiency of this condition by
substituting eqn 2.62 into eqn 2.43 to give∑

n

Pn|ψn〉〈ψn| =
∑
nlm

unlu
∗
nm

√
QlQm|φl〉〈φm|

=
∑
lm

(∑
n

u†
mnunl

)√
QlQm|φl〉〈φm|

=
∑

l

Ql|φl〉〈φl|, (2.63)
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where the last line follows from the unitarity of u (
∑

n u†
mnunl = δml).

For two independent quantum systems a and b, we can write a com-
posite state as the direct product

|ψ〉 = |λ〉a|φ〉b, (2.64)

where |λ〉a and |φ〉b are states for the a and b systems, respectively.
Quantum information problems can involve large numbers of systems Composite quantum systems

The fact that the state vector for a
pair of independent quantum systems
is the product of those for the indi-
vidual systems follows from the fact
that probabilities for the independent
systems are products of those for the
individual systems. In particular, if the
probability that the properties A and
B of the two systems take the values a
and b are P (a) and P (b), respectively,
then

P (a, b) = P (a)P (b).

This, together with the quantum rules
for calculating probabilities, gives

P (a, b) = |〈a, b|ψ〉|2
= |〈a|λ〉|2|〈b|φ〉|2,

from which we can infer eqn 2.64.

and it is convenient to be able to drop the labels. We write

|ψ〉 = |λ〉 ⊗ |φ〉, (2.65)

where the symbol ⊗ denotes the tensor product of the state spaces. More
simply, this symbol separates states (and operators) associated with the
two quantum systems and removes the requirement for indices indicating
the individual quantum systems. Not all states of the two systems can
be written in the form of eqn 2.65, as the superposition principle implies
that

|ψ〉 =
∑

n

an|λn〉 ⊗ |φn〉 (2.66)

is also a possible composite state of the two systems. States of this
type, which cannot be written as a direct product of the form of eqn
2.65, are called entangled states. These are of great importance in the
study of quantum information and we shall describe their remarkable
properties in Section 2.5 and in Chapter 5. We choose, as is always
possible, the states {|λn〉} and {|φn〉} to be such that each forms a
complete, orthonormal basis. The density operator associated with the
entangled state in eqn 2.66 is ρ̂ = |ψ〉〈ψ|. The expectation value of any
operator Â acting only on the space of the first system, spanned by the
states {|λn〉}, is then

〈ψ|Â|ψ〉 =
∑
m

∑
n

a∗
man〈φm| ⊗ 〈λm|Â ⊗ Î|λn〉 ⊗ |φn〉

=
∑
m

∑
n

a∗
man〈φm|φn〉〈λm|Â|λn〉

=
∑

n

|an|2〈λn|Â|λn〉. (2.67)

Here Â⊗ Î denotes Â acting on the first system and the identity operator
Î acting on the second. Comparing this with eqns 2.43 and 2.48 shows
that the same expectation value is obtained by using the density operator

ρ̂a =
∑

n

|an|2|λn〉〈λn| (2.68)

for the first system. This is the reduced operator which provides a
complete description of the statistical properties of the single system
spanned by the basis {|λn〉} but contains no information on the other
system. If we restrict our attention to observables associated with only
one of the two entangled systems then this takes no account of any
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correlations between the two systems. A set of measurements of these
observables will at best only enable us to construct the reduced density
operator for the system under observation. We can write the expectation
value given in eqn 2.67 in the form

〈Â〉 = Tr(Â ⊗ Î|ψ〉〈ψ|)
=

∑
m

∑
n

〈φm| ⊗ 〈λn|(Â ⊗ Î|ψ〉〈ψ|)|λn〉 ⊗ |φm〉

= Tra

[
Â Trb(|ψ〉〈ψ|)

]
. (2.69)

Here the subscripts a and b denote traces over the state spaces associated
with the two quantum systems spanned by the bases {|λn〉} and {|φm〉}
respectively. The operator Trb(|ψ〉〈ψ|) is the reduced density operator
for the first system. More generally, if the two systems are described by
the density operator ρ̂ab then the reduced density operator for system a
is

ρ̂a =
∑
m

b〈φm|ρ̂ab|φm〉b
= Trb(ρ̂ab). (2.70)

The reduced density operator for system b is obtained by evaluating the
trace of ρ̂ab over the states for system a.

The procedure of obtaining a reduced density operator for one of a
pair of entangled systems can be reversed, in the sense that we can
represent any mixed state by a state vector for the quantum system
of interest entangled with an additional, or ancillary, quantum system.
This procedure is the basis of the method of thermofields as developed
in finite-temperature quantum field theory. In quantum information
theory, it is referred to as purification. The starting point is to write the
density operator for the system of interest in diagonal form, that is, in
terms of its eigenvalues and eigenvectors as in eqn 2.45. The expectation
value of an operator Â is then

〈Â〉 =
∑
m

ρm〈ρm|Â|ρm〉. (2.71)

If we introduce a second quantum system, of the same form as the orig-
inal, then we can prepare the entangled state

|ψ〉 =
∑
m

√
ρm|ρm〉 ⊗ |ρm〉. (2.72)

The mean value of A for this entangled state is

Ā = 〈ψ|Â ⊗ Î|ψ〉
=

∑
m

∑
n

√
ρmρn〈ρm|Â|ρn〉〈ρm |̂I|ρn〉

=
∑
m

ρm〈ρm|Â|ρm〉. (2.73)
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This has the same value as that obtained from the original density oper-
ator in eqn 2.71. It follows that the purified state in eqn 2.72 provides a
representation of the system equivalent to that afforded by the original
density operator. We should emphasize that the procedure of purifica-
tion is not unique. The entangled state

|ψ〉 =
∑
m

√
ρmeiθm |ρm〉 ⊗ |λm〉, (2.74)

where the {θm} are any real phases and {|λm〉} is any orthonormal basis,
gives the same statistical properties for the original system as those for
the density operator in eqn 2.45. The introduction of an ancillary system
is an important idea in quantum information, which we shall use in our
study of generalized measurements in Chapter 4.

2.3 Unitary operators

We have seen that the time evolution of a quantum state is associated
with the action of a unitary operator, as in eqn 2.36. This evolution is Unitary operators Unitarity is a

property of an operator and its Hermi-
tian conjugate. An operator Û is uni-
tary if

ÛÛ† = Î = Û†Û .

Note that both these conditions are
important. There exist operators for
which only one is satisfied. One exam-
ple is provided by the bare raising and
lowering operators for the harmonic os-
cillator

Ê =

∞∑
n=0

|n〉〈n + 1|,

Ê† =

∞∑
n=0

|n + 1〉〈n|,

where the {|n〉} are the energy eigen-
states. These operators are not unitary,
as

ÊÊ† = Î,

Ê†Ê = Î − |0〉〈0|.

the information-processing element in quantum computation, with the
information extraction associated with measurements. We can view the
design of a quantum information processor as the selection of a suitable
unitary operator and its implementation by means of the appropriate
quantum evolution. Studying the properties of unitary operators, and
the state transformations generated by them, helps us to determine what
is and what is not possible.

The unitary time evolution operator, Û(t) = exp(−iĤt/h̄), is gener-
ated by a Hermitian operator, the Hamiltonian Ĥ. This relationship
with a Hermitian operator is a characteristic of all unitary operators,
and we can write any unitary operator in the form

Û = exp(iĈ), (2.75)

where Ĉ is Hermitian. It then follows that we can realize any unitary
operator if we can produce the right Hamiltonian and interaction time, so
that Ĥt = −Ĉh̄. We can prove eqn 2.75 by first noting that any operator
can be written in the form Â+iB̂, where Â and B̂ are Hermitian, so that
Â is the Hermitian part of the operator and iB̂ is its skew-Hermitian
part. If we write our unitary operator and its Hermitian conjugate in
this form

Û = Â + iB̂,

Û † = Â − iB̂, (2.76)

then the unitarity of Û implies that

Û †Û = Â2 + B̂2 + i[Â, B̂] = Î,
Û Û† = Â2 + B̂2 − i[Â, B̂] = Î. (2.77)
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It follows that Â and B̂ must commute and that Â2 + B̂2 = Î. This
allows us to write Â and B̂ as functions of a single Hermitian operator
in the form

Â = cos Ĉ,

B̂ = sin Ĉ, (2.78)

which implies eqn 2.75. If we can find the eigenstates and eigenvalues of
Ĉ then we can use eqn 2.30 to find the form of the transformed states.
Alternatively, we can use the Taylor expansion given in eqn 2.32.

Principal among the properties of a unitary evolution is that the over-
laps of the transformed states are the same as for the untransformed
ones. If a unitary operator Û transforms a state |ψ〉 into a new state
|ψ′〉 = Û |ψ〉 then

〈φ′|ψ′〉 = 〈φ|Û†Û |ψ〉 = 〈φ|ψ〉. (2.79)

In particular, the overlap of any transformed normalized state with itself
is unity and the overlap of a pair of transformed orthogonal states is zero.
It follows that if {|λm〉} is a complete basis of orthonormal states then
so is {Û |λm〉}. We have already commented that the overlap between a
pair of state vectors has much in common with the scalar or dot product
of two vectors. A rotation about an axis through the origin will preserve
the lengths of any set of position vectors and also the angles between
them, and hence it will preserve their scalar products. It is sometimes
helpful to view a unitary evolution as an analogous rotation in a space
spanned by the state vectors.

The expectation value of Â for a unitarily transformed state Û |ψ〉 is
the same as that of the operator Û†ÂÛ for the untransformed state |ψ〉:

(〈ψ|Û†)Â(Û |ψ〉) = 〈ψ|(Û†ÂÛ)|ψ〉. (2.80)

This means that we can consider a unitary evolution either of the state
or of the associated observables. These two possibilities correspond,
of course, to analysing the evolution of the system in the Schrödinger
and Heisenberg pictures, respectively. If we choose to transform the
operators then we can use

exp(−iĈ)Â exp(iĈ) = Â−i[Ĉ, Â]− 1
2!

[Ĉ, [Ĉ, Â]]+
i

3!
[Ĉ, [Ĉ, [Ĉ, Â]]]+· · · ,

(2.81)
which follows from the Taylor expansion of the unitary operators as
given in eqn 2.32. This can also be applied to calculating the evolution
of density operators given in eqn 2.57.

It is often helpful to break a complicated unitary transformation into
a sequence of simpler ones. A unitary evolution produced by an operator
Û will be equivalent to a sequence of n unitary operators Û1, Û2, · · · , Ûn

if
Û = Ûn · · · Û2Û1. (2.82)
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Note that the first operator is the last in this sequence but that this
means it acts first on the state to be transformed:

Û |ψ〉 = Ûn · · · Û2Û1|ψ〉. (2.83)

The order of the operators is important, of course, as the Ûi will not
necessarily mutually commute. We shall meet a number of examples
of this procedure in the coming chapters, notably in Section 2.4 and in
Chapter 6, where we shall use the idea to build quantum information-
processing elements out of simpler quantum gates.

2.4 Qubits

In information theory, the term ‘bit’ refers to two related but distinct
things. We first encountered it as the unit of information, associated
with using logarithms in base 2. The term is also used to describe a
physical system with two distinct physical states. These two are con-
nected, of course, by the fact that the physical bit can hold a maximum
of one bit of information. A qubit is a quantum system having two dis-
tinct, that is, orthogonal, states. We label these states with a zero and a
one, |0〉 and |1〉. Clearly a qubit can hold one bit of information by virtue
of it being possible to prepare it in either of these states. Where a qubit
differs from its classical counterpart, however, is that the superposition
principle tells us that the qubit can be prepared in any superposition of
the states |0〉 and |1〉, that is, a0|0〉+a1|1〉, where a0 and a1 are complex
numbers.

Any quantum system with two quantum states can be used to pro-
vide a physical implementation of a qubit. Examples that have been
realized in the laboratory include the two orthogonal polarization states
of a photon, the orientation of a spin-half particle, a pair of electronic
energy levels in an atom, ion, or quantum dot, and a pair of paths in an
interferometer. We should emphasize, however, that from the perspec-
tive of quantum information theory any two-state quantum system can
represent a qubit and that the idea of a qubit, like the bit in classical
information theory, has a generality that is independent of its physical
realization.

It is convenient to treat a qubit as though it were a spin-half particle
and to introduce, to describe it, the Pauli operators

Î = |0〉〈0| + |1〉〈1|,
σ̂x = |0〉〈1| + |1〉〈0|,
σ̂y = i(|1〉〈0| − |0〉〈1|),
σ̂z = |0〉〈0| − |1〉〈1|. (2.84)

These correspond, respectively, to the identity operator and to the x-,
y-, and z-components of the angular momentum, in units of h̄/2, for
the effective spin-half particle associated with the qubit. It is sometimes
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convenient to represent the state a0|0〉 + a1|1〉 as the column vector

ψ =
(

a0

a1

)
. (2.85)

In this representation, the four Pauli operators have the forms

Î =
(

1 0
0 1

)
,

σ̂x =
(

0 1
1 0

)
,

σ̂y =
(

0 −i
i 0

)
,

σ̂z =
(

1 0
0 −1

)
. (2.86)

The operators associated with the three components of the spin do
not mutually commute, but the commutator of any two is proportional
to the third:

[σ̂x, σ̂y] = 2iσ̂x,

[σ̂y, σ̂z] = 2iσ̂x,

[σ̂z, σ̂x] = 2iσ̂y. (2.87)

They do, however, mutually anticommute, that is, the anticommutator
of any two different spin components is zero:

{σ̂x, σ̂y} = {σ̂y, σ̂z} = {σ̂z, σ̂x} = 0. (2.88)

The fact that the spin operators do not commute tells us that they have
different eigenvectors. The operators σ̂x, σ̂y, and σ̂z each have the two
eigenvalues ±1, with the corresponding eigenvectors being, respectively,
(|0〉 ± |1〉)/√2 for σ̂x, (|0〉 ± i|1〉)/√2 for σ̂y, and |0〉 and |1〉 for σ̂z.

It is sometimes helpful to picture the qubit states as points on the
surface of a sphere, the Bloch sphere (depicted in Fig. 2.1). This is
a sphere of unit radius, with each point on its surface corresponding
to a different pure state. Opposite points represent a pair of mutually
orthogonal states. The north and south poles correspond to the states
|0〉 and |1〉, respectively, and the eigenstates of σ̂x and σ̂y are aligned
along the x- and y-axes, respectively. More generally, a qubit state

|ψ〉 = cos
(

θ

2

)
|0〉 + eiϕ sin

(
θ

2

)
|1〉 (2.89)

corresponds to a point with spherical polar coordinates θ and ϕ.
Any single-qubit unitary operator can be written in the form

Û = exp
(
iαÎ + iβa · ̂σ

)
, (2.90)
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Fig. 2.1 Representation of the pure
state |ψ〉 (eqn 2.89) as a point on the
surface of the Bloch sphere.

where α and β are real constants, a is a unit vector (a2
x + a2

y + a2
z = 1),

and ̂σ is the vector operator (σ̂x, σ̂y, σ̂z). It is straightforward to show,
using either eqn 2.30 or eqn 2.32, that

Û = eiα
(
cos βÎ + i sin βa · ̂σ

)
. (2.91)

The parameter α simply acts to change the arbitrary phase of the state
vector and has no physical consequences. The meaning of β and a is
most readily appreciated by reference to the Bloch sphere; a describes
an axis, and 2β is the rotation of the Bloch vector (representing |ψ〉)
about that axis. The action of Û on the state |ψ〉 is depicted in Fig. 2.2.

u
^

a

ψ>

ψ>

Fig. 2.2 A single-qubit unitary trans-
formation induces a rotation of the
Bloch vector.

The unitary transformation above can be realized if we can produce
a Hamiltonian proportional to a · ̂σ and suitably control the interaction
time. Methods that have been used include applying radio frequency
fields to a nuclear spin, applying laser pulses to atoms or ions, and
propagation through birefringent wave plates for polarized photons.

It may not always be convenient to realize a Hamiltonian propor-
tional to a · ̂σ, but the unitary transformation in eqn 2.90 can also be
implemented by a sequence of transformations. A simple example is the
product

Û = exp
(
i
ν

2
σ̂z

)
exp

(
i
µ

2
σ̂y

)
exp

(
i
λ

2
σ̂z

)
. (2.92)

This corresponds to Euler’s decomposition of a rotation (on the Bloch
sphere) into a sequence of three rotations, through the angles λ, µ, and
ν about the z−, y−, and z− axes, respectively. It is straightforward to
show that any transformation of the form of eqn 2.90, with α = 0, may
be written in this form.

It is clear from eqns 2.86 that any two-by-two matrix can be written
as a weighted sum of the four Pauli operators. This means, in turn, that
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any operator associated with our qubit can also be expressed in terms
of these operators. In particular, we can write the density operator in
the form

ρ̂ =
1
2

(
Î + uσ̂x + vσ̂y + wσ̂z

)
, (2.93)

where the factor 1/2 ensures that Tr(ρ̂) = 1. The Hermiticity of the
density operator ensures that u, v, and w are real and the positivity of
ρ̂ requires that u2 + v2 + w2 ≤ 1. We can associate u, v, and w with
the x-, y- and z-components of the Bloch vector. If u2 + v2 + w2 = 1
then this vector lies on the surface of the Bloch sphere and corresponds
to the +1-eigenvalue eigenstate of the operator uσ̂x + vσ̂y + wσ̂z. If
u2 + v2 + w2 < 1 then the Bloch vector describes a point inside the
Bloch sphere and corresponds to a mixed state.

The eigenvectors of ρ̂, namely |ρ+〉 and |ρ−〉, are the eigenvectors
of (uσ̂x + vσ̂y + wσ̂z) corresponding to the eigenvalues ±(u2 + v2 +
w2)1/2. This means that we can write the density operator in eqn 2.93
in diagonalized form as

ρ̂ =
1
2

[
1 + (u2 + v2 + w2)1/2

]
|ρ+〉〈ρ+|

+
1
2

[
1 − (u2 + v2 + w2)1/2

]
|ρ−〉〈ρ−|, (2.94)

which reduces to the pure state |ρ+〉〈ρ+| if u2 +v2 +w2 = 1. The action
of the unitary operator in eqn 2.91 on ρ̂ is to induce a rotation of the
Bloch vector about the axis a. To see this, we write the Bloch vector
as r = (u, v, w) and split this into components parallel, (a · r)a, and
perpendicular, r⊥ = r − (a · r)a, to a. With this notation the density
operator is

ρ̂ =
1
2

(
Î + r · ̂σ

)
, (2.95)

which transforms to

Û ρ̂Û† =
1
2

[
Î + (a · r)a · ̂σ + cos(2β)r⊥ · ̂σ − sin(2β)(a × r⊥) · ̂σ

]
,

(2.96)
corresponding to a rotation of the Bloch vector through an angle 2β
about the axis a.

Many ideas in quantum information employ multiple qubits. The state
of n qubits, each of which is prepared in the state |0〉, is written

|ψ〉 = |0〉 ⊗ |0〉 ⊗ · · · ⊗ |0〉︸ ︷︷ ︸
n terms

, (2.97)

that is, the tensor product of n |0〉 kets. We can perform single-qubit
transformations on all or any of these qubits. If, for example, we wish
to apply the unitary operator Û to the mth qubit then we can write the
transformation of the n-qubit state as

Î ⊗ Î ⊗ · · ·︸ ︷︷ ︸
m−1 terms

⊗Û ⊗ Î ⊗ · · · ⊗ Î︸ ︷︷ ︸
n−m terms

|ψ〉

= |0〉 ⊗ |0〉 ⊗ · · ·︸ ︷︷ ︸
m−1 terms

⊗(Û |0〉)⊗ · · · ⊗ |0〉︸ ︷︷ ︸
n−m terms

. (2.98)
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For example the unitary operator σ̂x⊗σ̂y⊗σ̂z transforms the three-qubit
state |0〉 ⊗ |0〉 ⊗ |0〉 into

σ̂x ⊗ σ̂y ⊗ σ̂z|0〉 ⊗ |0〉 ⊗ |0〉 = |1〉 ⊗ i|1〉 ⊗ |0〉 = i|1〉 ⊗ |1〉 ⊗ |0〉. (2.99)

It is not always necessary to use the tensor product symbol ⊗, and
we shall often omit it where there is no danger of misunderstanding.
In the above equation, for example, we can write the three-qubit state
|1〉 ⊗ |1〉 ⊗ |0〉 as |1〉|1〉|0〉 or |110〉 without introducing any ambiguity.
It would be wrong, however, to write σ̂x ⊗ σ̂y ⊗ σ̂z as σ̂xσ̂yσ̂z. The
latter, of course, denotes the product of three Pauli operators acting
on the same qubit so that σ̂xσ̂yσ̂z = îI. The set of all possible unitary
transformations is not limited to those acting on single qubits alone.
More generally, transformations can couple two or more qubits to form
entangled states. We shall study such transformations in Chapter 6.

2.5 Entangled states

Entanglement is a property of correlations between two or more quantum
systems. These correlations defy classical description and are associated
with intrinsically quantum phenomena. For this reason, entanglement
has played an important role in the development and testing of quantum
theory. It is also a central element in quantum information. It is not
easy, however, to give a precise definition of entanglement other than
that it is a property of entangled states. The problem is then shifted
to defining the entangled states. It is simpler, however, to define states
that are not entangled.

We begin our discussion of entangled states by considering a pure
state of two quantum systems which we label a and b. We have seen in
Section 2.2 that we can write a composite state of these as the direct
product

|ψ〉 = |λ〉a|φ〉b. (2.100)

For this state we can write down a state |λ〉a for system a alone. If the
state in eqn 2.100 is prepared then the statistical properties of system
a are determined by the state vector |λ〉a. The superposition principle
tells us that any superposition of product states such as 2.100 is also an
allowed state of our two systems. Consider, for example, the two-qubit
state

|ψ〉 =
1√
2

(|0〉a|0〉b + |1〉a|1〉b) . (2.101)

This comprises a superposition of product states and it is not possible
to write this as a product of a state for system a and one for system b,
that is in the form of eqn 2.100. States having this property, that they
cannot be written as product states, are entangled. It is not sufficient,
however, for entanglement that the two-system state is a superposition
of product states. Consider, for example, the state
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1
2
(|0〉a|0〉b + |0〉a|1〉b + |1〉a|0〉b + |1〉a|1〉b)

=
1√
2
(|0〉a + |1〉a) ⊗ 1√

2
(|0〉b + |1〉b). (2.102)

This state is such a superposition but can be written as a product state
and is therefore not entangled.

The impossibility of writing a state as a product may be quite diffi-
cult to establish and it is useful to have a more direct test for entan-
glement. This is provided by forming the density operator associated
with the state and taking the trace over one of the systems to obtain
the reduced density operator for the other. The density operator for the
non-entangled state in eqn 2.100 is

ρ̂ab = |λ〉〈λ| ⊗ |φ〉〈φ|. (2.103)

Evaluating the trace over the b states gives the reduced density operator
for the a system

ρ̂a = |λ〉〈λ|, (2.104)

which is the density operator for a pure state. Clearly ρ̂2
a = ρ̂a and

Tr(ρ̂2
a) = 1. Any non-entangled pure state can be written in the form

of eqn 2.100 and therefore the condition Tr(ρ̂2
a) = 1 is a signature of

a non-entangled state. If we find that Tr(ρ̂2
a) �= 1 then the state is

entangled.
It is always possible to write an entangled state of our two systems in

the form
|ψ〉 =

∑
n

an|λn〉a|φn〉b, (2.105)

where the states {|λn〉} and {|φn〉} are orthonormal sets for the a and b
systems, respectively. Here, each state |λn〉 of the a system is uniquely
associated with a state |φn〉 of the b system. This form of the state is
known as the Schmidt decomposition, and the orthonormal states are
the eigenstates of the reduced density operators for the a and b systems

ρ̂a =
∑

n

|an|2|λn〉〈λn|,

ρ̂b =
∑

n

|an|2|φn〉〈φn|. (2.106)

A proof that this decomposition is always possible is given in Appendix
D. Note that the two density operators have the same eigenvalues, and
this means that Tr(ρ̂2

a) = Tr(ρ̂2
b). If the states {|λn〉} and {|φn〉} are the

eigenstates of a pair of operators

Â =
∑

n

λn|λn〉aa〈λn|,

B̂ =
∑

n

φn|φn〉bb〈φn|, (2.107)
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and if the eigenvalues are all distinct then it follows that a measurement
of Â uniquely determines the outcome of a measurement of B̂ and, of
course, vice versa. In this way, we see that the observables A and B are
perfectly correlated.

Among the many possible entangled states, the Bell states of two
qubits have a special prominence. The reasons for this include their
simplicity and the fact that they have been realized in a number of
diverse experiments. The four Bell states are conventionally written in
the form

|Ψ−〉 =
1√
2

(|0〉 ⊗ |1〉 − |1〉 ⊗ |0〉) ,

|Ψ+〉 =
1√
2

(|0〉 ⊗ |1〉 + |1〉 ⊗ |0〉) ,

|Φ−〉 =
1√
2

(|0〉 ⊗ |0〉 − |1〉 ⊗ |1〉) ,

|Φ+〉 =
1√
2

(|0〉 ⊗ |0〉 + |1〉 ⊗ |1〉) . (2.108)

We see that the first of these is antisymmetric under exchange of the two
qubits but that the remaining three are symmetric. In terms of angular
momentum, the first is the state of zero total angular momentum and the
remaining three span the space of states with unit total angular momen-
tum. The Bell states are the common eigenstates of the three operators
σ̂x⊗ σ̂x, σ̂y ⊗ σ̂y, and σ̂z ⊗ σ̂z, with eigenvalues ±1, corresponding to the
values of the two spin components being equal (+1) or opposite (−1).
It follows that measuring one of the two qubits immediately reveals the
value that would be found if the same spin component were to be mea-
sured on the second qubit. The single-qubit operators σ̂x, σ̂y, and σ̂z do
not commute and so are incompatible and have no common eigenstates,
which means that it is not possible to simultaneously predetermine the
outcome of a measurement of any one of these. A measurement carried
out on the first qubit, however, instantaneously determines the state of
the second, no matter how distant it may be from the first. The apparent
instantaneous change exerted by a measurement on a distant quantum
system led Einstein, Podolsky, and Rosen to question the validity of
quantum mechanics as a fundamental theory, and much attention has
been devoted to it. We shall discuss such counter-intuitive non-local
behaviour more thoroughly in Chapter 5.

Entanglement is not limited to just a pair of quantum systems, and in
quantum computing, in particular, very large numbers of qubits may be
entangled. For this reason it is useful and interesting to study entangled
states of more than two systems. As the number of systems is increased,
the variety of possible entangled states grows rapidly. Even with just
three qubits we can have states in which two of the qubits are entangled
with each other but not with the third, for example

1
2

(|010〉 − |100〉 + |011〉 − |101〉) = |Ψ−〉 ⊗ 1√
2

(|0〉 + |1〉) . (2.109)
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It is also possible for the three qubits to be fully entangled, with the
properties of any one being correlated with both of the others. Two
important examples are the GHZ (Greenberger–Horne–Zeilinger) state
and the Werner state, which have the forms

|GHZ〉 =
1√
2

(|000〉 + |111〉) ,

|W〉 = α|001〉 + β|010〉 + γ|100〉, (2.110)

where α, β, and γ are probability amplitudes, none of which take the
value zero. It is clear that for these states all three qubits are mutually
entangled. We can demonstrate this in two ways. Firstly, we can form
the reduced density operators for the three qubits, ρ̂a, ρ̂b, and ρ̂c, and
we find that for each of these Tr(ρ̂2

i ) < 1. For the GHZ state, this gives
Tr(ρ̂2

i ) = 1
2 for each qubit. A second and rather more direct method is

to note that any measurement of one of the three qubits changes the
state of the remaining two. For example, observing the third qubit in
the Werner state to be in the state |1〉 changes the state of the other
two qubits to |00〉, but finding the third qubit to be in the state |0〉
leaves the others in the entangled state (β|01〉 + γ|10〉)/(|β|2 + |γ|2)1/2.
For the state in eqn 2.109, however, we find that Tr(ρ̂2

c) = 1 and that
measuring the state of the third qubit does not change the state of the
remaining two. For four or more qubits there are more complicated
possibilities, including, for example, |Ψ−〉ab|Ψ+〉cd, in which qubits a
and b are entangled, as are qubits c and d, but the first pair are not
entangled with the second. For such states, more subtle methods are
required to fully characterize the entanglement.

If two or more systems are entangled then it necessarily follows that
at least some of their properties are correlated. For a pair of observables
A and B, associated with the two respective systems, this means that
the expectation value of the product of the corresponding operators will
not, in general, factorize:

〈Â ⊗ B̂〉 �= 〈Â〉〈B̂〉. (2.111)

The existence of correlated properties is not special to entangled states,
however, nor even to quantum physics. We shall find, however, that
entangled states exhibit some correlations that cannot be mimicked by
classical systems, and so it is useful to reserve the term ‘entanglement’
for such intrinsically quantum phenomena. All correlated pure statesClassical communications and un-

entangled states We can envisage
a communication channel characterized
by the joint probabilities {P (ai, bj)}. If
Alice selects the message ai then she
also prepares her quantum system in
the state ρ̂i

a, and if Bob receives the sig-
nal bj then he prepares ρ̂j

b
. The a priori

density operator for the two quantum
systems is then that in eqn 2.113.

are entangled, but this is not true for mixed states. If a mixed state of
two systems a and b has a density operator of the form

ρ̂ = ρ̂a ⊗ ρ̂b (2.112)

then the two systems are clearly uncorrelated. We refer to a state formed
from a mixture of these,

ρ̂ =
∑
ij

P (ai, bj)ρ̂i
a ⊗ ρ̂j

b, (2.113)
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as a correlated but not an entangled state. Such states can be prepared
by classical communications and do not display the intrinsically quan-
tum correlations associated with entanglement. As with pure states, it is
easier to define unentangled mixed states than entangled ones: an unen-
tangled mixed state of two quantum systems is one that can be written
in the form of eqn 2.113 with the {P (ai, bj)} being a set of (positive)
joint probabilities. A mixed state is entangled if it cannot be written in
this form.

It would be useful if we had a test that could determine whether or not
a given mixed state is entangled. At present, however, no such universal
test exists and finding one remains an important research problem in
quantum information theory. There is, however, a sufficient condition
for a mixed state to be entangled and this is based on the transpose
of the density operator or, more precisely, its partial transpose. If we
choose a basis {|n〉} in which to represent our density operator then we
can write it as a matrix, the density matrix, in which the elements are
ρmn. The corresponding element of the transposed density matrix will
be ρnm. Equivalently, if our density operator is

ρ̂ =
∑
mn

ρmn|m〉〈n| (2.114)

then ρ̂T is obtained by changing |m〉〈n| to |n〉〈m|. For a single qubit,
the density matrix in the |0〉, |1〉 basis has the form

ρ =
(

ρ00 ρ01

ρ10 ρ11

)
, (2.115)

where ρ10 = ρ∗01. The transpose of the density operator (ρ̂T) has the
associated density matrix

ρT =
(

ρ00 ρ10

ρ01 ρ11

)
. (2.116)

It is clear that this is an allowed density matrix and, more generally, if Complex conjugate of a density
operator It is clear that, unlike the
Hermitian conjugate, the transpose of
a density operator depends on the basis
in which it is expressed. The Hermitian
conjugate is a combination of the trans-
pose and the complex conjugate opera-
tions and it follows, therefore, that the
transpose of a Hermitian operator (such
as a density operator) is also its com-
plex conjugate:

ρ̂T = ρ̂†∗ = ρ̂∗.

ρ̂ is a possible density operator for a quantum system then so too is ρ̂T.
Performing the transposition operation on one of a pair of quantum

systems but not on the second constitutes the partial transpose, or PT,
operation. If we consider the unentangled state in eqn 2.113 then it is
clear that performing the transpose operation on the second system but
not on the first will produce a density operator of the form

ρ̂PT =
∑
ij

P (ai, bj)ρ̂i
a ⊗ ρ̂jT

b . (2.117)

That this represents an allowed state of the combined system is clear
from the fact that the transpose of any density operator (in this case
ρ̂jT

b ) is itself a density operator.
Performing the partial transpose for an entangled state, however, does

not necessarily lead to an allowed density operator. In particular, for an
entangled state we often find that ρ̂PT has some negative eigenvalues and
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hence lacks the positivity required by all density operators. A simple
example is the Bell state |Ψ−〉, which, in the basis |00〉, |01〉, |10〉, |11〉,
has the density matrix

ρ =
1
2


0 0 0 0
0 1 −1 0
0 −1 1 0
0 0 0 0

 . (2.118)

The partially transposed density matrix is

ρPT =
1
2


0 0 0 −1
0 1 0 0
0 0 1 0
−1 0 0 0

 , (2.119)

which has three positive eigenvalues and one negative one. It follows
that ρPT is not an acceptable density matrix. If ρ̂ is an unentangled
state then ρ̂PT is an allowed density operator. It follows that ρ̂PT not
being positive is a sufficient condition for ρ̂ to be entangled. For some
simple systems, including states of a pair of qubits, it is also a necessary
condition. As an example we consider Werner’s mixed state, which is a
mixture of the randomized two-qubit state 1

4 Î⊗ Î and the first Bell state:

ρ̂W =
p

4
Î ⊗ Î + (1 − p)|Ψ−〉〈Ψ−|. (2.120)

The corresponding density operator, in the basis |00〉, |01〉, |10〉, |11〉, is

ρ =


1
4p 0 0 0
0 1

2

(
1 − 1

2p
) −1

2 (1 − p) 0
0 − 1

2 (1 − p) 1
2

(
1 − 1

2p
)

0
0 0 0 1

4p

 . (2.121)

Performing the partial transpose on this gives the matrix

ρPT =


1
4p 0 0 −1

2 (1 − p)
0 1

2

(
1 − 1

2p
)

0 0
0 0 1

2

(
1 − 1

2p
)

0
− 1

2 (1 − p) 0 0 1
4p

 , (2.122)

which has a negative eigenvalue if p < 2
3 . It follows that ρ̂W can be

written in the form of eqn 2.113 and hence is not an entangled state if
p ≥ 2

3 .
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Exercises

(2.1) Verify that the Hermitian conjugate operation for
two-by-two matrices satisfies all of the requirements
in eqns 2.8–2.11.

(2.2) Show that the uncertainty ∆A is zero if and only
if the state is an eigenstate of Â.

(2.3) Show that if two Hermitian operators Â and B̂ com-
mute then they have a complete set of common
eigenstates.

(2.4) Hermitian operators have real eigenvalues. Is there
a similar statement that we can make about skew-
Hermitian operators?

(2.5) Simplify the following using commutators and an-
ticommutators:

(a) ÂĈ[B̂, D̂] + Â[B̂, Ĉ]D̂ + [Â, Ĉ]D̂B̂
+Ĉ[Â, D̂]B̂;

(b) {Â, B̂}Ĉ + B̂[Ĉ, Â];

(c) B̂[Â, ĈD̂] + [Â, B̂]ĈD̂ + B̂Ĉ[Â, D̂]
+B̂[Â, Ĉ]D̂;

(d) ÂB̂Ĉ + ÂĈB̂ + B̂ĈÂ + ĈB̂Â.

(2.6) Show that the intelligent states, those that satisfy
the equality in the uncertainty relation in eqn 2.24,
are eigenstates of the operator Â + iλB̂, where λ is
real. What physical properties of the state deter-
mine the corresponding eigenvalue and the value of
λ?

(2.7) The position and momentum operators, x̂ and p̂,
satisfy the commutation relation [x̂, p̂] = ih̄. This
leads to Heisenberg’s uncertainty principle

∆x ∆p ≥ h̄/2.

The intelligent states and minimum uncertainty-
product states are the same because the lower
bound is a constant. Find the general form of these
states.

[Hint: you may find it useful to work in the position
representation in which

x̂|ψ〉 → xψ(x)

p̂|ψ〉 → ih̄
∂

∂x
ψ(x).]

(2.8) Show that the probability that a measurement of
the position of a particle gives a value further than
µ ∆x from the expectation value, for any positive
µ, is less than or equal to 1/µ2; that is,

P (|x − 〈x〉| ≥ µ ∆x) ≤ 1

µ2
.

(2.9) Show that all positive operators are Hermitian.
[Hint: you might like to start by noting that any
operator Â can be written in terms of a Hermi-
tian part (Â + Â†)/2 and a skew-Hermitian part
(Â− Â†)/2, and then impose the condition for pos-
itivity on Â.]

(2.10) Show that the expansion of a function of a Hermi-
tian operator in terms of eigenstates (eqn 2.30) is
equivalent to that based on Taylor’s theorem (eqn
2.31). Why might using eqn 2.31 cause problems
for some functions?

(2.11) The maximum value of the purity, Tr(ρ̂2), is unity.
What is the minimum value and what is the corre-
sponding density operator?

(2.12) Evaluate the purity for Werner’s mixed state (eqn
2.120).

(2.13) Show that if the equality holds in eqn 2.54 for all
n and m then the state is pure.

(2.14) The Cauchy–Schwarz inequality (eqn 2.55) holds as
an equality if and only if |φ2〉 ∝ |φ1〉. Prove this
statement.

[Hint: you might like to try writing |φ2〉 = a|φ1〉 +
|χ〉, where 〈χ|φ1〉 = 0.]

(2.15) Express Tr(ρ̂n(t)) for the time-evolved density op-
erator (eqn 2.57) in terms of ρ̂(0).
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(2.16) Not all the quantities Tr(ρ̂n) are independent. To
illustrate this idea, write, for a general qubit state,
the following quantities as functions of Tr(ρ̂) = 1
and Tr(ρ̂2):

(a) Tr(ρ̂3);
(b) det(ρ̂), the determinant of the 2 × 2 matrix

associated with ρ̂.

As an extra challenge, you might like to prove the
statement that ‘for a d-dimensional state space only
the first d values of n give independent quantities.’

(2.17) We have seen that the condition in eqn 2.62 is a suf-
ficient condition for the density operators in eqns
2.43 and 2.61 to be identical. Show that it is also
a necessary condition.

(2.18) If the Hamiltonian is time-dependent then the so-
lution of eqn 2.38 is complicated by the fact that
the Hamiltonian operators at two different times
will not usually commute. Show that the resulting
time evolution operator is

Û(t) = T exp

(
− i

h̄

∫ t

0

Ĥ(t′) dt′
)

,

where T denotes time ordering. This means that
the Taylor series for this operator has the form

Û(t) = Î − i

h̄

∫ t

0

dt1Ĥ(t1)

− 1

h̄2

∫ t

0

dt1Ĥ(t1)

∫ t1

0

dt2Ĥ(t2)

+ · · · .
Verify that this operator is unitary.

(2.19) Show, for any unitary operator Û , that if {|λm〉}
is a complete basis of orthonormal states then so is
{Û |λm〉}.

(2.20) Prove eqn 2.81 using the operator expansion in eqn
2.32.

(2.21) If Â and B̂ are non-commuting Hermitian opera-
tors then exp

[
i
(
Â + B̂

)
t
]

is a unitary operator.

(a) Show that

exp
[
i
(
Â + B̂

)
t
]

= lim
n→∞

[
exp

(
i
Ât

n

)
exp

(
i
B̂t

n

)]n

.

(b) We can use this expression for finite n as an
approximation. Show that a better approxi-
mation is

exp
[
i
(
Â + B̂

)
t
]

≈
[
exp

(
i
B̂t

2n

)
exp

(
i
Ât

n

)
exp

(
i
B̂t

2n

)]n

.

(2.22) Find the Hermitian conjugate of eqn 2.82 and hence
confirm that it is unitary.

(2.23) Show that each of the four Pauli operators is both
unitary and Hermitian. It follows, of course, that
the square of a Pauli operator is Î.

(2.24) Evaluate the operator product a · ̂σ b · ̂σ.

(2.25) Write down the uncertainty principle for the Pauli
operators σ̂x and σ̂y. Derive the form of the asso-
ciated intelligent states.

(2.26) Derive the general form of the minimum
uncertainty-product states for σ̂x and σ̂y. (These
are the states that minimize the value of ∆σx for
given ∆σy.)

(2.27) We can write the density operator for a single qubit
in the form

ρ̂ =

∫ π

0

sin θ dθ

∫ 2π

0

dϕ P (θ, ϕ)|ψ〉〈ψ|,

where the state |ψ〉 is given in eqn 2.89.

(a) Find the diagonal form of the density oper-
ator if P (θ, ϕ) is a constant over the whole
Bloch sphere.

(b) Find the diagonal form of the density operator
if P (θ, ϕ) takes a constant value for 0 ≤ θ < µ
and is zero for µ ≤ θ ≤ π, for a given angle µ.

(2.28) (a) Construct a general unitary two-by-two ma-
trix. Hence show that a general single-qubit
unitary operator can be written in the forms
given in eqns 2.90 and 2.91.

(b) Show that any single-qubit unitary operator
given in eqn 2.90, with α = 0 can be written
in the form given in eqn 2.92 for a suitable
choice of the angles λ, µ and ν.

(2.29) Calculate the length of the Bloch vector (u2 + v2 +
w2)1/2 for the qubit state in eqn 2.93 as a function
of Tr(ρ̂2).

(2.30) By writing the general qubit state vector

|λ〉a = cos(θ/2)|0〉a + eiϕ sin(θ/2)|1〉a,

show that it is impossible to write the entangled
state in eqn 2.101 in the form of a product state as
in eqn 2.100.
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(2.31) A simple measure of the degree of entanglement of
two quantum systems is the Schmidt number. This
is defined for pure states, and for a state written in
the form of eqn 2.105 has the form

K =
1∑

n
|an|4 .

(a) Find the minimum and maximum values of
the Schmidt number for a given pair of d-state
quantum systems and show that the mini-
mum value occurs only if the state is not en-
tangled.

(b) We can use the Schmidt number as a quanti-
tative measure of entanglement with increas-
ing values associated with ever higher degrees
of entanglement. Show that, by this measure,
the Bell states in eqn 2.108 are maximally en-
tangled.

(2.32) Consider the entangled pure state in eqn 2.105 and
the operators in eqn 2.107.

(a) Does the perfect correlation between these ob-
servables imply that ∆(A − B)2 = 0?

(b) Calculate H(A : B). What is the relevance of
this value?

(2.33) Construct the unitary ‘swap’ operator, the action
of which is to exchange the arbitrary states of a
pair of qubits: Ûswap|α〉 ⊗ |β〉 = |β〉 ⊗ |α〉.
[Hint: you may find it helpful to consider the sym-
metry properties of the Bell states.]

(2.34) Show that the three operators σ̂x⊗ σ̂x, σ̂y⊗ σ̂y, and
σ̂z⊗σ̂z all mutually commute, and confirm that the
four Bell states are their common eigenstates. Why
are the products of the three eigenvalues −1 for all
these states?

(2.35) Find Tr(ρ̂2
a), Tr(ρ̂2

b), and Tr(ρ̂2
c) for the Werner

state in eqn 2.110.

(2.36) Consider the four-qubit state |Φ+〉ab|Φ+〉cd.

(a) Which qubits are entangled?
(b) Show that measuring any one of the qubits

changes the state of the remaining three.

(c) Calculate Tr(ρ̂2
i ) for the reduced density op-

erators of each of the four qubits.

(2.37) For each of the following states, determine which
of the qubits are mutually entangled:

(a) 1
2
(|00〉 + |01〉 + |10〉 − |11〉);

(b) 1
2
(|000〉 + 2|011〉 + |110〉);

(c) 1
2
(|000〉 + i|010〉 + i|101〉 − |111〉);

(d) 1
2
(|0000〉 + |0011〉 + |1100〉 + |1111〉).

(2.38) Show that the correlated density operator in eqn
2.113 can be written in the form

ρ̂ =
∑
kl

P̃ (k, l)|ψk〉〈ψk| ⊗ |φl〉〈φl|.

(2.39) Consider a general density matrix for a quantum
system with a d-dimensional state space.

(a) Prove that the transpose of this density ma-
trix corresponds to an allowed quantum state.

(b) Show that the eigenvalues of ρ̂T are the same
as those of ρ̂.

(c) How are the eigenvectors of ρ̂T related to the
eigenvectors of ρ̂?

(2.40) Construct the density matrix, in the basis
|00〉, |01〉, |10〉, |11〉, for the two-qubit density oper-
ator

ρ̂ =
p

4
(|0〉 + |1〉)(〈0| + 〈1|) ⊗ (|0〉 + i|1〉)(〈0| − i〈1|).

+(1 − p)|0〉〈0| ⊗ |1〉〈1|

Construct the partial transpose of this density ma-
trix and confirm that it is an acceptable density
matrix.

(2.41) Write the state ρ̂W (eqn 2.120) with p ≥ 2
3

in the
explicitly unentangled form given in eqn 2.113.

[Hint: you might start by considering a mixture
of anticorrelated states such as |0〉〈0| ⊗ |1〉〈1| and
1
4
(|0〉 + |1〉)(〈0| + 〈1|) ⊗ (|0〉 − |1〉)(〈0| − 〈1|).]
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quires, for the most part, highly advanced and currently experimental
procedures. One exception is quantum cryptography, or quantum key
distribution, which has been successfully demonstrated in many labora-
tories and has reached an advanced level of development. It will probably
become the first commercial application of quantum information.

In quantum key distribution, Alice and Bob exploit a quantum chan-
nel to create a secret shared key comprising a random string of binary
digits. This key can then be used to protect a subsequent communication
between them. The principal idea is that the secrecy of the key distri-
bution is ensured by the laws of quantum physics. Proving security for
practical communication systems is a challenging problem and requires
techniques that are beyond the scope of this book. At a fundamental
level, however, the ideas are simple and may readily be understood with
the knowledge we have already acquired.

Quantum cryptography is the latest idea in the long history of se-
cure (and not so secure) communications and, if it is to develop, it will
have to compete with existing technologies. For this reason we begin
with a brief survey of the history and current state of the art in secure
communications before turning to the possibilities offered by quantum
communications.

3.1 Information security

The history of cryptography is a long and fascinating one. As a con-
sequence of the success or, more spectacularly, the failure of ciphers,
wars have been fought, battles decided, kingdoms won, and heads lost.
In the information age, ciphers and cryptosystems have become part
of everyday life; we use them to protect our computers, to shop over
the Internet, and to access our money via an ATM (automated teller Codes and ciphers The terms

‘code’ and ‘cipher’ are often used syn-
onymously but in our subject they have
quite distinct meanings. A code is pro-
duced by a substitution of the symbols
in a message by other symbols; there is
not necessarily any attempt at secrecy
and the code may be widely published,
such as with Morse code and ASCII.
A cipher, however, is a message specifi-
cally modified so as to protect its mean-
ing.

machine).
One of the oldest and simplest of all ciphers is the transposition or

Caesarean cipher (attributed to Julius Caesar), in which the letters are
shifted by a known (and secret) number of places in the alphabet. If
the shift is 1, for example, then A is enciphered as B, B→C, · · ·, Y→Z,
Z→A. A shift of five places leads us to make the replacements A→F,
B→G, · · ·, Y→D, Z→E. The weakness of this cipher is that there are
only 25 possible shifts to try and it is easy to try them all. Doing so will
usually lead to only one combination that is intelligible, and this is the
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Fig. 3.1 Depiction of the elements of a
generic cryptosystem. E avesdropping Tampering
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deciphered message. Consider, for example, the cipher

YBTXOB QEB FABP LC JXOZE

A test of all possible shifts reveals a sensible message only for a shift of
23 places, which reveals

BEWARE THE IDES OF MARCH

The Caesarean cipher, although very simple to break, illustrates the
important elements of a private-key cryptosystem, as depicted in Fig.
3.1. The first of these is the plaintext P, which is the secret message
Alice wishes to transmit to Bob. The second is the secret key K, known
only to Alice and to Bob, and used by Alice to generate the secure
ciphertext C. It is this ciphertext that is transmitted to Bob, who uses
K to transform C into P. In this way, we can think of the ciphertext
as a function of the plaintext and the key, and also the plaintext as a
function of the ciphertext and the key:

C = C(P,K),
P = P(C,K). (3.1)

For the case of the Caesarean cipher, the key is one of the first 25
integers and the mathematical transformation is transposition of the
letters. At least in principle, secrecy is ensured by the fact that Eve (an
eavesdropper on the network) has access to C but not to K.

The obvious weakness of the Caesarean cipher is that it is limited to
just 25 keys. In a substitution cipher, however, each letter is replaced by
another letter or symbol, which results in 26! ≈ 4 × 1026 possible keys.
Clearly an exhaustive key search, corresponding to trying all possible
combinations, is impractical. This might lead us to believe that substi-
tution ciphers are highly secure, but this is not the case. The reason
is that the letters in a message appear with more or less well-defined
frequencies. These will depend slightly on the text and its subject but
the overwhelming majority of messages in English will have frequencies
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close to those given in table 3.1. From this it should be relatively easy Table 3.1 Approximate relative fre-
quencies of the letters in English.

A 8.2% J 0.1% S 6.3%
B 1.5% K 0.8% T 9.0%
C 2.8% L 4.0% U 2.8%
D 4.2% M 2.4% V 1.0%
E 12.7% N 6.7% W 2.4%
F 2.2% O 7.5% X 0.1%
G 2.0% P 1.9% Y 2.0%
H 6.1% Q 0.1% Z 0.1%
I 7.0% R 6.0%

to identify the symbols representing the commonest letters: E, T, A, O,
and perhaps I. These, together with knowledge of the English language
and perhaps the context of the message, can be used to complete the
decipherment. The sequence T?E, for example, is very likely to mean
that the symbol ? represents the letter H. This technique for breaking
substitution ciphers has been understood for centuries, and numerous
embellishments upon it have been developed but then defeated. There
are some Caesarean and substitution ciphers in the exercises section if
you would like to try applying these methods of deciphering.

Given the failures of transposition, substitution, and yet more sophis-
ticated ciphers, it is interesting to ask whether an unbreakable or per-
fectly secret cipher can exist. In order to assess this question carefully,
we require a precise mathematical definition of perfect secrecy. Shannon
provided the required definition by considering the task facing Eve, who
wishes to reconstruct the plaintext P given access only to the ciphertext
C. The message is perfectly secret if C gives Eve no information about
P; that is, it does not change the probability for any given message. Let
the set of possible plaintext messages be {Pi} and let {Cj} be the set of
possible ciphertexts. Perfect security then implies that

P (Pi|Cj) = P (Pi), ∀i, j. (3.2)

Hence Eve’s probability for recovering the original plaintext is the same
whether or not she has access to the ciphertext. It is also clear that
any possible plaintext should lead to any given ciphertext with equal
probability, so that

P (Cj |Pi) = P (Cj), ∀i, j. (3.3)

Were this not the case then Eve could associate a given ciphertext with
a class or group of messages, and the corresponding information gained
by Eve would mean that perfect secrecy was lost.

The condition for perfect secrecy tells us something important about
the minimum number of possible keys required. To calculate this mini-
mum number, we can reason as follows. First we note that all possible
messages when encrypted with the same key must lead to distinct mes-
sages; were this not so, then Bob would be unable to reconstruct the
original plaintext. It follows that there must be at least as many possi-
ble ciphertexts as plaintexts. Hence perfect secrecy requires the number
of possible keys to be at least as great as the number of possible plain-
texts. or messages. Were this not the case then there would be some
messages that could not be encrypted to a given ciphertext, which vio-
lates the perfect-secrecy condition in eqn 3.3.

The first and simplest cipher to achieve perfect secrecy was the Ver-
nam cipher, or one-time pad. The central idea is that the rule for trans-
posing or substituting the letters changes for each symbol and never
repeats. In the digital age, all messages are represented by a string of
binary digits. Alice’s message is encoded in this bit string, using a sys-
tem such as ASCII, and it is this string that constitutes the plaintext.
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Let us suppose that all of the possible messages are encoded as strings ofThe ASCII code ASCII, or the
American Standard Code for Informa-
tion Interchange, maps 128 distinct
symbols onto the 128 different seven-
bit strings 0000000 to 1111111. For ex-
ample, the 26 upper-case letters, A, B,
· · ·, Z, correspond to the binary strings
1000001, 1000010, · · ·, 10011010, and
the lower-case letters, a, b, · · ·, z, are
represented by the numbers 1100001,
1100010, · · ·, 1111010. Any message
of m characters (including spaces) will
correspond to a continuous string of
7m bits, with spaces between words en-
coded as the string 1011100.

N bits so as to be indistinguishable on the basis of length alone. Shorter
messages can be increased to N bits, for example by adding zeros or the
ASCII code for the suitable number of spaces. The Vernam cipher uses
a key of N randomly chosen bits and its security relies entirely on the
secrecy of this, which should ideally be known only to Alice and Bob.
The ciphertext is created by modulo 2 addition, which we denote by ⊕:

0 ⊕ 0 = 0, 0 ⊕ 1 = 1,

1 ⊕ 0 = 1, 1 ⊕ 1 = 0. (3.4)

Performing this addition bit by bit between the plaintext and the key
generates the ciphertext:

P · · · 001011010 · · · ,
K · · · 101110100 · · · ,

C = P ⊕K · · · 100101110 · · · . (3.5)

We see that each bit of the plaintext is either left unchanged by this
operation or flipped (0 → 1, 1 → 0), and if the key is random then each
of these possibilities occurs with probability 1

2 . The nett effect is that
the ciphertext itself reflects the random nature of the key, in that to
anyone without access to the key the ciphertext is random and hence
carries no information about the plaintext.

We can demonstrate the perfect secrecy of the Vernam cipher from the
properties of the key. The key is a random string of N bits and it follows
that it can take any one of 2N values, with each possible value occurring
with probability 2−N . Hence any chosen plaintext will be mapped, by
modulo 2 addition of the key, to any of 2N possible ciphertexts, and
each of these is equally likely:

P (Cj |Pi) = 2−N = P (Cj), ∀i, j, (3.6)

which is Shannon’s criterion for perfect secrecy given in eqn 3.3. It is
also clear that an eavesdropper Eve having access only to the ciphertext
has no information about the plaintext. This follows from the fact that

P (Cj ,Pi) = P (Cj |Pi)P (Pi) = P (Cj)P (Pi), ∀i, j, (3.7)

which, in turn, means that the mutual information shared between the
ciphertext and the plaintext is zero:

H(P : C) = 0. (3.8)

Shannon’s noisy coding theorem then tells us that no information about
P is carried by C alone.

Recovering the message from the ciphertext is straightforward for Bob
because he has the secret key. All he need do is to perform bit-by-bit
modulo 2 addition of the ciphertext and the key:

C · · · 100101110 · · · ,
K · · · 101110100 · · · ,

P = C ⊕ K · · · 001011010 · · · . (3.9)
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Fig. 3.2 The concept underlying
Diffie–Hellman key exchange.

This works because the modulo 2 addition of a number with itself gives
zero: K ⊕K = · · · 0000 · · ·. Practical security Perfect secrecy

requires the generation, communica-
tion, and storage of large numbers of
long keys. For all but the most secret
messages, this is considered to be too
high a price to pay. We usually set-
tle for using shorter keys together with
a published scrambling algorithm such
as DES (Data Encryption Standard) or
AES (Advanced Encryption Standard).
Such ciphers are vulnerable to exhaus-
tive key searches (trying each possible
key in turn), but their security is based
on the observation that this will take
a very long time and the belief that no
efficient algorithm exists for performing
the unscrambling in the absence of the
key. It is safest to consider messages en-
crypted in this way as being secure only
for a time much less than that required
to perform an exhaustive key search.

The perfect secrecy of the Vernam cipher has an obvious problem, and
that is the necessity of communicating the secret key whilst keeping it
secret. Alice and Bob could meet up and exchange a number of keys
and, indeed, for many years this is what was done. The requirement to
meet is, however, a major impediment to the widespread use of secure
communications. If, for example, you wished to purchase a copy of this
book online, then you would first need to meet with the bookseller in
order to agree a key with which to secure your credit card details. If
you need to meet up then why not simply purchase the book when you
meet? The secure exchange of keys is the problem of key distribution
that quantum cryptography, or quantum key distribution, was proposed
to address. At the present time, however, the problem is dealt with in a
very different way, with the security of the key distribution process being
based on the difficulty of performing certain mathematical operations,
and we conclude this section with a discussion of two of these ways.

The idea underlying Diffie–Hellman key exchange is depicted in Fig.
3.2. We suppose that Alice prepares a strong case, into which she places
a secret message or cryptographic key destined for Bob, and that she
then locks the case with a padlock. Alice then dispatches the case to
Bob, keeping with her the only key for the padlock. For the purposes of
this analogy, we shall assume that Eve is unable to open the locked case.
On receipt of the case, Bob is also unable to open the case, but instead he
locks it with a second padlock, keeps the only key, and returns the case
to Alice. Alice can then unlock her padlock and once again dispatch
the case to Bob, who, finally, can open it and retrieve the message.
The case has made three journeys but in none of these is the secret
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message available to Eve. If we could achieve something like this with
mathematical transformations of our bit string then Alice and Bob could
use it to communicate in secret. Let us see what happens if we try this
using the Vernam cipher described above. We suppose that Alice wishes
to transmit a plaintext P to Bob and generates a key KA, known only
to her, to create a ciphertext,

CA = P ⊕KA, (3.10)

which she transmits to Bob. Naturally, neither Bob nor Eve can read
this, but Bob can further encrypt the ciphertext using a second key KB,
known only to him, to produce a second ciphertext,

CB = CA ⊕KB = P ⊕KA ⊕KB, (3.11)

which he sends back to Alice. Alice removes her key by a second modulo
2 addition of KA:

CA′ = CB ⊕KA = P ⊕KB. (3.12)

She sends the result to Bob, who can remove KB and read P. If the two
keys KA and KB are one-time pads then none of these communications
can convey any information to Eve. By combining all three, however,
Eve can readily recover the original message as follows:

CA ⊕ CB ⊕ CA′ = (P ⊕KA) ⊕ (P ⊕KA ⊕KB) ⊕ (P ⊕KB)
= P. (3.13)

The failure of this protocol is a consequence of the simplicity of the
mathematical transformation used to create the ciphertext, in this case
addition modulo 2. Most more complicated transformations, however,
suffer from the problem that the processes do not commute, in that the
last encryption operation to be applied needs to be the first removed;
Bob needs to remove his padlock before Alice removes hers. As an
illustration, we suppose that Alice and Bob each use a 26 letter one-
time pad and that the substitution rules for the first character in the
plaintext areNote that Alice’s key enciphers an ini-

tial letter B as B. It is important to
include the possibility of such occur-
rences in our one-time pad, as not do-
ing so would provide some information
to Eve: she would know that each let-
ter received must represent one of the
other 25.

Alice

plaintext ABCDEFGHIJKLMNOPQRSTUVWXYZ
substitution XBJIFWMLQTAZUODECSNKHPGRVY

Bob

plaintext ABCDEFGHIJKLMNOPQRSTUVWXYZ
substitution FPOAZWIRJXTCUVEKYGBHNMDSLQ .

Suppose that the first letter of the plaintext is A. If we follow the pro-
tocol described above then we generate CA = X, CB = S and Alice’s
deciphering step then gives CA′ = R. Finally Bob uses his substitution
table to give H rather than A. The problem is that accurate recovery of
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the plaintext requires Bob to reverse his encryption before Alice but, of
course, this renders the key distribution protocol insecure.

Diffie and Hellman proposed a solution to the problem by introducing
a one-way function: a function that is easy to calculate but with an
inverse that is very difficult to evaluate. We start by choosing a large Number theory Modern cryptog-

raphy is based on the properties of large
integers and so forms a branch of num-
ber theory. Some of the most important
results for cryptography are described
in Appendix E.

prime number p and a second number, g, that is a primitive root modulo
p. This property of g means that for any integer A in the set {1, 2, · · · , p−
1} there exists an exponent a in the set {0, 1, · · · , p − 2} such that

A = ga mod p, (3.14)

where mod p means modulo p. Calculating A from a, for given p and g
is straightforward. The exponent a is the discrete logarithm of A to the
base g:

a = dlogg A. (3.15)

Computing discrete logarithms is a difficult problem, in that no efficient
algorithm for this is known; finding A from a is easy but finding a from
A is hard. Alice and Bob can use this fact to generate a shared secret
key by communicating over an insecure channel. First they agree on a
large prime p and a primitive root g (2 ≤ g ≤ p − 2), and because they
need to communicate these we assume that they are also known to Eve.
Alice randomly selects an integer a, which she keeps secret, computes A
as above, and sends this number to Bob. Bob randomly selects a secret
integer b in the set {0, 1, · · · , p − 2}, computes

B = gb mod p, (3.16)

and sends the result to Alice. Alice uses a to compute

Ba mod p = gab mod p (3.17)

and Bob uses b to compute

Ab mod p = gab mod p. (3.18)

The common secret key is

K = gab mod p. (3.19)

The task of generating K is easy given either a and B (known to Alice)
or b and A (known to Bob) but cannot readily be found from just the
publicly known numbers A and B, because of the difficulty in evaluating
discrete logarithms.

It would be nice if Alice and Bob did not have to go through the
exchange of messages in order to communicate in secret. In public-key
cryptography, Bob publishes a pair of numbers with which anyone, say
Alice, wishing to send a secret to Bob can encrypt their message. This
needs to be done in such a way, however, that only Bob can decrypt the
message. The first such scheme is the RSA cryptosystem, named after
Rivest, Shamir, and Adleman, who were the first to publish it. Bob
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starts by generating two large prime numbers p and q and computes the
product

N = pq. (3.20)

Bob also selects an integer e with the properties that 1 < e < ϕ(N) =Euler’s ϕ-function The function
ϕ(N) is the number of integers a in the
set {1, 2, · · · , N} with gcd(a, N) = 1. It
is straightforward to show that if p and
q are distinct primes then ϕ(p) = p−1,
ϕ(pq) = (p − 1)(q − 1) and ϕ(p2) =
p(p − 1).

(p − 1)(q − 1) and that e is coprime with (p − 1)(q − 1), so that the
greatest common divisor of e and (p − 1)(q − 1) is 1:

gcd[e, (p − 1)(q − 1)] = 1. (3.21)

Bob’s final task is to find a third integer d with the properties 1 < d <
ϕ(N) and

de = 1 modϕ(N). (3.22)

That a suitable number d exists is a consequence of eqn 3.21, and it can
be calculated efficiently if p and q are known. Bob’s public-key pair is
(N, e) and his private key, which he keeps secret, is d. The number N
is the RSA modulus, and e and d are the encryption and decryption
exponents, respectively. Note that the secrecy of d relies on the secrecy
of p and q and, because N = pq is publicly known, this relies on the fact
that no efficient and practical factoring algorithm is known.Quantum factoring It has been

shown that a suitable quantum com-
puter should be able to perform the
task of efficient factoring. We shall see
how this works in Chapter 7.

Alice can send a plaintext bit string P = M < N to Bob by raising
it to the power e modulo N , using Bob’s public key, to generate the
ciphertext:

C = Me mod N. (3.23)

Bob can decipher the message using his secret decryption exponent:

Cd mod N = (Me)d mod N = M. (3.24)

Further details of the mathematics underlying RSA and Diffie–Hellman
key exchange can be found in Appendix E.

There are many additional subtleties associated with modern cryp-
tography. Not least amongst these are the need to manage and store
keys secretly and the requirement that legitimate parties should be able
to identify themselves to each other (all would fail if Eve could convince
Alice that she was Bob and Bob that she was Alice). Pursuing these
points is interesting in its own right but to do so would take us too far
from our main subject of quantum information. Quantum cryptogra-
phy was devised as a radically different approach to the problem of key
distribution, one that relies on the transmission of qubits from Alice to
Bob through a quantum channel.

3.2 Quantum communications

A quantum communication channel is one in which the message sent
by Alice to Bob is carried by a quantum system. This feature adds
three subtleties to the description of a classical communication system
as discussed in Section 1.4. These relate to the preparation of the signal
by Alice, its measurement by Bob, and the effect on the signal of any
activity by an eavesdropper, Eve.
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We start by considering the legitimate users of the quantum channel,
Alice and Bob. As with the classical channel, we let A represent events
in Alice’s domain, which lead to the selection of a message from the set
{ai} and the preparation of a quantum system in one of the associated
states {ρ̂i}. The probability that Alice selects the message ai is P (ai).
We shall assume that both the possible density operators {ρ̂i} and the
associated probabilities P (ai) are known to Bob. This means that Bob
can describe the quantum state of the signal, before his measurement,
by the a priori density operator

ρ̂ =
∑

i

P (ai)ρ̂i. (3.25)

Bob’s task is to determine, as well as he can, which of the states {ρ̂i}
has been prepared and so recover the original message ai. If the signal
states are mutually orthogonal (ρ̂iρ̂j = 0, i �= j) then Bob can do this
straightforwardly by measuring an observable with these signal states as
eigenstates. In general, however, the signal states will not be mutually
orthogonal and this means that there is no certain way for Bob to distin-
guish between them. A formal proof of this must wait until Section 4.4,
after we have introduced generalized measurements. We can illustrate
the main idea, however, with a simple example. Let us suppose that
Alice prepares her quantum system in one of two non-orthogonal pure
quantum states, represented by the normalized state vectors |ψ1〉 and
|ψ2〉. We can write the second state in the form

|ψ2〉 = α|ψ1〉 + β|ψ⊥
1 〉, (3.26)

where 〈ψ1|ψ⊥
1 〉 = 0 and α �= 0. A measurement of the observable corre-

sponding to the Hermitian operator

Â = |ψ1〉〈ψ1| − |ψ⊥
1 〉〈ψ⊥

1 | (3.27)

is certain to give the value +1 if the state |ψ1〉 was prepared. The non-
orthogonality of the two possible signal states, however, means that the
same result will occur with probability |α|2 if state |ψ2〉 was prepared. It
follows that this measurement cannot distinguish with certainty between
the two possible signal states. In general, Bob must choose between a
range of possible measurements, and this enforced choice is the second
intrinsically quantum feature of quantum communications. We shall
examine this choice in detail in the following chapter.

In long-distance communications, the inevitable losses on the channel
constitute an important source of noise, in that an absorbed quantum
in the signal cannot be detected by Bob. In modern fibre-based optical
communications, this problem is overcome by the use of repeaters or am-
plifiers which, respectively, measure and regenerate the signal or amplify
its intensity. For quantum channels, however, these process are unsat-
isfactory as the level of the added noise acts to destroy the quantum
information carried. We illustrate the problem by deriving two simple
but important results for the measurement or the copying of the state
of a single qubit.
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If we know the basis in which a qubit has been prepared then there
is no problem in measuring the state and then preparing one or more
copies of it. For example, if the qubit has been prepared in the state |0〉
or the state |1〉 then measuring σ̂z will reveal the identity of the state
and provide all the information required to create as many copies as we
might desire. If, however, the qubit was prepared in one of a number
of non-orthogonal states then no measurement can possibly reveal the
state with certainty. We can prove this by means of a simple but general
model of the measurement process in which the qubit, in state |ψ〉, is
made to interact with an ancillary quantum system, prepared in the
state |A〉, which represents the measuring device. The interaction is
enacted by a unitary transformation, the general form of which is

Û = Î ⊗ Â0 + σ̂x ⊗ Âx + σ̂y ⊗ Ây + σ̂z ⊗ Âz, (3.28)

so that the combined state of our qubit and ancilla becomes

|ψ〉 ⊗ |A〉 → Û |ψ〉 ⊗ |A〉
= |ψ〉 ⊗ Â0|A〉 + σ̂x|ψ〉 ⊗ Âx|A〉 + σ̂y|ψ〉 ⊗ Ây|A〉

+σ̂z|ψ〉 ⊗ Âz|A〉. (3.29)

The state of the original qubit will be unchanged only if it is an eigenstate
of Û . There are, however, no common eigenstates of the Pauli operators
σ̂x, σ̂y, and σ̂z. If one of our set of possible states is an eigenstate of one
of these Pauli operators then any other state that is not orthogonal to
it will not be an eigenstate. If we wish the unknown state of our qubit
to be unchanged by the interaction then we require Âx = Ây = Âz = 0,
but this means that the ancilla is changed in a way that does not depend
on the state |ψ〉 and so does not constitute a measurement of the qubit.
We can conclude that any measurement of the state of the qubit leads
to a change of at least some of the possible states of the qubit.

Amplification to generate copies of the quantum state is a more subtle
process, in that it does not include a measurement and so does not
reveal any information about the state. It is, nevertheless, impossible
to accurately copy the unknown state of a quantum system, and this is
elegantly proven in the famous no-cloning theorem of Wootters, Zurek,
and Dieks. If cloning the unknown state of a qubit, |ψ〉, were possible
then this would mean preparing a second qubit in the blank state |B〉 and
copying the state of the original qubit onto it. This entails performing
the transformation

|ψ〉 ⊗ |B〉 → |ψ〉 ⊗ |ψ〉. (3.30)

For this to be a true cloning transformation it is necessary for the trans-
formation to hold for any possible qubit state |ψ〉. The no-cloning the-
orem proves that this is not possible. Suppose that the cloning device
works if the qubit is prepared in one of the states |0〉 and |1〉 so that

|0〉 ⊗ |B〉 → |0〉 ⊗ |0〉,
|1〉 ⊗ |B〉 → |1〉 ⊗ |1〉. (3.31)
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It then follows from the superposition principle (eqn 2.1) that the general
qubit state α|0〉 + β|1〉 will be transformed as

(α|0〉 + β|1〉) ⊗ |B〉 → α|0〉 ⊗ |0〉 + β|1〉 ⊗ |1〉, (3.32)

which is not a pair of copies of the original state:

(α|0〉 + β|1〉) ⊗ (α|0〉 + β|1〉) = α2|0〉 ⊗ |0〉 + αβ|0〉 ⊗ |1〉
+αβ|1〉 ⊗ |0〉 + β2|1〉 ⊗ |1〉. (3.33)

It is not hard to see why perfect quantum copying, or cloning, is for-
bidden. Were this not the case and multiple copies could be made, then
it would be possible to identify the state and so make it an observable.
For example, if we knew that our qubit had been prepared in an eigen-
state of σ̂z or of σ̂x, then measuring σ̂z on half of the copies and σ̂x on
the other half would allow us to determine the state with a high proba-
bility. A more dramatic concern would be the possibility of superluminal
communication based on using the Bell state

|Ψ−〉 =
1√
2

(|0〉 ⊗ |1〉 − |1〉 ⊗ |0〉) (3.34)

together with a hypothetical cloning device. If Alice has the first qubit
and Bob the second then measuring σ̂z or σ̂x on her qubit would in-
stantaneously transform Bob’s qubit into the other eigenstate of the
observable chosen by Alice: if Alice chose to measure σ̂z and found the
result +1(−1) then Bob’s qubit would be left in the state |1〉(|0〉), but a
measurement of σ̂x giving the result |1〉(|0〉) would leave Bob’s qubit in
the state 2−1/2(|0〉 − |1〉) (2−1/2(|0〉 + |1〉)). By perfectly cloning multi-
ple copies of his qubit, Bob could determine Alice’s choice of observable
and hence acquire one bit of information, irrespective of the distance
between them. This is in conflict, of course, with the requirements of
relativity. It is interesting to note that N. Herbert proposed such an
entanglement-based superluminal communication device, and it was in
response to this proposal that the no-cloning theorem was first formu-
lated. The no-cloning theorem only forbids perfect copying and there
exist a number of imperfect cloning schemes, some of which are described
in Appendix F. No signalling In fact, Alice’s choice

of measurement can convey no infor-
mation to Bob and so there is no con-
flict with relativity. We shall prove this
powerful theorem in Chapter 5.

The problems of measuring or copying the unknown state of a quan-
tum system without changing it are fundamental difficulties facing any
eavesdropper. If Eve wishes to share in the information sent from Al-
ice to Bob then she needs to obtain it by interacting with the quantum
channel. Any attempt to do so, however, will modify the states of the
qubits prepared by Alice and this modification can be used to reveal
Eve’s presence to Alice and Bob. It is on this ability to detect the activ-
ities of an eavesdropper that the security of quantum key distribution is
based.
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3.3 Optical polarization

Quantum information, like its classical counterpart, is largely indepen-
dent of the physical system used to embody it. Any two-state quantum
system can represent a qubit and a wide variety have been employed,
including electronic energy levels in atoms or ions, nuclear spins, and
photon polarization. For this reason, we are presenting our subject in
a manner that is largely independent of specific physical implementa-
tions. We make one exception, however, and describe in this section the
phenomenon of optical polarization and its representation as a qubit.
Quantum cryptography relies on the properties of light to realize a quan-
tum channel, and the simplest and most regularly employed property is
polarization; this is, of course, the reason for describing it here. Our
presentation is based on the more extended treatment given by Fowles
(1989).

Light is an electromagnetic phenomenon and we describe it in terms
of Maxwell’s equations, which, in a linear, isotropic, and homogeneous
dielectric medium, take the form

∇ · E = 0,
∇ · H = 0,

∇× E = −µ0
∂

∂t
H,

∇× H = ε
∂

∂t
E, (3.35)

where E and H are the electric and magnetic fields, respectively, and ε is
the permittivity of the dielectric. It is convenient to work with complex
fields, the real parts of which are the observed electric and magnetic
fields. A plane wave is characterized by an angular frequency ω and a
wavevector k:

E = E0 exp
[
i
(
k · r − ωt

)]
, E = � E,

H = H0 exp
[
i
(
k · r − ωt

)]
, H = � H. (3.36)

Substituting these into Maxwell’s equations produces the four algebraic
equations

k · E = 0,
k · H = 0,

k × E = µ0ω H,
k × H = −εω E. (3.37)

These equations tell us that the three vectors k, E, and H are mutually
orthogonal (see Fig. 3.3). The electric and magnetic fields are perpen-

E

H

k

Fig. 3.3 The relative orientation of
the electric and magnetic fields and the
wavevector in a plane wave.

dicular to each other and both lie in the plane that is perpendicular to
the direction of propagation. The magnitudes of the fields are related
by

B0

E0
= εµ0

ω

k
, (3.38)



3.3 Optical polarization 71

where B0 = µ0H0 is the magnitude of the magnetic flux density, and
the phase velocity of the wave is ω/k = c/n = (εµ0)−1/2, where n is the
refractive index. It follows that B0 = nE0/c.

The direction and rate of flow of electromagnetic energy are quantified
in the Poynting vector

S = E × H. (3.39)

This vector specifies both the direction and the magnitude of the energy
flow; it has the units of watts per square metre. For the plane wave
fields in eqn 3.36, with E0 and H0 real, the Poynting vector is

S = E0 × H0 cos2
(
k · r − ωt

)
. (3.40)

It is often more natural to work with the cycle-averaged Poynting vector

〈S〉 =
1
2

E0 × H0, (3.41)

or, more generally, for complex field amplitudes,

〈S〉 =
1
2
�

(
E0 × H∗

0

)
. (3.42)

This averaging is especially appropriate at optical frequencies, as detec-
tors cannot respond on such short time scales as the optical period. For
our plane waves, of course, the Poynting vector is in the same direction
as the wavevector k.

The type of polarization is determined by the orientations of the elec-
tric and magnetic fields in the plane perpendicular to the direction of
propagation. In order to simplify our discussion we consider plane waves
propagating in the positive z-direction, so that the electric and magnetic
fields are

E = E0 exp [i(kz − ωt)] ,
H = H0 exp [i(kz − ωt)] . (3.43)

If the amplitudes E0 and H0 are real, constant vectors (or, more pre-
cisely, if the ratio of their x- and y-components is real) then the wave is
said to be linearly polarized. We have seen that the electric and mag-
netic fields are orthogonal, and it is conventional in optics to define
the direction or plane of polarization by the direction of the electric
field. If the x-axis is horizontal and the y-axis vertical, then a field is
x-polarized, or horizontally polarized, if the electric field oscillates in the
x-direction, and it is vertically polarized if the electric field oscillates in
the y-direction (see Fig. 3.4).

H

E

E

H

k

Fig. 3.4 The evolution of the fields
for a horizontal linearly polarized field.
The right-hand figure depicts the fields
as they would appear if the light were
propagating out of the page.

Polarization is manipulated and measured by polarization-sensitive
optical elements. The simplest of these is the linear polarizer, or po-
larizing filter. This device absorbs light more strongly if it is, say, x-
polarized than if it is y-polarized. Ideally, such a device will fully absorb
one direction of linear polarization and leave the other unchanged. If
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the field is polarized at an angle θ to the horizontal then we can write
the electric field amplitude in the form

E0 = E1 cos θı + E2 sin θ, (3.44)

where ı and  are unit vectors in the x- and y-directions. If the trans-
mission axis of our ideal polarizer is oriented in the x-direction then the
transmitted electric field is E1 cos θı. The intensity of the transmitted
light is proportional to the modulus squared of the complex electric field:

I1 = I0 cos2 θ. (3.45)

If the incident light is unpolarized, so that all possible polarizations are
present in equal amounts, then one-half of the light will be transmitted
and this light will be horizontally polarized.

If the x- and y-components of the field amplitudes are out of phase
then the polarization rotates as the field evolves. In the simplest case,
the two components have the same amplitude but differ in phase by π/2
so that

E = E0 (ı ± i ) exp [i(kz − ωt)] . (3.46)

A wave of this form is said to be circularly polarized. The real part of
this complex field is

E = |E0| [ı cos(kz − ωt + ϕ) ∓  sin(kz − ωt + ϕ)] , (3.47)

where ϕ = arg(E0). This field rotates either as time passes or as we
change z. The plus (or minus) sign in eqn 3.47 means that the field at
a given point in space rotates in a clockwise (or anticlockwise) direction
when viewed against the direction of propagation, so that the light is
moving towards the observer, and the light is said to be right (or left)
circularly polarized. At any given time, the field vectors form a right-
(or left-) handed screw when viewed by the same observer (see Fig. 3.5).
For the complex field we must associate the amplitude E0(ı −  ) with
right circular polarization and E0(ı +  ) with left circular polarization.
A final possibility is that the x- and y-components of the electric field

H

k

E

E

H

Fig. 3.5 The evolution of the fields for
a right-circularly polarized field. The
right-hand figure depicts the fields as
they would appear if the light were
propagating out of the page.

amplitude can be both of different magnitudes and out of phase so that

E = (E0ı ± iE′
0 ) exp [i(kz − ωt)] , (3.48)

where E0 and E′
0 have the same phase. Fields of this form are said to

be elliptically polarized. The electric and magnetic field amplitudes both
rotate and oscillate in magnitude as we change t or z.

A practical method to change the polarization is to introduce a phase
delay between two orthogonal components of the electric field. The
simplest of such devices are wave plates, which are formed from a doubly
refracting material. This means that the refractive index depends on
the direction of polarization. A wave plate will typically have an axis
of maximum index n1 (the slow axis) and an axis of minimum index
n2 (the fast axis) lying at right angles to each other, with both axes
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perpendicular to the direction of propagation. If the wave plate has
thickness d, then the phase accumulated by the light on propagating
through the wave plate will be n1kd for light polarized along the slow axis
and n2kd for the fast axis. Wave plates are usually designed as quarter-
wave plates or half-wave plates, corresponding to a relative phase shift
between the fast and slow polarizations of π/2 or π, respectively. For a
quarter-wave plate this means choosing the thickness to be

d =
π

2k(n1 − n2)
=

λ0

4(n1 − n2)
, (3.49)

where λ0 is the wavelength in free space. For a half-wave plate, the
thickness will be twice this value. The polarization of light polarized
in the direction of the fast or slow axis will be unchanged by a wave
plate. A quarter-wave plate will change linearly polarized light at 45◦

to the fast and slow axes into circularly polarized light, and circularly
polarized light into light with linear polarization. A half-wave plate will,
in general, induce a rotation of linearly polarized light and change the
handedness of circularly polarized light.

The property of polarization depends only on the relative amplitude The amplitudes and phases of both
components are important for other
properties, of course, and appear, for
example, in interference phenomena.

and phase of the x- and y-components of the electric field, and it is
helpful to use a representation of polarization that retains only these
properties. A simple and convenient way to do this is to introduce the
Jones vector, the elements of which are the x- and y-components of the
electric field. If the complex electric field amplitude is

E0 = E0xı + E0y , (3.50)

then the corresponding Jones vector is[
E0x

E0y

]
=

[ |E0x| eiφx

|E0y| eiφy

]
, (3.51)

where φx,y is the argument of E0x,y. An added advantage for quantum
information is that many of the properties of the Jones vector map
directly onto those of qubits, when the states of the latter are expressed
as column vectors as in eqn 2.85. We do not wish to overemphasize
this connection prematurely, however, and for this reason we follow the
notation of Fowles and use square brackets for the Jones vector and the
associated matrices.

It is sometimes convenient to normalize the Jones vector; we do this by
dividing it by

∣∣∣ E0

∣∣∣. The overall phase of the Jones vector does not affect
the polarization, and for this reason we can regard Jones vectors that
differ only by a global phase as equivalent. These ideas are reminiscent,
of course, of the normalization and arbitrary global phase of quantum
state vectors. The Jones vectors for circularly polarized light and for
linear polarizations are given in Fig. 3.6. Superpositions of Jones vectors
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Fig. 3.6 Linear and circular polariza-
tions and their associated Jones vec-
tors.

are also Jones vectors and so correspond to allowed states of polarization.
It is clear, from their construction, that circular polarization can be
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Fig. 3.7 Polarization-manipulating de-
vices and their associated Jones matri-
ces.
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Right
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expressed as a superposition of two perpendicular linear polarizations
and the converse is also true:

1√
2

(
1√
2

[
1
−i

]
+

1√
2

[
1
i

])
=

[
1
0

]
,

1√
2

(
1√
2

[
1
−i

]
− 1√

2

[
1
i

])
= −i

[
0
1

]
. (3.52)

The Jones formalism is completed by introducing matrices that describe
the effect on the polarization of polarization-dependent optical elements.
There exists a wide variety of these, but we give the most important
in Fig. 3.7. Note that, like the Jones vectors, these are defined only
up to an arbitrary global phase. The effect of a single polarization-
dependent element is obtained by multiplying the Jones vector v by the
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corresponding Jones matrix J: Rotation of these devices is described
by means of an orthogonal transforma-
tion of the associated Jones matrices.
If a device is rotated through an angle
θ then the corresponding Jones matrix
J transforms as

J → RT(θ)JR(θ),

where R(θ) is the rotation matrix

R(θ) =

[
cos θ sin θ
− sin θ cos θ

]
.

v → Jv. (3.53)

A sequence of n such devices will modify the Jones vector as follows:

v → Jn · · ·J2J1v, (3.54)

where J1,J2, · · · ,Jn are the Jones vectors associated with the first, sec-
ond, · · · , nth optical elements. Once again we see a striking similarity
with the rule for applying a sequence of unitary transformations to the
state of a qubit (eqn 2.83).

The formal similarity between the Jones vector and the column vector
representation of the state of a qubit suggests another representation of
polarization. In Section 2.4 we introduced the representation of the state
of a qubit as a point on the surface of the Bloch sphere. If we equate
the Jones vector with the corresponding qubit states then we arrive at
the Poincaré sphere, each point on the surface of which corresponds to
a possible polarization.

States on opposite sides of the Bloch sphere are orthogonal, and it is
natural to make the same identification for the Poincaré sphere (see Fig.
3.8). This association leads us naturally to define two polarizations as

0>

1>

Fig. 3.8 The Poincaré sphere. Note
that it is usual to place right circular
polarization at the north pole of the
sphere and left at the south pole so that
all linear polarizations lie on the equa-
tor. We have rotated the sphere here so
as to match the Bloch sphere.

orthogonal if they lie on opposite sides of the Poincaré sphere, and their
corresponding complex electric fields E1 and E2 satisfy the condition

E∗
2 · E1 = 0. (3.55)

When written in terms of the Jones vectors v1 and v2, this becomes

v†
2v1 = 0, (3.56)

where v†2 is the row vector (v∗
2 v∗

1).
We can move to a quantum treatment of polarization, and thereby

introduce a polarization qubit, by working with just one photon. In
order to combine the features of the Jones vectors and our qubits we
associate a single horizontally polarized photon with the qubit state |0〉
and a vertically polarized one with the state |1〉. This choice makes the
Bloch and Poincaré spheres equivalent. A selection of some important
polarizations and their single-photon qubit states is given in Fig. 3.9.
These states form a natural set for use in quantum key distribution.

There is one very important difference between the classical and single-
photon Jones vectors, and this relates to the meaning of the entries. For
a classical Jones vector, the elements vx and vy are proportional to the
electric fields present. Passing the light through a linear polarizer with
the transmission axis horizontal will reduce the intensity of the light
by the factor |vx|2. If the Jones vector describes only a single photon,
however, then vx is the probability amplitude for the photon to pass
through the polarizer. A subsequent measurement with an ideal photon

Horizontal

Vertical

Diagonal up

Diagonal down

Left circular

Right circular

0>

1>

2

1 ( (0> 1>+

2

1 ( (0> 1>-

2

1 ( (0> 1>+ i

2

1 ( (0> 1>- i

Fig. 3.9 Linear and circular polariza-
tions and the associated single-photon
qubit states.

counter will detect a photon with probability |vx|2.
It is useful to be able to superpose fields and their polarizations. A

convenient way of achieving this is to use a beam splitter: a partially
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reflecting and partially transmitting mirror. The reflection and trans-
mission properties are, in general, polarization-dependent but we can
consider ideal beam splitters which either are polarization-independent
or are specifically designed to reflect one polarization and transmit the
perpendicular polarization. A beam splitter combines two input fields to
produce two output fields, as depicted in Fig. 3.10. For a polarization-
independent beam splitter, which we shall refer to simply as a beam
splitter, the output electric fields are related to the inputs by

EH,V
1 out = t1E

H,V
1 in + r1E

H,V
2 in ,

EH,V
2 out = t2E

H,V
2 in + r2E

H,V
1 in , (3.57)

so that the polarization is preserved. The conservation of energy requires

E1out

H,V

E2out

H,V

E2in

H,V

E1in

H,V

Fig. 3.10 A polarization-independent
beam splitter with input and output
electric fields.

that ∣∣∣EH,V
1 out

∣∣∣2 +
∣∣∣EH,V

2 out

∣∣∣2 =
∣∣∣EH,V

1 in

∣∣∣2 +
∣∣∣EH,V

2 in

∣∣∣2 , (3.58)

and this condition means that |t1|2 = |t2|2, |ti|2 + |ri|2 = 1, and t∗1r1 +
r∗2t2 = 0. It follows that a beam splitter is fully specified by its trans-
mission probability and the phases of any three of its four transmission
and reflection coefficients. Two very simple choices are the symmetric
beam splitter, for which t1 = t2 = |t| and r1 = r2 = i|r|, and the beam
splitter with real coefficients, which has t1 = t2 = |t| and r1 = −r2 = |r|.

A polarizing beam splitter is designed to transmit horizontally polar-
ized light and to reflect vertically polarized light. It follows that the
output electric fields are related to the inputs by

EH
1 out = EH

1 in, EV
1 out = EV

2 in,

EH
2 out = EH

2 in, EV
2 out = EV

1 in. (3.59)

This device can be used as a linear polarizer, either to prepare a chosen
linear polarization or as part of a polarization measurement. It does
have an important advantage over the polarizing filter, however, and
this is that both polarization components of the beam are preserved and
can be measured separately, or recombined at a later stage. We shall
see an example of this in Section 4.4.

For a single photon, we can describe the effects of a beam splitter or
a polarizing beam splitter using the relationships in eqns 3.57 and 3.59
if we replace the field amplitudes with the probability amplitudes for
the photon. If there is more than one photon present, however, then
we need to employ the quantum theory of light, in which the electric
and magnetic fields are replaced by operators. We present a very brief
discussion of this in Appendix G.

3.4 Quantum key distribution

The use of quantum systems to provide information security has its
origins in a proposal by S. Wiesner to use it to make unforgeable ban-
knotes. Each of these notes was to include a unique serial number and
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20 ‘light-traps’, each of which contains a single polarized photon (or
other realization of a qubit) prepared in one of the four states |0〉, |1〉,
|0′〉 = 2−1/2 (|0〉 + |1〉), and |1′〉 = 2−1/2 (|0〉 − |1〉), corresponding, re-
spectively, to horizontal, vertical, and the two diagonal polarizations
(see Fig. 3.9). The sequence of polarization states is known only to the
issuing bank and can be identified by reference to the serial number. The
bank can check that the banknote is genuine by opening the light-traps
and measuring the polarization of each photon in the basis in which it
was prepared. If any photon is found to be in the state that is orthog-
onal to the one prepared then the bank note is counterfeit. A would-be
counterfeiter would need to measure the polarization of each of the 20
photons in turn, but would have no way of knowing, even in principle,
whether or not he had chosen the correct measurement basis. The best
he/she can do is to choose randomly between the |0〉, |1〉 and the |0′〉,
|1′〉 bases and to insert into each of the counterfeit notes a photon pre-
pared with the polarization corresponding to the measurement result.
The counterfeiter will choose the basis correctly for a single photon with
probability 1/2, but if the wrong basis is chosen then this will result
in an error detected by the bank with probability 1/2. The possible
outcomes are depicted in Fig. 3.11, and it is clear that the probability

Bank
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Counterfeiter

1>

0 >̀

1 >̀

Bank

1>

1>

0>

1/2

1/4

1/4

1

1/2

1/2

1/2

1/2

1/2

1/4

1/4

Fig. 3.11 The possible effects of the
activities of a counterfeiter of quantum
banknotes.

that any particular photon is identified correctly by the bank as genuine
is 3/4. A counterfeit bank note will only be identified as genuine if all
20 photons pass this test, and this happens with the small probability
(3/4)20 = 0.0032.

The first protocol for quantum key distribution was proposed by Ben-
nett and Brassard in 1984 and is now known universally as the BB84
protocol. The resources required by Alice and Bob are a quantum chan-
nel, over which Alice can send polarized photons to Bob, and a classical
channel, over which they can discuss the preparation and measurement
events. It is essential, of course, that Eve should not be able to block Phase coding Polarization is not

the only property of photons that has
been employed in quantum key distri-
bution. In phase coding, Alice and
Bob’s communication channel takes the
form of an interferometer with two pos-
sible paths from Alice to Bob and an
output at Bob’s end which depends on
the phase difference between the paths.
If the phase difference is 0 (or an in-
teger multiple of 2π) then the photon
leaves through output 0, and if it is an
odd-integer multiple of π then it leaves
through output 1. Alice can encode the
required bits by implementing phase
shifts in one of the paths: |0〉 → 0,
|1〉 → π, |0′〉 → 3π/2, |1′〉 → π/2.
Bob can measure in the |0〉, |1〉 basis or
the |0′〉, |1′〉 basis by introducing phase
shifts 0 or π/2 in the same path as that
selected by Alice.

the transmission over the classical channel and to convince Alice that
she is Bob and Bob that she is Alice. Alice and Bob must assume,
however, that Eve can intercept and read any message sent on the clas-
sical channel, which, for this reason, is sometimes referred to as a public
channel.

In BB84 Alice prepares a sequence of single photons, each randomly
selected, with equal probability, to be in one of the four polarization
states |0〉, |1〉, |0′〉, and |1′〉. She makes a note of each polarization and
associates the bit value 0 with the states |0〉 and |0′〉 and the bit value
1 with the states |1〉 and |1′〉. The photons are transmitted through
a suitable channel, either free space or an optical fibre, to Bob, who
randomly selects, with equal probability, to measure each of them in the
|0〉, |1〉 or |0′〉, |1′〉 basis. A sample sequence of 20 photons is given in Fig.
3.12. After the quantum communication, Bob uses the classical channel
to tell Alice the basis he used (but not, of course, his measurement
result) to measure each photon, and Alice can then tell Bob on which
occasions they used the same bases. In the sequence depicted, Alice and
Bob have used the same bases in time slots 2, 4, 6, 8, 9, 11, 14, 15,
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Fig. 3.12 Example of the BB84 proto-
col in the absence of an eavesdropper. 00 00 111 10 1
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Fig. 3.13 Example of the BB84 proto-
col in the presence of an eavesdropper.
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16 and 19 and should, therefore, share a common bit sequence based
on these and can use this as a secret key if there is no eavesdropper
present. The bit values in the remaining time slots, where different
preparation and measurement bases were used, are uncorrelated and
are simply discarded. Naturally, Alice and Bob cannot assume that no
eavesdropper is present, and must use their shared bit stream, together
with a discussion over their public channel, to test for this possibility.

An eavesdropper can attack this key distribution protocol by measur-
ing the polarization of each photon and then preparing, on the basis
of the measurement result, a new photon to send to Bob. The mostEve could, of course, simply disrupt or

block the quantum channel and thereby
prevent Alice and Bob from establish-
ing a secret key. Her principal objec-
tive, however, is to obtain the key and
thereby access the intended secret com-
munication.

straightforward way to eavesdrop is for Eve to mimic Bob’s behaviour
and to measure each photon in the |0〉, |1〉 or |0′〉, |1′〉 basis. This runs
into the same problem as that encountered by a would-be counterfeiter
of Wiesner’s quantum bank notes. Fig. 3.13 is a representation of a se-
quence of events as affected by Eve’s activities. After a public discussion
of the bases used, Alice and Bob discard the bits labelled D and are left
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with the partially correlated bit strings

Alice 0111010100,

Bob 0011001100.

At this stage they do not know whether or not an eavesdropper has
been active, but they can test for this by publicly announcing some of
the bits in their respective strings and looking for errors. In principle,
the presence of one or more errors reveals that an eavesdropper has been
active and the accumulated key should be discarded. Naturally, the bits
announced in this public discussion must be discarded and do not form
part of the final key. In our unrealistically short example, announcing
a set of bits which includes the second, sixth, or seventh bit will reveal
the presence of the eavesdropper.

We can and should ask whether Eve has any better measurement
strategies and, in particular, whether there is any way in which she
can avoid inducing errors in Bob’s bit string. For realistic systems,
with an intrinsic lower noise level and occasional multiphoton pulses,
this is a challenging but important problem. In general, it needs to
be addressed for each individual key distribution system. For the ideal
system described here, however, the only realistic way for Eve to reduce
the number of errors found by Alice and Bob is to measure fewer of the
photons. Doing so, however, will reduce her information about the key.

Real communication systems suffer from noise, and so it is inevitable
that a bit string of usable length built up using our quantum channel
will include some errors, even in the absence of an eavesdropper. If the
error rate in this raw key is not too large then Alice and Bob can correct
these errors. Caution requires, however, that they should assume that
the errors arise as the result of the activities of an eavesdropper. The
process of creating a shared secret key from the raw key requires three
steps: determining the error rate, removal of the errors, and, finally,
privacy amplification.

Alice and Bob can determine the error rate by comparing a proportion
of their bits, which are then discarded. If they find that the error rate
is too high then it will not be possible to arrive at the desired key. If it
is below a critical value (determined by a detailed study of the specific
system) then Alice and Bob can proceed to distil a secret key. The
remaining errors can be removed by forming sets of bits and comparing
their parity over the public channel. If the parities are different then Parity of a string The parity of a

string is determined by the number of
bits that take the value 1. If this num-
ber is even then the parity is 0, and if
it is odd then the parity is 1. Learning
the parity eliminates half of the possi-
ble strings and so corresponds to one
bit of information.

the set contains one (or possibly three) errors, but if they are the same
then the set will have no errors (or perhaps two errors). Each parity
check leaks information to Eve and so necessitates the discarding of one
of the bits from the set. By constructing a suitable sequence of parity
checks, all the errors can be removed with high probability. This idea
is essentially the same principle as that embodied in Shannon’s noisy-
channel coding theorem, with the discarded parity-check bits playing
the role of the redundant bits.

At the end of the error correction process, Alice and Bob should share
a common bit string, but this may be significantly shorter than the raw
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key. The remaining task is to estimate, and preferably place an upper
bound on, the amount of information that any eavesdropper might have
about the remaining key bits. This means determining the maximum
probability

PEve =
1
2
(1 + ε) (3.60)

that Eve has correctly identified any given bit. Privacy amplification
allows Alice and Bob to reduce ε and so reduce Eve’s information. This
is achieved by selecting groups of m bits and using the parity of each
group as a single bit in the final key. This means a reduction in the
length of the usable key by a factor of m. Eve will correctly identify
this parity if she makes no errors in identifying the m bits or an even
number of errors. The probability for this to occur is

PEve =
(

1
2

)m

(1 + ε)m +
(

1
2

)m
m!

2!(m − 2)!
(1 + ε)m−2(1 − ε)2 + · · ·

=
1
2
(1 + εm). (3.61)

This probability is closer to the zero-information value of 1/2 than that
before privacy amplification given in eqn 3.60. Alice and Bob must
decide on the maximum value of PEve that they can tolerate, and choose
m accordingly.

The BB84 protocol is by no means the only scheme for quantum key
distribution. Indeed, a wide variety of protocols have been suggested.
Here we shall describe briefly just two of these: the two-state protocol
of Bennett, and Ekert’s entangled-state protocol.

The security of quantum key distribution is based on the fact that Eve
cannot discriminate, with certainty, amongst the set of states prepared
by Alice. This means, as we have seen, both that she is unable to
determine all of the key bits and that her attempts to do so necessarily
reveal her presence through the generation of errors in Bob’s bit string.
The simplest way to realize a set of states that cannot be discriminated
is to use just two non-orthogonal quantum states, |0〉 and

|1′′〉 = cos
(

θ

2

)
|0〉 + sin

(
θ

2

)
|1〉. (3.62)

In Bennett’s two-state protocol, usually referred to as B92, Alice pre-
pares each of a sequence of photons in the polarization state |0〉 or |1′′〉
and associates with these the bit values 0 and 1, respectively. Bob se-
lects, randomly, to measure the polarization of each photon in the |0〉,
|1〉 or the |0′′〉, |1′′〉 basis, where 〈0′′|1′′〉 = 0. If Bob measures in the
|0〉, |1〉 basis and gets the result corresponding to the state |0〉, then
the state prepared by Alice could have been either |0〉 or |1′′〉. When
this occurs, Bob’s measurement is inconclusive and he discards the bit.
If, however, Bob’s measurement gives the result |1〉, then the state pre-
pared by Alice must have been |1′′〉. In this case, Bob puts a 1 in his
bit string and informs Alice that he has successfully identified the bit,
although he does not reveal the bit value. The set of possible events is



3.4 Quantum key distribution 81

Alice prepares Bob’s measurement Bob’s result Action

Discard

Record bit value 0

Record bit value 1

Discard

Discard

Discard

1>

0>

1 >̀̀ 0>

0>0> 1>,

0 >̀̀ , 1 >̀̀ 0 >̀̀

1 >̀̀

1 >̀̀

0> 1>,

0 >̀̀ , 1 >̀̀ Fig. 3.14 The possible events in the
B92 protocol.

listed in Fig. 3.14. The protocol is completed by determining the error
rate, eliminating the errors, and then performing privacy amplification
as described in our discussion of BB84.

Each new protocol brings with it its own subtleties and B92, in par-
ticular, is vulnerable if the losses in the quantum channel are too high.
To see this, we note that Eve can perform the same measurements as
Bob and arrive at the same conclusions. If her measurement result is
conclusive then she knows what state to send to Bob, and if it is incon-
clusive then she can choose to send nothing. In principle, Eve can escape
detection by substituting a zero-loss channel between her and Bob and
so hide her activities. Eve actually has a better strategy, which is unam-
biguous state discrimination. This requires a generalized measurement;
a single measurement will correctly identify the state as |0〉 or |1′′〉 with
probability 1 − |〈0|1′′〉| and give an ambiguous result with probability
|〈0|1′′〉|. We shall describe measurements of this type in Section 4.4.

In both the BB84 and the B92 protocol, Alice selects a bit value and
then prepares a state associated with it. Ekert’s entangled-state protocol
is different in that Alice prepares a sequence of pairs of qubits, with each
pair prepared in the same entangled state,

|Ψ−〉 =
1√
2

(|0〉 ⊗ |1〉 − |1〉 ⊗ |0〉) . (3.63)

She keeps the first qubit for herself and sends the second to Bob. If Alice
and Bob both measure their photon in the |0〉, |1〉 basis or the |0′〉, |1′〉
basis, then their results should be perfectly anticorrelated. Subsequent
public discussion can establish those occasions on which Alice and Bob
chose the same measurement basis, and perfectly correlated bit strings
can be achieved if Bob simply flips the value of each of his bits (0 ↔ 1).
The legitimate users of the channel can establish a secret key from their
measurement results in the |0〉, |1〉 and |0′〉, |1′〉 bases in precisely the
same way as for BB84. The use of entangled states, however, suggests
a more subtle approach to eavesdropper detection. We shall show, in
Section 5.1, that entangled states exhibit correlations which are very
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different from those found for any non-entangled state. A measurement
by Eve on one of an entangled pair, followed by preparation of a new
photon to send to Bob, necessarily leaves Alice’s photon and the photon
prepared by Eve in an unentangled state. If Alice and Bob perform
occasional measurements in the Breidbart basis,

|0B〉 = cos
(π

8

)
|0〉 + sin

(π

8

)
|1〉,

|1B〉 = sin
(π

8

)
|0〉 − cos

(π

8

)
|1〉, (3.64)

then they can compare the results of these measurements with those of
their partner performed in either the |0〉, |1〉 or the |0′〉, |1′〉 basis to
test Bell’s inequality. If Bell’s inequality is violated then the states that
Alice and Bob share are entangled, and there has been no eavesdropper
activity. If, however, Bell’s inequality is satisfied then their two-photon
states are not entangled and they can infer that Eve has been listening
in. In practice, of course, Alice and Bob will need to use the observed
level of violation of Bell’s inequality to place a bound on the possible
information available to Eve. They will need to measure the error rate
for their raw key, eliminate the errors, and perform privacy amplification
in order to reach a final key. We shall discuss Bell’s inequality and other
tests for entanglement in Section 5.1.

We conclude on a cautionary note with a discussion of a suggestion to
use quantum key distribution as a means to achieve the cryptographic
task of bit commitment. The challenge is to find a way in which Alice
can commit a bit value, 0 or 1, in such a way that she cannot later
change her mind. The subtlety which complicates this task is that we
also require that Bob should not be able to determine the bit until Alice
reveals it to him. A sequence of such committed bits might represent,
for example, a sealed bid in a financial transaction or the sealed move
in an adjourned game of chess. They can do this via the services of a
third party, who is trusted by both Alice and Bob, but our challenge
is to achieve bit commitment without relying on anyone else. One idea
would be for Alice to give Bob a qubit that she has prepared in one of
the four states used in the BB84 protocol, |0〉, |1〉, |0′〉, and |1′〉. If she
wishes to commit the bit value 0 then she prepares her qubit, with equal
probabilities, in one of the states |0〉 or |1〉. In order to commit the value
1, she prepares the qubit in the state |0′〉 or |1′〉. It is clear that Bob
cannot determine the bit as, for him, the qubit states corresponding to
the two possible committed bit values, ρ̂0 and ρ̂1, are identical:

ρ̂0 =
1
2

(|0〉〈0| + |1〉〈1|)

=
1
2

(|0′〉〈0′| + |1′〉〈1′|)
= ρ̂1. (3.65)

Alice can reveal the bit to Bob and then prove that she committed it
earlier by telling Bob the state that she prepared, so that he can check
this by measuring his qubit. A naive Bob might think that, because
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he has the qubit, Alice is unable to change the committed bit value.
Alice can cheat, however, by preparing an entangled state |Ψ−〉 of two
qubits and send one of the pair to Bob as her committed bit. She can
measure the qubit she has kept in either the |0〉, |1〉 or the |0′〉, |1′〉
basis at any stage and so reveal either ‘committed’ bit value to Bob for
him to check. It is now known that it is impossible to use quantum
communications to provide unconditionally secure bit commitment. As
always with cryptography, just because a protocol looks secure, it does
not follow that it is!
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Exercises

(3.1) Decipher the following text produced using a Cae-
sarean cipher:

QA BPQA I LIDOMZ Q AMM JMNWZM UM

(3.2) Breaking a cipher can be complicated by removing
the helpful word breaks, but this does not greatly
complicate the task of breaking a Caesarean cipher.
Decipher the following Caesarean ciphertext:

XALWP EAJPB KMPDA SKNHZ EOXNK

WZWJZ SEZA

(3.3) Why does a transposition cipher have only 25 keys?

(3.4) A substitution cipher is broken by using the letter
frequencies chart. A good way to start is to iden-
tify the three most frequently occurring letters and
try to associate these with the letters E, T and A.
Decipher the following substitution ciphertext:

HR LHKAQEK HU BUN LBN

IHGKEXYHUV B GNGKCW LC SBU FXCIHSK

LHKA SCXKBHUKN HC LHKA B

FXQYBYHZHKN CMEBZ KQ EUHKN KAC

TBZEC QR B FANGHSBZ MEBUKHKN

KACU KACXC CJHGKG BU CZCWCUK QR

FANGHSBZ XCBZHKN SQXXCGFQUIUV KQ

KAHG FANGHSBZ MEBUKHKN

(3.5) It will not always be the case, of course, that the
most common symbol occurring represents E, T, or
A, and symbols other than Roman letters can be
used. Try deciphering the following substitution
ciphertext:

ξµ ξι κπδετη µθκµ ψγρσεµξβδ ρκψθξβτι

ξβτAξµκλφχ ξβAγφAτ ητAξψτι νθξψθ στπζγπρ

φγδξψκφ ζεβψµξγβι µθκµ ηγ βγµ θκAτ κ ιξβδφτ

Aκφετη ξβAτπιτ µθξι φγδξψκφ

ξππτAτπιξλξφξµχ ξι κιιγψξκµτη νξµθ σθχιξψκφ

ξππτAτπιξλξφξµχ κβη πταεξπτι κ ρξβξρκφ

θτκµ δτβτπκµξγβ στπ ρκψθξβτ ψχψφτ

µπσξψκφφχ γζ µθτ γπητπ γζ Bµ ζγπ τκψθ

ξππτAτπιξλφτ ζεβψµξγβ

(3.6) Show that the two conditions for perfect secrecy
given in eqns 3.2 and 3.3 are equivalent.

(3.7) Why is it necessary, in the Vernam cipher, to use
the key only once if perfect secrecy is to be ensured?

(3.8) Show that 2 is a primitive root modulo 13 but that
4 is not.

(3.9) Calculate a Diffie–Hellman key for p = 17 and
g = 3. What happens if a or b takes the value
0 or 1?

(3.10) Prove the following properties of the Euler ϕ-
function:

(a) ϕ(p) = p − 1,
(b) ϕ(pq) = (p − 1)(q − 1),
(c) ϕ(p2) = p(p − 1),

where p and q are distinct prime numbers.

(3.11) An impractically simple RSA system has N = 247
and e = 5.

(a) Choose a suitable three-decimal-digit plain-
text P and calculate the corresponding ci-
phertext C.

(b) By factoring N , show that d = 173.
(c) Use the private key d to recover P from C.

(3.12) Alice prepares a quantum system in one of two pos-
sible mixed states with density operators ρ̂1 and ρ̂2.
Under what conditions will it be possible for Bob
to distinguish between these two possibilities with
certainty?

(3.13) We discussed measuring the observable associated
with the operator in eqn 3.27 as a means by which
to discriminate between the non-orthogonal states
|ψ1〉 and |ψ2〉. Suppose instead that we measured
the quantity

B̂ = |ψ1〉〈ψ1| − |ψ2〉〈ψ2|. (3.66)

(a) What are the possible values resulting from
such a measurement?
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(b) Calculate the probabilities for each possible
result for each of the two possible signal states
|ψ1〉 and |ψ2〉.

(3.14) A source produces single-photon pulses at a rate
of 1 MHz and launches these into an ultralow-loss
fibre with an absorption of 0.1 dB km−1. If each
photon carries 1 bit of information then calculate
the maximum transmission rate for each of the fol-
lowing channels:

(a) a local link of 10 km;
(b) a link between London and Glasgow (672 km);
(c) a link between London and New York (5585

km).

Recall that the loss in dB is defined in terms of the
power at two points P1 and P2, in this case 1 km
apart:

Loss = 10 log10

P1

P2
.

(3.15) Show that a general unitary operator acting on a
qubit and an ancilla has the form of eqn 3.28. What
constraints does unitarity impose on the operators
Âi?

(3.16) Let |µ〉 denote one of the two eigenstates of σ̂z or
one of the eigenstates of σ̂x, with each possibil-
ity being equally likely. Suppose that we have 2N
copies of a qubit, so that the combined state is
|µ〉 ⊗ |µ〉 ⊗ · · · ⊗ |µ〉. We might try to identify the
state by measuring σ̂z on N qubits and σ̂x on the
remaining N . What is the probability that this
process will correctly identify the state?

(3.17) Show that even if perfect cloning were limited to
making a single copy then it would still be possible
to use it and entangled states in order to commu-
nicate information superluminally.

(3.18) Plane waves are a theoretical abstraction, and real
laboratory light beams are all of finite spatial ex-
tent. This inevitably leads to small field compo-
nents in the direction of propagation. The electric
field near the focus of a monochromatic laser beam
propagating in the z-direction has the form

E = (αı̂ + β̂)E0 exp

(
−x2 + y2

2w2

)
ei(kzz−ωt)

+Ez k̂,

where ı̂, ̂, and k̂ are the unit vectors in the x-, y-
and z- directions, respectively, and kz ≈ k.

(a) Calculate Ez and show that it is typically
much smaller in magnitude than the other
components.

(b) Find the form of H in this region and show
that it too has a z-component.

(3.19) The Poynting vector is the rate of flow of electro-
magnetic energy per unit area. Verify this inter-
pretation by proving that

∂

∂t

∫
V

w dV = −
∫

A

S · d A,

where w is the electromagnetic energy density

w =
1

2

(
εE2 + µ0H

2
)

.

(3.20) Light with partial linear polarization is a mixture
of linearly polarized light, with intensity Ipol, and
unpolarized light, with intensity Iunpol. The degree
of polarization is defined to be

P =
Ipol

Ipol + Iunpol
.

If this light is passed through a polarizing filter
then the intensity of the transmitted light will vary
if the polarizer is rotated. If Imax and Imin are the
maximum and minimum values of the transmitted
light then show that the degree of polarization is
also given by

P =
Imax − Imin

Imax + Imin
.

(3.21) Calculate the magnetic field associated with the cir-
cularly polarized electric field in eqn 3.46.

(3.22) Show that the general electric field amplitude

E0 = Exı + Ey,

for arbitrary complex Ex and Ey, corresponds to
an elliptical polarization.

(3.23) (a) Write the Jones matrices in Fig. 3.7 as super-
positions of the Pauli matrices.

(b) Which of the Jones matrices are unitary?
What physical significance can you attach to
this?

(3.24) Show that imposing the conservation of energy on
the beam splitter relations in eqn 3.57 leads to
the conditions |t1|2 = |t2|2, |ti|2 + |ri|2 = 1, and
t∗1r1 + r∗2t2 = 0. Hence, invert the beam splitter
relations to express the input fields in terms of the
outputs.
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(3.25) In Appendix G, there is a fully quantum treatment
of beam splitters. Calculate the effect of a symmet-
ric beam splitter, with t = 1/

√
2 and r = i/

√
2, on

the following two-photon states:

(a) âH†
1 inâV †

1 in|vac〉;
(b) âH†

1 inâV †
2 in|vac〉;

(c) 2−1/2
(
âH†
1 inâV †

2 in + âV †
1 inâH†

2 in

)
|vac〉;

(d) 2−1/2
(
âH†
1 inâV †

2 in − âV †
1 inâH†

2 in

)
|vac〉.

Explain your results in each case.

(3.26) A counterfeiter decides to forge Wiesner banknotes
without measuring the photons in a genuine note,
but rather by simply guessing the polarization of
each photon. What is the probability that one of
his notes will be accepted by the bank as genuine?

(3.27) A counterfeiter tries to beat the Wiesner scheme
by measuring in the basis

|+, θ〉 = cos
(

θ

2

)
|0〉 + sin

(
θ

2

)
|1〉,

|−, θ〉 = − sin
(

θ

2

)
|0〉 + cos

(
θ

2

)
|1〉,

and then preparing a photon after each measure-
ment in the state |+, θ〉 or |−, θ〉 corresponding to
the measurement outcome. What is the probability
that his forgery will go undetected?

(3.28) In our description of the BB84 protocol, it is Bob
who tells Alice which basis he used for each pho-
ton and Alice who then told Bob which results to
keep and which to discard. What difference would
it make, if any, if it was Alice who tells Bob which
basis she used and Bob who told Alice which bits
to keep and which to discard?

(3.29) Preparing single photons is technically challenging
and highly attenuated laser pulses are sometimes
used. The number of photons in such a pulse is
Poisson-distributed, with the probability for n pho-
tons being present in a single pulse being

P (n) = e−n̄ n̄n

n!
.

(a) Show that the mean number of photons is n̄
and that the uncertainty is ∆n =

√
n̄.

(b) If a pulse contains more than one photon then
a technologically advanced Eve could take
and store a photon from each of the pulses
containing more than one photon, leaving the
remainder for Bob. For what fraction of the
pulses would Eve then have access to Alice
and Bob’s key bit?

(c) Current laser-based quantum key distribution
systems use pulses with a mean photon num-
ber of 0.1. What probability should Alice and
Bob assign, for each key bit, that Eve has cor-
rectly identified that bit? (You should assume
that no errors are detected, so that Eve’s ac-
tivity is limited to the taking and storing of
photons for future measurement.)

(3.30) In a BB84 system, Eve measures every photon,
selecting for each one between the two bases em-
ployed by Alice and Bob.

(a) In their public discussion, Alice and Bob an-
nounce the bit values for M bits. What is the
probability that no errors will be found?

(b) If Eve could escape detection, what fraction
of her bits would be correct?

(c) Would Alice and Bob’s subsequent public dis-
cussion help her at all?

(3.31) It was suggested at an early stage that Eve might
measure in a basis that is intermediate between the
|0〉, |1〉 and |0′〉, 1′〉 bases. The Breidbart basis has
as its elements the states

|0B〉 = cos
(

π

8

)
|0〉 + sin

(
π

8

)
|1〉,

|1B〉 = sin
(

π

8

)
|0〉 − cos

(
π

8

)
|1〉.

If she gets the result corresponding to the state |0B〉
(or |1B〉) then she assigns the bit value 0 (or 1).

(a) What is the probability that any one of Eve’s
measurements will give the correct bit value?

(b) Assuming that she prepares and transmits a
photon to Bob in the Breidbart basis, then
what is the probability that this will lead to
an error in Bob’s bit string?

(3.32) Why is it not possible to use redundancy to com-
bat errors on the quantum channel in quantum key
distribution?

(3.33) Alice and Bob find that the error rate is q per bit,
and use parity checks to correct the errors in their
raw key of N bits. Estimate the length of the re-
sulting corrected key, assuming that the error cor-
rection is performed efficiently.
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(3.34) Before privacy amplification, the probability that
Eve correctly assigns the value of any given bit is
PEve = 1

2
(1 + ε).

(a) Calculate the corresponding mutual informa-
tion per bit between the key agreed by Alice
and Bob, K, and the corresponding string ob-
tained by Eve, E .

(b) Show that privacy amplification leads to a re-
duction in H(E : K) that is approximately
exponential in m.

(3.35) If the error rate was q per bit and all of the errors
have been removed, what fraction of the remain-
ing bits should Alice and Bob assume are known to
Eve? (You may assume a lossless quantum channel
in which each pulse of light contains precisely one
photon and that Eve has measured a fraction of the
bits in the Breidbart basis, leaving the remainder
unchanged.)

(3.36) For an error rate q per bit, show, for the system as-
sumed in the previous question, that the final key
must be shorter than the corrected key by at least
the factor

m >
log µ

log[3(2 +
√

2)q] − 2
,

where the probability that Eve knows any one bit
is required to be

PEve ≤ 1

2
(1 + µ).

(3.37) This problem relates to the B92 protocol, based on
the two states |0〉 and |1′′〉 as defined in eqn 3.62.

(a) Calculate the probability that any given pho-
ton will result in a bit of the raw key. (You
may assume that each pulse contains precisely
one photon and that there are no losses to
worry about.)

(b) For θ = π/2, estimate the losses that can be
tolerated if a technologically advanced Eve is
to be denied access to the key.

(3.38) Alice prepares the entangled state given in eqn 3.63
and sends one of the qubits to Bob. If Eve measures
this and prepares a new qubit for Bob, selected on
the basis of her measurement outcome, show that
the resulting state of Alice and Bob’s qubits will be
of the form of eqn 2.113 and so be correlated but
not entangled.
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performance of a measurement, and it is no surprise that the theory of
measurement plays a central role in our subject. The physical nature of
the measurement process remains one of the great philosophical prob-
lems in the formulation of quantum theory. Fortunately, however, it is
sufficient for us to take a pragmatic view by asking what measurements
are possible and how the theory describes them, without addressing the
physical mechanism of the measurement process. This is the approach
we shall adopt. We shall find that it leads us to a powerful and general
description of both the probabilities associated with measurement out-
comes and the manner in which the observation transforms the quantum
state of the measured system.

4.1 Ideal von Neumann measurements

The simplest form of measurement was given a mathematical formula-
tion by von Neumann, and we shall refer to measurements of this type
as von Neumann measurements or projective measurements. It is this
description of measurements that is usually introduced in elementary
quantum theory courses. We start with an observable quantity A rep-
resented by a Hermitian operator Â, the eigenvalues of which are the
possible results of the measurement of A. The relationship between
the operator, its eigenstates {|λn〉}, and its (real) eigenvalues {λn} is
expressed by the eigenvalue equation

Â|λn〉 = λn|λn〉. (4.1)

The eigenstates form a complete orthonormal set, and this allows us to
express the operator in terms of its eigenstates and eigenvalues:

Â =
∑

n

λn|λn〉〈λn|. (4.2)

The probability that a measurement of A will give the result λn is

P (λn) = 〈λn|ρ̂|λn〉 = Tr (ρ̂|λn〉〈λn|) , (4.3)

where ρ̂ is the density operator representing the state of the system under
observation immediately prior to the measurement. This probability has
the simple physical meaning that if the measurement were repeated on
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a very large ensemble of identically prepared systems, then P (λn) is the
fraction of measurements that would give the result λn.

It is helpful to write the probability in eqn 4.3 in a different form. We
introduce the projector P̂n = |λn〉〈λn| so that

P (λn) = Tr(ρ̂P̂n). (4.4)

This allows us to deal in a straightforward manner with the possibility
that the eigenstates of Â may be degenerate, so that a number of eigen-
states share a common eigenvalue. Suppose, for example, that there are
three orthonormal eigenstates, |λ1

n〉, |λ2
n〉, and |λ3

n〉, corresponding to the
single eigenvalue λn. The probability that a measurement of A will give
the result λn is then simply

P (λn) =
3∑

j=1

Tr
(
ρ̂|λj

n〉〈λj
n|
)
. (4.5)

We can write this in the more compact form of eqn 4.4, where P̂n is the
projector onto the (three-dimensional) space of eigenstates of Â with
eigenvalues λn:

P̂n = |λ1
n〉〈λ1

n| + |λ2
n〉〈λ2

n| + |λ3
n〉〈λ3

n|. (4.6)

A von Neumann measurement is one in which the probability for a given
outcome is given by eqn 4.4, where P̂n is a projector onto one or more
orthonormal states. The properties of these projectors are summarized
in Table 4.1.

Table 4.1 Properties of projectors

I. They are Hermitian operators P̂ †
n = P̂n

II. They are positive operators P̂n ≥ 0
III. They are complete

∑
n P̂n = Î

IV. They are orthonormal P̂iP̂j = P̂iδij

Positivity and Hermiticity Recall
that these conditions are not strictly in-
dependent in that condition I Hermitic-
ity, is implied by condition II positivity.

The first three properties of the projectors have natural physical mean-
ings. The projectors are Hermitian because they represent observable
quantities. They are positive because their expectation values are prob-
abilities and so must be positive (or zero) for all possible states. The
third condition ensures that the sum of the probabilities for all possible
measurement results will be unity for all possible states. The fourth
property of the projectors does not have a convincing measurement in-
terpretation, and we shall find that generalized measurements do not
respect it.

The description of a von Neumann measurement is completed by a
rule for determining the state of the system immediately following a
measurement. The rule is that if a measurement of A gives the result λn,
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associated with a unique (non-degenerate) eigenstate |λn〉, then the post-
measurement state is |λn〉. This means that a second measurement of A,
carried out immediately after the first, will give the same result, λn. If
the measurement result is associated with more than one eigenstate then
the new state is obtained from the pre-measurement density operator ρ̂
by acting on it with the projector associated with the measurement
outcome. Hence our measurement of A giving the result λn will, in this
case, be accompanied by a change in the density operator of the form

ρ̂ → ρ̂′n =
P̂nρ̂P̂n

Tr(P̂nρ̂P̂n)
, (4.7)

where the numerator ensures the normalization of the new density op-
erator. We can use the cyclic property of the trace (eqn 2.47) to-
gether with property IV of our projectors to write this denominator as
Tr(P̂nρ̂P̂n) = (P̂nρ̂) = P (λn). Hence the density operator representing
our post-measurement state can be written as

ρ̂′n =
P̂nρ̂P̂n

P (λn)
, (4.8)

that is, the projection of ρ̂ onto the space of eigenstates associated with
the measurement result divided by the prior probability for the observed
measurement outcome. Clearly, a second measurement of A carried out
immediately will give the same result as the first.

The above description of the post-measurement state tacitly assumes
that we have knowledge of the measurement outcome. Clearly, this need
not be the case. Consider, for example, the situation in quantum cryp-
tography in which an eavesdropper is active. Alice can prepare a qubit
in a pure state and send it to Bob. Eve, the eavesdropper, may perform a
measurement but, obviously, the result will remain unknown to Alice and
Bob. It is useful, therefore, to be able to describe the post-measurement
state of a system without knowledge of the measurement result. We can
do this using the prescription given at the beginning of Section 2.2 that
our density operator is the sum of all possible operators, weighted by
their associated probabilities. If we know the pre-measurement density
operator ρ̂ and that the measurement is associated with the projectors
{P̂n} but we do not know the measurement outcome, then we describe
the post-measurement state by the density operator

ρ̂′ =
∑

n

P (λn)ρ̂′n

=
∑

n

P̂nρ̂P̂n. (4.9)

Clearly, the fact that the measurement has been performed changes the
state even if we do not know the measurement result. This, of course,
is one of the reasons why quantum key distribution works. The differ-
ence between the density operators in eqns 4.8 and 4.9 highlights the
significance of information in quantum theory. The two density opera-
tors are different because, for the former, we know something extra (the
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measurement outcome). The state we assign to the post-measurement
system depends on the amount of information available to us.

4.2 Non-ideal measurements

The von Neumann description of a measurement is insufficiently gen-
eral for the simple reason that most observations that we can perform
are not of this type. The real world is noisy, and this ensures that our
observations will include errors. It is also often far from true that real
measurements leave a quantum system in anything like an eigenstate.
More importantly, it is often advantageous to deliberately design a mea-
surement that deviates from the von Neumann form. We shall consider
examples of such specifically designed measurements in Section 4.4. In
this section we consider the effects of noise-induced errors on ideal von
Neumann measurements.

Consider a device for determining whether a qubit is in the state |0〉 or
the state |1〉. An ideal von Neumann measurement would be described
by the pair of projectors

P̂0 = |0〉〈0|,
P̂1 = |1〉〈1|. (4.10)

Suppose, however, that a source of noise means that the measuring de-
vice records the wrong state with probability p. This means that if the
system is prepared in the state |0〉 then the measurement will give the
result 0 with probability 1−p and the result 1 with probability p. This is
the quantum analogue of the symmetric noisy channel discussed in Sec-
tion 1.4. For a state described by a density operator ρ̂, the probabilities
for each of the two measurement outcomes are

P (0) = (1 − p)Tr(ρ̂P̂0) + pTr(ρ̂P̂1),
P (1) = (1 − p)Tr(ρ̂P̂1) + pTr(ρ̂P̂0). (4.11)

We can write these in a form similar to eqn 4.4, that is, as

P (0) = Tr(ρ̂π̂0),
P (1) = Tr(ρ̂π̂1), (4.12)

by introducing the operators

π̂0 = (1 − p)P̂0 + pP̂1 = (1 − p)|0〉〈0| + p|1〉〈1|,
π̂1 = (1 − p)P̂1 + pP̂0 = (1 − p)|1〉〈1| + p|0〉〈0|. (4.13)

These are not projectors, as they obey the first three of the properties of
projectors but not the last one: π̂0π̂1 = p(1−p)̂I. They do, nevertheless,
represent measurement probabilities.

We can extend the above example to describe any noise-affected, that
is, non-ideal, von Neumann measurement by using the conditional prob-
abilities introduced in Section 1.2. In order to proceed it is convenient to
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introduce two variables: we let i denote the outcome of a (hypothetical)
ideal von Neumann measurement and r denote the outcome of the real
measurement. An ideal von Neumann measurement of an observable A
will give one of the results {λn} with probabilities calculated using eqn
4.4, that is,

P (i = λn) = Tr(ρ̂P̂n). (4.14)

The statistical errors associated with the operation of the measuring
device are described by the set of conditional probabilities P (r = λm|i =
λn). This is the probability that the measurement gives the result λm

given that an ideal measurement would have given λn. Bayes’ rule then
gives the probability that the measured result is λm:

P (r = λm) =
∑

n

P (r = λm|i = λn)P (i = λn)

=
∑

n

P (r = λm|i = λn)Tr(ρ̂P̂n). (4.15)

Again we can write these probabilities in the form

P (r = λm) = Tr(ρ̂π̂m) (4.16)

by introducing the operators

π̂m =
∑

n

P (r = λm|i = λn)P̂n. (4.17)

These operators are clearly Hermitian, as P̂ †
n = P̂n. They are also

positive, as the conditional probabilities are positive or zero and the
projectors are positive operators. That the sum of the operators is the
identity operator follows from the fact that the conditional probabilities
are indeed probabilities, so that

∑
m P (r = λm|i = λn) = 1, together

with the fact that the projectors sum to the identity operator. They are
not projectors, however, as they are not orthonormal.

The change in the state associated with the outcome of a non-ideal
measurement can be quite dramatic. For example, a photodetector de-
tects the presence of a photon by absorbing it. After the measurement,
there is no photon left. Even if the state transforms in accord with
the hypothetical ideal von Neumann measurement, as in eqn 4.8, it will
not usually be the case that a second non-ideal measurement will give
the same result as the first. The most elegant way to obtain the post-
measurement state is to use the theory of operations, which we describe
in the final section of this chapter.

4.3 Probability operator measures

We have seen that the first three properties of the projectors have a
natural interpretation in terms of the measurement process. The fact
that the expectation values of the operators are the probabilities for
the corresponding outcomes of a measurement enforces these conditions.
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The fourth property, orthonormality of the projectors, does not have a
similar significance and, as we saw in the preceding section, the operators
describing non-ideal measurements do not respect it.

In quantum information, we are often interested in determining the
best possible measurement to perform in any given situation. This
means that it is useful to have a simple mathematical formulation which
is sufficiently general to describe any possible measurement. We develop
the theory by introducing a set of probability operators π̂m, such that
the probability that a measurement on a system described by a density
operator ρ̂ gives the result m is

Pm = Tr(ρ̂π̂m). (4.18)

The set of operators forms a probability operator measure (POM), also
known as a positive operator-valued measure (POVM). We also refer toPOMs or POVMs A measure is

a function which assigns a number, in
this case a probability, to the sub-
sets of a given set. The elements
of the measure are the probability
operators and this is the reason for
calling it a probability operator mea-
sure. The often-used expression ‘posi-
tive operator-valued measure’ expresses
the fact that the elements of the mea-
sure, the probability operators, are pos-
itive operators. Calling the set of oper-
ators a POM reminds us of their physi-
cal significance, while the term POVM
recalls their mathematical properties.

the probability operators π̂m as the elements of the probability operator
measure, or as POM elements. The POM elements are defined by their
properties, which we summarize in Table 4.2.

Table 4.2 Properties of probability operators

I. They are Hermitian operators π̂†
n = π̂n

II. They are positive operators π̂n ≥ 0
III. They are complete

∑
n π̂n = Î

Note that there is no restriction on the number of elements in a POM
and that this can be greater or less than the dimension of the state
space of the system being monitored. This contrasts, of course, with the
projectors, which, being orthogonal, cannot exceed the dimension of the
state space. Any set of operators satisfying all the properties of a POM
represents a possible measurement and, moreover, the outcomes of any
measurement can be described in terms of a POM. These statements,
which we shall justify below, mean that we can optimize our measure-
ment strategy by considering all possible POMs and only then consider
how the optimal measurement can be realized. We shall discuss optimal
measurements and the associated POMs in the next section.

That the probabilities associated with any measurement can be de-
scribed by a POM follows from considering the most general way in
which we can carry out a measurement. We start by preparing an
ancillary quantum system, or ancilla, in a known quantum state |A〉a
and then cause a controlled interaction to occur between the system to
be measured and our ancilla. The result of this is to create the state
Û |ψ〉 ⊗ |A〉a, where both |A〉a and Û are selected by the observer and
|ψ〉 is the state of the system being observed. A von Neumann mea-
surement is then performed on both the system and the ancilla. This
corresponds to projecting the now entangled state onto a complete set
of system–ancilla states {|m〉 ⊗ |l〉a}. The probability that any given
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result appears is

P (m, l) = |a〈l| ⊗ 〈m|Û |ψ〉 ⊗ |A〉a|2 = 〈ψ|π̂ml|ψ〉, (4.19)

where π̂ml is the probability operator

π̂ml = a〈A|Û†|m〉 ⊗ |l〉aa〈l| ⊗ 〈m|Û |A〉a. (4.20)

It is clear that these operators are Hermitian and they are also positive,
in that for any state |φ〉 we find 〈φ|π̂ml|φ〉 = |a〈A|⊗〈φ|Û†|m〉⊗|l〉a|2 ≥ 0.
The third property follows from the completeness of the measurement
states {|m〉 ⊗ |l〉a}:∑

m,l

π̂ml = a〈A|Û† ∑
m

|m〉〈m|
∑

l

|l〉aa〈l|Û |A〉a

= a〈A|̂I ⊗ Îa|A〉a = Î. (4.21)

We conclude that any measurement that we might devise can be de-
scribed by a POM. We can rewrite the probability in eqn 4.19 in a
suggestive form,

P (m, l) = a〈A| ⊗ 〈ψ|P̂ml|ψ〉 ⊗ |A〉a, (4.22)

where P̂ml is a projector onto the entangled state Û†|m〉 ⊗ |l〉a:

P̂ml = Û†|m〉 ⊗ |l〉aa〈l| ⊗ 〈m|Û . (4.23)

The probability in eqn 4.22 suggests a general projective measurement
on the state |ψ〉⊗|A〉a and so we can picture a generalized measurement
as a comparison between the system to be measured and an ancillary
quantum system prepared in a state of our choosing. One important
example of such a comparison is the measurement of a two-qubit state
|ψ〉⊗|A〉a in the Bell-state basis (eqn 2.108). The Bell states are simulta-
neous eigenstates of the three operators σ̂x⊗σ̂x, σ̂y⊗σ̂y, and σ̂z⊗σ̂z. We
can view this measurement, therefore, as determining whether the values
of these spin components are the same (with the measured value being
+1) or different (corresponding to the value −1) for the qubit under
scrutiny and our specially prepared ancilla. Such a measurement pro-
vides information about the three incompatible observables correspond-
ing to the operators σ̂x, σ̂y, and σ̂z and can be viewed as a simultaneous,
imperfect measurement of them.

We should also demonstrate that every POM is realizable, at least
in principle, as a generalized measurement. The proof of this is a con-
sequence of Naimark’s theorem. We shall not attempt to prove the
statement in full generality but, rather, shall demonstrate it for the spe-
cial case of a POM describing a measurement on a qubit. We consider
a POM with N elements of the form π̂j = |Ψj〉〈Ψj | with j = 1, · · · , N ,
where the

|Ψj〉 = ψj0|0〉 + ψj1|1〉 (4.24)
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are, in general, unnormalized state vectors. The third POM property
constrains the coefficients ψj0 and ψj1 to obey

N∑
j=1

|ψj0|2 = 1 =
N∑

j=1

|ψj1|2,

N∑
j=1

ψj0ψ
∗
j1 = 0 =

N∑
j=1

ψ∗
j0ψj1. (4.25)

Our task is to represent the vectors |Ψj〉 as projections onto the qubit
state space of a set of N orthonormal states |Ψ′

j〉 in an extended state
space. Our POM would then describe a von Neumann measurement in
this space. In order to show that this is always possible, we consider
our two-state qubit to be a subsystem of an N -dimensional state space
spanned by the orthonormal states |0〉, |1〉, |2〉, · · · , |N − 1〉. Within this
space we introduce the vectors

|Φi〉 =
N−1∑
j=0

ψ∗
ji|j〉, (4.26)

where i = 0, · · · , N − 1. It follows from the conditions in eqn 4.25 thatExtending the state space The
extra states can be other states of the
quantum system not used to represent
the qubit, for example extra energy
levels in an atom or ion. They can
also be formed by introducing an an-
cilla so that the required N orthonor-
mal states are, for example, |0〉 ⊗ |0〉a,
|1〉⊗ |0〉a, |0〉⊗ |1〉a, |0〉⊗ |2〉a, · · ·, |0〉⊗
|N − 2〉a.

|Φ0〉 and |Φ1〉 are orthonormal. It is straightforward to choose the N −2
remaining vectors |Φ2〉, · · · , |ΦN−1〉 so that the {|Φi〉} form an orthonor-
mal basis spanning the N -dimensional state space. The orthonormality
of these states can be expressed simply in the form

〈Φk|Φi〉 =
N−1∑
j=0

ψ∗
jiψjk = δik. (4.27)

It is helpful to express the relationship between our two bases {|i〉} and
{|Φi〉} by means of a unitary operator Û :

|Φi〉 = Û |i〉. (4.28)

Because Û is unitary, we can construct another orthonormal basis using
Û†:

|Ψ′
j〉 = Û†|j〉 =

N−1∑
i=0

ψji|i〉

= |Ψj〉 +
N−1∑
i=2

ψji|i〉. (4.29)

The orthonormality of these states means that we can perform a von
Neumann measurement in this basis, the results of which are associated
with the probability operators:

P (j) = 〈Ψ′
j |ρ̂|Ψ′

j〉
= 〈Ψj |ρ̂|Ψj〉
= Tr(ρ̂π̂j). (4.30)
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Hence our general POM elements can be realized as a von Neumann
measurement in our extended N -dimensional state space. Equivalently,
we can act on our system with the operator Û and then perform a
measurement in the {|i〉} basis. Mixed-state POMs Our probabil-

ity operators can be a weighted sum
of projectors; that is, they can be pro-
portional to mixed-state density oper-
ators. We can realize these as von
Neumann measurements in an enlarged
state space with the von Neumann mea-
surement comprising projectors onto
more than one orthonormal state.

A simple example may help to illustrate the construction of a POM
as a von Neumann measurement in an extended state space. Consider
the three-element POM with elements π̂j = |Ψj〉〈Ψj |, where

|Ψ1〉 =
1√
2
(tan θ|0〉 + |1〉),

|Ψ2〉 =
1√
2
(tan θ|0〉 − |1〉),

|Ψ3〉 =
√

1 − tan2 θ|0〉, (4.31)

for some angle 0 ≤ θ ≤ π/4. Our first task is to extend the state
space, and this can be achieved by introducing a second, ancillary qubit
prepared in the state |0〉. We can construct from the non-orthogonal
states in eqn 4.31 a complete set of orthonormal states for the two qubits
in the form

|Φ1〉 =
1√
2
(|1〉 ⊗ |0〉 + tan θ|1〉 ⊗ |0〉 +

√
1 − tan2 θ|1〉 ⊗ |1〉),

|Φ2〉 =
1√
2
(|1〉 ⊗ |0〉 − tan θ|1〉 ⊗ |0〉 −

√
1 − tan2 θ|1〉 ⊗ |1〉),

|Φ3〉 =
√

1 − tan2 θ|1〉 ⊗ |0〉 − tan θ|1〉 ⊗ |1〉,
|Φ4〉 = |0〉 ⊗ |1〉. (4.32)

If our qubit was prepared in the state |ψ〉 then the probability that our
von Neumann measurement gives any one of the four possible results
associated with the basis states in eqn 4.32 is

P (j) = |〈Φj ||ψ〉 ⊗ |0〉|2. (4.33)

For j = 1, 2, 3, these are simply 〈ψ|π̂j |ψ〉, so that the measurement prob-
abilities are precisely those associated with the required three-element
POM. For j = 4, the probability is zero as |Ψ4〉 is orthogonal to the
initially prepared state.

We conclude this section with a brief description, within the language
of POMs, of the classic problem of measuring simultaneously the position
and momentum of a quantum particle. The observables are incompat-
ible as they do not possess a common set of eigenstates. Position and
momentum are continuous-valued observables and this leads us to seek
continuous-valued POM elements π̂(xm, pm), where xm and pm are the
values of the position and momentum given by the measurement. The
probability density for the joint measurement is

P(xm, pm) = Tr [ρ̂π̂(xm, pm)] , (4.34)

the normalization of which requires the POM elements to satisfy∫
dxm

∫
dpm π̂(xm, pm) = Î. (4.35)
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It is desirable that the probability density in eqn 4.34 should be as
close as possible to the product of the probability densities for x and p
associated with the state being measured. This leads us to consider the
minimum-uncertainty-product states for x and p,

|xm, pm〉 = (2πσ2)−1/4

∫
dx exp

[
− (x − xm)2

4σ2
+ ipmx

]
|x〉, (4.36)

where |x〉 is the eigenstate of x̂ with eigenvalue x. The properties of these
eigenstates are described in Appendix H. The minimum-uncertainty-
product states given by eqn 4.36 have the smallest uncertainties in x
and p and so are as close as it is possible to get to a simultaneous
eigenstate of x̂ and p̂. They are not mutually orthogonal, but they are
complete in the sense that

1
2πh̄

∫
dxm

∫
dpm|xm, pm〉〈xm, pm| = Î. (4.37)

Comparing this with the POM condition in eqn 4.35 leads us to identify

π̂(xm, pm) =
1

2πh̄
|xm, pm〉〈xm, pm| (4.38)

as the POM elements which optimize the accuracy of the joint measure-
ment. The probability density for the position measurement is

P(xm) =
∫

dx 〈x|ρ̂|x〉 exp
[
− (x − xm)2

2σ2

]
, (4.39)

which is a convolution of the true position probability density, 〈x|ρ̂|x〉,
and that for the states |xm, pm〉. It follows that the variance for the
results of the position measurement is

Var(xm) = ∆x2 + σ2, (4.40)

while that for the momentum is

Var(pm) = ∆p2 +
h̄2

4σ2
. (4.41)

We see that the act of measuring both x and p has introduced an addi-
tional spread in the measurement results.

4.4 Optimized measurements

The great utility of the POM formalism becomes clear when we seek
the optimal measurement in any given situation. Any measurement can
be described by a POM and, also, any POM corresponds to a realiz-
able measurement. This means that we can optimize the measurement
by considering the mathematical problem of finding the optimal POM.
Having found the optimal POM, we can then seek an experimentally
feasible way of realizing it. In this section we shall follow this pre-
scription: we first construct optimal POMs for a range of measurement
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problems and then describe how they can be realized as measurements
on optical-polarization qubits.

The form of the optimal measurement depends crucially on the a priori
information that we have. This is clearly the case in the general quantum
communication problem introduced in Section 3.2. We suppose that
Alice (the transmitting party) prepares an individual quantum system
in one of a set of N possible quantum states with density operators {ρ̂i}
and selects the state ρ̂j with probability pj . Bob (the receiving party)
knows both the set of possible states and the preparation probabilities
pi. His problem is to determine as best as he can the value of i selected
by Alice and encoded in her choice of the state ρ̂i. In general, the
states will be non-orthogonal and it follows that no measurement can
discriminate with certainty between the possible states. To show this,
let us suppose that a measurement does exist which can discriminate
with certainty between a pair of non-orthogonal states |ψ1〉 and |ψ2〉.
This would mean that there exists a pair of probability operators π̂1

and π̂2 with the properties

〈ψ1|π̂1|ψ1〉 = 1, 〈ψ1|π̂2|ψ1〉 = 0,

〈ψ2|π̂1|ψ2〉 = 0, 〈ψ2|π̂2|ψ2〉 = 1. (4.42)

These are inconsistent, however, with the positivity and completeness
of the probability operators. The completeness and positivity, together
with the first condition of eqn 4.42, tell us that

π̂1 = |ψ1〉〈ψ1| + Â, (4.43)

where Â is Hermitian and positive and Â|ψ1〉 = 0. If we insert this form
into the third condition of eqn 4.42, we find

〈ψ2|π̂1|ψ2〉 = |〈ψ1|ψ2〉|2 + 〈ψ2|Â|ψ2〉. (4.44)

The positivity of Â means that the smallest possible value of this proba-
bility is |〈ψ1|ψ2〉|2, which is not zero, as |ψ1〉 and |ψ2〉 are not orthogonal.

We have to accept either the possibility of errors in Bob’s determina-
tion of Alice’s choice i or of some indeterminate or inconclusive measure-
ment outcomes. The optimal, or best, measurement strategy for Bob to
adopt depends on what we mean by ‘best’. We shall describe state dis-
crimination with minimum error and also the possibility of unambiguous
state discrimination.

In seeking to minimize the probability of error in discriminating be-
tween the N states {ρ̂i}, we need to find N probability operators π̂i,
one for each of the N possible signal states ρ̂i. If our measurement gives
the result i, associated with the probability operator π̂i, then we decide
that the signal state was ρ̂i. The probability that this procedure will
correctly identify the state is then

Pcorr =
N∑

j=1

pjTr(π̂j ρ̂j). (4.45)
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Our task is to maximize this, or equivalently, to minimize the error
probability

Perr = 1 − Pcorr = 1 −
N∑

j=1

pjTr(π̂j ρ̂j). (4.46)

The conditions for minimizing the error have been described by Helstrom
and Holevo. We shall first state these conditions and then prove them.
The first condition on the optimal probability operators is that they
satisfy the operator equation

π̂j(pj ρ̂j − pkρ̂k)π̂k = 0, ∀j, k. (4.47)

The second condition is

Γ̂ − pj ρ̂j ≥ 0, ∀j, (4.48)

where Γ̂ is the Hermitian operator

Γ̂ =
∑

i

piρ̂iπ̂i. (4.49)

The inequality in eqn 4.48 means that Γ̂ − pj ρ̂j is a positive operator.
If we sum eqn 4.47 over k, using the completeness of the probability
operators, then we get

π̂j(pj ρ̂j − Γ̂) = 0, ∀j, (4.50)

and if we sum it over j then we get (after relabelling)

(pj ρ̂j − Γ̂)π̂j = 0, ∀j. (4.51)

In order to demonstrate the optimality of the probability operators
satisfying these conditions, we consider another measurement, associ-
ated with the probability operators {π̂′

j}. The difference between the
error probability obtained with the primed probability operators and
the minimum isThe positivity of the trace of the prod-

uct of two positive operators Â and B̂
follows on writing B̂ = B̂1/2B̂1/2 and
using the cyclic property of the trace:

Tr(ÂB̂) = Tr(B̂1/2ÂB̂1/2)

=
∑

n

〈n|B̂1/2ÂB̂1/2|n〉

=
∑

n

〈ñ|Â|ñ〉 ≥ 0,

where |ñ〉 = B̂1/2|n〉. Each term in the
summation is positive or zero, as Â is a
positive operator.

P ′
err − Pmin

err = −
N∑

j=1

pjTr(π̂′
j ρ̂j) + Tr(Γ̂)

= Tr

Γ̂ −
N∑

j=1

pj π̂
′
j ρ̂j


= Tr

 N∑
j=1

(Γ̂ − pj ρ̂j)π̂′
j

 , (4.52)

where we have used the completeness of the probability operators π̂′
j .

The operators π̂′
j are positive, because they are probability operators,

and so too are the Γ̂ − pj ρ̂j . The trace of a product of two positive
operators is greater than or equal to zero and hence P ′

err − Pmin
err ≥ 0.
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If we can find a POM satisfying the conditions given in eqns 4.47 and
4.48 then we shall have the minimum possible error probability. It is not
generally true, however, that the minimum-error POM will be unique.
Note that if P ′

err − Pmin
err = 0 then it must follow that

(Γ̂ − pj ρ̂j)π̂′
j = 0, ∀j, (4.53)

which should be compared with eqn 4.51. A POM satisfying these con-
ditions is a second measurement strategy for minimizing the error prob-
ability. Note that the π̂′

j will also satisfy eqn 4.51 with Γ̂ replaced by Γ̂′.
It follows that Γ̂ = Γ̂′ and that all minimum-error measurements will Minimum-error discrimination

between two states For two states,
we can also derive the minimum-error
measurement without appealing to the
conditions in eqns 4.47 and 4.48. The
error probability is

Perr = p1Tr (ρ̂1π̂2) + p2Tr (ρ̂2π̂1)

= p1 + Tr [(p1ρ̂1 − p2ρ̂2) π̂2] ,

where we have used the fact that π̂1 =
Î − π̂2. This error probability is clearly
minimized if π̂2 is the projector onto
the negative-eigenvalue eigenstates of
p1ρ̂1 − p2ρ̂2.

have the same Γ̂ operator. The analysis presented here demonstrates the
sufficiency of the conditions in eqns 4.47 and 4.48 for a minimum-error
POM. That they are also necessary is proven in Appendix I.

If there are only two possible states ρ̂1 and ρ̂2, with prior probabili-
ties p1 and p2 = 1− p1, then the minimum-error measurement will be a
von Neumann measurement. The required probability operators, π̂1 and
π̂2 = Î− π̂1, are projectors onto the eigenstates of p1ρ̂1 −p2ρ̂2 with posi-
tive and negative eigenvalues, respectively. The condition in eqn 4.47 is
satisfied automatically because π̂1 and π̂2 are projectors onto orthogonal
subspaces of the Hermitian operator p1ρ̂1 − p2ρ̂2. The conditions in eqn
4.48 are also satisfied:

Γ̂ − p2ρ̂2 = p1ρ̂1π̂1 + p2ρ̂2π̂2 − p2ρ̂2

= (p1ρ̂1 − p2ρ̂2)π̂1 ≥ 0, (4.54)

because π̂1 is a projector onto the positive-eigenvalue state space of
p1ρ̂1 − p2ρ̂2. A similar argument shows that eqn 4.48 is also satisfied for
j = 1. The minimum error probability is

Pmin
err = 1 − Tr(p1ρ̂1π̂1 + p2ρ̂2π̂2)

=
1
2
[1 − Tr(|piρ̂1 − p2ρ̂2|)], (4.55)

where |piρ̂1 − p2ρ̂2| = (piρ̂1 − p2ρ̂2)(π̂1 − π̂2) is the magnitude of piρ̂1 −
p2ρ̂2. As an example, consider a qubit prepared, with equal probability
(p1 = 1

2 = p2), in one of the two pure states

ψ >2

ψ >1

π >1
^

π >2
^

>1

>0

Fig. 4.1 The states |ψ1〉 and |ψ2〉 can
be distinguished with minimum error
by means of a von Neumann measure-
ment with the two projectors corre-
sponding to the orthogonal states de-
noted |π̂1〉 and |π̂2〉.

|ψ1〉 = cos θ|0〉 + sin θ|1〉,
|ψ2〉 = cos θ|0〉 − sin θ|1〉, (4.56)

where 0 ≤ θ ≤ π/4. These states are not orthogonal, as 〈ψ1|ψ2〉 =
cos(2θ), unless θ = π/4. Solving for the orthonormal eigenvectors of
p1ρ̂1−p2ρ̂2 = (|ψ1〉〈ψ1|−|ψ2〉〈ψ2|)/2 leads us to the probability operators

π̂1 =
1
2
(|0〉 + |1〉)(〈0| + 〈1|) = |π̂1〉〈π̂1|,

π̂2 =
1
2
(|0〉 − |1〉)(〈0| − 〈1|) = |π̂2〉〈π̂2|, (4.57)
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which are clearly projectors. The arrangement of the states |ψ1〉 and
|ψ2〉, and the measurement states |π̂1〉 and |π̂2〉 is depicted in Fig. 4.1.
The corresponding minimum error probability is

Pmin
err =

1
2
[1 − sin(2θ)], (4.58)

which has a minimum value of zero for θ = π/4, when the states are
orthogonal and perfect discrimination is possible. It has a maximum
value of one-half for θ = 0, when the two states are identical and there
is no better strategy than guessing.

Minimum-error state discrimination becomes more interesting when
there are more than two possible states. In these situations the general
form of the optimal POM is not known, although a variety of special
cases have been derived. Often we can be guided by intuition and sym-
metry in constructing probability operators, the optimality of which can
be tested using eqns 4.47 and 4.48. A good starting point in this process
is the square-root measurement or ‘pretty good’ measurement. This has
the probability operators

π̂i = piρ̂
−1/2ρ̂iρ̂

−1/2, (4.59)

where ρ̂ =
∑N

j=1 pj ρ̂j is the a priori density operator. A simple example
is the so-called trine ensemble, which is three equiprobable (pi = 1

3 )
qubit states of the form

|ψ1〉 =
1
2
(|0〉 +

√
3|1〉),

|ψ2〉 =
1
2
(|0〉 −

√
3|1〉),

|ψ3〉 = |0〉. (4.60)

These states are equispaced on a great circle of the Bloch sphere, as
depicted in Fig. 4.2 with overlap |〈ψi|ψj〉| = 1

2 for i �= j. The a priori

ψ >3

ψ >2

ψ >1

Fig. 4.2 The Bloch vectors for the
three trine states.

density operator is ρ̂ = 1
2 Î, so the probability operators for the square-

root measurement are
π̂j =

2
3
|ψj〉〈ψj |. (4.61)

It is straightforward to show that these satisfy the minimum-error con-
ditions of eqns 4.47 and 4.48 and hence that, for the trine ensemble, the
square-root measurement gives the minimum probability of error:

Pmin
err − 1 −

3∑
i=1

1
3

(
2
3
|〈ψi|ψi〉|2

)
=

1
3
. (4.62)

We might suppose that the existence of a minimum probability of
error precludes the possibility of error-free or unambiguous state dis-
crimination. This would not be correct, however, and unambiguous
discrimination is possible for a set of linearly independent states. There
is no contradiction here, as unambiguous state discrimination relies on
the possibility of an inconclusive measurement outcome, which does not
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assist in identifying the state. In order to appreciate the main ideas,
it suffices to consider a qubit prepared in one of the two pure states
given in eqn 4.56. The qubit state space is spanned by the orthogonal
states |ψ1〉 and |ψ⊥

1 〉 = sin θ|0〉− cos θ|1〉. If we perform a von Neumann
measurement in this basis then the projectors

P̂1 = |ψ1〉〈ψ1|,
P̂⊥

1 = |ψ⊥
1 〉〈ψ⊥

1 | (4.63)

correspond to observing the qubit to be in the state |ψ1〉 or not to be
in this state. The latter of these cannot occur if |ψ1〉 was prepared, and
so allows us to conclude unambiguously that the qubit was prepared in
|ψ2〉. If the measurement result corresponds to |ψ1〉, however, then either
state could have been prepared and the measurement is inconclusive.
A measurement of this type will only minimize the probability for an
inconclusive result if p1 is sufficiently small.

A more interesting situation occurs if p1 and p2 are comparable in size.
In this case, the probability for an inconclusive measurement outcome
is minimized by a generalized measurement in which three outcomes are
possible. These correspond to error-free identification of |ψ1〉 and of |ψ2〉
and to the inconclusive result. The requirement that the conclusive re-
sults are error-free leads us to write the probability operators associated
with these in the form

π̂1 = A|ψ⊥
2 〉〈ψ⊥

2 |,
π̂2 = A|ψ⊥

1 〉〈ψ⊥
1 |,

π̂? = Î − π̂1 − π̂2, (4.64)

where A is a positive number. Clearly, if the system was prepared in the
state |ψ1〉 then the measurement outcome corresponding to identification
of |ψ2〉 is impossible, as 〈ψ1|π̂2|ψ1〉 = A|〈ψ1|ψ⊥

1 〉|2 = 0. Identifying the
state |ψ2〉 as |ψ1〉 is similarly impossible. minimizing the probability
of an inconclusive result corresponds to making A as large as possible
without violating the positivity of π̂?. This procedure gives A = (1 +
|〈ψ1|ψ2〉|)−1, so that the probability for the inconclusive result to occur
is

P? = |〈ψ1|ψ2〉|. (4.65)

This result is noteworthy in that it is a probability given by the mod-
ulus of the overlap of two states rather than the more familiar modu-
lus squared. We note that the probability operators in eqn 4.64 with

ψ >2

ψ >1

p
1

^

>2

>0

>1

p
3

^

p
2

^

Fig. 4.3 We can realize our unambigu-
ous discrimination measurement by
three projectors in a three-dimensional
state space. These correspond to three
orthogonal vectors, with p̂1,2 orthogo-
nal to |ψ2,1〉 and p̂3 corresponding to
the ambiguous result.

the largest possible value of A correspond to the probability operators
π̂j = |Ψj〉〈Ψj | with the |Ψj〉 given in eqn 4.31 and π̂3 = π̂?. A geometri-
cal interpretation of the unambiguous state-discrimination measurement
is represented in Fig. 4.3.

In a sense, unambiguous state discrimination is more like unambigu-
ous state elimination in that we have explicitly constructed probability
operators which tell us that the system was not prepared in one par-
ticular state. If there are more than two states and these are linearly
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dependent then unambiguous discrimination will not be possible. The
reason for this is that there will not exist a state which is orthogonal
to all but one of the possible states. Unambiguous state elimination,
however, is always possible, subject to the possibility that there might
also be an inconclusive result. This process, if successful, allows us to
determine one of the states which was not prepared. As an example,
consider the trine ensemble of qubit states in eqn 4.60. The probability
operators

π̂⊥
i =

2
3
|ψ⊥

i 〉〈ψ⊥
i | (4.66)

form a POM and the probability operator π̂⊥
i corresponds to determining

that the state |ψi〉 was not the one that was prepared.
Our aim has been to emphasize the universal nature of the ideas com-

prising quantum information. Reference to specific physical systems,
however, can help to illustrate ideas and clarify concepts. We conclude
this section with a brief description of some optimal measurements on
states of photon polarization. Our reasons for selecting optical polariza-
tion are that we have already discussed it in the preceding chapter and
that the measurements described here have been demonstrated in the
laboratory. Our qubit in this case is a single photon with horizontal and
vertical polarization states |H〉 and |V 〉, which we associate with the
qubit states |0〉 and |1〉, respectively (see Section 3.3). The key compo-
nent in our description is the polarizing beam splitter, which is designed
to reflect one of the linear polarizations and to reflect the orthogonal
polarization. The orientations of the reflected and transmitted polariza-
tions can be selected either by rotating the beam splitter or by rotating
the polarization of the light by means of a suitable half-wave plate.

The two states in eqn 4.56 correspond to distinct linear polarizations
at an angle θ to the horizontal so that the amplitudes associated with
the horizontal and vertical polarizations are cos θ and ± sin θ, respec-
tively. We have seen that the minimum-error measurement is simply a
von Neumann measurement which, in this case, corresponds to measur-
ing orthogonal linear polarizations. For equiprobable states this means
measuring in the polarization basis {2−1/2(|H〉+|V 〉), 2−1/2(|H〉−|V 〉)},
which corresponds to measuring the polarization at an angle of π/4 to
the horizontal. This measurement is readily achieved by means of a
suitably oriented polarizing beam splitter together with a pair of pho-
todetectors, one for each of the reflected and transmitted beams.

Input

photon
D3

λ/2

R

TL

U

D2

D1

Fig. 4.4 Experimental configuration
for minimum-error trine-state discrimi-
nation and for unambiguous state dis-
crimination.

The minimum-error discrimination for the trine ensemble and unam-
biguous state discrimination described above can both be achieved using
the experimental configuration depicted in Fig. 4.4. The device resem-
bles, in its layout, a Mach–Zehnder interferometer with lower and upper
paths U and L. The polarizing beam splitters transmit horizontally
polarized light and reflect vertically polarized light. The input beam
splitter, therefore, acts to entangle the polarization of an arbitrarily po-
larized photon with the path through the interferometer:

aH |H〉 + aV |V 〉 → aH |H〉 ⊗ |L〉 + aV |V 〉 ⊗ |U〉. (4.67)
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This is, of course, the extension of the state space required to realize a
generalized measurement. Let us assume, for the sake of brevity, that
the path lengths in the upper and lower arms are so chosen that the
optical phase shifts due to propagation are equal and we do not need
to consider them further. The partially reflecting mirror, or ordinary
beam splitter, in the lower arm is designed to transmit the photon with
probability T and to reflect it with probability R = 1 − T . We shall
assume, for the purposes of this example, that the probability amplitudes
for transmission and reflection are simply T 1/2 and R1/2, respectively.
If the photon is transmitted then it will be detected in photodetector 3,
and if it is reflected then it will proceed to the output polarizing beam
splitter. Hence the effect of the partially reflecting mirror is to transform
our state in eqn 4.67 as

aH |H〉 ⊗ |L〉 + aV |V 〉 ⊗ |U〉 →
aHR1/2|H〉 ⊗ |L〉 + aV |V 〉 ⊗ |U〉 + aHT 1/2|D3〉, (4.68)

where the state |D3〉 denotes recording the photon in detector 3. The
output beam splitter coherently recombines the two beams, sending
them both in the same direction, so that our state transforms as

aHR1/2|H〉 ⊗ |L〉 + aV |V 〉 ⊗ |U〉 + aHT 1/2|D3〉 →
(aHR1/2|H〉 + aV |V 〉) ⊗ |U〉 + aHT 1/2 |D3〉. (4.69)

The half-wave plate is oriented so as to rotate the polarization states as
|H〉 → 2−1/2(|H〉 + |V 〉) and |V 〉 → 2−1/2(|H〉 − |V 〉). The final polar-
izing beam splitter then sends horizontally polarized light to detector
1 and vertically polarize light to detector 2, associated with the states
|D1〉 and |D2〉 respectively. Hence the nett effect of the device depicted
in Figure 4.4 is to transform a general input state aH |H〉 + aV |V 〉, in
the fashion

aH |H〉 + aV |V 〉 → 2−1/2(aHR1/2 + aV )|D1〉 + 2−1/2(aHR1/2 − aV )|D2〉
+aHT 1/2|D3〉. (4.70)

The probabilities for detecting the photon in detectors 1, 2, and 3 are
|aHR1/2 +aV |2, |aHR1/2−aV |2, and |aH |2T , respectively and it follows,
therefore, that the associated probability operators are

π̂1 =
1
2
(R1/2|H〉 + |V 〉)(R1/2〈H| + 〈V |)

=
1
2
(R1/2|0〉 + |1〉)(R1/2〈0| + 〈1|),

π̂2 =
1
2
(R1/2|H〉 − |V 〉)(R1/2〈H| − 〈V |)

=
1
2
(R1/2|0〉 − |1〉)(R1/2〈0| − 〈1|),

π̂3 = T |H〉〈H| = T |0〉〈0|. (4.71)

If we choose T = 2/3 (and therefore R = 1/3), we recover the proba-
bility operators of eqn 4.61 needed to discriminate with minimum error
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between the states of the trine ensemble. Selecting T = 1 − tan2 θ (for
0 ≤ θ ≤ π/4) gives the probability operators, associated with eqn 4.31,
which are needed for unambiguous discrimination between the two states
in eqn 4.56. It is helpful to note that this value of T ensures that if the
photon is not recorded in detector 3, then the output polarizing beam
splitter transforms the two initially non-orthogonal polarization states
into orthogonal polarizations and these can be distinguished perfectly
by detectors 1 and 2.

4.5 Operations

It remains for us to address the state of the quantum system after a mea-
surement is performed. This is important, as we shall sometimes wish to
carry out a second observation. The von Neumann description, that the
state is left in an eigenstate of the measured observable corresponding
to the measurement outcome, is insufficiently general on two grounds.
Firstly, many, even most, real measurements are very destructive to the
quantum state: in photodetection, for example, the light is necessarily
absorbed so that after the measurement there are no photons left. Sec-
ondly, it does not tell us how to describe the post-measurement state
after a generalized measurement is performed. Providing a simple but
sufficiently general treatment of these problems leads us to the language
of operations and effects.

In seeking a description of the post-measurement state, we can be
guided by the fact that it will always be described by a density operator
and that this will constrain the form of the possible changes. A suitable
point to start, therefore, is to ask the question ‘what is the most gen-
eral way in which we can change a density operator?’ Quantum theory
is linear in the density operator and this means that the transformed
density operator will be a linear operator-function of the original den-
sity operator. It follows that we can transform the density operator by
pre-multiplying and post-multiplying ρ̂ by an arbitrary pair of operators:

ρ̂ → Âρ̂B̂. (4.72)

Or, more generally, we might have a sum of such terms:

ρ̂ →
∑

i

Âiρ̂B̂i. (4.73)

The properties of the density operator, that it is a Hermitian and positive
operator of unit trace, together with the fact that the transformation
in eqn 4.73 should be the same for any initial ρ̂, constrain the forms of
Âi and B̂i. The Hermiticity property, in particular, suggests that we
choose B̂i = ±Â†

i . If we choose the plus sign then this also ensures
the positivity of the transformed density operator, as 〈ψ|Âiρ̂Â†

i |ψ〉 =
〈φi|ρ̂|φi〉 ≥ 0, where |φi〉 is the unnormalized state Â†

i |ψ〉. It turns out
that the resulting transformation

ρ̂ →
∑

i

Âiρ̂Â†
i (4.74)
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is of the most general form. We refer to the operators Âi and Â†
i as an Complete positivity The proof

that eqn 4.74 is the most general form
relies on the property of complete pos-
itivity: that the transformation is al-
lowed even if the system is entangled
with another. A derivation of this re-
sult is given in Appendix J.

effect, or a pair of effect operators, and to the transformation in eqn 4.74
as an operation. The requirement that the trace of the density operator
is unity leads, on using the cyclic property of the trace, to the further
condition that ∑

i

Â†
i Âi = Î. (4.75)

The operator combination Â†
i Âi is positive and this, together with the Effects and probability opera-

tors The positivity of the operator
combination Â†

i Âi follows on writing

〈ψ|Â†
i Âi|ψ〉 = 〈	i|	i〉, where |	i〉 =

Âi|ψ〉. It is sometimes necessary to
generalize the relationship in eqn 4.76
by writing π̂i =

∑
k

Â†
ik

Âik. This
is equivalent, of course, to combining
probability operators by writing π̂i =∑

k
π̂ik.

completeness property stated in eqn 4.74, leads us to associate this with
the probability operators:

π̂i = Â†
i Âi. (4.76)

If the result of a generalized measurement associated with the POM
{π̂i} is j then the density operator changes as

ρ̂ → Âj ρ̂Â†
j

Tr(Âj ρ̂Â†
j)

, (4.77)

where the denominator is the a priori probability for obtaining the re-
sult j and ensures the unit trace of the transformed density operator.
This transformation is the required generalization of the von Neumann
description in eqn 4.7; these are equivalent if the Âj are projectors. If
the measurement result is not known then the density operator changes
according to eqn 4.76, with each of the outcomes j weighted by its as-
sociated probability:

ρ̂ →
∑

j

Tr(Âj ρ̂Â†
j)

Âj ρ̂Â†
j

Tr(Âj ρ̂Â†
j)

=
∑

j

Âj ρ̂Â†
j . (4.78)

This is the general form given in eqn 4.74 required by linearity and the
properties of density operators.

Equation 4.76 does not allow us, of course, to determine the effect
operators from the probability operators. In particular, we can satisfy
it by writing

Âi = Ûiπ̂
1/2
i , (4.79)

where the Ûi are any unitary operators. Hence, at best, knowing only
the probability operators can determine the post-measurement state up
to an arbitrary unitary transformation. If the post-measurement state
is important then we need to know the associated effects.

Now that we have the means to describe the post-measurement state,
we can deal with sequences of measurements. Suppose that we perform
first a measurement with outcomes i, associated with effect operators Âi,
and then a second with outcomes j, associated with effect operators B̂j .
If the state prior to the first measurement is described by the density
operator ρ̂ then the probability that the first measurement gives the
result i is

P (i) = Tr(Â†
i Âiρ̂), (4.80)
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and this result is accompanied by the transformation in eqn 4.77. The
probability that the second measurement then gives the result j is

P (j|i) =
Tr(B̂†

j B̂jÂiρ̂Â†
i )

Tr(Â†
i Âiρ̂)

, (4.81)

so that the probability that the two measurements give the results i and
j is

P (i, j) = P (j|i)P (i) = Tr(Â†
i B̂

†
j B̂jÂiρ̂). (4.82)

Hence the combined probability operator for the two measurements is

π̂ij = Â†
i B̂

†
j B̂jÂi. (4.83)

If the results i and j are known then the density operator following the
second measurement is transformed as

ρ̂ → B̂jÂiρ̂Â†
i B̂

†
j

P (i, j)
. (4.84)

If, however, the outcome of neither measurement is known then we must
weight the terms given by eqn 4.84 by their probability of occurrence,
and the density operator transforms as

ρ̂ →
∑
i,j

B̂jÂiρ̂Â†
i B̂

†
j . (4.85)

These expressions can be seen as the natural extension of those obtained
for a single measurement by treating B̂jÂi as a single effect operator
associated with the set of probability operators π̂ij .

The formalism of operations is sufficiently general that we can use it
to describe the action on ρ̂ of any process. One simple but important
example is the evolution associated with the solution of the Schrödinger
equation,

ρ̂(0) → ρ̂(t) = exp

(
−i

Ĥt

h̄

)
ρ̂(0) exp

(
i
Ĥt

h̄

)
, (4.86)

in which we recognize the effect as the unitary time evolution operator
Â = exp(−iĤt/h̄). It is perhaps less obvious that non-unitary evolution,
associated with dissipative or decohering dynamics, can also be described
in terms of effects. As a simple example, we consider a qubit embodied
in a pair of electronic energy levels, |g〉 and |e〉, of a single atom. The
excited state |e〉 will decay to the ground state |g〉, owing to spontaneous
emission of a photon, at a rate 2Γ. This dissipative process is fully
described by the evolution of the matrix elements of ρ̂:

〈e|ρ̂(t)|e〉 = 〈e|ρ̂(0)|e〉 exp(−2Γt),
〈g|ρ̂(t)|g〉 = 〈g|ρ̂(0)|g〉 + 〈e|ρ̂(0)|e〉[1 − exp(−2Γt)],
〈g|ρ̂(t)|e〉 = 〈g|ρ̂(0)|e〉 exp(−Γt),
〈e|ρ̂(t)|g〉 = 〈e|ρ̂(0)|g〉 exp(−Γt). (4.87)
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We can write the evolved density operator in terms of two effects:

ρ̂(t) = ÂN(t)ρ̂(0)Â†
N(t) + ÂY(t)ρ̂(0)Â†

Y(t), (4.88)

where the effect operators are

ÂN(t) = exp(−Γt)|e〉〈e| + |g〉〈g|,
ÂY(t) = [1 − exp(−2Γt)]1/2|g〉〈e|. (4.89)

The previous discussion suggests that there might be a measurement
interpretation for these effect operators, and this is indeed the case. In
order to determine the nature of the observation, we introduce a pair of
probability operators associated with the effects,

π̂N(t) = Â†
N(t)ÂN(t) = exp(−2Γt)|e〉〈e| + |g〉〈g|,

π̂Y(t) = Â†
Y(t)ÂY(t) = [1 − exp(−2Γt)]|e〉〈e|. (4.90)

These clearly satisfy the requirements for forming a POM and so must
describe a possible measurement. The probability that the atom will
decay by spontaneous emission between times 0 and t is [1− exp(−2Γt)]
if the atom was initially prepared in its excited state and is zero if it was
in its ground state. This means that we can associate the two effects
with the detection or absence of a detection (by an ideal detector) of a
photon emitted by spontaneous emission. The effect operators ÂN and
ÂY describe a measurement of whether or not the atom has decayed
to its ground state, and the subscripts are associated with the answers
‘No’ and ‘Yes’, respectively. If we are looking for the emitted photon
then the presence or absence of it leads us to write the evolved density
operator in the form of eqn 4.77 with j = Y or N, respectively. Detecting
a photon, not surprisingly, leaves the atom in its ground state. Failure
to detect a photon is a measurement result and so changes the state:
it is associated, in particular, with the decay of the off-diagonal matrix
elements 〈g|ρ̂|e〉 and 〈e|ρ̂|g〉. The description of dissipation in terms of
measurement, carried out on the environment, is the key idea in quantum
trajectory methods. These have been applied widely to study the effects
of dissipation on quantum systems.

It is by no means necessary for there to exist a natural measure-
ment interpretation for any given operation, although the above analysis
strongly suggests that we should always be able to contrive one. The
method of operations remains a useful description even in these cases.
As an example, we consider a communication channel in which a qubit
is subjected to a spin flip about the x, y, or z direction with proba-
bility px, py, or pz, respectively, or is left unchanged with probability
1−px−py −pz. The spin flips are associated with the unitary operators
σ̂x, σ̂y, and σ̂z, respectively, so that the density operator transforms as

ρ̂ → (1 − px − py − pz)ρ̂ + pxσ̂xρ̂σ̂x + pyσ̂yρ̂σ̂y + pzσ̂z ρ̂σ̂z. (4.91)

This describes a randomization of the qubit state and can be used to
model the effects of noise on the qubit. In particular, if px = py = pz =
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1/4 then the resulting density operator is Î/2 irrespective of the initial
state. In this limit the communication is completely dominated by noise
and no communication of information is possible.

The operations formalism provides us with a way of describing general
changes to the state of a quantum system. This generality means that
we can use it to determine which processes are possible within quantum
theory and which are not. If a process we would like to perform cannot be
described in this way then it cannot be done; we can use this to determine
powerful bounds on what may be achieved. The idea is best illustrated
by means of an example, and we shall consider Chefles’s process of state
separation. Suppose that we have a quantum system which we know to
have been prepared in one of two non-orthogonal states |ψ1〉 and |ψ2〉.
Our task in state separation is to transform the system in such a way
that these states become |ψ′

1〉 and |ψ′
2〉, respectively, with

|〈ψ′
1|ψ′

2〉| < |〈ψ1|ψ2〉| (4.92)

so that the transformed states have a smaller overlap, or are nearer
to being orthogonal, than the originals. Clearly, this process cannot
be guaranteed to succeed; were it otherwise, then repeated application
of the process would render the states orthogonal and therefore fully
distinguishable. It may be possible, however, to achieve state separation
with a finite probability of success, PS, and we would like to know how
large this can be.

We introduce an effect operator ÂS associated with successful state
separation (and another, ÂF, associated with failure). The operator ÂS

acts on the states |ψj〉 to produce

ÂS|ψj〉 = µ|ψ′
j〉 (4.93)

so that PS = 〈Â†
SÂS〉 = |µ|2. (It is not necessary to assume that µ is

the same for both of the states, but doing so simplifies and shortens the
derivation of PS.) In order to find a bound on PS, it suffices to consider
the effect of ÂS on a normalized superposition of |ψ1〉 and |ψ2〉:

ÂS
|ψ1〉 + eiφ|ψ2〉

21/2[1 + Re(〈ψ1|ψ2〉eiφ)]1/2
= µ

|ψ′
1〉 + eiφ|ψ′

2〉
21/2[1 + Re(〈ψ1|ψ2〉eiφ)]1/2

. (4.94)

The success probability for this operation cannot exceed unity, and this
means that the length of the state vector must be less than unity for all
values of φ:

|µ|2 1 + Re(〈ψ′
1|ψ′

2〉eiφ)
1 + Re(〈ψ1|ψ2〉eiφ)

≤ 1, ∀φ. (4.95)

This leads us to the bound

PS = |µ|2 ≤ 1 − |〈ψ1|ψ2〉|
1 − |〈ψ′

1|ψ′
2〉|

, (4.96)

which has a natural interpretation in terms of unambiguous discrimina-
tion between the pair of states |ψ1〉 and |ψ2〉. We have seen that, for
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equiprobable states, the maximum probability for obtaining a conclusive
result is

PConc = 1 − P? = 1 − |〈ψ1|ψ2〉|. (4.97)

It follows, because this is the maximum value, that state separation
followed by unambiguous state discrimination cannot increase this so
that PSP ′

Conc ≤ PConc, or

PS ≤ PConc

P ′
Conc

=
1 − |〈ψ1ψ2〉|
1 − |〈ψ′

1ψ
′
2〉|

, (4.98)

which is eqn 4.96.
The no-cloning theorem tells us that we cannot make a perfect copy

of an unknown quantum state. It is possible, with a given probability,
to create a copy if it is known to have been prepared in one of the two
states |ψ1〉 and |ψ2〉. This means performing the transformation

|ψi〉 ⊗ |B〉 → |ψi〉 ⊗ |ψi〉, (4.99)

where |B〉 is the initial ‘blank’ state of a suitable ancilla. We can view
this as an example of state separation with |ψ′

i〉 = |ψi〉 ⊗ |ψi〉, as

|〈ψ′
1|ψ′

2〉| = |〈ψ1|ψ2〉|2 < |〈ψ1|ψ2〉|. (4.100)

The state separation bound in eqn 4.98 then gives a bound on the prob-
ability that the cloning will be successful:

PClone ≤ PS =
1 − |〈ψ1|ψ2〉|
1 − |〈ψ1|ψ2〉|2 =

1
1 + |〈ψ1|ψ2〉| , (4.101)

which is the Duan–Guo bound for perfect cloning, as described in Ap-
pendix F.
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Exercises

(4.1) Show that the tabulated four properties of projec-
tors are satisfied by:

(a) the qubit projectors

P̂0 = |0〉〈0|,
P̂1 = |1〉〈1|;

(b) the qutrit (three-state system) projectors

P̂0 = |0〉〈0|,
P̂1,2 = |1〉〈1| + |2〉〈2|.

(4.2) Show that the requirement that
∑

n
P (λn) = 1 for

all possible states requires that the projectors are
complete.

(4.3) Is the identity operator Î a complete set of projec-
tors?

(4.4) What would be the post-measurement state for
each of the measurement outcomes in Exercise
(4.1), part (b), on the qutrit states

(a) |0〉;
(b) 3−1/2(|0〉 + |1〉 + |2〉);

and the mixed state with density operator

(c) 1
4
(|0〉+ |1〉)(〈0|+ 〈1|)+ 1

4
(|1〉− |2〉)(〈1|− 〈2|)?

(4.5) Under what conditions will the density be un-
changed by a von Neumann measurement for which
we do not know the measurement outcome? (That
is, ρ̂′ = ρ̂ in eqn 4.9.)

(4.6) Show, using eqn 4.9, that Tr(ρ̂′2) ≤∑
n

P (λn)Tr(ρ̂′2
n ). How do you interpret this re-

sult?

(4.7) Under what conditions are the operators defined in
eqn 4.17 projectors?

(4.8) A photon counter detects photons with efficiency
η. This means that each photon is registered with
probability η but fails to be registered with proba-
bility 1−η. Obtain the operator π̂m corresponding
to the probability of registering m counts in terms
of the projectors P̂n onto the field states with n
photons. Check that the π̂m satisfy the first three
properties of projectors but not the fourth.

(4.9) Assume that the ideal von Neumann measurements
associated with the projectors P̂n transform the
density operator according to eqn 4.8. Find the
probability that two non-ideal measurements per-
formed in quick succession and described by the
operators in eqn 4.17 will give the same result.

(4.10) A qubit is to be compared with an ancillary qubit
by simultaneous measurement of the three observ-
ables corresponding to the mutually commuting op-
erators σ̂x ⊗ σ̂x, σ̂y ⊗ σ̂y, and σ̂x ⊗ σ̂z. We can view
the results of these as simultaneous unsharp values
of the three incompatible spin components σ̂x, σ̂y,
and σ̂z. Show that the average values found, si, are

si = ai〈σ̂i〉, i = x, y, z,

and that the real constants ai are constrained by
the inequality

∑
i=x,y,z

a2
i ≤ 1.

(4.11) Construct the unitary operator in eqn 4.28 and con-
firm that it is indeed unitary. Hence prove the or-
thonormality of the states {|Ψ′

j〉}.
(4.12) Show that the states given in eqn 4.36 are position–

momentum minimum-uncertainty-product states
and calculate ∆x.
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(4.13) The states in eqn 4.36 are said to be overcomplete,
in that they are complete but not orthogonal.

(a) Evaluate the overlap 〈xm, pm|x′
m, p′

m〉.
(b) Prove the completeness relation in eqn 4.37.

(4.14) Confirm the forms of the variances for the results
of joint measurements of x and p given in eqns 4.40
and 4.41. Show that the product of these variances
is bounded by the inequality

Var(xm)Var(pm) ≥ h̄2.

Under what conditions does the equality hold?

(4.15) Confirm that if the conditions in eqns 4.47 and 4.48
hold then the operator Γ̂ in eqn 4.49 is Hermitian.

(4.16) Verify that the operators given in eqn I.6, in Ap-
pendix I, form a POM.

(4.17) In the BB84 protocol, Alice selects from four
equally probable states: |0〉, |1〉, |0′〉 = 2−1/2(|0〉 +
|1〉), and |1′〉 = 2−1/2(|1〉 − |0〉). For what
values of µ does the POM {µ|0〉〈0|, µ|1〉〈1|, (1 −
µ)|0′〉〈0′|, (1−µ)|1′〉〈1′|} minimize the error proba-
bility for discriminating between these states? Con-
firm that the Γ̂ operators are the same in each case.

(4.18) Find the minimum-error POM for the two pure
states in eqn 4.56 with arbitrary prior probabilities
p1 and p2.

(4.19) Confirm that the operators associated with the
square-root measurement in eqn 4.59 form a POM.

(4.20) Is the minimum-error measurement for the two
states in eqn 4.56, with prior probabilities p1 and
p2, also a square-root measurement?

(4.21) The symmetric states are a set of N equiprobable
states of the form

|ψj〉 = V̂ j−1|ψ1〉, j = 1, · · · , N,

where V̂ is a unitary operator obeying the condi-
tion V̂ N = Î. Show that the square-root measure-
ment gives the minimum possible error probability
for discriminating between these states.

(4.22) It may be the case that the error probability is min-
imized by simply choosing a single state ρ̂k and that
no measurement can do better than this. In such
cases we have π̂i = Îδik. Under what conditions
does this no-measurement POM give the minimum
probability of error in discriminating between a set
of states?

(4.23) The mirror-symmetric qubit states are

|ψ1〉 = cos θ|0〉 + sin θ|1〉,
|ψ2〉 = cos θ|0〉 − sin θ|1〉,
|ψ3〉 = |0〉,

with prior probabilities p1,2 = p and p3 = 1 − 2p.
Find the minimum-error POM.

[Hint: the ensemble of states is unchanged by the
transformation |0〉 → |0〉, |1〉 → −|1〉. Try proba-
bility operators with the same symmetry:

π̂1 =
1

2
(a|0〉 + |1〉)(a〈0| + 〈1|),

π̂2 =
1

2
(a|0〉 − |1〉)(a〈0| − 〈1|),

π̂3 = (1 − a2)|0〉〈0|.]
(4.24) The Bayes cost Cij ≥ 0 is the penalty we pay if we

identify the state ρ̂j as ρ̂i. If there are M states
with density operators ρ̂j with prior probabilities
pj then the average Bayes cost is

C̄ = Tr

M∑
i=1

ŵiπ̂i,

where

ŵi =

M∑
j=1

pjCij ρ̂j .

Show that the probability operators which mini-
mize the Bayes cost satisfy the conditions

π̂j(ŵj − ŵi)π̂i = 0, ∀i, j,

ŵi − Υ̂ ≥ 0, ∀i,

where Υ̂ is the Hermitian operator
∑M

j=1
π̂j ρ̂j .

(4.25) Confirm that in the BB84 protocol Eve, an eaves-
dropper, has her best chance of identifying the
transmitted bit value (‘0’ or ‘1’) by measuring
in the Breidbart basis. This means associat-
ing these bit values with projectors onto the
states cos(π/8)|0〉 + sin(π/8)|1〉 and cos(π/8)|1〉 −
sin(π/8)|0〉, respectively.

(4.26) Confirm that choosing A = (1 + |〈ψ1|ψ2〉|)−1 mini-
mizes the probability for an inconclusive measure-
ment outcome in unambiguous discrimination be-
tween the equiprobable states in eqn 4.56.

(4.27) By replacing the POM elements in eqn 4.64 by

π̂1 = A|ψ⊥
2 〉〈ψ⊥

2 |,
π̂2 = B|ψ⊥

1 〉〈ψ⊥
1 |,

π̂? = Î − π̂1 − π̂2,

find the minimum value of P? for general prior prob-
abilities p1 and p2.
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(4.28) How would the B92 protocol change if Eve and/or
Bob used unambiguous state discrimination?

(4.29) Write down a set of probability operators for unam-
biguous state elimination for the mirror-symmetric
qubit states given in problem Exercise (4.23). Un-
der what conditions is this possible without includ-
ing a probability operator corresponding to an in-
conclusive outcome?

(4.30) Confirm that if the operators Âi and B̂j are effects
then the operators π̂ij in eqn 4.83 form a POM.

(4.31) Three measurements are performed in succession
on a system prepared in a state with density oper-
ator ρ̂. The results for the first, second, and third
measurements are labelled i, j, and k, respectively,
and the associated effect operators are Âi, B̂j , and
Ĉk.

(a) Write down expressions for the following
probabilities:

(i) P (i, j, k);
(ii) P (j);
(iii) P (k|i, j);
(iv) P (j|k).

(b) Write down the form of ρ̂ following the third
measurement given that the following results
are known:

(i) i, j, and k;
(ii) none of the results;
(iii) i and j;
(iv) i and k.

(4.32) A qubit has one stable state |0〉 and one unstable
state |1〉. Its density operator matrix elements sat-
isfy the equations

d

dt
〈1|ρ̂(t)|1〉 = −2Γ〈1|ρ̂(t)|1〉 = − d

dt
〈0|ρ̂(t)|0〉,

d

dt
〈1|ρ̂(t)|0〉 = −γ〈1|ρ̂(t)|0〉,

d

dt
〈0|ρ̂(t)|1〉 = −γ〈0|ρ̂(t)|1〉.

Show that the positivity of the evolved density op-
erator requires that γ ≥ Γ.

(4.33) Construct the analogue of eqn 4.91 if the spin flips
occur independently; that is, flips about none, one,
two, or three of the axes can occur in sequence. Let
the probabilities that a spin flip occurs about the
x, y, and z axis be qx, qy, and qz respectively.

(4.34) Show that the transformation in eqn 4.91 either re-
duces Tr(ρ̂2) or leaves it unchanged. Further, show
that the transformed density operator is Î/2 for all
ρ̂ if and only if px = py = pz = 1/4.

(4.35) Show that it is always possible to have an operation
that increases the overlap between a pair of quan-
tum states, that is, a process that changes |ψ1,2〉
into |ψ′

1,2〉, where

|〈ψ′
1|ψ′

2〉| > |〈ψ1|ψ2〉|.

(4.36) Show that for optimal state separation of a pair
of quantum states |ψ1〉 and |ψ2〉, failure to sepa-
rate the states necessarily causes the states to be
transformed into a single common state.

(4.37) Use the bound on the probability for successful
state separation in eqn 4.96 to limit the probabil-
ity for making N copies of a system known to have
been prepared in either the state |ψ1〉 or the state
|ψ2〉. How might you interpret the N → ∞ limit of
this probability?

(4.38) Consider the single-qubit transformation

ρ → ρ′ =
1

2
Î + κ

(
0 ρ01

ρ10 0

)
,

where κ is a real constant.

(a) Show that the resulting density operator is
positive if |κ| ≤ 1.

(b) Find the values of κ for which the transfor-
mation is completely positive and therefore
physically implementable.
[Hint: you might proceed by calculating the
matrix form of the associated transformation,
as in Appendix J.]

(4.39) Find, for the transformation in the previous ques-
tion, a suitable set of effect operators {Âi}. Is this
set unique?
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the existence of entangled states of two or more quantum systems. Such
states are characterized by the existence of correlations between the sys-
tems, the form of which cannot be satisfactorily accounted for by any
classical theory. These have played a central role in the development
of quantum theory since early in its development, starting with the fa-
mous paradox or dilemma of Einstein, Podolsky, and Rosen (EPR). No
less disturbing than the EPR dilemma is the problem of Schrödinger’s
cat, an example of the apparent absurdity of following entanglement into
the macroscopic world. It was Schrödinger who gave us the name entan-
glement ; he emphasized its fundamental significance when he wrote, ‘I
would call this not one but the characteristic trait of quantum mechan-
ics, the one that enforces the entire departure from classical thought’.

The EPR dilemma represents a profound challenge to classical reason-
ing in that it seems to present a conflict between the ideas of the reality
of physical properties and the locality imposed by the finite velocity of
light. This challenge and the developments that followed have served
to refine the concept of entanglement and will be described in the first
section of this chapter.

In the discipline of quantum information, entanglement is viewed as a
resource to be exploited. We shall find, both here and in the subsequent
chapters, that our subject owes much of its distinctive flavour to the
utilization of entanglement.

5.1 Non-locality

We start by recalling that a state of two quantum systems is entangled if
its density operator cannot be written as a product of density operators
for the two systems, or as a probability-weighted sum of such products.
For pure states, the condition for entanglement can be stated more sim-
ply: a pure state of two quantum systems is not entangled only if the
state vector can be written as a product of state vectors for the two
systems. Consider the two-qubit state

|ψ〉 = cos θ|0〉 ⊗ |0〉 + sin θ|1〉 ⊗ |1〉. (5.1)

This will be the unentangled or product state |0〉 ⊗ |0〉 if θ = 0, π (or
|1〉⊗|1〉 if θ = π/2, 3π/2), but for other values of θ the state is entangled.
The state is most strongly entangled, that is, furthest from a product
state, if cos θ and sin θ are equal in magnitude (θ = π/4, 3π/4). We shall
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return to the question of quantifying entanglement in Section 8.4, but
we note here that a maximally entangled state of two quantum systems
is a pure state for which the reduced density operator of one of the two
systems is proportional to the identity operator. For the pure state in
eqn 5.1, the reduced density operator for the first qubit is

ρ̂ =
(

cos2 θ
0 sin2 θ

)
, (5.2)

so the two-qubit state is maximally entangled for cos2 θ = 1
2 .

If two distant parties, whom we shall call Alice and Bob, each have one
of a pair of entangled quantum systems, then the actions of Alice on her
system can have a remarkable effect on the state of Bob’s system. Any
measurement that Alice might perform will reveal information about
the state of her qubit, and in doing so will change the state of Bob’s.
This is true irrespective of the distance between Alice and Bob. If, for
example, Alice and Bob’s qubits were prepared in the state of eqn 5.1
and Alice measures the observable corresponding to the operator σ̂z,
then on her finding the result +1 (or −1), corresponding to the state
|0〉 (or |1〉), the state of the two qubits is instantaneously changed into
|0〉 ⊗ |0〉 (or |1〉 ⊗ |1〉). The surprising feature of this, embodied in the
EPR dilemma, is that the state of Bob’s particle changes immediately
after Alice’s measurement and that this change occurs instantaneously,
irrespective of the distance between Alice and Bob.

There is no dilemma, of course, in the existence of pre-established val-
ues for the measured observables, as would be the case if the state in eqn
5.1 represented a pair of qubits which were prepared in the state |0〉⊗|0〉
with probability cos2 θ or the state |1〉⊗|1〉 with probability sin2 θ. This
does not describe fully the correlations associated with the entangled
state, however, as Alice and Bob can measure observables other than
σ̂z. It is in the possibility of measuring incompatible observables on
each of the entangled systems that the EPR paradox arises. This para-
dox has played an important role in the development of quantum theory,
and it is interesting and instructive to follow the EPR argument in detail
and, in particular, its challenge to the completeness of quantum theory.
Such an analysis lies beyond the scope of this book, but may be found
in some of the titles suggested for further reading.

Bohm presented the EPR dilemma in terms of the spins of a pair
of spin-1/2 particles prepared in a state of zero total angular momen-
tum. When expressed in the language of quantum information, this
corresponds to a pair of qubits prepared in the Bell state

|Ψ−〉AB =
1√
2

(|0〉A|1〉B − |1〉A|0〉B) . (5.3)

If Alice measures σ̂z on her qubit then she immediately establishes that
the state of Bob’s qubit is |0〉B or |1〉B , corresponding, respectively, to
her measurement results −1 and +1. This could be demonstrated were
Bob to perform a measurement of σ̂z on his qubit. If Alice chooses to
measure σ̂x, however, then she immediately establishes that the state of
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Bob’s qubit is |0′〉B = 2−1/2 (|0〉B + |1〉B) or |1′〉B = 2−1/2 (|0〉B − |1〉B)
corresponding, respectively, to her measurement results −1 and +1.
Again, this could be demonstrated were Bob to measure σ̂x. By her
choice of observable, σ̂z or σ̂x, Alice can establish either of two incom-
patible properties of Bob’s qubit. It is clear that there is no quantum
state having well-defined values for both σ̂z and σ̂x, as these operators
have no common eigenstates. This means that the values of σ̂z and σ̂x

for Bob’s qubit could not both have been established at the source of the
entangled qubits. It seems, therefore, that the effect of Alice’s measure-
ment must have changed, instantaneously, Bob’s qubit. This conflicts
with ideas from special relativity, however, which require that no sig-
nal or other physical influence can propagate faster than the speed of
light. This combination of realism (that the properties of Bob’s qubit
exist whether or not they are measured) and of locality (that physical
influences cannot propagate from Alice to Bob at a speed greater than
that of light) is called local realism. The remarkable conflict between
local realism and the properties of entangled quantum states has been
given the name non-locality.

The EPR paradox is resolved, at least in part, by the no-signalling
theorem of Ghirardi, Rimini, and Weber. This proves that Alice’s choice
of measurement has no observable consequences for Bob. The probabili-
ties for the possible outcomes of Bob’s measurements are not affected by
Alice’s choice of measurement or, indeed, whether or not Alice makes a
measurement. Consider, for example, the situation that arises in Bohm’s
version of the EPR paradox. If Alice and Bob both choose to measure σ̂z

on their qubits then the probabilities that their respective measurements
give the results +1 and −1 are

P zz
AB(+1,+1) = 0 = P zz

AB(−1,−1),

P zz
AB(+1,−1) =

1
2

= P zz
AB(−1, +1). (5.4)

The result of Alice’s measurement is not known to Bob, and the proba-
bilities for Bob’s two measurement results are

P z
B(+1) = P zz

AB(+1, +1) + P zz
AB(−1, +1) =

1
2
,

P z
B(−1) = P zz

AB(+1,−1) + P zz
AB(−1,−1) =

1
2
. (5.5)

If Alice measures σ̂x and Bob measures σ̂z, then the joint-measurement
probabilities are

P xz
AB(+1,+1) =

1
4

= P xz
AB(+1,−1),

P xz
AB(−1,+1) =

1
4

= P xz
AB(−1,−1). (5.6)

Bob’s measurement probabilities in this situation are precisely the same
as in the case in which Alice measured σ̂z:
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P z
B(+1) = P xz

AB(+1,+1) + P xz
AB(−1,+1) =

1
2
,

P z
B(−1) = P xz

AB(+1,−1) + P xz
AB(−1,−1) =

1
2
. (5.7)

Alice’s choice of observation has no effect on the outcome of Bob’s mea-
surement, and so Alice cannot send a signal to Bob by simply choosing
to measure σ̂z or σ̂x.

The no-signalling theorem is more general than this and can be proven
for any measurements carried on any state of two systems shared by Al-
ice and Bob. Consider such a state represented by the density operatorNo signalling at any speed The

EPR paradox is at its most worrying
when Alice and Bob are space-like sep-
arated so that, according to the re-
quirements of special relativity, no sig-
nal can possibly pass between them.
The speed of light does not enter into
the no-signalling theorem nor, indeed,
does it appear in non-relativistic quan-
tum theory. It follows that the no-
signalling theorem prohibits signalling
at any speed unless, of course, it is ac-
companied by further communications
between Alice and Bob.

ρ̂AB . The most general measurement Bob can perform is described by a
POM, and we consider such a measurement with the associated proba-
bility operators {π̂B

i }. Alice chooses between two possible measurements
with the probability operators {π̂A1

j } and {π̂A2
k }, respectively. The joint

probabilities for the outcomes of Alice’s and Bob’s measurements are

PA1
AB(j, i) = Tr

(
ρ̂ABπ̂A1

j ⊗ π̂B
i

)
(5.8)

for Alice’s A1 measurement and

PA2
AB(k, i) = Tr

(
ρ̂ABπ̂A2

k ⊗ π̂B
i

)
(5.9)

for Alice’s A2 measurement. The probabilities for Bob’s measurement
outcomes are independent of Alice’s choice of measurement because the
sum of the elements of a POM is the identity operator:∑

j

PA1
AB(j, i) =

∑
j

Tr
(
ρ̂ABπ̂A1

j ⊗ π̂B
i

)
= Tr

(
ρ̂ABπ̂B

i

)
,∑

k

PA2
AB(k, i) =

∑
k

Tr
(
ρ̂ABπ̂A2

k ⊗ π̂B
i

)
= Tr

(
ρ̂ABπ̂B

i

)
. (5.10)

The properties of Alice’s system alone can be described purely in terms
of the reduced density operator ρ̂A = TrB (ρ̂AB), and those of Bob’s
system by the reduced density operator ρ̂B = TrA (ρ̂AB). Another way
to understand the no-signalling theorem is to realize that no action car-
ried out by Alice on her system can possibly change the reduced density
matrix for Bob’s qubit. Alice’s actions cannot have any observable effect
on Bob’s measurement results.

It is certainly possible to view the no-signalling theorem as a resolution
of the EPR paradox. To do so, however, would be to overlook a more
subtle problem revealed by Bell and expressed in terms of his famous
inequality. Bell’s inequality is an experimentally testable consequence
of the combination of locality and realism and it follows that violation
of this inequality constitutes an explicit demonstration of non-locality.

We derive Bell’s inequality here in the form in which it is usually
expressed, which was first given by Clauser, Horne, Shimony, and Holt.
In the experimental situation, there is a source of pairs of spin-half
particles, one particle of which is sent to Alice and one to Bob. They
each make a measurement of a component of spin, and we let the unit
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vectors a and b, respectively, denote the directions of Alice’s and Bob’s
components. In quantum theory, the measurements are described by
the operators a · ̂σ and b · ̂σ and the result of each of the measurements
is +1 or −1. The question is whether or not these values exist, even
if they are not measured. If these values do exist then we also need
to ask whether they were determined by the source, or perhaps depend
on the choice of measurement made by the distant observer. The idea
that properties exist even if they are not measured embodies realism,
and the idea that they are independent of the measurement choices of
the distant observer is a consequence of locality. We can build a local
realistic theory of this arrangement by introducing values for each of
the possible observables that Alice and Bob might measure. To this
end, we denote by A the result of a measurement Alice might perform;
this will depend on her choice of measurement direction, a, and also
on the statistical and unknown properties of the source. We describe Hidden variables The supposed

statistical and unknown properties of
the source are referred to as hidden
variables. These were introduced in the
hope that the probabilities and indeter-
minacy of quantum theory might hide a
more fundamental theory, in much the
same way that statistical mechanics is
less fundamental than the underlying
mechanics. Testing theories based on
hidden variables against quantum the-
ory tells us much about the subtlety of
the quantum world.

these properties of the source by a set of hidden variables λ and an
associated probability density ρ(λ). Locality is imposed by not allowing
A to depend on Bob’s choice of measurement direction, b. Similarly, we
denote the results of Bob’s possible measurements by B and allow these
to depend on b and λ but not on a. Naturally, A and B can take the
values +1 or −1, but without performing the measurement or accessing
the values λ we cannot determine which.

Any correlations between the measurements carried out by Alice and
Bob will be revealed in the joint probabilities for their measurement
outcomes. It suffices, for our purposes, to consider the probability that
their measurement results are the same (both +1 or both −1) minus the
probability that they are different. If Alice and Bob measure their spins
along the a and b directions, respectively then, in a local realistic theory,
this quantity can be written in the form

E(a,b) =
∫

dλ ρ(λ)A(a, λ)B(b, λ). (5.11)

We let a′ and b′ be two other directions along which Alice and Bob can
make measurements. It then follows from eqn 5.11 that

E(a,b) − E(a,b′) =
∫

dλ ρ(λ)
[
A(a, λ)B(b, λ) − A(a, λ)B(b′, λ)

]
=

∫
dλ ρ(λ)A(a, λ)B(b, λ)

[
1 ± A(a′, λ)B(b′, λ)

]
−

∫
dλ ρ(λ)A(a, λ)B(b′, λ)

[
1 ± A(a′, λ)B(b, λ)

]
.

(5.12)

Here we have made explicit use of the idea of realism by including in the
same product the values A(a, λ) and A(a′, λ) (and indeed B(b, λ) and
B(b′λ)), even though the corresponding observables in quantum theory
are incompatible. The fact that |A| = 1 and |B| = 1 for both pairs of
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measurement directions and for all values of λ leads to the inequality∣∣∣E(a,b) − E(a,b′)
∣∣∣ ≤ ∫

dλ ρ(λ)
[
1 ± A(a′, λ)B(b′, λ)

]
+

∫
dλ ρ(λ)

[
1 ± A(a′, λ)B(b, λ)

]
= 2 ±

[
E(a′,b′) + E(a′,b)

]
. (5.13)

This is Bell’s inequality, which is usually written in the more symmetrical
form

S =
∣∣∣E(a,b) − E(a,b′)

∣∣∣ +
∣∣∣E(a′,b′) + E(a′,b)

∣∣∣ ≤ 2. (5.14)

It is remarkable that the correlations associated with a pair of spins (or
qubits) prepared in the Bell state |Ψ−〉AB can violate Bell’s inequality.
To see this we note that, for this state, quantum mechanics predicts that

E(a,b) = AB〈Ψ−|a · ̂σ ⊗b · ̂σ|Ψ−〉AB = −a ·b. (5.15)

If we put these into Bell’s inequality then we find a maximum value for
the left-hand side when the vectors b and b′ are mutually perpendicular
and a and a′ are parallel to b−b′ and b +b′, respectively. This arrange-
ment is depicted in Fig. 5.1. For these observables we find S = 2

√
2,

a

b

a `

b `

Fig. 5.1 Relative orientations of the
spin-measurement directions for maxi-
mum violation of Bell’s inequality.

in clear violation of Bell’s inequality. Experiments clearly suggest that
Bell’s inequality is indeed violated for entangled states and hence that
non-local phenomena are part of the physical world. In quantum infor-

Loopholes It is still just about pos-
sible, but for most physicists unrea-
sonable, to hold to a local realistic
view in the face of existing experimen-
tal evidence. The combination of high-
efficiency detection, space-like separa-
tion of the observers’ qubits, and ran-
dom and independent choices of ob-
servables, required to close all possible
loopholes, has yet to be realized in a
single experiment.

mation, we view entanglement as a resource and we can use the violation
of Bell’s inequality as evidence for the existence of entanglement for a
given physical system.

It is possible to demonstrate a contradiction between the predictions of
local realism and of quantum theory without resorting to an inequality.
There exist a number of such demonstrations, but the simplest is one
for three qubits prepared in the Greenberger–Horne–Zeilinger state,

|GHZ〉 =
1√
2

(|000〉 + |111〉) . (5.16)

We suppose that three parties, Alice, Bob, and Claire, each have one
of the qubits and that they each measure one of the pair of observables
corresponding to the operators σ̂x and σ̂y. Naturally, the results of their
measurements, which we denote mx or my, will be +1 or −1. The
state in eqn 5.16 is an eigenstate of the three operators σ̂x ⊗ σ̂y ⊗ σ̂y,
σ̂y ⊗ σ̂x ⊗ σ̂y, and σ̂y ⊗ σ̂y ⊗ σ̂x, with the eigenvalue in each case being
−1. This means that if two of Alice, Bob, and Claire measure σ̂y and
the other measures σ̂x then the product of their measurement results
will certainly be −1. From the local realistic viewpoint, the values of
mx and my for each system exist whether or not they are measured,
and each of these is independent of the observations carried out on the
other systems. The eigenvalue property described above then requires
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that these values satisfy the equations

mA
x mB

y mC
y = −1,

mA
y mB

x mC
y = −1,

mA
y mB

y mC
x = −1. (5.17)

Each of the quantities mx and my has the value +1 or −1, and if we
multiply together these three products then we find

mA
x mB

y mC
y × mA

y mB
x mC

y × mA
y mB

y mC
x = mA

x mB
x mC

x = −1. (5.18)

The local realistic description leads us to conclude that if Alice, Bob,
and Claire all measure σ̂x then the product of their results will be −1.
The state |GHZ〉 is indeed an eigenstate of σ̂x ⊗ σ̂x ⊗ σ̂x, but with the
eigenvalue +1, a direct contradiction of the value required by a local re-
alistic theory. The origin of this contradiction is in the anticommutation
property of the Pauli operators in eqn 2.88:

(σ̂x ⊗ σ̂y ⊗ σ̂y) (σ̂y ⊗ σ̂x ⊗ σ̂y) (σ̂y ⊗ σ̂y ⊗ σ̂x) = σ̂x ⊗ (σ̂yσ̂xσ̂y) ⊗ σ̂x

= −σ̂x ⊗ σ̂x ⊗ σ̂x.

(5.19)

It follows that |GHZ〉 is an eigenstate of −σ̂x⊗σ̂x⊗σ̂x with eigenvalue −1.
A further example of a violation of local realism without an inequality
is Hardy’s theorem, which is described in Appendix K.

5.2 Indirect measurements

The EPR paradox encapsulates the idea that a measurement performed
on one of a pair of entangled systems provides information about its
partner. As such, it can be thought of as an indirect measurement of
the otherwise unobserved system. For the entangled state |Ψ−〉AB , for
example, Alice can measure any spin component and thereby simulta-
neously determine the state of Bob’s qubit; if she measures σ̂x and finds
the result 0 then she also determines that Bob’s qubit is in the state |1′〉.

If we can tailor an interaction between two quantum systems then
we can exploit this idea to perform indirect measurements. Suppose,
for example, that we wish to perform an indirect measurement of σ̂z

by observing an ancillary qubit. One way to achieve this is to prepare
the ancilla in the state 2−1/2 (|0〉 + i|1〉) and to change this state in a
way that depends on the state of the qubit to be observed indirectly. A
suitable Hamiltonian for this purpose is

Ĥ = gσ̂z ⊗ σ̂x, (5.20)

where the first operator acts on the state of the qubit of interest and the
second acts on the ancilla. The Bloch vector for our ancilla will rotate
under the action of this Hamiltonian from the along the y-axis towards
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the z-axis, with the choice of poles depending on whether our initial
qubit was prepared in the state |0〉 or |1〉. If we choose the interaction
time T such that gT/h̄ = π/4 then the unitary evolution produces the
states

exp

(
−i

ĤT

h̄

)
|0〉 ⊗ 1√

2
(|0〉 + i|1〉) = |0〉 ⊗ |0〉,

exp

(
−i

ĤT

h̄

)
|1〉 ⊗ 1√

2
(|0〉 + i|1〉) = i|1〉 ⊗ |1〉. (5.21)

Clearly, the eigenvalue of σ̂z for our qubit has been copied onto the
state of the ancilla, and a measurement of σ̂z carried out on the ancilla
will reveal the same result as would have been found by means of a
direct measurement. For a more general initial state, the interaction
will produce an entangled state of the two qubits:

exp

(
−i

ĤT

h̄

)
(c0|0〉 + c1|1〉)⊗ 1√

2
(|0〉 + i|1〉) = c0|0〉⊗|0〉+ic1|1〉⊗|1〉.

(5.22)
The interaction clearly modifies a general state of the qubit but, by
design, leaves unchanged the probabilities for the observable of interest
(|c0|2 and |c1|2).Quantum non-demolition mea-

surements It is often useful to de-
sign measurements which leave a de-
sired property unchanged, as the ob-
servable corresponding to σ̂z is here. In
this way, for example, a quantum prop-
erty can be monitored repeatedly in or-
der to detect a change due to some ex-
ternal influence. Measurements of this
kind are commonly referred to as quan-
tum non-demolition, or QND, measure-
ments.

If the Hamiltonian in eqn 5.20 is replaced by

Ĥ = −gσ̂x ⊗ σ̂z, (5.23)

with the second qubit again prepared in the state 2−1/2 (|0〉 + i|1〉), then
choosing the interaction time such that gT/h̄ = π/4 leads to an entan-
gled state in which both qubits are in the same eigenstate of σ̂x. A
measurement of σ̂x for the second (ancillary) qubit would then consti-
tute an indirect measurement of the first qubit. We can combine the
two interactions of eqns 5.20 and 5.23 into a single Hamiltonian of the
form

Ĥ = g (σ̂z ⊗ σ̂x − σ̂x ⊗ σ̂z) . (5.24)

The interaction between the two qubits then imprints information about
both σ̂z and σ̂x for the first particle onto the state of the ancilla. Natu-
rally, the incompatibility of these observables ensures that the probabil-
ities for the eigenvalues of both σ̂z and σ̂x will, in general, be changed
by such an interaction.

It is by no means necessary to employ a qubit as our ancilla. We might,
for example, couple our qubit to the position of a particle through the
Hamiltonian

Ĥ = gσ̂z ⊗ x̂. (5.25)

The resulting dynamics will result in a shift of the momentum of our sec-
ond particle, with the sign of the shift determined by whether our qubit
was prepared in the state |0〉 or |1〉. If our second particle is prepared in
the motional state |φ〉 and if the interaction time T is sufficiently short
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for us to ignore its free motion, then the unitary evolution produces the
state

exp

(
−i

ĤT

h̄

)
(c0|0〉 + c1|1〉) ⊗ |φ〉 = c0|0〉 ⊗ exp

(
−i

gT x̂

h̄

)
|φ〉

+c1|1〉 ⊗ exp
(

+i
gT x̂

h̄

)
|φ〉.
(5.26)

If the momentum wavefunction for the motional state is φ(p) = 〈p|φ〉
then the interaction induces a shift in the momentum of the form

〈p| exp
(
∓i

gT x̂

h̄

)
|φ〉 = exp

(
±gT

∂

∂p

)
φ(p)

= φ(p ± gT ). (5.27)

If the interaction is sufficiently strong for gT to greatly exceed the mo-
mentum uncertainty for the state |φ〉 then a measurement of the mo-
mentum of the ancilla particle after the interaction will constitute an
indirect measurement of σ̂z for our qubit. It is entirely possible to re-
alize a measurement of this type using an atomic nuclear spin as our
qubit and coupling this to the atomic position. This is, of course, how a
Stern–Gerlach measurement of spin is performed. A closely related ex-
ample from optics is the polarizing beam splitter, which acts to transmit
horizontally polarized light and reflect vertically polarized light. For a
single photon in a general polarization state, this results in an entan-
glement between polarization and direction of propagation. Detecting
the photon in the transmitted or reflected mode constitutes an indirect
determination of the linear polarization as horizontal or vertical.

It should be emphasized that the process of entangling our qubit with
the ancilla does not in itself constitute an indirect measurement. The
transformation creating the entangled state is unitary and can be re-
versed, at least in principle; the indirect measurement occurs only on
observing the ancilla. In indirect measurements, therefore, it is possible
to separate in time the measurement from the interaction with the an-
cilla. We can induce an interaction between our quantum system and an
ancilla and then, at a later time, decide which measurement to perform.
As a simple example, consider the optical interferometer depicted in Fig.
5.2. At the input is a polarizing beam splitter, and this means, for exam-
ple, that an input photon with left circular polarization is transformed
into the entangled state

1√
2

(|H〉 + i|V 〉) → 1√
2

(|H〉 ⊗ |L〉 + i|V 〉 ⊗ |U〉) , (5.28)

where the states |L〉 and |U〉 correspond, respectively, to the upper and
lower paths through the interferometer. These paths play the role, in
this example, of the ancilla. Included within the interferometer is a
relative phase shift, the action of which transforms our entangled state
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Fig. 5.2 In this interferometer, the
input polarizing beam splitter entan-
gles the polarization with the optical
path. A measurement of the path at
this point would be an indirect mea-
surement of polarization. Here, how-
ever, we demonstrate the coherence of
the superposition state by recombining
the beams at the output beam splitter.
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1√
2

(|H〉 ⊗ |L〉 + i|V 〉 ⊗ |U〉) → 1√
2

(|H〉 ⊗ |L〉 + ieiφ|V 〉 ⊗ |U〉) .

(5.29)
Finally, recombining the fields at a symmetric output beam splitter (with
t = 1/

√
2 and r = i/

√
2) produces the entangled state

|ψ〉 =
1
2
[(|H〉 − eiφ|V 〉)⊗ |Output1〉 + i

(|H〉 + eiφ|V 〉)⊗ |Output2〉] .

(5.30)
It is clear that our photon is equally likely to be found in either of the
two output ports. This is true also if we perform a polarization-sensitive
measurement, determining both the output port and whether the photon
is horizontally or vertically polarized. The relative phase φ was imposed
after the linear polarization was correlated with the optical path but it
still appears in the state in eqn 5.30. It can be recovered only if we
are prepared to give up the information about the linear polarization.
One way to do this is to measure both the output port and the circular
polarization. The probabilities for each of the four possible outcomes
are

P (Output1, L) =
1
4
(1 − sinφ) = P (Output2, R)

P (Output1, R) =
1
4
(1 + sin φ) = P (Output2, L) . (5.31)

By varying the phase shift it is possible to correlate, perfectly, the output
port with the degree of circular polarization. This is possible because it is
the linear polarization that is correlated with the path through the inter-
ferometer; measuring the circular polarization destroys any ‘which-way’
information about the path the photon took through the interferometer.
Had the interaction at the input beam splitter constituted a measure-
ment of the horizontal or vertical polarization, then no such interference
would be observed.
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5.3 Ebits and shared entanglement

If two parties, Alice and Bob, have in their possession quantum systems
in a common entangled state then we say that they share some entangle-
ment. The amount of this shared entanglement will depend on the form
of the entangled state but not on the nature of the component quantum
systems. The entanglement allows Alice and Bob to perform a number
of tasks which, without entanglement, would be either impossible or less
efficient. For this reason it is useful to think of shared entanglement
as a resource, both for quantum communication and for quantum in-
formation processing. We shall discuss how to quantify this resource in
Chapter 8, but for the present it is sufficient to introduce the ebit as a
unit of shared entanglement. Alice and Bob share one ebit if they each
have a qubit and these two qubits have been prepared in a maximally
entangled state. If Alice’s and Bob’s qubits have been prepared in the
pure state |ψ〉AB and

ρ̂A = TrB (|ψ〉ABAB〈ψ|) =
1
2
ÎA

ρ̂B = TrA (|ψ〉ABAB〈ψ|) =
1
2
ÎB , (5.32)

then the two qubits constitute one ebit. Simple examples of such maxi-
mally entangled states are the Bell states (eqns 2.108).

The discussion of non-locality in the first section of this chapter is
useful in establishing some important properties of ebits. In particular,
ebits can only be produced by use of a quantum communication chan-
nel. The most straightforward way to do this is for Alice to prepare two
qubits in the maximally entangled state |ψ〉AB and then to send qubit B
to Bob. Let us suppose, for the moment, that an ebit can be produced
using classical communications. A classical channel is described entirely
in terms of probabilities and, in particular, joint probabilities exist for
every possible signal preparation event associated with Alice, and for all
possible detection events observed by Bob. It necessarily follows that
the correlations produced by such classical means must satisfy Bell’s
inequality. As ebits can produce an observable violation of this, they
cannot be produced using only classical communications. This simple
conclusion has profound consequences for our subject; if ebits cannot be
generated using classical channels but this task can be performed us-
ing a quantum channel, then quantum channels must be fundamentally
different from classical channels. It then follows that quantum com-
munication is distinct from its classical counterpart and that quantum
information is very different from classical information.

The requirement for quantum communications if one wishes to pro-
duce ebits is an example of an important principle in quantum infor-
mation. If a desired task can be completed using only classical com-
munications together with local transformations or other operations on
local quantum systems, then this is likely to be far simpler and more
reliable to perform than a task that requires a quantum channel. Tasks
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which can be performed without employing quantum communications
are commonly referred to as LOCC tasks (local operations and classical
communications). Clearly, generating ebits is not an LOCC task.

One of the remarkable properties of ebits is that the associated corre-
lations cannot reliably be mimicked by any other quantum system. Let
us suppose, by way of illustration, that Alice and Bob each have a qubit
and that these have been prepared in the Bell state |Ψ−〉AB . Bob can
subsequently identify himself to Alice by giving her his qubit so that she
can perform a Bell measurement on the two qubits. If she finds a mea-
surement result corresponding to the two-qubit state |Ψ−〉AB then Bob
may indeed be who he claims to be. A result corresponding to one of
the other three Bell states will reveal an impostor. Suppose that Claire
tries to impersonate Bob by giving Alice a qubit prepared in the state
|0〉C . The resulting density for the two qubits is then

ρ̂AC = TrB

(|Ψ−〉ABAB〈Ψ−|)⊗ |0〉CC〈0| =
1
2
ÎA ⊗ |0〉CC〈0|. (5.33)

The probability that the qubits will pass Alice’s test is

P (pass) = AC〈Ψ−|ρ̂AC |Ψ−〉AC =
1
4
. (5.34)

If Alice and Bob share n ebits, with each pair prepared in the state |Ψ−〉,
then the probability that Claire will be able to pass as Bob using the
above strategy is 4−n, which can be made arbitrarily small for sufficiently
large n. We can think of this use of ebits as a lock with only one key;
Alice’s n qubits are the lock and Bob’s the key. This idea is reminiscent,
of course, of Wiesner’s quantum money, as described in Section 3.4.

The ebit is a very useful idea in analysing the entanglement between
two parties, but the quantitative description of more complicated states
can be problematic. Consider, for example, the GHZ state shared be-
tween three parties, Alice, Bob, and Claire,

|GHZ〉 =
1√
2

(|0〉A|0〉B |0〉C + |1〉A|1〉B |1〉C) . (5.35)

Do Alice and Bob share an ebit in this case? As it stands, the answer
would appear to be no as, without the intervention of Claire, their best
description of the state of their qubits is the unentangled mixed state

ρ̂AB =
1
2

(|0〉AA〈0| ⊗ |0〉BB〈0| + |1〉AA〈1| ⊗ |1〉BB〈1|) . (5.36)

The only satisfactory answer, however, is that it depends on what Claire
does. If Claire makes a measurement on her qubit of the observable
corresponding to σ̂z then the resulting state cannot be entangled and so
Alice and Bob will not share an ebit. This suggests that we should not
associate an ebit with the state. If, however, Claire measures σ̂x then
the resulting state of Alice and Bob’s qubit will be

|ψ〉AB =
1√
2

(|0〉A|0〉B ± |1〉A|1〉B) , (5.37)
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with the + and − signs corresponding, respectively, to Claire’s measure-
ment results +1 and −1. If Claire sends, through a classical channel,
her measurement result to Alice and Bob then they know that the state
of their qubits is one of the Bell states (|Φ+〉AB or |Φ−〉AB) and they
then share an ebit. Claire can generate an ebit for Alice and Bob in
this way by performing an LOCC task and this suggests that there is,
in fact, an ebit for Alice and Bob embedded in the GHZ state. This
situation is somewhat confusing, and uncovering a satisfactory method
for quantifying and characterizing entanglement of multiple quantum
systems remains an active area of research.

5.4 Quantum dense coding

One rather obvious and fundamental question which we have not yet
addressed is the amount of information, or number of bits, that we can
encode on a single qubit. The natural answer is one bit, and this can
be achieved if Alice selects two orthogonal states, for example |0〉 and
|1〉, and choosing either of these with equal probability. A measurement
of σ̂z will then reveal the bit value. In this scheme, the qubit is simply
acting as a physical implementation of a classical bit. One bit does
indeed turn out to be the maximum for a single qubit but to prove it is
not straightforward, given the wide variety of possible states which can
be prepared and measurements that can be performed. A full proof of
this will have to wait until the treatment of quantum information theory
in Chapter 8.

If we have at our disposal two qubits then we can encode a maximum
of two bits of information on these. The natural way to do this is to use
the four states |0〉|0〉, |0〉|1〉, |1〉|0〉, and |1〉|1〉 to represent the binary
values 00, 01, 10, and 11. We do not have to use these states, however,
and any four orthogonal states will be equally appropriate. In particular,
we could employ the four Bell states

|Ψ−〉 =
1√
2

(|0〉|1〉 − |1〉|0〉) ,

|Ψ+〉 =
1√
2

(|0〉|1〉 + |1〉|0〉) ,

|Φ−〉 =
1√
2

(|0〉|0〉 − |1〉|1〉) ,

|Φ+〉 =
1√
2

(|0〉|0〉 + |1〉|1〉) . (5.38)

If Alice wishes to use these states to send two classical bits to Bob then
she must first develop the means to prepare a pair of qubits in each
of these possible states. One interesting way to do this is to prepare
the qubits in the state |Ψ−〉 and then to apply one of the four Pauli
operators Î, σ̂x, σ̂y, and σ̂z to the first qubit:
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Î ⊗ Î|Ψ−〉 = |Ψ−〉,
σ̂x ⊗ Î|Ψ−〉 = −|Φ−〉,
σ̂y ⊗ Î|Ψ−〉 = i|Φ+〉,
σ̂z ⊗ Î|Ψ−〉 = |Ψ+〉. (5.39)

The global phases of these states are, of course, unobservable so it is
clear that the Bell state |Ψ−〉 can be transformed into any of the other
three by means of a unitary transformation acting on the first qubit
alone.

The fact that any of the four orthogonal Bell states can be selected by
action on just one of the qubits means that it is not necessary for Alice
to prepare the two qubits for transmission to Bob if they already share
an ebit. Suppose, for example, that Alice and Bob share an ebit in the
form of a pair of qubits prepared in the Bell state |Ψ−〉AB . Alice can
encode two bits of information onto this state by acting on her qubit
with one of the four Pauli operators. If she then sends her single qubit
to Bob then, by performing a measurement in the Bell-state basis on the
two qubits, he will be able to recover the two bits of information. This
phenomenon, whereby we encode four bits of information on a single
qubit, was discovered by Bennett and Wiesner and is known as quantum
dense coding (or sometimes superdense coding). We should emphasize
that we really need two qubits for quantum dense coding, but that these
comprise a pre-established ebit shared between Alice and Bob. The
remarkable property is that after the message has been selected, Alice
needs to send only one qubit to Bob.

It is interesting to ask where the two bits of information reside in
quantum dense coding. With classical bits, of course, each one of the
two bits of information has to reside on one of the two systems. Dense
coding, exploiting pre-established correlations between such bits, would
then not be possible as Alice cannot change Bob’s bit value. We can
use correlations between a pair of classical bits to send information, but
then the maximum amount of information conveyed would be just one
bit. To see this we note that the two possible (perfect) correlations
between a pair of bits are that the bit values are the same (00 or 11) or
that they are different (01 or 10). If Alice and Bob share a pair of bits
correlated in this way then Alice can convey just one bit of information
to Bob, by either flipping her bit value or leaving it unchanged and then
transmitting it.

In quantum dense coding, a measurement by Bob on his single qubit
will give a completely random result, entirely consistent with its reduced
density operator

ρ̂B =
1
2
Î. (5.40)

This density operator is unchanged by Alice’s performance of a unitary
transformation. Were this not the case, of course, then we would vi-
olate the no-signalling theorem proven in Section 5.1. Similarly, the
bits cannot be recovered or checked by Alice, even though she chose the
transformation. This is because the reduced density operator for her
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qubit is
ρ̂A =

1
2
Î (5.41)

and this is unchanged by unitary transformations, such as those asso-
ciated with the Pauli operators. Neither Alice nor Bob can recover the
encoded bits by acting alone. It is only by combining the qubits, after
Alice has transmitted her qubit, that Bob can recover the two bits of
information. The four bits clearly reside in the entangled state of the
two qubits but only non-locally; all of the information resides in the
quantum correlations between the qubits.

It is reasonable to ask whether it might be possible to encode more
than two bits of information on a single qubit by preparing it in a more
complicated entangled state of more than two qubits. In order to answer
this question, let us suppose that Alice has a single qubit while Bob has
multiple qubits and that these have been prepared in the pure state

|ψ〉AB =
1√
2

(|0〉A|φ0〉B − |1〉A|φ1〉B) . (5.42)

There will exist, of course, a Schmidt decomposition for this state be-
tween Alice’s qubit and Bob’s system and we shall assume that this state
has been written in the Schmidt form so that 〈φ0|φ1〉 = 0. If Alice ap-
plies one of the four Pauli operators to her qubit then the result is one
of four orthogonal states. It is clear, moreover, that these four states ex-
haust the state space spanned by the four states |0〉A|φ0〉, |0〉|φ1〉, |1〉|φ0〉,
and |1〉|φ1〉 and so represent the maximum amount of information that
Alice can send to Bob by transmitting her qubit. Bob’s system lives in
a state space which is larger than the two dimensions spanned by |φ0〉
and |φ1〉, but Alice is unable to utilize this as the no-signalling theorem
requires that Bob’s system remains a mixture of just the two states |φ0〉
and |φ1〉. The state in eqn 5.42, in fact, constitutes just one ebit as it
is a maximally entangled state between Alice’s qubit and an effective
two-state system in Bob’s domain spanned by the two orthogonal states
|φ0〉 and |φ1〉. Sending two bits per qubit is the maximum that can be
achieved, and this requires the qubit to be part of a pre-established ebit
shared between Alice and Bob.

5.5 Teleportation

In quantum dense coding, we use two qubits to send two bits of classical
information, but one of these qubits has been sent to Bob before Alice
has selected the values of the two bits for transmission. It is almost
as if one of the bits has been sent ‘backwards in time’ from Alice to
Bob via the source of the entangled qubits. Is it also possible to use
this strange method of communication as a quantum channel to send
quantum information from Alice to Bob? Remarkably, the answer is
yes; Alice can send a qubit to Bob using just one ebit and two bits of
classical information. The method, discovered by Bennett, Brassard,
Crépeau, Jozsa, Peres, and Wootters, is quantum teleportation. The
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term ‘teleportation’ conjures up images from science fiction of objects
dematerializing at one location before reappearing at another. This
idea is misleading, however, as the physical object does not move but
rather it is the quantum information, encoded in its state vector, that is
transferred from a local quantum system to a distant one. It might be
better to think of a teleportation device as a fax machine for quantum
information; a fax machine link reads the information from one piece of
paper and prints it on another at a distant location.

Suppose that Alice needs to send to Bob a qubit prepared in the pure
state

|ψ〉 = α|0〉 + β|1〉, (5.43)

where α and β are a pair of complex amplitudes. If Alice knows the
state then she could send to Bob, via a classical communication channel,
instructions for creating a copy of the state. If the state is needed very
precisely then this will require a large number of bits. A more serious
problem is that Alice might not know the state of the qubit that she
needs to send. One way to overcome both problems is to send the
qubit to Bob using a quantum channel. For example, she could encode
the qubit onto the polarization state of a single photon and transmit
this through free space to Bob. If no reliable quantum channel exists,
however, then Alice can still teleport the qubit to Bob if they share an
ebit. To see how this works, consider the three-qubit state

|ψ〉a ⊗ |Ψ−〉AB = (α|0〉a + β|1〉a)
1√
2

(|0〉A|1〉B − |1〉A|0〉B) , (5.44)

in which Alice has the qubit a to be transmitted, while Alice and Bob
have qubits A and B in the form of an ebit prepared in the state |Ψ−〉AB .
We can rewrite this state in terms of the Bell-state basis for Alice’s qubits
in the form

|ψ〉a ⊗ |Ψ−〉AB =
1
2
[|Ψ−〉aA (−α|0〉B − β|1〉B)

+|Ψ+〉aA (−α|0〉B + β|1〉B)
+|Φ−〉aA (α|1〉B + β|0〉B)
+ |Φ+〉aA (α|1〉B − β|0〉B)

]
. (5.45)

Written in this form, it appears as though Bob already has the qubit, in
that the state of his qubit appears to depend on the parameters α and β.
This is not correct, of course, as the reduced density operator for Bob’s
qubit is the mixed state with density operator 1

2 Î. Alice can prepare
Bob’s qubit in a state depending on α and β, however, by measuring her
two qubits in the Bell-state basis. The four equally probable outcomes,
associated with the states |Ψ−〉aA, |Ψ+〉aA, |Φ−〉aA, and |Φ+〉aA, leave
Bob’s qubit in the four corresponding states −α|0〉B − β|1〉B , −α|0〉B +
β|1〉B , α|1〉B + β|0〉B and α|1〉B − β|0〉B . These four states are related
to the original qubit state in eqn 5.43 by the action of one of the four
Pauli operators:
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Î (−α|0〉B − β|1〉B) = − (α|0〉B + β|1〉B) ,

σ̂z (−α|0〉B + β|1〉B) = − (α|0〉B + β|1〉B) ,

σ̂x (α|1〉B + β|0〉B) = (α|0〉B + β|1〉B) ,

σ̂y (α|1〉B − β|0〉B) = −i (α|0〉B + β|1〉B) . (5.46)

All that Alice needs to do is to tell Bob which of these four equiprob-
able operators to apply to his qubit and the result will be a copy, at
Bob’s location, of Alice’s original qubit. With four a priori equally
likely outcomes of Alice’s measurement, she needs to send to Bob only
two (classical) bits of information so that he knows which Pauli operator
to apply to his qubit. A schematic representation of this teleportation
procedure is given in Fig. 5.3.

At the heart of the teleportation protocol described above is the Bell
state |Ψ−〉AB shared by Alice and Bob, and its defining property that
each spin component for the two qubits is anticorrelated. This is most

ψ>

Ψ >AB

Classical channel

Bell

measurement

Entangled state

source

Alice

Fig. 5.3 A representation of the ebit-
based teleportation scheme.

simply expressed in the fact that the state |Ψ−〉 is a simultaneous eigen-
state of the three operators σ̂x ⊗ σ̂x, σ̂y ⊗ σ̂y, and σ̂z ⊗ σ̂z, with the
eigenvalue −1 in each case. This means that if we can establish the
value of a spin component of the qubit A in the state in eqn 5.44 then it
necessarily follows that we have also established that the qubit B has the
opposite spin. This is, of course, the starting point for Bohm’s presenta-
tion of the EPR dilemma. We can understand the Bell measurement in
teleportation as a comparison of the spins of Alice’s two qubits. If she
finds a result corresponding to the state |Ψ−〉aA then she knows that the
state of qubit A is orthogonal to that of the qubit to be teleported. It
immediately follows, from the spin anticorrelation properties of the ebit
state |Ψ−〉AB , that Alice’s measurement leaves Bob’s qubit in the de-
sired qubit state |ψ〉. If the result of Alice’s Bell measurement is the state
|Ψ+〉aA, then this corresponds to a simultaneous eigenstate of σ̂x ⊗ σ̂x,
σ̂y ⊗ σ̂y, and σ̂z ⊗ σ̂z with eigenvalues +1, +1, and −1, respectively.
It then follows that the state of the qubit A differs from that which is
orthogonal to |ψ〉 by a rotation through π about the z-axis on the Bloch
sphere. The same rotation, enacted by the action of σ̂z, on Bob’s qubit
will leave it in the state |ψ〉. Similarly, if Alice’s Bell measurement gives
results corresponding to the state |Φ−〉aA or |Φ+〉aA, then application
of the operator σ̂x or σ̂y, respectively, to Bob’s qubit will leave it in the
state |ψ〉. The possible operations involved in teleportation and these
chains of inference are summarized in Table 5.1.

The no-signalling theorem requires that Bob knows nothing about
Alice’s qubit before receiving the two bits of information telling him
which of the four Pauli operators he has to apply in order to recover
the state |ψ〉. In the absence of this information, Bob’s best description
of the state of his qubit is as an equally weighted mixture of states
generated by the action of the four Pauli operators on |ψ〉:

ρ̂B =
1
4

(|ψ〉〈ψ| + σ̂z|ψ〉〈ψ|σ̂z + σ̂x|ψ〉〈ψ|σ̂x + σ̂y|ψ〉〈ψ|σ̂y) . (5.47)

It is straightforward to show (see Exercise (4.33)) that this density oper-
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ator is 1
2 Î irrespective of the form of |ψ〉, as required by the no-signalling

theorem.

Table 5.1 The possible events in a teleportation protocol.

Alice’s Inferred spin properties State of Required
Bell Bob’s unitary

meas. qubit transf.

σ̂x ⊗ σ̂x σ̂y ⊗ σ̂y σ̂z ⊗ σ̂z

|Ψ−〉aA −1 −1 −1 |ψ〉 Î
|Ψ+〉aA +1 +1 −1 σ̂z|ψ〉 σ̂z

|Φ−〉aA −1 +1 +1 σ̂x|ψ〉 σ̂x

|Φ+〉aA +1 −1 +1 σ̂y|ψ〉 σ̂y

At the end of the teleportation protocol Bob’s qubit is left in the state
|ψ〉B , but what has happened to Alice’s original qubit prepared in the
state |ψ〉a? If Alice performed her Bell-state measurement as an ideal
von Neumann measurement then the two qubits a and A are left in one
of the four Bell states, and all dependence on the initial state |ψ〉a is
lost. Were this not the case, of course, then we would run into a conflict
with the no-cloning theorem, which tells us that it is impossible to make
more than one copy of an unknown qubit. A teleportation device can
transmit the state of any qubit from Alice to Bob but only at the expense
of erasing the quantum information in the original state of Alice’s qubit.

It is interesting to ask how well we can approximate teleportation us-
ing a classical communication channel, that is, to perform teleportation
using only LOCC operations. In order to address this question, we need
to introduce a figure of merit for the process, and a convenient quantity
is the fidelity. Consider an operation, such as teleportation, which has
been designed to generate a state |ψ〉 but because of some imperfection,
whether practical or fundamental, produces a mixed state with density
operator ρ̂. The fidelity F is then defined to be

F = 〈ψ|ρ̂|ψ〉. (5.48)

This quantity has a simple meaning; it is the probability that the state
produced will pass a test to identify it as the desired state |ψ〉. The
fidelity clearly takes the maximum value of unity only if the state pro-
duced is ρ̂ = |ψ〉〈ψ|. One way in which we might attempt to performDefinition of the fidelity The

square root of the quantity in eqn 5.48
is also, confusingly, referred to as the
fidelity. It is also useful to be able to
define a fidelity for a process designed
to produce a mixed state. We shall dis-
cuss the fidelity for such mixed states,
and at greater length, in Chapter 8.

teleportation would be for Alice to measure one spin component of the
qubit to be ‘teleported’ and to send the bit value corresponding to her
measurement result, to Bob. Bob would then prepare a qubit in the
eigenstate corresponding to Alice’s measurement result. Suppose, for
example, that Alice and Bob agree to use a measurement of σ̂z. For the
general state in eqn 5.43, this will lead Alice to identify the state |0〉
with probability |α|2 and the state |1〉 with probability |β|2. It follows
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that Bob will prepare the state |0〉 with probability |α|2 or the state |1〉
with probability |β|2, so that, on average, the state of Bob’s qubit will
be ρ̂ = |α|2|0〉〈0| + |β|2|1〉〈1|. The resulting fidelity for Bob’s qubit is

F = (α∗〈0| + β∗〈0|) ρ̂ (α|0〉 + β|1〉)
= |α|4 + |β|4. (5.49)

This LOCC scheme works well if either |α| or |β| is very small so that the
state to be transmitted has a large overlap with |1〉 or |0〉. For states with
|α| = |β|, however, the fidelity is only 1

2 and Bob’s fidelity is no better
than he could have achieved by guessing. High-fidelity communication
of a general qubit requires the use of a quantum communication channel,
either to send or to teleport the qubit.

The quantum nature of teleportation is clearly illustrated if the qubit
to be teleported is itself part of an entangled state of two qubits, for
example the state

|Ψ−〉Ca|Ψ−〉AB =
1
2

(|0〉C |1〉a − |1〉C |0〉a) (|0〉A|1〉B − |1〉A|0〉B) ,

(5.50)
which corresponds to an ebit shared by Claire and Alice and a second
ebit shared by Alice and Bob. Alice can perform a Bell measurement
on her two qubits, a and A, and, depending on the outcome, tell Bob
to apply to his qubit one of the four Pauli operators. Suppose, for
example, that Alice performs her Bell measurement and finds the result
corresponding to the state |Φ+〉aA. The resulting state of Alice’s and
Bob’s qubits is then

aA〈Φ+||Ψ−〉Ca|Ψ−〉AB ∝ |Φ+〉BC , (5.51)

which, apart from an unimportant prefactor, is one of the Bell states
in eqn 5.38. The teleportation protocol requires Alice, having measured
the state |Φ+〉aA, to instruct Bob to apply to his qubit the operator σ̂y,
which produces the required entangled state for Bob and Claire:

σ̂B
y |Ψ+〉BC =

1√
2

(i|1〉B |0〉C − i|0〉B |1〉C) = i|Ψ−〉BC . (5.52)

This process, whereby teleportation is employed to establish an ebit be-
tween two parties, Bob and Claire, who share neither a quantum channel
nor an ebit, is called entanglement swapping. The pre-existing entan-
glement between Claire and Alice is swapped for entanglement between
Bob and Claire at the cost of one ebit shared between Alice and Bob.
The fact that a non-local correlation can be established between Bob
and Claire, by means of teleportation from Alice to Bob, is a further
demonstration of the fact that teleportation realizes a quantum channel
and so is not an LOCC task.

Teleportation is not limited to qubits, and can be performed for any
quantum system if a maximally entangled state in a sufficiently large
state space is shared by Alice and Bob. Suppose, for example, that they
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share an entangled state of two systems, each described by a state-space
of dimension d, of the form

|Ψ00〉AB =
1√
d

d−1∑
j=0

|j〉A|j〉B , (5.53)

where the states {|j〉A,B} form a complete orthogonal set for Alice and
for Bob. Alice can use this entangled state to send to Bob the state of
a d-dimensional quantum system,

|ψ〉a =
d−1∑
i=0

αi|i〉a. (5.54)

The teleportation protocol proceeds in very much the same way as for
qubits. Alice first performs a measurement in the basis of states con-
structed by extending the Bell states to the d2-dimensional product
space,

|Ψnm〉 =
1√
d

d−1∑
j=0

ei2πjn/d|j〉 ⊗ |(j + m) mod d〉, n, m = 0, · · · , d − 1.

(5.55)
Alice’s measurement result is equally likely to identify any one of these
d2 Bell states. If the result corresponds to the state |Ψnm〉 then Bob’s
system will be projected into the state

aA〈Ψnm||ψ〉a|Ψ00〉AB ∝
d−1∑
j=0

αje
−i2πjn/d|(j + m) mod d〉B . (5.56)

If Alice tells Bob her measurement result, which is equivalent to sending
him the two numbers n and m, then he can apply to his system the
unitary transformation

Ûnm =
d−1∑
k=0

ei2πkn/d|k〉〈(k + m) mod d|, (5.57)

which transforms the state of his qubit into the original state of Alice’s
system given in eqn 5.54, as required.

Teleportation can even be performed, at least in principle, for quan-
tum systems in an infinite-dimensional state space. A simple demonstra-
tion of this was given by Vaidman, who showed how the motional state
of a particle could be transferred from Alice to Bob using continuous-
variable teleportation. We suppose that Alice and Bob each have a par-
ticle, the paricles being labelled A and B, and that these have been
prepared in a perfectly correlated state with position and momentum
representations

ψAB (xA, xB) = δ (xA − xB + L) ,

φAB (pA, pB) = eipBL/h̄δ (pA + pB) , (5.58)
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where L is the distance between Alice and Bob. Alice also has a sec-
ond particle, labelled a, prepared in the state ψa(xa), and wishes to
transfer the state of this particle onto Bob’s particle. Instead of a Bell
measurement, Alice can measure the relative position and total momen-
tum of the particles a and A. These are compatible observables, as the
operators x̂a − x̂A and p̂a + p̂A commute. Let us suppose that these
measurements have been performed and that Alice finds the results

xa − xA = X,

pa + pA = P. (5.59)

Following this measurement, the state of Bob’s particle will be

ψB (xB) = ψa (xB − L + X) e−i(xB−L+X)P/h̄. (5.60)

This has the same form as the original state, but with the position
shifted by L − X and the momentum by −P . It only remains for Alice
to send to Bob his measurement results, X and P , so that Bob can shift
the position and momentum of his particle. This shift corresponds to
acting on his state with the unitary displacement operator (discussed in
Appendix H)

D̂(−X,−P ) = exp [i (−Xp̂B + Px̂B) /h̄]
= exp (iXP/h̄) exp (−iXp̂B/h̄) exp (iP x̂B/h̄) . (5.61)

By performing this unitary transformation on the state of his particle,
Bob produces the state

D̂(−X,−P )ψB (xB) = ψa (xB − L) eiLP/h̄, (5.62)

which, apart from an unimportant phase factor, is the state of Alice’s
original particle shifted by the distance L separating Alice and Bob.

One inevitable problem with continuous-variable teleportation is that
the maximally entangled state in eqn 5.58 is unphysical and cannot be
prepared. The best we can do is to prepare a state with well-localized
but not precisely defined values of xA−xB and pA +pB . One such state
is the Gaussian wavefunction

ψAB (xA, xB) = (πσ)−1/2 exp

[
−k (xA − xB + L)2

4σ2
− (xA + xB)2

4kσ2

]
,

(5.63)
where k is a large positive constant. Teleportation with this state is
still possible but the imperfect nature of the position and momentum
correlations leads to a loss of fidelity in the teleportation.
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Exercises

(5.1) Show that each of the four Bell states in eqns 2.108
is maximally entangled.

(5.2) Show that the Bell state |Ψ−〉, considered as a state
of two spin-1/2 particles, is the eigenstate with zero
total angular momentum.

(5.3) Two spin-1 particles have orthogonal basis states
|1〉, |0〉, and | − 1〉. In this basis, the Cartesian
components of the angular momentum correspond
to the operators

Ĵz = h̄

(
1 0 0
0 0 0
0 0 −1

)
,

Ĵx =
h̄√
2

(
0 1 0
1 0 1
0 1 0

)
,

Ĵy =
h̄√
2

(
0 −i 0
i 0 −i
0 i 0

)
.

Find the eigenstate of zero total angular momen-
tum of the two particles and show that this is a
maximally entangled state.

(5.4) Show that, for the Bell state |Ψ−〉, a measurement
of a · ̂σ for any unit vector a on both particles will
always lead to anticorrelated results.
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(5.5) Show that the no-signalling theorem applies for any
operations that Alice might choose to perform. You
can consider a pair of operations associated with
the effect operators {ÂA1

j } and {ÂA2
k }.

(5.6) Consider the entangled two-qubit state

|Ψ〉 =
1√
2

(|ψ1〉A|0〉B + |ψ2〉A|1〉B) ,

where

|ψ1〉 = cos θ|0〉 + sin θ|1〉,
|ψ2〉 = cos θ|0〉 − sin θ|1〉.

(a) Obtain the Schmidt decomposition for the
state |Ψ〉 and hence calculate the reduced den-
sity operator ρ̂B .

(b) If Alice can determine that her qubit is in
the state |ψ1〉 and not in the state |ψ2〉 then
she also determines that Bob’s qubit is in the
state |0〉. Similary, if she can determine that
her qubit is in the state |ψ2〉 and not in the
state |ψ1〉 then she also determines that Bob’s
qubit is in the state |1〉. Failure to achieve this
unambiguous state discrimination will leave
Bob’s qubit in some other state. Use this
idea, together with the no-signalling theorem,
to obtain the upper bound on the probability
for unambiguous state discrimination.

(5.7) Confirm that, in a local realistic theory, the prob-
ability that Alice’s and Bob’s measurements are
both +1 or both −1 minus the probability that
they are different can be written in the form of eqn
5.11.

(5.8) Alice and Bob each measure σ̂x or σ̂z on each mem-
ber of an ensemble of pairs of qubits, each of which
is prepared in the state |Ψ−〉AB . Will Bell’s in-
equality (eqn 5.14) be violated for these results or
not?

(5.9) Confirm that for the singlet state, E(a,b) = −a ·b.
Calculate E(a,b) for each of the other three Bell
states.

(5.10) Show that the arrangement of measurement direc-
tions depicted in Fig. 5.1 is the only one for which
the singlet state leads to a maximum violation of
Bell’s inequality.

(5.11) Show that Bell’s inequality is violated, for appro-
priate choices of observables, for all pure entangled
states of two qubits.

[Hint: you might start by defining the states |0〉
and |1〉 for each qubit so that the Schmidt decom-
position of the general entangled state is c1|0〉 ⊗
|1〉 − c2|1〉 ⊗ |0〉.]

(5.12) Find all of the simultaneous eigenstates of σ̂x ⊗
σ̂y ⊗ σ̂y, σ̂y ⊗ σ̂x ⊗ σ̂y, and σ̂y ⊗ σ̂y ⊗ σ̂x. Show that
preparing any of these will allow a demonstration
of a conflict with local realism.

(5.13) (a) Show, by a suitable labelling of the ba-
sis states, that any non-maximally entangled
pure state of two qubits can be written in the
form

|ψ〉 = a|0〉A|0〉B + b|1〉A|0〉 + c|0〉A|1〉B ,

where none of the coefficients a, b, and c are
zero.

(b) Demonstrate a contradiction between local re-
alism and quantum theory for this state in the
spirit of Appendix K.

(c) Why does the contradiction fail for maximally
entangled states?

(5.14) Confirm that the Hamiltonian in eqn 5.23 does in-
deed induce dynamics which can be used to realize
an indirect measurement of σ̂x.

(5.15) For the Hamiltonian (5.24) show that the corre-
sponding unitary time evolution operator is

Û = cos2 θ Î ⊗ Î − i sin θ cos θ (σ̂z ⊗ σ̂x − σ̂x ⊗ σ̂z)

+ sin2 θ σ̂y ⊗ σ̂y,

where θ = gT/h̄.

(a) Is it possible to choose θ so that we can de-
termine the value of either σ̂z or σ̂x with cer-
tainty?

(b) An interaction of this kind has been anal-
ysed by Fuchs et al. in the context of quan-
tum key distribution. The idea is that Eve
might use an interaction of this kind and need
only measure her ancilla after the public dis-
cussion between Alice and Bob. How does
such a strategy compare with intercepting the
qubits, measuring them, and then sending a
freshly prepared qubit to Bob?
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(5.16) An indirect measurement of σ̂z is performed so as
to produce the state in eqn 5.26. The momentum
wavefunction for the initial motional state is

φ(p) =
(

a

π

)1/4

exp

(
−ap2

2

)
,

where a is a positive constant.

(a) A subsequent measurement of momentum as-
sociates positive results with the spin value 0
and negative results with the value 1. What
is the probability of error in performing such
a measurement?

(b) How does the value obtained in part (a) com-
pare with the minimum-error strategy for dis-
criminating between the two states in eqn
5.27?

As an additional challenge, consider the effect of
including the particle kinetic energy in the Hamil-
tonian so that

Ĥ = Î ⊗ 1

2m
p̂2 + gσ̂z ⊗ x̂.

(5.17) Is quantum key distribution an LOCC task?

(5.18) Consider the ‘lock with only one key’ problem de-
scribed in Section 5.3. Which state gives Claire the
best chance of deceiving Alice so as to pass as Bob?
What is the corresponding probability that Claire’s
key will open the lock if it is based on n ebits?

(5.19) Show that by a suitable set of LOCC operations
(including instructions sent to Alice and Bob to
perform local operations on their qubits), Claire
can transform the GHZ state in eqn 5.35 into any
desired pure state for Alice and Bob.

(5.20) (a) Show that each of the four Bell states can
be transformed into any of the others by the
action of a Pauli operator on one of the com-
ponent qubits.

(b) Confirm the more general result that any
maximally entangled state of two qubits is re-
lated to any other by the action of a unitary
transformation on just one of the qubits.

(5.21) Alice wishes to employ dense coding to send classi-
cal information to Bob, but they have only a pair
of qubits prepared in the mixed Werner state given
in eqn 2.120.

(a) Calculate the mutual information between Al-
ice and Bob if Alice selects each of the four
possible transformations with equal probabil-
ity.

(b) How much information can be transmitted for
a non-entangled state? Why is this value less
than the one-bit maximum value using classi-
cal correlations?

(5.22) Alice wishes to send to Bob instructions, via a clas-
sical channel, for preparing the state in eqn 5.43
which is known to her. Calculate the number of
bits required if Bob is to be able to reconstruct the
state with a fidelity of at least 1 − 10−6.

(5.23) Confirm that the states in eqns 5.44 and 5.45 are
indeed equivalent.

(5.24) Show that a qubit can be teleported using any of
the three Bell states |Ψ+〉AB , |Φ−〉AB and |Φ+〉AB

in place of an ebit prepared in the state |Ψ−〉AB .

(5.25) The teleportation process transfers the state of Al-
ice’s qubit to Bob and, in doing so, erases any mem-
ory of the state at Alice’s location. Consider a pro-
cess which enacts the transformation

(α|0〉 + β|1〉) ⊗ |B〉 → |B′〉 ⊗ (α|0〉 + β|1〉) ,

where the state |B〉 is a ‘blank’ state onto which
the state of the left qubit is to be teleported. Show
that for this process to work for any choice of α
and β, we require the state |B′〉 to be independent
of α and β.

(5.26) Find the average of the fidelity for the LOCC ver-
sion of teleportation by averaging the fidelity in eqn
5.49 for all possible pure states.

[Hint: you could do this by writing α = cos(θ/2),
β = sin(θ/2)eiφ and then integrating the fidelity
over the surface of the Bloch sphere.]

(5.27) Alice wishes to teleport the pure state of a qubit
to Bob but they share only an imperfect ebit in
the form of the mixed Werner state of eqn 2.120.
Calculate the fidelity for the qubit Bob receives.

(5.28) Calculate the average fidelity for teleportation of an
unknown state using the non-maximally entangled
state cos ϕ|0〉A|1〉B − sin ϕ|1〉A|0〉B .

(5.29) Demonstrate entanglement swapping explicitly by
rewriting eqn 5.50 in terms of Bell states for the
qubits a and A and for the qubits B and C and
then applying the requisite Pauli operator to Bob’s
qubit.
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(5.30) Alice and Bob each have a qubit in an unknown
state and wish to swap these qubits. They have
at their disposal a number of ebits and the ability
to perform LOCC operations. One way to achieve
the desired swap would be for Alice to teleport her
qubit to Bob and for Bob to teleport his qubit to
Alice. This requires the use of two ebits. Is it
possible to achieve the desired swap using just one
ebit?

[Hint: suppose that each of the qubits to be
swapped is itself a part of a locally prepared maxi-
mally entangled state and consider how many ebits
Alice and Bob would then share after the swap.]

(5.31) Prove that the state in eqn 5.53 is maximally en-
tangled.

(5.32) Show that for d = 2 the states in eqn 5.55 reduce
to the Bell states.

(5.33) Show that the d2 states in eqn 5.55 form a com-
plete orthonormal set for the d2-dimensional prod-
uct space spanned by the states |i〉 ⊗ |j〉.

(5.34) Teleporting the state of a d-dimensional quantum
system requires Alice to send to Bob one of d2

equally likely messages. How many bits are re-
quired to do this?

(5.35) (a) Confirm that the operator Ûnm is unitary.
(b) Show that the product of any two unitary op-

erators of the form of eqn 5.57 gives a further
operator of this form multiplied by a phase
factor.

(5.36) Calculate ∆ (xA − xB)2 and ∆ (pA + pB)2 for the
state in eqn 5.63.

(5.37) Alice wishes to teleport the motional state of a par-
ticle to Bob using the Gaussian state in eqn 5.63 If
the motional state to be teleported is

ψa (xa) =
(

b

π

)1/4

exp

[
− b (xa − x0)

2

2
+ i

p0xa

h̄

]
,

where x0 and p0 are real constants and b is a real
positive constant, calculate the fidelity of the re-
sulting teleported state.
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by selecting the state in which it is prepared. Retrieving the information
is achieved by performing a measurement, and the optimal measurement
in any given situation is usually a generalized measurement. In between
preparation and measurement, the information resides in the quantum
state of the system, which evolves in a manner determined by the Hamil-
tonian. The associated unitary transformation may usefully be viewed
as quantum information processing; if we can engineer an appropriate
Hamiltonian then we can use the quantum evolution to assist in per-
forming computational tasks.

Our objective in quantum information processing is to implement a
desired unitary transformation. Typically this will mean coupling to-
gether a number, perhaps a large number, of qubits and thereby gen-
erating highly entangled states. It is fortunate, although by no means
obvious, that we can realize any desired multiqubit unitary transforma-
tion as a product of a small selection of simple transformations and,
moreover, that each of these need only act on a single qubit or on a pair
of qubits. The situation is reminiscent of digital electronics, in which
logic operations are decomposed into actions on a small number of bits.
If we can realize and control a very large number of such operations
in a single device then we have a computer. Similar control of a large
number of qubits will constitute a quantum computer. It is the revo-
lutionary potential of quantum computers, more than any other single
factor, that has fuelled the recent explosion of interest in our subject.
We shall examine the remarkable properties of quantum computers in
the next chapter.

6.1 Digital electronics

In digital electronics, we represent bit values by voltages: the logical
value 1 is a high voltage (typically +5 V) and 0 is the ground voltage
(0V). The voltage bits are coupled and manipulated by transistor-based
devices, or gates. The simplest gates act on only one bit or combine two
bits to generate a single new bit, the value of which is determined by
the two input bits. For a single bit, with value 0 or 1, the only possible
operations are the identity (which does not require a gate) and the bit
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flip. The latter is realized by the NOT gate, depicted in Fig. 6.1 together
with its truth table, which presents all of the possible input values and
the associated outputs. We represent the logical NOT operation by an

A

NOT

A

1 0

0 1

A A

Fig. 6.1 The NOT gate and its truth
table.

overbar: A → A.
The simplest two-bit gates are the AND gate and the OR gate, de-

picted in Fig. 6.2. The AND gate outputs the value 1 if and only if
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Fig. 6.2 The AND and OR gates and
their truth tables.

both the inputs A and B have the value 1. For other inputs, the output
value is 0. The AND operation is denoted by A · B. The OR gate gives
the value 1 if A or B has the value 1; it gives the value 1 unless A and
B are both 0. The OR operation is denoted (somewhat confusingly) by
A + B. There are two further two-bit gates which are in common use:

Other notations There are other
notations in common use for the AND
and OR operations. The AND opera-
tion A · B is also written as AB and as
A∧B. The OR operation is also written
as A ∨ B.

the NAND (or NOT AND) and the NOR (or NOT OR) gates. The
NAND gate has the effect of combining an AND gate and a following
NOT gate and the NOR gate combines the NOT and OR operations.
These gates, together with their associated truth tables, are presented
in Fig. 6.3.
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Fig. 6.3 The NAND and NOR gates
and their truth tables.

It is helpful to associate the bit values 1 and 0 with the logical state-
ments TRUE and FALSE, respectively. An AND gate, for example,
gives the output value 1, or TRUE, only if A and B are both TRUE.
A NOR gate gives the output TRUE only if neither A nor B is TRUE,
and so on. The ‘digital algebra’ governing gate operations is, in fact,
that of true–false statements in logic. This was formulated by Boole in
the middle of the nineteenth century and today is known as Boolean
algebra. It was Shannon who first appreciated its power for information
processing. Boole started with the NOT, AND, and OR functions and
these led to a number of useful theorems. For a single Boolean variable
A, we find

A · 0 = 0, A + 0 = A, A = A,
A · 1 = A, A + 1 = 1,
A · A = A, A + A = A,
A · A = 0, A + A = 1.

(6.1)

More generally, we find that Boolean algebra is commutative,

A + B = B + A,

A · B = B · A; (6.2)

it is associative,

A + (B + C) = (A + B) + C,

A · (B · C) = (A · B) · C; (6.3)

and it also obeys distribution rules,

A · (B + C) = (A · B) + (A · C),
A + (B · C) = (A + B) · (A + C). (6.4)

In addition to these there are some unexpected, but very useful, rules
which can be used to simplify logical functions. Two of these are the
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absorption rules, which state that

A + (A · B) = A,

A · (A + B) = A. (6.5)

Yet more useful are De Morgan’s theorems, the first of which states
that a NOR gate is equivalent to an AND gate with NOT operations
performed on each input:

A + B = A · B. (6.6)

The second states that a NAND gate is equivalent to an OR gate with
NOT operations performed on each input:

A · B = A + B. (6.7)

These simple theorems were generalized by Shannon to cover more com-
plicated Boolean expressions. Shannon’s form of the theorems is, ‘to
obtain the inverse of any Boolean function, invert all variables (A → A,
B → B, · · ·), and replace all OR gates by AND gates and all AND gates
by OR gates.’

The basic gates can be combined to evaluate any possible Boolean
function. A classic example is the half-adder, which is a primitive for
performing binary addition. A half-adder circuit, together with its truth
table, is depicted in Fig. 6.4. The circuit has two outputs, S and C,

A S C
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1

1

0

1

0

1

0
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1
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0

0

1

0

A

B

A B

A B

S

C

Fig. 6.4 The half-adder and its truth
table.

corresponding to the sum and carry of the binary digits A and B. The
sum is the result of modulo addition of the two inputs:

S = A · B + A · B. (6.8)

The carry is the value of the next column, the twos column, of the binary
addition; the binary sum of the bits A and B is CS.

The half-adder is built from two different types of two-bit gates,
namely three AND gates and one OR gate, together with two single-
bit NOT gates. It is reasonable to ask whether or not we really need
all of the five gates (NOT, AND, OR, NAND, and NOR) or if we need
only a subset of these. An AND gate followed by a NOT gate performs
the NAND operation and, indeed, a NAND gate followed by a NOT
performs the AND operation. Similarly, an OR gate followed by a NOT
gate is equivalent to a NOR gate. De Morgan’s theorems, moreover, tell
us that we can build a NOR gate out of NOT gates and an AND gate,
or a NAND gate from NOT gates and an OR gate. It is clear that a
combination of NOT gates and any one of the two-bit gates is universal,
in that combinations of this type suffice to realize any Boolean function.
In fact, we can go further and also dispense with the NOT gate if we

A

A

A

A

Fig. 6.5 The NAND and NOR versions
of NOT.

have either NAND or NOR gates. If we set both inputs to A then the
output is A (see Fig. 6.5).

For completeness, we note that there are two further two-bit gates:
the XOR (or exclusive OR), denoted A ⊕ B, and the XNOR, denoted
A ⊕ B. The XOR operation gives as output the sum of A and B modulo
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2. The XOR and XNOR gates and their truth tables are depicted in
Fig. 6.6.

That the XOR and XNOR gates can be realized in terms of our other
gates is clear from inspection of the half-adder in Fig. 6.4. The output
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Fig. 6.6 The XOR and XNOR gates
and their truth tables.

S is precisely A ⊕ B and the addition of a further NOT gate gives the
XNOR. There are, of course, very many other commonly used combina-
tions of gates, including ones specially designed to act as memories, but
further discussion of these would take us too far from our topic.

6.2 Quantum gates

In quantum information processing, the logical values 1 and 0 are re-
placed by the orthogonal qubit states |1〉 and |0〉. In place of the two
possible values for each classical bit, we have a multitude of allowed
states in the form of any superposition of |0〉 and |1〉. Quantum me-
chanics allows for the action of any unitary transformation on a qubit.
We can envisage a device designed to enact a chosen unitary transfor-
mation on a qubit as a one-qubit gate. We often need to link quantum

Ψ > u Ψ >u
^

Fig. 6.7 A general one-qubit gate.
gates together, and to this end it is useful to have a diagrammatic repre-
sentation of quantum gates. Figure 6.7 depicts a general one-qubit gate;
the left-hand line represents the input state of the qubit (|ψ〉) and the
right-hand line represents the output state as transformed by the gate
(Û |ψ〉).

Among the multitude of possible one-qubit gates there are a few that
occur sufficiently often to merit special symbols of their own. The most
common of these, the Hadamard, Pauli-X, Pauli-Y, Pauli-Z, phase, and
π/8 gates, together with their associated unitary operators, are depicted
in Fig. 6.8. These gates are not independent, in that some of them can
be realized as combinations of others. The Hadamard and π/8 gates
are, in fact, universal in that a sufficiently long sequence of these can
realize any desired unitary transformation to any required degree of
precision. The choice of whether to use such a sequence of universal
gates or a tailor-made gate U will depend on the physical system used
to implement the gate.

The Pauli-X gate is sometimes referred to as the quantum NOT gate,
as its action on a qubit state is to change |0〉 to |1〉 and |1〉 to |0〉. A
universal NOT gate, however, would change any pure qubit state |ψ〉
into the orthogonal state |ψ⊥〉. It is straightforward to show that such a
universal NOT operation is impossible. To this end, let us suppose that
there is a universal NOT operation associated with the operator ÛNOT.
It would then follow that

XPauli-X X                   σ
^

YPauli-Y Y                    σ
^

Tπ/8 T  
^

SPhase S  
^

ZPauli-Z Z                    σ
^

HHadamard ^
H 

x
^

y
^

z
^

Fig. 6.8 Six common one-qubit gates
and the associated unitary transforma-
tions.

ÛNOT|0〉 = |1〉,
ÛNOT|1〉 = |0〉. (6.9)

The linearity of quantum mechanics then requires that the superposition
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state 2−1/2(|0〉 + |1〉) is left unchanged by the action of ÛNOT,

ÛNOT
1√
2

(|0〉 + |1〉) =
1√
2

(|0〉 + |1〉) �= 1√
2

(|0〉 − |1〉) , (6.10)

and so ÛNOT does not perform the universal NOT operation. If we
know the basis in which our qubit has been prepared then we can readily
transform it into the orthogonal state. There is no operation, however,
that will transform an unknown qubit state into the orthogonal state. Universal NOT and Bell states

We can also prove the impossibility of
the universal NOT operation by consid-
ering the effect such an operation would
have on an entangled state. The Bell
state |Ψ−〉 is an eigenstate of σ̂x ⊗ σ̂x,
σ̂y ⊗ σ̂y , and σ̂z ⊗ σ̂z with each of the
eigenvalues being −1. A universal NOT
operation performed on one of the two
qubits would have to change all of these
eigenvalues to +1, but the product of
the three operators is −Î, so at least
one of the eigenvalues for any allowed
state must be −1.

We might ask what is the nearest we can get to an ideal universal
NOT. If we require that the quality of the NOT operation is the same
for any pure qubit state then the optimal procedure is to implement an
operation with the three effect operators

Â1 =
1√
3
σ̂x, Â2 =

1√
3
σ̂y, Â3 =

1√
3
σ̂z. (6.11)

We found in Section 2.4 that the density operator for any pure qubit
state can be represented in the form

ρ̂ =
1
2

(
Î + r · ̂σ

)
, (6.12)

where r is a unit vector, the Bloch vector. The optimal universal NOT
operation reverses the direction of the Bloch vector but also reduces its
length:

ρ̂ →
∑

i

Âiρ̂Â†
i =

1
2

(
Î − 1

3
r · ̂σ

)
. (6.13)

For a pure qubit state |ψ〉, our NOT operation produces a mixture of
|ψ〉 and |ψ⊥〉,

|ψ〉〈ψ| =
2
3
|ψ⊥〉〈ψ⊥| + 1

3
|ψ〉〈ψ|, (6.14)

corresponding to a success probability of 2/3 and a failure probability of
1/3. It is interesting to note that the optimal universal cloning operation,
described in Appendix F, can also produce, at the same time, an optimal
NOT operation.

Implementing a general unitary transformation on a set of qubits re-
quires us to induce them to interact in a controlled way. At the simplest
level this means realizing two-qubit unitary transformations, produced
by associated two-qubit gates. More complicated multiqubit unitary
transformations might then be constructed from combinations of one-
and two-qubit gates in much the same way as general Boolean functions
can be implemented using universal two-bit gates. There is one imme-
diate difference between classical two-bit gates and quantum two-qubit
gates and this is that the number of outputs from the quantum gate
must equal the number of inputs: the gate changes a two-qubit state
into another two-qubit state. The requirements of unitarity, moreover,
mean that not all two-qubit transformations can be realized. Consider,
for example, the transformation

|A〉 ⊗ |B〉 → |A〉 ⊗ |A · B〉, (6.15)
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where A and B denote the Boolean values 0 and 1 so that |A〉 and
the other kets can be |0〉 or |1〉. We established in Section 2.3 that aComputational basis The qubit

basis states |0〉 and |1〉 are often re-
ferred to as the computational basis.
This is because the output of a quan-
tum information processor is, by con-
vention, measured in this basis.

unitary transformation conserves the overlap between pairs of states.
The transformation in eqn 6.15 maps the two orthogonal states |0〉⊗ |0〉
and |0〉 ⊗ |1〉 onto the single state |0〉 ⊗ |0〉 and hence it is not unitary.

The most commonly encountered two-qubit gate is the controlled-
NOT, or CNOT, gate. This acts on the state of two qubits, known as
the control qubit, C, and the target qubit, T . The action of the CNOT
gate is to change the state of the target qubit in a manner that depends
on the state of the control qubit. If the control qubit is in the state |0〉
then the target qubit is left unchanged, but if it is in the state |1〉 then
a Pauli-X gate is applied to the control qubit, changing |0〉 into |1〉 and
|1〉 into |0〉. The CNOT appears sufficiently often to merit having its
own symbol and this, together with is quantum truth table, is depicted
in Fig. 6.9. It is important to identify correctly the control and target
qubits; consider, for example the states that arise from the action of a
CNOT on the states |0〉C |1〉T and |1〉C |0〉T .

Control

Target

=

X

C CT T

0 00 0> > > >
0 01 1> > > >
1 10 1> > > >
1 11 0> > > >

Fig. 6.9 The CNOT gate and its effect
on the computational basis states.

The CNOT operation has something in common with the classical
XOR in that the final state may be expressed in terms of the Boolean
XOR function:

|A〉 ⊗ |B〉 → |A〉 ⊗ |B ⊕ A〉. (6.16)

This transformation is a unitary one and is induced by the unitary op-
erator

ÛCNOT = |0〉〈0| ⊗ Î + |1〉〈1| ⊗ σ̂x, (6.17)

where the first operator in each product acts on the control qubit and
the second on the target. If the control qubit is in the state |0〉 then
the target qubit is unchanged, but if it is in the state |1〉 then the Bloch
vector for the target qubit is rotated through π radians about the x-axis.
It is often helpful to write quantum gate operations as matrices, and we
do this in the natural basis |0〉C |0〉T , |0〉C |1〉T , |1〉C |0〉T , |1〉C |1〉T . The
CNOT operator in eqn 6.17 then takes the form

ÛCNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 . (6.18)

When written in this way, it is obvious that ÛCNOT is both Hermitian
and its own inverse. It then follows immediately that it is also unitary.

The simple form of the transformation in eqn 6.16 might lead us to
question whether the CNOT gate is performing an intrinsically quantum
task. We could, after all, realize a Boolean map from A and B to A and
B ⊕ A with a simple XOR gate. The quantum nature of the unitary
CNOT operation is revealed, however, on considering superpositions of
the states |0〉 and |1〉. If, for example, we were to prepare eigenstates of
σ̂x,



6.2 Quantum gates 147

|0′〉 =
1√
2

(|0〉 + |1〉) ,

|1′〉 =
1√
2

(|0〉 − |1〉) , (6.19)

then we would find that the controlled-NOT operation produced

ÛCNOT|A′〉C |B′〉T = |A′ ⊕ B′〉C |B′〉T . (6.20)

We can see that in this basis the roles of the control and target have
been interchanged; it is the state of the control qubit that is changed,
while that of the target remains the same. There are no superpositions
of bit values for classical bits and so there is no classical analogue of this
basis-dependent behaviour.

A more compelling demonstration of the intrinsically quantum nature
of the CNOT operation is its ability to create entangled states of a pair of
qubits. Consider, for example, the action of ÛCNOT on the unentangled,
or product, state |0′〉C |0〉T :

ÛCNOT|0′〉C |0〉T =
1√
2

(|0〉C |0〉T + |1〉C |1〉T )

= |Φ+〉CT . (6.21)

This is one of the Bell states given in eqn 2.108 and is, of course, a
maximally entangled state of the control and target qubits. We saw
in Chapter 5 that such states can exhibit non-local phenomena such as
violation of a suitable Bell inequality. The ability to introduce such in-
trinsically quantum effects is a reliable indication of a quantum process
and we can be certain, therefore, that the CNOT gate has no classi-
cal equivalent. Many quantum information-processing protocols rely on
the creation and manipulation of multiqubit entangled states and the
importance of the CNOT gate, therefore, should come as no surprise.

U
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0 00 0> > > >
0 01 1> > > >
1 10> > > 0>
1 11> > > 1>

C CT T

0 00> > > 0>
0 01> > > 1>
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1 11 1> > > >
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Fig. 6.10 The CU gate and its effect
on the computational basis states.

The CNOT is one of a large class of possible controlled-unitary gates,
the general form of which is depicted in Fig. 6.10. The principle of these
gates is that if the control qubit is in the state |0〉 then the target qubit
is left unchanged, but if its state is |1〉 then the unitary operator Û is
applied to the control qubit. The CNOT gate is clearly a simple example
of a controlled-unitary (CU) gate, with the unitary operator in question
being σ̂x. Any of the single-qubit gates in Fig. 6.8, or indeed any other
single-qubit unitary transformation, can appear in a controlled-unitary
gate. The two most commonly encountered are the controlled-Z (CZ)
and the controlled-phase (C-phase) gate and these, together with their
corresponding unitary matrices, are depicted in Figure 6.11. Like the
CNOT, these gates can produce entanglement between the control and
target qubits and so are intrinsically quantum gates. Unlike the CNOT,
however, these gates are symmetrical with respect to the control and
target bits. We can show this explicitly by writing the unitary operators
associated with the gates in the forms

Z

S

u   =^
cs

u   =^
cz

Fig. 6.11 The CZ and C-phase gates
and their associated unitary matrices.

ÛCZ = Î ⊗ Î − 2|1〉〈1| ⊗ |1〉〈1|,
ÛCS = Î ⊗ Î − (1 − i)|1〉〈1| ⊗ |1〉〈1|, (6.22)
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which are clearly invariant under interchange of the qubits.
As a final example of a two-qubit gate we consider the swap gate, the

action of which is to interchange the states of the two qubits:

Ûswap|α〉 ⊗ |β〉 = |β〉 ⊗ |α〉, (6.23)

where |α〉 and |β〉 are any qubit states. This means that the gate leaves
the states |0〉 ⊗ |0〉 and |1〉 ⊗ |1〉 unchanged but interchanges the states
|0〉 ⊗ |1〉 and |1〉 ⊗ |0〉. The swap gate is explicitly symmetric under
exchange of the two qubits, and this symmetry is reflected in the symbol
for this gate, depicted in Fig. 6.12. The swap gate does not, of course,

u      =^
swap

x

x

Fig. 6.12 The swap gate and its asso-
ciated unitary matrix.

introduce any entanglement between previously unentangled qubits.
There is a range of three-qubit and multiqubit gates which have been

introduced. These operations can all be realized, however, in terms of a
suitable set of one- and two-qubit gates. Combining quantum gates to
produce more complicated unitary transformations, such as three-qubit
operations, is the subject of the following section.

6.3 Quantum circuits

The diagrammatic representation of gates comes into its own when we
need to combine large numbers of one- and two-qubit operations in or-
der to realize a multiqubit transformation. We can connect gates in a
manner similar to the Boolean gates used in digital electronics, and this
analogy leads us to refer to a collection of connected quantum gates as
a quantum logic circuit or, simply, a quantum circuit. In a quantum
circuit diagram, each qubit is represented by a single horizontal line,
with gate operations depicted as in the preceding section. The sequence
of gate operations is read from left to right. Consider, for example, the
four-qubit circuit depicted in Fig. 6.13. The initial state of the four

T

S

H

Fig. 6.13 A four-qubit circuit diagram.
qubits is first transformed by a phase gate acting on qubit 1 and by a
CNOT gate with qubit 3 acting as the control and qubit 4 as the target.
The next transformation is a controlled-π/8 gate with qubit 4 acting as
the control and qubit 2 as the target. Finally, qubit 4 is transformed
by a Hadamard gate, and a CNOT gate is applied with qubits 3 and 1
being the control and target qubits, respectively.

It is remarkable to note that we can realize any multiqubit unitary
transformation by combining single-qubit gates and a number of copies
of a universal two-qubit gate. One such universal two-qubit gate is the
CNOT gate. We present a proof of this important idea in Appendix
L. Consider, as an example, the swap gate described in the previous
section. We can summarize the action of this gate by its action on the
Boolean state |A〉 ⊗ |B〉:

x

x

= =

Fig. 6.14 A swap gate as three CNOT
gates.

Ûswap|A〉 ⊗ |B〉 = |B〉 ⊗ |A〉. (6.24)

This swap operation may be implemented by a sequence of three CNOT
gates as illustrated in Fig. 6.14. We can demonstrate this simply by
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calculating the effect of the gates on the state |A〉 ⊗ |B〉:

|A〉 ⊗ |B〉 → |A〉 ⊗ |B ⊕ A〉
→ |A ⊕ (B ⊕ A)〉 ⊗ |B ⊕ A〉 = |B〉 ⊗ |B ⊕ A〉
→ |B〉 ⊗ |(B ⊕ A) ⊕ B〉 = |B〉 ⊗ |A〉. (6.25)

Any controlled-unitary gate can be realized using at most two CNOT
gates and four single-qubit gates. We saw in Chapter 2 that the most
general single-qubit unitary operator can be written in the form

Û = eiα
(
cos βÎ + i sin βa · ̂σ

)
, (6.26)

where α and β are real and a is a unit vector. We can produce a
controlled version of this unitary operator by the arrangement given in
Fig. 6.15. In order to produce the controlled-unitary gate, we require

=

U V3 V2 V1

Fig. 6.15 A CU gate formed from
CNOT gates and single-qubit gates.

the three V -gates to satisfy the conditions

V̂3V̂2V̂1 = Î
V̂3X̂V̂2X̂V̂1e

iα = Û . (6.27)

To see that this is always possible, we note that the first condition is
automatically satisfied if V̂2 = V̂ †

3 V̂ †
1 , and it follows that the second will

be satisfied if

V̂3σ̂xV̂ †
3 V̂ †

1 σ̂xV̂1 = cos βÎ + i sin βa · ̂σ. (6.28)

The two unitary operators V̂3 and V̂ †
1 produce a rotation on the Bloch

sphere changing σ̂x to b · ̂σ and c · ̂σ, respectively, where b and c are any
desired unit vectors. If we choose b and c (and hence V̂3 and V̂ †

1 ) such
that

b · c = cos β, b × c = sin βa, (6.29)

then the circuit depicted in Fig. 6.15 realizes the desired controlled-
unitary gate.

The simplest three-qubit gate is the Toffoli or controlled-controlled-
NOT gate, which performs a NOT operation on the third qubit if both
the first and the second qubit are in the state |1〉:

ÛToffoli|A〉 ⊗ |B〉 ⊗ |C〉 = |A〉 ⊗ |B〉 ⊗ |C ⊕ (A · B)〉. (6.30)

The Toffoli gate and a quantum circuit to realize it based on two-qubit
controlled gates are depicted in Fig. 6.16, where the W -gate produces

=

W W W

A>

B>

C>

Fig. 6.16 The Toffoli gate.
the unitary transformation

Ŵ =
(1 − i)

2

(
Î + iσ̂x

)
, (6.31)

so that Ŵ 2 = σ̂x. The fact that any controlled-unitary gate can be
produced using CNOT gates and single-qubit gates then means that we
can realize a Toffoli gate using only single-qubit and CNOT gates.
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A second commonly encountered three-qubit gate is the Fredkin or
controlled-swap gate, which performs a swap operation on the second
and third qubits if the first qubit is in the state |1〉, but leaves them
unchanged if the first qubit is in the state |0〉. We can express this
behaviour in terms of the effect on a Boolean state:

ÛFredkin|A〉 ⊗ |B〉 ⊗ |C〉 = |A〉 ⊗ |A ·B + A ·C〉 ⊗ |A ·C + A ·B〉. (6.32)

The Fredkin gate can be realized by a circuit formed from a Toffoli gate
and two CNOT gates, as depicted in Fig. 6.17. We can understand this

x

x

=

Fig. 6.17 The Fredkin gate.
very simply from the swap gate circuit given in Fig. 6.12 and the action
of the Toffoli gate. If the first qubit is in the state |0〉 then the Toffoli
gate has no effect on the state of the second and third qubits. In this
case the effects of the two CNOT gates simply cancel out and the second
and third qubits remain unchanged. If, however, the first qubit is in the
state |1〉 then the second and third qubits are transformed by a sequence
of three CNOT gates, which together comprise a swap gate.

The final step in any quantum information process is to perform a
measurement on the qubits and thereby extract the processed infor-
mation. The qubits, as transformed by the gates, can be measured in
any basis or, indeed, any generalized measurement can be performed
on them. We saw in Chapter 4 that we can realize a generalized mea-

T

S

H

Fig. 6.18 A circuit diagram with me-
ter symbols denoting a von Neumann
measurement of the qubit in the com-
putational basis.

surement by means of a suitable unitary interaction between a set of
qubits followed by a von Neumann measurement of each qubit. Any
single-qubit von Neumann measurement, moreover, can be performed
by means of a single-qubit unitary transformation followed by a mea-
surement in the computational basis. It is convenient to think of the
required transformations as part of the quantum circuit and the final
measurement on each qubit as being in the computational basis. In Fig.
6.18, the meter symbol at the end of each qubit line denotes such a
von Neumann measurement, so each qubit can provide up to one bit of
information.

Taken to its logical conclusion, we can view any quantum circuit, to-

U

Fig. 6.19 Circuit realizing a general
one-qubit von Neumann measurement.

gether with the measurements on the individual qubits, as a generalized
measurement. At the simplest level, the circuit depicted in Fig. 6.19
represents a single-qubit von Neumann measurement in the basis Û†|0〉,
Û†|1〉, with these states corresponding, respectively, to the measurement
outcomes 0 and 1. The appearance of the conjugate of Û might be un-
expected but may be understood by considering the probabilities that
the measuring device gives the results 0 and 1:

P (0) = 〈0|Û ρ̂Û†|0〉 = Tr
(
ρ̂Û†|0〉〈0|Û

)
,

P (1) = 〈1|Û ρ̂Û †|1〉 = Tr
(
ρ̂Û†|1〉〈1|Û

)
, (6.33)

where ρ̂ is the state of the qubit at the input to the circuit.

H

Fig. 6.20 A circuit realizing a Bell
measurement.

A simple two-qubit circuit for realizing a measurement in the Bell-
state basis is given in Fig. 6.20. The most straightforward way to
determine the measurement realized by such a circuit is to start with
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the states |00〉, |01〉, |10〉 and |11〉 corresponding to the possible mea-
surement outcomes and to work backwards through the circuit to the
input. Following this procedure, we find

|00〉 → 1√
2

(|00〉 + |10〉) → 1√
2

(|00〉 + |11〉) = |Φ+〉,

|01〉 → 1√
2

(|01〉 + |11〉) → 1√
2

(|01〉 + |10〉) = |Ψ+〉,

|10〉 → 1√
2

(−|10〉 + |00〉) → 1√
2

(−|11〉 + |00〉) = |Φ−〉,

|11〉 → 1√
2

(−|11〉 + |01〉) → 1√
2

(−|10〉 + |01〉) = |Ψ−〉, (6.34)

so that the four possible results 00, 01, 10, and 11 correspond to mea-
surements of the two qubits in the Bell basis.

If the input qubits include ancillas, prepared in chosen states, then
the quantum circuit can perform a generalized measurement. Consider,
as an example, the set of probability operators

π̂0 =
1
2
|0〉〈0|, π̂1 =

1
2
|1〉〈1|,

π̂0′ =
1
2
|0′〉〈0′|, π̂1′ =

1
2
|1′〉〈1′|, (6.35)

where the states |0′〉 and |1′〉 are the eigenstates of σ̂x given in eqn 6.19.
We recall that the four states |0〉, |1〉, |0′〉, and |1′〉 are those used in the
BB84 protocol, described in Section 3.4, and either Bob or Eve might
envisage using this generalized measurement. In the circuit depicted in
Fig. 6.21, the first (top) qubit is the one to be measured and the second,

H

H0 >

ψ >

Fig. 6.21 Circuit realizing a general-
ized measurement for eavesdropping on
BB84.

prepared in the state |0〉, is the ancillary qubit. It is straightforward to
show that the probabilities for each of the possible measurement results
are

P (0, 0) =
1
2
|〈ψ|0〉|2 = 〈ψ|π̂0|ψ〉,

P (1, 0) =
1
2
|〈ψ|1〉|2 = 〈ψ|π̂1|ψ〉,

P (0, 1) =
1
2
|〈ψ|0′〉|2 = 〈ψ|π̂0′ |ψ〉,

P (1, 1) =
1
2
|〈ψ|1′〉|2 = 〈ψ|π̂1′ |ψ〉, (6.36)

corresponding to the desired generalized measurement.
We can realize quantum operations on a set of qubits by introducing

ancillary qubits but not measuring them. These qubits are prepared in
selected states, induced to interact with the system of interest, and then
discarded. This act of discarding qubits, as opposed to measuring them,
is represented in a quantum circuit diagram by a dustbin. As a simple
example, consider the transformation of a single qubit of the form

ρ̂ → (1 − p)ρ̂ + pσ̂xρ̂σ̂x. (6.37)
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The operation is realized by the circuit given in Fig. 6.22. If we apply the
two gates in turn to the input state then we generate the transformationρ^

0 > U

c

u =^

Fig. 6.22 A quantum circuit in which
a qubit is discarded rather than mea-
sured.

ρ̂ ⊗ |0〉〈0| → ρ̂ ⊗
(√

1 − p|0〉 +
√

p|1〉
)(√

1 − p〈0| + √
p〈1|

)
→ (1 − p)ρ̂ ⊗ |0〉〈0| +

√
p(1 − p) (σ̂xρ̂ ⊗ |1〉〈0| + ρ̂σ̂x ⊗ |0〉〈1|)

+pσ̂xρ̂σ̂x ⊗ |1〉〈1|. (6.38)

Discarding the ancillary qubit amounts to taking the trace over its states
to leave the reduced density operator for the first qubit. This procedure
leaves only the terms (1− p)ρ̂ and pσ̂xρ̂σ̂x, so giving the transformation
in eqn 6.37. Naturally, we can also describe the effect of any circuit
of this form as an operation on our qubit. Consider, for example, the
three-qubit circuit in Fig. 6.23. Applying the gates to the input state
ρ̂ ⊗ |0〉〈0| ⊗ |0〉〈0| and then tracing out the second and third qubits
produces the transformation

ρ̂ → (1 − p)(1 − q)ρ̂ + pσ̂xρ̂σ̂x + q(1 − p)σ̂z ρ̂σ̂z. (6.39)

This is an operation of the general form of eqn 4.74,

ρ̂ →
2∑

i=0

Âiρ̂Â†
i , (6.40)

with the three effect operators Â0 = [(1 − p)(1 − q)]1/2Î, Â1 = p1/2σ̂x,
and Â2 = [q(1 − p)]1/2σ̂z.

It is sometimes useful to represent a quantum operation or protocol
as a quantum circuit. This situation is reminiscent of the equivalent
circuits in electrical and electronic engineering, in which the operation
of key aspects of a device is expressed in terms of a simpler circuit.
As an example, we consider the teleportation of the state of a qubit as
described in Section 5.5. The protocol is presented as a circuit in Fig.

u ^
1

u ^
2

ρ^

0 >
c

0 >

U1

Z

c

U2

Fig. 6.23 A three-qubit circuit as a
quantum operation on a single qubit.

6.24, in which the first two qubits are understood to be in Alice’s domain
and the last in Bob’s. We recall that the input state can be written in
the form (see eqn 5.45)

|ψ〉 ⊗ |Ψ−〉 =
1
2
[−|Ψ−〉 ⊗ |ψ〉 − |Ψ+〉 ⊗ σ̂z|ψ〉

+|Φ−〉 ⊗ σ̂x|ψ〉 − i|Φ+〉 ⊗ σ̂y|ψ〉
]
, (6.41)

so that a Bell-state measurement carried out on the first two qubits
leaves the last in one of the states |ψ〉, σ̂z|ψ〉, σ̂x|ψ〉, and σ̂y|ψ〉. The
CNOT and Hadamard gates followed by measurement in the computa-
tional basis constitutes, as we have seen, a Bell-state measurement. We
associate the four possible measurement results 00, 01, 10, and 11 with
the four Bell states as in eqn 6.34. This means that the state of Bob’s
qubit, given the measurement result, is
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Hψ >

ψ >
Ψ >- {

Z
(1-B)

X
(1-A)

A

B

Fig. 6.24 A quantum circuit for tele-
portation.

00 ⇒ σ̂y|ψ〉,
01 ⇒ σ̂z|ψ〉,
10 ⇒ σ̂x|ψ〉,
11 ⇒ |ψ〉, (6.42)

where we have omitted the unimportant global phase factor. It only
remains for Alice to send the measurement results to Bob so that he
can apply the required unitary transformation and recover the state |ψ〉.
In the circuit diagram, this classical communication is represented by a
wire carrying a signal from Alice’s measurements to the gates Z and X.
These are applied if A and B, respectively, are 0. This is indicated on
the circuit diagram by writing the gates as Z(1−B) and X(1−A). If both
the Z and X gates operate then the result, of course, is the gate iY,
which affects the required transformation if the Bell measurement gives
the result 00, or |Φ+〉.

Whether or not the Z and X gates act, in quantum teleportation, is
determined by the results of measurements performed on Alice’s two
qubits and hence by the pre-measurement state of the qubits. It fol-
lows, therefore, that the same outcome can be achieved by the use of
controlled-Z and CNOT gates as represented in Fig. 6.25. Here the

H

X

ψ >

Z ψ >
Ψ >- {

Fig. 6.25 The controlled-gate version
of the teleportation circuit.

controlled gates act on the last qubit only if the associated control qubit
is in the state |0〉. The measurements performed on the first and sec-
ond qubits serve only to reveal the transformation applied to the final
qubit. The preparation of the third qubit in the state |ψ〉 does not re-
quire the measurements to be performed on the first two qubits and the
outcome would be the same if the meter symbols were replaced by dust-
bins. A pair of quantum circuits may be equivalent in this sense but, Recycling qubits If the physical

qubits are a valuable resource then it
is desirable to be able to reuse them
rather than discarding them after use.
We can achieve this simply by mea-
suring them in the computational ba-
sis and applying an X gate if they are
found to be in the state |1〉. This pro-
cedure resets the qubits to the state |0〉.

naturally, one version may be easier to implement or be more practical.
The teleportation circuit in Fig. 6.24, for example, requires only local
operations and classical communications rather than the two controlled
gates required for the circuit in Fig. 6.25.

6.4 Quantum error correction

One of the central ideas in our subject is that all information-processing
devices are imperfect and their operation leads, inevitably, to errors.
Rather than trying to eradicate all possible sources of error, Shannon’s
noisy-channel coding theorem tells us how to combat errors in a classical
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communication channel by introducing redundancy. In quantum infor-
mation, errors are more of a problem than they are in classical systems.
The first reason for this is that quantum systems tend to be significantly
smaller than their classical counterparts and are far more susceptible to
environmental influences. Secondly, a classical bit has only two states,
associated with the logical values 0 and 1, and so there is only one type
of error, that which flips the bit value, 0 ↔ 1. The state of a qubit,
however, can be modified in a wide variety of ways by interaction with
its environment. This environment is unmonitored and, to a large ex-
tent, uncontrolled and it follows that each qubit can be subjected to a
variety of possible error-inducing operations. Finally, there are infinitely
many possible quantum states (any qubit state of the form α|0〉 + β|1〉
is allowed), so how are we to ensure that precisely the desired state is
restored by any error-correcting protocol?Errors in quantum information

processing A simple qualitative cal-
culation serves to illustrate the impor-
tance of error correction. Let us sup-
pose that single-qubit errors occur at
a rate R and that the time required
for one gate operation is T . The
probability that no such error occurs
is simply exp(−RT ). If our proces-
sor has n qubits then the probabil-
ity that no error occurs in time T is
simply exp(−nRT ). A general algo-
rithm might require every qubit to in-
teract with each of the others, and
this may involve O(n2) steps, to give
a zero-error probability of the order of
exp(−n3RT ). By optimizing the ar-
rangement of the gates using, for ex-
ample, ideas from fast Fourier trans-
forms, we might reduce the O(n2) to
O(n log n) to give a zero-error probabil-
ity of the order of exp[−(n2 log n)RT ].
Clearly, as n grows, this probability
rapidly tends to zero.

It is far from obvious that anything can be done to detect and correct
quantum errors. To start with, we can only detect any errors by per-
forming measurements, but the act of making these tends to result in a
change of state, something we are trying to avoid. The no-cloning the-
orem proven in Section 3.2, moreover, establishes that we cannot make
copies of the unknown state of a qubit. When these problems are com-
bined with the wide variety of possible changes that can be induced and
the continuous range of possible quantum states, the situation might ap-
pear hopeless. That it is not was established independently by Shor and
Steane, who each proposed multiqubit states, or quantum codewords,
for which, remarkably, arbitrary single-qubit errors can be detected and
corrected.

Shor’s and Steane’s error-correcting protocols use nine or seven qubits,
respectively, to protect a single logical qubit. There also exists a five-
qubit codeword, and this is the smallest that allows us to correct an
arbitrary single-qubit error. Before describing these larger codewords,
it is instructive to consider a simpler, if less effective, protocol based on
three qubits. We start by representing the logical qubit states |0	3〉 and
|1	3〉 by the three-qubit states

|0	3〉 = |000〉, |1	3〉 = |111〉. (6.43)

If interaction with the environment causes one of the qubits to be flipped,
|0〉 ↔ |1〉, then we might use majority voting to detect this and to make
the necessary correction by applying an X gate to the qubit. Superpo-
sition states of our logical qubit become

α|0	3〉 + β|1	3〉 = α|000〉 + β|111〉. (6.44)

Were we to simply check for errors by measuring σ̂z on each qubit, then
the superposition would be destroyed. We can protect the state and also
detect the presence of a bit flip by performing collective measurements
on the qubits of the collective observables corresponding to the operators

ZZI = σ̂z ⊗ σ̂z ⊗ Î,
IZZ = Î ⊗ σ̂z ⊗ σ̂z. (6.45)
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Fig. 6.26 A circuit for three-qubit er-
ror correction.

Here we have introduced a condensed, and hopefully self-explanatory,
notation for such multiqubit operations. This will be especially useful
when we consider states of larger numbers of qubits. Any desired state
in the form of 6.44 is an eigenstate of both ZZI and IZZ with eigenvalues
+1. If we flip any one of the three qubits then we change one or both of
these eigenvalues. There are three possible states that can be produced
by such an error, and these satisfy the eigenvalue equations

ZZI (α|100〉 + β|011〉) = − (α|100〉 + β|011〉) ,

IZZ (α|100〉 + β|011〉) = + (α|100〉 + β|011〉) ,

ZZI (α|010〉 + β|101〉) = − (α|010〉 + β|101〉) ,

IZZ (α|010〉 + β|101〉) = − (α|010〉 + β|101〉) ,

ZZI (α|001〉 + β|110〉) = + (α|001〉 + β|110〉) .

IZZ (α|001〉 + β|110〉) = − (α|001〉 + β|110〉) . (6.46)

If we measure the two observables ZZI and IZZ and find the result +1
in both cases then we can be sure that no (simple bit-flip) error has
occurred. If either or both of the results is −1 then we can correct the
error by applying an X gate to the indicated qubit. For example, if we
find that both measurements give the result −1 then eqn 6.46 implies
that the second qubit has been flipped, so that the state has become
α|010〉+β|101〉. Applying an X gate to the second qubit, corresponding
to acting with the operator Î ⊗ σ̂x ⊗ Î, restores the original state given
in eqn 6.44.

This system of error correction can be represented, of course, as a
quantum circuit, and this is given in Fig. 6.26. Five qubits are necessary,
three to carry the logical state α|0	3〉 + β|1	3〉 and two to provide the
outcomes of the required measurements. The error is corrected by acting
on the identified qubit with an X gate. This is indicated in the circuit
diagram by an exponent: X̂0 = Î, X̂1 = X̂.

The three-qubit quantum codewords do not allow us to detect and
correct the most general single-qubit errors. Suppose, for example, that
the phase of the first qubit is shifted so that |0〉 → |0〉 and |1〉 → −|1〉.
The resulting effect on our state in eqn 6.44 is to change it to α|000〉 −
β|111〉, but this error is not detected in our error-correcting protocol. It
is highly desirable, even essential, to be able to correct arbitrary errors.
This can be achieved for single-qubit errors using five-, seven-, or nine-
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qubit codewords. We shall treat only the seven-qubit Steane code in any
detail. A brief presentation of the nine- and five-qubit protocols is given
in Appendix M.

The Steane code represents the logical qubit states |0	7〉 and |1	7〉 by
entangled states of seven qubits in the form

|0	7〉 = 2−3/2 (|0000000〉 + |1010101〉 + |0110011〉
+|1100110〉 + |0001111〉 + |1011010〉
+|0111100〉 + |1101001〉) ,

|1	7〉 = 2−3/2 (|1111111〉 + |0101010〉 + |1001100〉
+|0011001〉 + |1110000〉 + |0100101〉
+|1000011〉 + |0010110〉) . (6.47)

We note that the 16 kets superposed to form these two quantum code-
words embody bit sequences that differ from each other at not less than
three places. As such, they correspond to the Hamming [7,4] code. The
classical Hamming codes were, in fact, the inspiration for the Steane
code. Our ability to detect single-qubit errors relies on the fact that the
logical qubit states |0	7〉 and |1	7〉 are both eigenstates of each of the six
mutually commuting multiqubit operators

J1 = IIIXXXX, K1 = IIIZZZZ,

J2 = IXXIIXX, K2 = IZZIIZZ,

J3 = XIXIXIX, K3 = ZIZIZIZ, (6.48)

with eigenvalue +1. We can check this by direct calculation, but it is
more elegant to rewrite the states using these six operators, to which we
add

I = IIIIIII, X = XXXXXXX. (6.49)

When expressed in terms of these eight compatible operators, our logical
states are

|0	7〉 = 2−3/2(I + J1)(I + J2)(I + J3)|0000000〉,
|1	7〉 = 2−3/2(I + J1)(I + J2)(I + J3)|1111111〉

= 2−3/2(I + J1)(I + J2)(I + J3)X|0000000〉
= X|0	7〉. (6.50)

The square of each of the J operators is I, and hence Ji(I+Ji) = (I+Ji)
(i = 1, 2, 3). It follows immediately that

J1,2,3 (α|0	7〉 + β|1	7〉) = (α|0	7〉 + β|1	7〉) . (6.51)

Similarly, because the state |0000000〉 is an eigenstate of each of the three
K operators with eigenvalue +1, we also have the eigenvalue equation

K1,2,3 (α|0	7〉 + β|1	7〉) = K1,2,3 (αI + βX) |0	7〉
= (α|0	7〉 + β|1	7〉) . (6.52)
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Any single-qubit error will change at least one of the six measurement
results to −1, and we can use the pattern of these to diagnose and
then correct the error. Consider, for example, the effect of an undesired
single-qubit unitary transformation on one of the qubits comprising our
codeword. We showed in Section 2.4 that such a general single-qubit
unitary operator can be written in the form

Û = exp
(
iγ Î + iδa · ̂σ

)
= eiγ

(
cos δ Î + i sin δa · ̂σ

)
, (6.53)

where γ and δ are real and a is a unit vector. Let us suppose that a
transformation of this form acts on the third of our qubits so that the
logical state |ψ	7〉 = α|0	7〉 + β|1	7〉 becomes

Û3|ψ	7〉 = eiγ
[
cos δ Î3 + i sin δ

(
axX̂3 + ayŶ3 + azẐ3

)]
|ψ	7〉. (6.54)

The states |ψ	7〉, X̂3|ψ	7〉, Ŷ3|ψ	7〉 and Ẑ3|ψ	7〉 are all eigenstates of the
six operators in eqn 6.48. We can see this very straightforwardly by
first recalling that |ψ	7〉 is an eigenstate of each of these operators with
eigenvalue +1 and by noting that the operators X̂3, Ŷ3, and Ẑ3 commute
or anticommute with each of the six J and K operators. For example,
X̂3 commutes with the operators J1, J2, J3, and K1, but anticommutes
with K2 and K3. It follows that X̂3|ψ	7〉 is an eigenstate of J1, J2, J3

and K1 with eigenvalue +1 but that it is an eigenstate of K2 and K3

with eigenvalue −1:

J1X̂3|ψ	7〉 = X̂3J1|ψ	7〉 = +X̂3|ψ	7〉,
J2X̂3|ψ	7〉 = X̂3J2|ψ	7〉 = +X̂3|ψ	7〉,
J3X̂3|ψ	7〉 = X̂3J3|ψ	7〉 = +X̂3|ψ	7〉,
K1X̂3|ψ	7〉 = X̂3K1|ψ	7〉 = +X̂3|ψ	7〉,
K2X̂3|ψ	7〉 = −X̂3K2|ψ	7〉 = −X̂3|ψ	7〉,
K3X̂3|ψ	7〉 = −X̂3K3|ψ	7〉 = −X̂3|ψ	7〉. (6.55)

This pattern of measurement outcomes unambiguously determines that
the state has been transformed by action of the operator X̂3. The error
has been detected, and can be corrected by acting on the third qubit
with an X gate. A transformation of the form of eqn 6.54 will generate
no detected errors with probability cos2 δ and an error will be generated
by X̂3, Ŷ3, or Ẑ3 with respective probabilities a2

x sin2 δ, a2
y sin2 δ, and

a2
z sin2 δ. Each of these possibilities has its own unique signature in the

error-detection protocol:

(J1,J2,J3,K1,K2,K3) = (+1,+1, +1, +1,+1, +1) ⇒ |ψ	7〉,
(J1,J2,J3,K1,K2,K3) = (+1,+1, +1, +1,−1,−1) ⇒ X̂3|ψ	7〉,
(J1,J2,J3,K1,K2,K3) = (+1,−1,−1, +1,−1,−1) ⇒ Ŷ3|ψ	7〉,
(J1,J2,J3,K1,K2,K3) = (+1,−1,−1, +1,+1, +1) ⇒ Ẑ3|ψ	7〉.

(6.56)
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In each case, the pattern of measurement results reveals a unique and
readily correctable error. All single-qubit errors are detectable and cor-
rectable in this way. This is true also for more general single-qubit
operations on the initial state.

Naturally, a quantum circuit can be designed to perform error detec-
tion and correction for a logical qubit protected using the Steane code.
Six measurements need to be performed, each giving two possible out-
comes; it follows that a suitable circuit requires six ancillary qubits in
addition to the seven comprising the logical qubit. The state of each
of the ancillary qubits needs to be modified according to the proper-
ties of the seven qubits forming the quantum codeword. This is readily
achieved by a suitable arrangement of CNOT and controlled-Z gates.

This short discussion of quantum error correction does not adequately
represent the full sophistication of the topic but has been written, rather,
to illustrate the important ideas. Two remaining issues deserve to be
mentioned: these are how to account for errors in the error-detection
and correction process itself, and what level of errors can be tolerated
in the operation of a quantum information processor. Addressing these
will be an important step in the development of any practical device.

6.5 Cluster states

The model for information processing presented so far is one in which a
required multiqubit unitary transformation is constructed, step by step,
using gates. We start with a set of qubits, often prepared in the product
state |0〉⊗· · ·⊗|0〉, and the gates act to produce an entangled state. The
final step is information extraction by measurement of the individual
qubits. A dramatically different approach, proposed by Raussendorf
and Briegel, is based on the idea that we might start with an initially
entangled state of a specific form (a cluster state) and coerce a subset of
the qubits into the required state by single-qubit measurements followed
by single-qubit unitary transformations. The idea is best appreciated by
examples.

We start by constructing the cluster states; to do so, it is convenient to
picture the qubits as being arranged on a grid. A cluster state is prepared
by the action of a number of controlled-Z gates acting on selected nearest
neighbours. Each of the qubits is first prepared in the state |0′〉 =
2−1/2(|0〉+|1〉), and then a controlled-Z gate is symmetrical with respect
to exchange of the control and target qubits and it is not necessary to
distinguish between them. Figure 6.27 represents a selection of some ofGraph states A more general ar-

rangement of qubits and controlled-Z
gates is also possible. If we allow
any of the qubits to be connected by
controlled-Z gates (and not just nearest
neighbours) then the result is known as
a graph state.

the simplest cluster states. Qubits that are coupled by the action of a
controlled-Z gate are joined by a straight line. It is straightforward to
show, following this algorithm, that the states corresponding to the first
four diagrams in Fig. 6.27 are
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Fig. 6.27 The five simplest cluster
states.

|C2〉 =
1√
2

(|0〉1|0′〉2 + |1〉1|1′〉2) ,

|C3〉 =
1√
2

(|0′〉1|0〉2|0′〉3 + |1′〉1|1〉2|1′〉3) ,

|C−
4 〉 =

1
2

(|0′〉1|0〉2|0′〉3|0〉4 + |1′〉1|1〉2|1′〉3|1〉4
+|1′〉1|1〉2|1′〉3|0〉4 + |1′〉1|1〉2|0′〉3|1〉4) ,

|C�
4 〉 =

1√
2

(|0′〉1|0〉2|0′〉3|0′〉4 + |1′〉1|1〉2|1′〉3|1′〉4) . (6.57)

These are all highly entangled states. A simple, but by no means com-
plete, indication of this is the fact that for each qubit in each of these
pure states the reduced density operator is Î/2.

Given a sufficiently complicated cluster state, we can produce any
desired multiqubit state. We shall not attempt to prove this but, rather,
shall simply demonstrate the principle. The simplest cluster state, |C2〉,
can be used to prepare any desired single-qubit pure state |ψ〉. One way
is to measure the second qubit in the basis |0′〉, |1′〉 and then apply the
indicated unitary operator to the first qubit:

|0′〉2 ⇒ Û = |ψ〉11〈0| + |ψ⊥〉11〈1|,
|1′〉2 ⇒ Û = |ψ⊥〉11〈0| + |ψ〉11〈1|. (6.58)

As a second example, let us suppose that we wish to prepare the state
|Φ+〉12 given the cluster state |C3〉. Measuring the third qubit in the
computational basis will leave the remaining two qubits in one of two
different maximally entangled states

|0〉3 =
1√
2

(|0′〉1|0〉2 + |1′〉1|1〉2) ,

|1〉3 =
1√
2

(|0′〉1|0〉2 − |1′〉1|1〉2) . (6.59)
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In the first case we can recover the required state by applying a Hadamard
gate to the first qubit. For the second outcome we can again apply a
Hadamard gate to the first qubit, followed by a Pauli-Z gate.

Cluster-state quantum information processing produces the required
state by a sequence of single-qubit measurements and subsequent single-
qubit unitary transformations. The state of the unmeasured qubits, fol-
lowing a suitably defined sequence of such operations, will be equivalent
to the output of a properly constructed quantum circuit. It then only re-
mains to perform measurements on each qubit to complete the quantum
information-processing task.
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Exercises

(6.1) Prove the following theorems of Boolean algebra:

(a) A + A = A;
(b) A + A = 1;
(c) A · A = A;
(d) A · A = 0.

(6.2) Use the properties of Boolean algebra to simplify
the following expressions:

(a) A · B · C + A · B · C;
(b) A · (A + B);
(c) (A + C) · (A + D) · (B + C) · (B + D);
(d) (A + B) · (A + C).

(6.3) Prove the two absorption rules given in eqn 6.5.

(6.4) Prove De Morgan’s two theorems given in eqns 6.6
and 6.7. In each case, draw the equivalent patterns
of gates.

(6.5) Construct an OR gate using only NAND gates.

(6.6) Draw logic circuits to realize the following Boolean
functions:

(a) A + B + A · B + A + B;
(b) (A · B + A · B) · A + B;
(c) A + B · A · B + A · B.

(6.7) Construct a sequence of H and T gates to produce
each of the other one-qubit transformations in Fig.
6.8.

(6.8) If the Pauli-X gate is the quantum NOT gate then
is there a quantum ‘square root of NOT gate’?

(6.9) Confirm that the three operators in eqn 6.11 form
an acceptable operation and confirm that this op-
eration transforms the density operator in eqn 6.12
into that in eqn 6.13.

(6.10) Calculate the density operator for the state pro-
duced by the action of the optimal universal NOT
operation on one of the two qubits prepared in the
Bell state |Ψ−〉. What is the resulting state if the
universal NOT operation is applied to both qubits?

(6.11) Which of the following two-qubit transformations
are unitary?

(a) |A〉 ⊗ |B〉 → |B〉 ⊗ |A〉;
(b) |A〉 ⊗ |B〉 → |A〉 ⊗ |A〉;
(c) |A〉 ⊗ |B〉 → |A ⊕ B〉 ⊗ |A〉;
(d) |A〉 ⊗ |B〉 → 2−1/2

(
|A〉 ⊗ |B〉 + |A〉 ⊗ |B〉

)
;

(e) |A〉 ⊗ |B〉 → (−1)A+B|A〉 ⊗ |B〉.
(6.12) Is there an operation which implements the trans-

formation in eqn 6.15? If there is, write down a
suitable set of effect operators.

(6.13) In the figure depicting the half-adder (Fig. 6.4),
each (voltage) bit is passed in parallel into more
than one gate. Is a similar operation possible for
qubits?

(6.14) This question is about the design of a quantum
circuit that realizes the half-adder operation. We
require a quantum circuit such that two of the out-
put qubits give the sum and carry for the first two
qubits.

(a) Show that no two-qubit circuit can realize the
required operation.

(b) Design a three-qubit circuit half-adder.

(6.15) Confirm the form of the transformation performed
by the CNOT gate on eigenstates of σ̂x as given in
eqn 6.20. What is the form of the resulting state if
a CNOT gate acts on a pair of qubits both of which
have been prepared in eigenstates of σ̂y?

(6.16) Calculate the state generated by a CNOT gate act-
ing on each of the states in which the control qubit
is an eigenstate of σ̂x and the target qubit is an
eigenstate of σ̂z.

(6.17) Determine the most general form of an initially un-
entangled state of a control and a target qubit such
that a CNOT gate generates a maximally entangled
state.

(6.18) Find the most general form of the controlled-
unitary operation for which the resulting state is
independent of which qubit is labelled as the con-
trol and which as the target.

(6.19) Consider the quantum circuit diagram in Fig. 6.13.
Calculate the state produced by the gates for the
input states

(a) |0000〉;
(b) Ĥ ⊗ Î ⊗ Ĥ ⊗ Î|0000〉;
(c) Ĥ ⊗ Ĥ ⊗ Ĥ ⊗ Ĥ|0000〉.

(6.20) What is the most general controlled-unitary gate
that can be produced using single-qubit gates and
just one CNOT gate?
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(6.21) Construct the simplest possible realization of a
controlled-unitary gate in which the unitary oper-
ator is eiαÎ.

(6.22) Design a quantum circuit using only single-qubit
gates and CNOT gates that realizes a Toffoli gate.

(6.23) Design a quantum circuit, using only CNOT gates
and single-qubit gates, to realize the root-swap
transformation

Û1/2
swap|00〉 = |00〉,

Û1/2
swap|01〉 =

1√
2

(|01〉 + |10〉) ,

Û1/2
swap|10〉 =

1√
2

(|01〉 − |10〉) ,

Û1/2
swap|11〉 = |11〉.

(6.24) Which of the following sets of gates is universal?

(a) Single-qubit gates and CS gates.
(b) Single-qubit gates and swap gates.
(c) Single-qubit gates and CZ gates.

[Hint: you might try using these combinations of
gates to construct a CNOT gate.]

(6.25) Design a three-qubit circuit, with measurements
in the computational basis, for discriminating be-
tween the eight three-qubit states

1√
2

(
|0, A, B〉 ± |1, A, B〉

)
,

where A and B take the values 0 and 1.

(6.26) The quantum circuit depicted in Fig. 6.21 includes
a controlled-Hadamard gate. Is it possible to con-
struct such a gate using only one CNOT gate and
the single-qubit gates given in Fig. 6.8?

(6.27) Design a two-qubit circuit to implement opti-
mal unambiguous discrimination between the two
equiprobable single-qubit states

|ψ1〉 = cos θ|0〉 + sin θ|1〉,
|ψ2〉 = cos θ|0〉 − sin θ|1〉.

Note that the circuit will have four possible mea-
surement outcomes, but we require only three: ‘the
state was |ψ1〉’, ‘the state was |ψ2〉’, and ‘I don’t
know’. This means that one of the four possible
measurement results for the circuit will be redun-
dant.

(6.28) Construct a circuit equivalent to that in Fig. 6.23
using only CNOT gates and single-qubit gates.

(6.29) Construct a quantum circuit realizing the optimal
universal NOT operation given by the transforma-
tion in eqn 6.13.

(6.30) In Figure 6.28 (below) Û = a ·̂σ is the operator cor-
responding to any component of spin, determined
by the unit vector a. What is the function of the
circuit?

(6.31) Show that the measurements in any quantum cir-
cuit can always be moved to the end of the circuit
by introducing suitable controlled gates.

(6.32) A qubit state is protected by using an n-qubit quan-
tum codeword. Let the probability that any one of
the component qubits produces an error be p. Cal-
culate the probability that at most one error oc-
curs. Show that this probability differs from unity
by terms of order p2.

(6.33) A quantum information-processing device admits
only single-qubit errors of the (rather contrived)
form: |0〉 → |1〉, |1〉 → −|0〉. Construct suitable
three-qubit quantum codewords and a set of suit-
able observables with which to detect errors.

(6.34) Prepare a circuit diagram equivalent to that given
in Fig. 6.26 for three-qubit error correction but
using additional controlled gates in place of mea-
surements on the two ancillary qubits.

(6.35) Construct a table like eqn 6.56 but extended to de-
tect the states |ψ�7〉, X̂i|ψ�7〉, Ŷi|ψ�7〉, and Ẑi|ψ�7〉
(i = 1, · · · , 7). Hence show that the results of mea-
suring the six J and K uniquely discriminate be-
tween these 22 states.

(6.36) Suppose that our quantum state |ψ�7〉 is subjected
to a dramatic interaction such that all information
concerning its sixth qubit is lost. This corresponds
to changing the state to

|ψ�7〉〈ψ�7| = ρ̂�7

→ 1

4

(
ρ̂�7 + X̂6ρ̂�7X̂6

+Ŷ6ρ̂�7Ŷ6 + Ẑ6ρ̂�7Ẑ6

)
.

Show that even this dramatic single-qubit error can
be corrected.

(6.37) Design a quantum circuit for implementing error
detection and correction for the Steane code.

(6.38) Calculate the state |C4 〉. What is the effect on the
state of the remaining qubits of measuring on any
one of the qubits the observable corresponding to
(a) σ̂z, (b) σ̂z, or (c) σ̂y?

(6.39) Show how the state (
√

3|0〉1|0〉2 + |1〉1|1〉2)/2 can
be prepared from the cluster state |C3〉.

(6.40) Show how the state |GHZ〉 can be constructed by
measuring any one of the qubits in the cluster state
|C�

4 〉.
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Fig. 6.28 Figure for Exercise (6.29).
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gates, complemented by quantum error correction, allows us to produce
a desired multiqubit unitary transformation. This transformation is one
of the three steps in a quantum computation; the others, of course, are
the preparation of the qubits in their initial state and the measurement
of them after the transformation has been implemented.

A quantum computation is designed to solve a problem or class of
problems. The power of quantum computers is that they can do this,
at least for some problems, very much more efficiently and quickly than
any conventional computer based on classical logic operations. If we can
build a quantum computer then a number of important problems which
are currently intractable will become solvable.

The potential for greatly enhanced computational power is, in it-
self, reason enough to study quantum computers, but there is another.
Moore’s law is the observation that the number of transistors on a chip
doubles roughly every eighteen months. A simple corollary is that com-
puter performance also doubles on the same timescale. Associated with
this exponential improvement is a dramatic reduction in the size of indi-
vidual components. If the pace is to be kept up then it is inevitable that
quantum effects will become increasingly important and ultimately will
limit the operation of the computer. In these circumstances it is sensi-
ble to consider the possibility of harnessing quantum effects to realize
quantum information processors and computers.

7.1 Elements of computer science

We start with a brief introduction to the theory of computer science, the
principles of which underlie the operation of what we shall refer to as
classical computers. These include all existing machines and any based
on the manipulation of classical bits.

The development of computer science owes much to Turing, who de-
vised a simple but powerful model of a computing device: the Turing
machine. It its most elementary form, this consists of four elements.
(i) A tape for data storage, which acts as a memory. This tape has a
sequence of spaces, each of which has on it one of a finite set of symbols.
(ii) A processor, which controls the operations of the machine. The pro-
cessor is characterized by a finite number of internal states. (iii) A finite
instruction set, which determines the action of the processor, depending
on the tape symbol and on the internal state of the processor. (iv) A
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tape head, which can read a symbol on the tape and, if instructed to do
so by the processor, erase the symbol and replace it with another one.
Also included is the ability to move the head along the tape, either to
the right or left, if instructed to do so. A schematic representation of
these four elements and their arrangement is given in Fig. 7.1. The tape

:  1  :  1  :  0  :  0  :  1  :  0  :  1  : 0  : 0

Instruction

set

ProcessorStop
Tape-head

Fig. 7.1 Schematic representation of a
Turing machine.

includes a start marker on one of its spaces, and the processor has an
initial, or start, configuration and also a stop configuration. When this
is reached, the computation is complete and the processor reports this
fact to the user. At this stage, the required value should be on (a section
of) the tape.

A simple example will serve to illustrate the operation of a Turing
machine. We let each of the spaces on the tape carry one of the four
symbols {�, 0, 1, ∅}; the symbol � is the start marker, the digits 0 and 1
comprise the input data, and the symbol ∅ denotes a blank space. Our
processor has four possible states {S, I, II, F}, of which S is the initial
configuration and F the final or stop state. The model is completed by
an instruction set, which we select to be

(S, �) ⇒ (I, �),
(I, 0) ⇒ (II, 0),
(I, 1) ⇒ (II, 1),

(II, 0) ⇒ (F, 1),
(II, 1) ⇒ (II, 0),
(II, ∅) ⇒ (I, 1),
(I, ∅) ⇒ (F, ∅). (7.1)

All of the instructions also include a move to the next space (to the
right) on the tape.

The purpose of this simple program is revealed by working through
some examples. Suppose, first, that the tape is prepared in the state

� : 1 : 0 : 1 : ∅ : ∅ : · · · .

The steps in the program, remembering to move on one square after
each instruction, are

(S, �) ⇒ (I, 1), (I, 1) ⇒ (II, 1), (II, 0) ⇒ (F, 1), (7.2)

at which point the tape configuration is

� : 1 : 1 : 1 : ∅ : ∅ : · · · .

As a second example, let us suppose that the tape is prepared in the
state

� : 0 : 1 : 1 : ∅ : ∅ : · · · .

In this case the steps in the program are
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(S, �) ⇒ (I, �),
(I, 0) ⇒ (II, 0),

(II, 1) ⇒ (II, 0),
(II, 1) ⇒ (II, 0),
(II, ∅) ⇒ (I, 1),
(I, ∅) ⇒ (F, ∅), (7.3)

at which point the tape shows

� : 0 : 0 : 0 : 1 : ∅ : · · · .

If we read the tape data from the right then our programme executes
the mapping

101 ⇒ 111,

110 ⇒ 1000, (7.4)

which corresponds to adding two (or 10) to the number on the tape.
The theoretical significance of Turing machines derives from the fact

that, despite their simplicity, they encapsulate the idea of an algorithm
(a set of procedures for evaluating a function). Indeed, it was established
by Turing and by Church that the functions which can be evaluated by
a Turing machine correspond precisely to those that can be calculated
by a (classical) computer. This means that studying Turing machines
allows us to make strong statements about the operation of all possible
computers. By providing a systematic but general description of an al- Probabilistic algorithms Theoret-

ical computer scientists recognize the
possibility of Turing machines modified
by the addition of a random element,
such as coin tossing. There exist prob-
lems which can be solved efficiently on
such machines but for which no corre-
sponding efficient and deterministic al-
gorithm is known.

gorithm, moreover, the Turing machine has also had an impact on the
development of mathematics. The most celebrated example is Hilbert’s
Entscheidungsproblem: Is there an algorithm with which we can deter-
mine whether or not any given mathematical statement is true? Turing
turned this into a computing problem by asking if we can find a function
which can be evaluated on a Turing machine, the value of which tells
us whether or not any given program will terminate. The fact that no
such function exists is the so-called halting problem and established that
there is, in general, no algorithm of the type sought by Hilbert.

For practical purposes, it is at least as important to determine whether
problems can be solved efficiently as it is to know whether they can be
solved in principle. The key idea in addressing this question is the way
in which the resources required to solve any given problem scale with the
size of the input data. It is reasonable to expect that adding together a
pair of ten-bit numbers will be quicker and take less memory (or space)
than adding hundred-bit numbers. An efficient algorithm will be one
that requires resources which increase only slowly with the size of the
input data; an inefficient one will require resources which grow rapidly
with the size of the input data. Suppose, for example, that we have two
problems and have designed algorithms to tackle them. For the first we
find that the time required to run the algorithm with an n-bit input
string is, for large n,

T1(n) = a1n
2, (7.5)
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and for the second,
T2(n) = a12n, (7.6)

where a1 and a2 are constants. These constants may be of very differentThe time taken will, in general, be a
complicated function of n. In writing
these equations, we are writing upper
bounds on the time taken for strings
with n bits. A more quantitative dis-
cussion of this is given in Appendix N.

magnitude, but for sufficiently large values of n the second algorithm
will always require the greater time to perform and is, in this sense, less
efficient. Let us suppose that our problem is at the very limit of what is
possible using our computer but that we need to solve the problem for
an n + 1-bit input. The additional time required for the first algorithm
is

T1(n + 1) − T1(n) ≈ 2a1n, (7.7)

which, for large n, is very small compared with T1(n). For our second
problem, however, adding one more bit doubles the time required. This
exponential dependence on the number of bits to be processed means
that with increasing n, the algorithm rapidly becomes impractical.

It is clear that problems requiring a time that is polynomial in n
are, in the sense of scaling with large n, easier than those for which
the time depends exponentially on n. We use this idea to define the
polynomial class of problems P as the set of problems for which the
required time, for large n, is proportional to nk for some integer k and
so is polynomial in n. (Typically, k is a small integer, 1, 2 or 3.) Simple
examples include addition and multiplication of two binary numbers. If
these numbers both have n bits then addition requires time T (n) ∝ n
and multiplication, using the most familiar algorithm learnt at school,
requires T (n) ∝ n2.Most efficient algorithms The

most obvious algorithm is not always
the most efficient. It is important,
of course, to find, where possible, the
fastest algorithm. Only then can we
make a decisive statement about the
difficulty of a mathematical problem.
We see in Appendix N, for example,
that it is possible to perform multipli-
cation in time T (n) ∝ nlog 3 or even
better.

A more general and difficult class of problems is the non-deterministic
polynomial, or NP, class. These are problems for which no efficient
(class P) algorithm is known but for which the solution, once found, can
be verified as correct in polynomial time. A useful analogy is the search

NP Algorithms for the efficient so-
lution of NP problems have been pro-
posed but require the ability to follow,
in parallel, very large numbers of logical
paths. It is not possible to run these on
conventional classical computers. The-
oretical computer scientists recognize
several hundred complexity classes in
addition to P and NP. These include
classes that depend not just on comput-
ing time but also on space, and which
address a wide variety of types of prob-
lem.

for a needle in a stack of hay; the search is hard but, once the needle has
been found, it is easy to discriminate between the needle and a blade
of hay. A simple example of great importance is finding the two prime
factors of a large product, the difficulty of which, as we saw in Section
3.1, underlies the security of the RSA cryptosystem. The obvious way
to find the two prime factors of an n-bit number N is to try dividing it
by each of the numbers up to

√
N , which is a number of divisions that is

exponential in n (≈ 2n−1). Once the solution has been found, of course,
a single division is all that is required to verfiy that the solution found
is, indeed, a factor of N . It is intriguing to note, however, that there
is no proof that P �= NP or, to put it another way, it is possible that
problems such as factoring can be solved in polynomial time but that
we have not yet found an efficient algorithm.

An important problem for our subject is the efficient simulation of
quantum systems. Let us suppose that we wish to study the evolution
of a system with a basis of 2n states, such as a collection of n interacting
qubits. Keeping track of the state vector requires us to store 2n prob-
ability amplitudes or 2(2n − 1) independent real numbers. A general
Hamiltonian will have the form of a 2n × 2n Hermitian matrix, with 22n
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independent real parameters. Storing the state vector requires a space
that is exponential in n and calculating the time evolution requires, in
the absence of any helpful symmetry or other simplification, an expo-
nential number of computational steps and so a time that is exponential
in n. For such problems, it clearly makes sense to use a quantum sys-
tem, which naturally evolves linearly in time, to simulate the system of
interest. The natural way to model complex quantum systems is to use
a quantum computer.

7.2 Principles of quantum computation

A quantum information processor, or quantum computer, has a number
of elements in common with a Turing machine and also some important
differences. In place of the tape, we have a string of qubits; these can
be prepared in any initial state, usually an unentangled pure state, and
together comprise the input data to our processor. The processor acts
on the qubits following an instruction set encoded in the arrangement
of its quantum gates. Finally, the information is extracted at the end
of the process by measuring the state of each qubit in a suitable basis,
usually the computational basis of |0〉 and |1〉. The processor can induce
any desired unitary transformation on the qubit string. Our quantum
computer differs from a Turing machine in two important ways. First,
the input qubits can be prepared not only in the computational basis,
but also in any superposition state. Secondly, a Turing machine proceeds
by a deterministic sequence of classical operations; this means that we
could, at any stage, stop its operation, examine it, and then make it
continue its task. For a quantum information processor, of course, any
such intervention would modify the state of our qubits and it would then
not be possible to resume the processing operation.

Our quantum computation is composed of three parts. (i) A finite
collection, or string, of qubits, the initial state of which encodes the
input data. Each qubit has only two orthogonal states, so there is no
possibility of including start or blank symbols. (ii) An arrangement
of quantum gates, designed so as to perform a preselected multiqubit
unitary transformation on the input state of the qubits. (iii) Finally,
we perform a measurement on the output state of the individual qubits,
usually in the computational basis. This measurement process should
reveal, at least with a sufficiently large probability, the required result.

It is convenient to use a shortened notation for the states of our qubit
string. We do this by first labelling the basis states, in the computational
basis, by the associated binary string. For example, the five-qubit state
|0〉 ⊗ |1〉 ⊗ |1〉 ⊗ |0〉 ⊗ |0〉 is denoted |01100〉 and is used to represent the
binary number 1100, or twelve. We simplify this further by denoting the Note that this means that our string is

labelled in the opposite sense, or order
of bits, to that used for the tape in the
Turing machine of the previous section.

state by the binary number encoded, so that the six-qubit state |000100〉
is written as |100〉. This means, of course, that there is no longer an
explicit reference in the state label to the number of qubits. Where this
might cause confusion, we shall use a more explicit representation of
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the state. In particular, the state |0〉 might denote a single qubit or a
string of n qubits, each prepared in the single-qubit state |0〉. Where an
explicit representation of the n-qubit state is required, we write

|0〉⊗n = |0〉 ⊗ · · · ⊗ |0〉︸ ︷︷ ︸
n terms

. (7.8)

Ideally, our quantum information processor would enact the unitary
transformation

|a〉 → Û |a〉 = |f(a)〉, (7.9)

where a is any desired binary number (up to 2n − 1, where n is the
number of qubits in the input string) and f(a) is any Boolean function
of a (where 0 ≤ f(a) ≤ 2n − 1). Measuring each qubit would then
reveal the desired value f(a). We saw in Section 3.2, however, that
this process is not allowed for all possible functions. The reason is that
a unitary transformation necessarily preserves the overlap between any
pair of states. If our function has the same value for two distinct strings
a1 and a2 then

|〈f(a2)|f(a1)〉| = 1, (7.10)

but the states |a1〉 and |a2〉 correspond to distinct binary numbers and
so are orthogonal:

〈a2|a1〉 = 0 ⇒
(
〈a2|Û†

)(
Û |a1〉

)
= 0. (7.11)

It follows that
Û |a〉 �= |f(a)〉, (7.12)

for at least some values of a.
In order to be able to compute any function using a quantum pro-

cessor, we introduce a second qubit string, prepared in a state |b〉. The
general arrangement is depicted in Fig. 7.2. Our quantum processor is

u
^

f

>a >a

>b >b + f(a)

Fig. 7.2 Schematic representation of a
quantum information processor.

then designed so as to perform the unitary transformation

|a〉 ⊗ |b〉 → Ûf |a〉 ⊗ |b〉 = |a〉 ⊗ |b ⊕ f(a)〉, (7.13)

where b⊕f(a) represents a string each bit of which is determined by the
modulo 2 addition of the corresponding bits in the strings b and f(a).
The states |a1〉 ⊗ |b ⊕ f(a1)〉 and |a2〉 ⊗ |b ⊕ f(a2)〉 are now orthogonal
even if f(a1) = f(a2). If we choose b = 0, of course, then measuring
the final state of the second string of qubits in the computational basis
reveals, directly, the required function f(a). The second string need not
have the same number of qubits as the first, and so we can accommodate
problems for which f(a) and a are strings with different numbers of bits.

The power of a quantum computer derives largely from the fact that
we can input not just a state corresponding to a single number a, but
a superposition of many. Indeed, we can prepare an equally weighted
superposition of all of these states by starting with each qubit in the
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state |0〉 and applying to each of these a Hadamard gate so that

|0〉⊗n → Ĥ⊗n|0〉⊗n

= 2−n/2 (|0〉 + |1〉) ⊗ (|0〉 + |1〉) ⊗ · · · ⊗ (|0〉 + |1〉)

= 2−n/2
2n−1∑
a=0

|a〉. (7.14)

The single quantum processor then calculates simultaneously the values
of f(a) for all a in the sense that states corresponding to all of these val-
ues are present in the transformed state. For n qubits in the first string
we generate, as depicted in Fig. 7.3, a highly entangled superposition of

>a

>b

Σ
a >a >b + f(a)Σ

a
xu

^

f }

Fig. 7.3 A quantum information pro-
cessor with an entangled output.

2n product states:

2−n/2
2n−1∑
a=0

|a〉 ⊗ |0〉 → 2−n/2
2n−1∑
a=0

|a〉 ⊗ |f(a)〉. (7.15)

The form of this state indicates the origin of the increased computing
speed possible with a quantum computer. Performing the required uni-
tary transformation with an array of quantum gates requires a time
that is polynomial in n. The prepared state, however, contains a su-
perposition of 2n computed values, so our processor has performed an
exponential (in n) number of calculations in a polynomial time. This
suggests that we might be able to tackle problems in the NP class. We
can expect to find, at least for some problems, an exponential decrease
in computing time when using a quantum computer instead of a classical
device.

The first explicit demonstration of a computational task which could
be performed faster on a quantum computer than on any classical ma-
chine was Deutsch’s algorithm. The problem to be solved may seem
contrived, but the problem itself is not the purpose of the algorithm. It
was devised solely to illustrate the potential efficiency gains provided by
a quantum computer. Consider the four possible one-bit functions which
map the values {0, 1} onto {0, 1}. There are two constant functions,

f(0) = 0, f(1) = 0,

and f(0) = 1, f(1) = 1, (7.16)

and also two ‘balanced’ functions (balanced in the sense that the calcu-
lated values, 0 and 1, occur equally often),

f(0) = 0, f(1) = 1,

and f(0) = 1, f(1) = 0. (7.17)

Let us suppose that we have a ‘black box’ or ‘oracle’, the operation of
which is to calculate one of these functions. The internal workings of
the oracle are hidden from us and we can only run the algorithm by
inputting a 0 or a 1. Our task is to determine whether the function is
constant or balanced.
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It is obvious that a classical computation can answer this question
only by addressing the oracle twice, so as to evaluate both f(0) and
f(1). If we have only f(0) or f(1) then we have no information about
whether the function is constant or balanced. The constant or balanced
nature of the function is intrinsically a property of both f(0) and f(1).
If our oracle is a quantum processor, with qubit inputs, then we can
solve this problem in just a single run.

For this simple problem, each of the qubit strings in Fig. 7.2 is just a
single qubit. If we input the state |A〉 ⊗ |B〉 (with A and B taking the
values 0 and 1) then the oracle performs the transformation

|A〉 ⊗ |B〉 → |A〉 ⊗ |B ⊕ f(A)〉. (7.18)

If our second qubit is prepared in the superposition state 2−1/2(|0〉−|1〉)
then our oracle leaves the input state unchanged apart from a global
change of sign:

|A〉 ⊗ 1√
2

(|0〉 − |1〉) → (−1)f(A)|A〉 ⊗ 1√
2

(|0〉 − |1〉) . (7.19)

The overall sign is unobservable for these states, but we can make use
of it by preparing a superposition state for the first qubit so that

1
2

(|0〉 + |1〉) ⊗ (|0〉 − |1〉) → 1
2

[
(−1)f(0)|0〉 + (−1)f(1)|1〉

]
⊗ (|0〉 − |1〉) .

(7.20)
The state of the second qubit remains unchanged but that of the first
contains the answer to our question. If f is a constant function then we
find ±2−1/2(|0〉+|1〉), but if it is balanced then it is left in the orthogonal
state ±2−1/2(|0〉 − |1〉). We can now determine readily whether the
function is constant or balanced by measuring σ̂x for our first qubit or,
equivalently, by applying to it a Hadamard gate and then making a
measurement in the computational basis.

The power of this quantum algorithm becomes apparent if we consider
an extension of it, the Deutsch–Jozsa algorithm, to a function of n bits.
In this case our input is an n-bit number a and our function is again
a single bit, either 0 or 1. The function is either constant, f(a) = 0 or
f(a) = 1, or it is balanced, in that it returns the value 0 for exactly half of
the 2n input strings and 1 for the remaining inputs. Our task is to design
an algorithm which determines with certainty whether f is constant or
balanced. A classical solution to this problem can only proceed by giving
the oracle a sequence of different numbers a1, a2, · · · , am to process, and
in each case it will return the value f(ai). As soon as we have two
different output values then the process can stop, as we know that the
function is balanced. If, however, we find that our output values are
all the same then we do not know whether the function is constant
or balanced. As the sequence of similar values increases in length we
become more confident that the function is constant, but to know for
certain, we must try more than half of the possible input values, or
2n−1 + 1. Only then does a sequence of output values, all of which are
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the same, imply that the function is balanced. Thus our test requires,
in the worst-case scenario, a number of trials that is exponential in n.

A quantum processor allows us to solve the Deutsch–Jozsa problem in
a single run. The algorithm is a simple generalization of that for a single
qubit. We prepare our first string in an equally weighted superposition
of all the states |a〉 and our second, single-qubit, string in the state
2−1/2(|0〉 − |1〉):

2−(n+1)/2 (|0〉 + |1〉)⊗n ⊗ (|0〉 − |1〉 = 2−(n+1)/2
2n−1∑
a=0

|a〉 ⊗ (|0〉 − |1〉).
(7.21)

The action of the quantum processor transforms this into the state

Ûf2−(n+1)/2
2n−1∑
a=0

|a〉⊗(|0〉−|1〉) = 2−(n+1)/2
2n−1∑
a=0

(−1)f(a)|a〉⊗(|0〉−|1〉).
(7.22)

If the function is constant then the first n qubits remain in the state

2−n/2
2n−1∑
a=0

|a〉 = Ĥ⊗n|0〉, (7.23)

but if the function is balanced then the state will be orthogonal to this
one. Measuring σ̂x for each of the first n qubits, or applying a Hadamard
gate to each and then measuring in the computational basis, then suffices
to determine whether the function is constant or balanced.

In solving the problem in a single shot, the Deutsch–Jozsa algorithm
provides a clear example of exponential speed-up. We have a prob-
lem for which the classical algorithm is exponential in n (taking up to
2n−1 + 1 trials) but for which the quantum algorithm takes only a sin-
gle trial, whatever the value of n. The Deutsch–Jozsa algorithm works
because we can encode the required information in the phases of a set of
quantum states. This information becomes readable by again exploiting
the superposition principle, or quantum interference. A further exam-
ple of such an algorithm, due to Bernstein and Vazirani, is described in
Appendix O.

We conclude this section by describing Simon’s algorithm, a method
for determining the period of an unknown function in far fewer steps
than can be achieved classically. Suppose that we have an oracle which
calculates a function f(a) of an n-qubit input a. This function has the
property that its value is periodic under bitwise modulo 2 addition so
that

f(a ⊕ b) = f(a) (7.24)

for all a, and that the values of f for all other a are different. Our We can state these conditions more for-
mally as

f(a1) = f(a2)

if and only if a1 = a2 or a1 = a2 ⊕ b.

task is to determine the value of the non-zero n-bit number b using the
minimum number of queries of the oracle.

To find b on a classical computer, all we can do is to provide a sequence
of values of a, list the computed values of f(a), and keep going until we
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find two identical computed values. If these are f(a1) and f(a2) then it
is a simple matter to find b:

b = a1 ⊕ a2. (7.25)

Picking, at random, values of a to input requires a number of trials
proportional to 2n/2 in order for there to be a significant probability of
finding a pair of numbers with the same computed value of f . We can
do a little better than this, but the required number of trials remains
exponential in n.

Simon’s algorithm requires a number of computations that is only
linear in n. We start, in the same manner as for the Deutsch–Jozsa
algorithm, by preparing a first n-qubit register in a superposition of all
the states |a〉. We add to this a second register in the form of a string
of qubits each of which is prepared, in this case, in the state |0〉. Our
oracle then performs the transformation

2−n/2
2n−1∑
a=0

|a〉 ⊗ |0〉 → 2−n/2
2n−1∑
a=0

|a〉 ⊗ |f(a)〉. (7.26)

The states |f(a)〉 are all mutually orthogonal apart, that is, from those
for which the values of a are related by eqn 7.25. We can use this
property to rewrite the output state given by eqn 7.26 in the form

2−n/2
2n−1∑
a=0

|a〉 ⊗ |f(a)〉 = 2−(n−1)/2
∑
f(a)

1√
2

(|a〉 + |a ⊕ b〉) ⊗ |f(a)〉,

(7.27)
where the final sum runs over the 2n−1 distinct values of f(a). If weThe right-hand side of eqn 7.27 is, of

course, the Schmidt decomposition of
the output state.

make a measurement of the second register in the computational basis
then we will find, with equal probability, any one of the values of f(a).
Let us suppose that such a measurement has been performed and has
given the answer f(a1). It would then follow that the first register would
be left in the superposition state

2−n/2
2n−1∑
a=0

|a〉 ⊗ |f(a)〉 → 1√
2

(|a1〉 + |a1 ⊕ b〉) . (7.28)

Performing a measurement in the computational basis on these qubits
will give one of the two random numbers a1 or a1 ⊕ b and so does
not help us. If we give up any information about a1, however, then
we can determine something about b, and we do this by first applying
a Hadamard gate to each qubit and only then measuring each in the
computational basis. The transformed state is

Ĥ⊗n 1√
2

(|a1〉 + |a1 ⊕ b〉) = 2−(n+1)/2
2n−1∑
c=0

[
(−1)a1·c + (−1)(a1⊕b)·c

]
|c〉

= 2−(n+1)/2
2n−1∑
c=0

(−1)a1·c [1 + (−1)b·c] |c〉
= 2−(n−1)/2

∑
b·c=0

(−1)a1·c|c〉, (7.29)
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where the final sum runs over all of the 2n−1 values of c for which b·c = 0
mod 2. If we now perform a measurement in the computational basis
then we find a single value of c for which b · c = 0 mod 2 and this, unless
c = 0, provides some information about b. The number of computations
needed to determine b in this way cannot be less than n, as each gives
only a single bit of information and b is n bits in length. It may take To see that our computation gives only

one bit, we need only note that half of
all the 2n possible n-bit numbers b sat-
isfy the equation b · c = 0 mod 2. (The
other half satisfy the equation b · c = 1
mod 2.) It follows that learning a value
of c eliminates half of the possible val-
ues of b and so provides one bit of in-
formation.

more than n computations, as the information provided by the latest
computed value of c may not be independent of the information already
obtained from previously computed values. It may be shown, however,
that the probability of obtaining the value of b in n + m trials is greater
than 1−2−(m+1), which tends to unity exponentially in m. Only a small
number of additional trials (independent of the value of n) will find b
with a very high probability.

7.3 The quantum Fourier transform

We have seen that we can represent the set of integers 0, 1, · · · , N − 1
by a quantum state |a〉, in which the binary digits forming the number
are associated with the computational-basis states of a string of qubits.
If N is less than or equal to 2n, then n qubits suffice for this purpose.
It is useful to define a basis which is conjugate to that formed by the
states {|a〉}. The easiest and most natural way to do this is by means of
the quantum Fourier transform, in which the new basis states (labelled
with a tilde) are related to the computational basis by a discrete Fourier
transform: Conjugate bases We can define a

pair of canonically conjugate bases by
imposing two requirements: (i) each
of the basis states in one basis is an
equally weighted (apart from phases)
superposition of all of the states in the
conjugate basis, and (ii) if we form an
observable from the basis states, so that

Â =
∑

a

a|a〉〈a|,

then this operator generates a shift in
the conjugate basis. This second con-
dition means that for some constant κ,

exp
(
iκÂn

)
|b̃〉 = |b̃ + n mod N〉.

The quantum Fourier transform nat-
urally produces an appropriate conju-
gate basis. We note that this idea is
important in quantum optics and in
quantum mechanics, where it is used
to introduce operators for optical or
harmonic-oscillator phase and for the
azimuthal angular coordinate conju-
gate to the z-component of orbital an-
gular momentum.

|b̃〉 =
1√
N

N−1∑
a=0

exp
(

i
2πab

N

)
|a〉. (7.30)

We summarize the main properties of the discrete Fourier transform in
Appendix P. The two bases are related by means of a unitary transfor-
mation ÛQFT, with matrix elements

〈a|ÛQFT|b〉 =
1√
N

exp
(

i
2πab

N

)
, (7.31)

so that
|b̃〉 = ÛQFT|b〉. (7.32)

It is straightforward to verify that the operator ÛQFT is indeed unitary,
and it follows that we can invert the quantum Fourier transform by
means of the unitary operator Û−1

QFT = Û†
QFT:

|b〉 = Û †
QFT|b̃〉. (7.33)

The quantum Fourier transform is a unitary transformation and it
follows that an n-qubit quantum circuit can be designed to implement
it for any value of N , provided, of course, that 2n ≥ N . The circuit is
simplest, however, when N = 2n and the Fourier transform acts on the
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entire state space of the n qubits:

|b̃〉 = ÛQFT|b〉 = 2−n/2
2n−1∑
a=0

exp
(

i
2πab

2n

)
|a〉. (7.34)

It is helpful to be able to write this state in terms of the n individual
qubits, and in order to do this we note that if a is the number corre-
sponding to the bit string AnAn−1 · · ·A1 then

a

2n
=

An

2
+

An−1

22
+

An−2

23
+ · · · + A1

2n
. (7.35)

It follows that the exponential in our quantum Fourier transform given
in eqn 7.34 can be written as a product of factors, one for each qubit:

exp
(

i
2πab

2n

)
= exp

(
i
2πAnb

2

)
exp

(
i
2πAn−1b

22

)
· · · exp

(
i
2πA1b

2n

)
=

n∏
	=1

exp
(

i
πA	b

2n−	

)
. (7.36)

The transformed states |b̃〉 are, therefore, product states of the form

|b̃〉 =
1

2n/2
[|0〉 + exp (iπb) |1〉] ⊗

[
|0〉 + exp

(
i
πb

2

)
|1〉

]
⊗

· · · ⊗
[
|0〉 + exp

(
i

πb

2n−1

)
|1〉

]
. (7.37)

There is a simplification which can be made; we can use the fact that
ei2πm = 1 for all integers m to writeYou will sometimes find a binary point

used as the natural analogue of the
more familiar decimal point. For ex-
ample,

B3 · B2B1 =
B3B2B1

22

= B320 + B22−1 + B12−2.

exp (iπb) = exp (iπB1) ,

exp
(

iπ
b

2

)
= exp

(
iπ

B2B1

2

)
,

exp
(

iπ
b

22

)
= exp

(
iπ

B3B2B1

2

)
,

...
...

exp
(

iπ
b

2n−1

)
= exp

(
iπ

BnBn−1 · · ·B1

2n−1

)
, (7.38)

where the number b corresponds to the bit string BnBn−1 · · ·B1. It
might seem that we need only to perform a suitable set of single-qubit
transformations in order to perform the quantum Fourier transform, but
this is not correct, for the reason that the phases in the superposition for
each qubit depend on the value b encoded in the whole string of qubits.

The n-qubit quantum Fourier transform can be implemented using a
sequence of Hadamard gates and controlled-phase gates, generalized to
the required phases for each qubit. We denote these phase gates as Rk

and define them by the unitary transformation

R̂k|0〉 = |0〉,
R̂k|1〉 = eiπ/2k−1 |1〉, (7.39)
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or, in matrix form,

Rk =
(

1 0
0 eiπ/2k−1

)
. (7.40)

Note that for k = 1, 2, 3 this gate becomes, respectively, the Pauli-Z,
phase, and π/8 gates described in Section 6.2.

Figure 7.4 depicts a simple two-qubit circuit with which to implement
the N = 4 quantum Fourier transform. It is instructive to consider the
actions, on the input state |B2B1〉, of each of the four gates in turn. The
first Hadamard gate produces the transformation

|B2〉 ⊗ |B1〉 → 1√
2

(|0〉 + (−1)B2 |1〉)⊗ |B1〉

=
1√
2

(|0〉 + eiπB2 |1〉)⊗ |B1〉. (7.41)

The controlled-phase gate corrects the phase of the superposition state
of the first qubit depending on the state of the second:

1√
2

(|0〉 + eiπB2 |1〉)⊗ |B1〉 → 1√
2

(
|0〉 + eiπB2eiπB1/2|1〉

)
⊗ |B1〉

=
1√
2

(
|0〉 + eiπB2B1/2|1〉

)
⊗ |B1〉.

(7.42)

The second Hadamard gate prepares the second qubit in the required
state:

1√
2

(
|0〉 + eiπB2B1/2|1〉

)
⊗|B1〉 →
1
2

(
|0〉 + eiπB2B1/2|1〉

)
⊗ (|0〉 + eiπB1 |1〉) .

(7.43)

Finally, a swap gate puts the qubits in the correct order:

1
2

(
|0〉 + eiπB2B1/2|1〉

)
⊗ (|0〉 + eiπB1 |1〉) →(|0〉 + eiπB1 |1〉) 1

2

(
|0〉 + eiπB2B1/2|1〉

)
.

(7.44)

The last swap gate will not be necessary if we can perform the further
transformations and measurements intended for qubit 1 on qubit 2 and
those for qubit 2 on qubit 1.
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Fig. 7.5 A circuit diagram for the N =
2n quantum Fourier transform.
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Extending the quantum Fourier transform circuit to n qubits and
N = 2n is straightforward. Figure 7.5 depicts the required circuit, with
the final set of swap gates omitted. The phase of the superposition for
the final qubit in the transformed state given in eqn 7.37 depends on the
logical values associated with all of the qubits and it follows, therefore,
that this n-bit phase requires the action of single-qubit gates (the initial
Hadamard gate) and n − 1 controlled-phase gates.

The most obvious feature of the quantum Fourier transform is that
it performs the transformation between the computational basis {|a〉}
and the conjugate basis {|ã〉}. This means that we can use the quan-
tum Fourier transform to prepare states in the conjugate basis from a
string of qubits prepared in the computational basis. We can also make
measurements in the conjugate basis by performing an inverse quantum
Fourier transform and then measuring each qubit in the computational
basis. As an illustration, suppose that we are presented with a string of
qubits prepared in the state

|ψ(ϕ)〉 =
1√
N

N−1∑
a=0

eiaϕ|a〉 (7.45)

and are asked to determine, by means of a suitable measurement, the
parameter ϕ. The first thing to notice is that the state |ψ(ϕ)〉 is periodic
in ϕ with period 2π so that |ψ(ϕ + 2π)〉 = |ψ(ϕ)〉. This means that any
measurement can only determine the value of ϕ modulo 2π. The natural
way to proceed is to make an effective measurement in the conjugate
basis by performing an inverse quantum Fourier transform and then
measuring each qubit in the computational basis. The probability that
this gives the result b is

P (b) =
∣∣∣〈b̃|ψ(ϕ)〉

∣∣∣2
=

∣∣∣〈b|Û†
QFT|ψ(ϕ)〉

∣∣∣2
=

1
N2

∣∣∣∣∣
N−1∑
a=0

exp
[
ia

(
ϕ − 2πb

N

)]∣∣∣∣∣
2



7.3 The quantum Fourier transform 179

=
1

N2

sin2
(

1
2Nϕ

)
sin2

[
1
2 (ϕ − 2πb/N)

] . (7.46)

This takes the value unity for one value of b if ϕ is an integer multiple of
2π/N . If this is not the case then the measurement will give one of the
two integer multiples of 2π/N nearest to ϕ with a probability in excess
of 0.81.

A Fourier transform provides the frequency components forming a
given signal or function. An important and natural application, there-
fore, is determining the frequency of a periodic function. Let us suppose
that we have a function of our input a = 0, 1, · · · , N−1 which is periodic
with period r. This means that

f(a + r mod N) = f(a) (7.47)

for all a. Note that this condition can only hold if r is a factor of N .
We shall also assume that f does not take any given value more than
once in any period. If we attempt to solve this problem classically then
we might proceed, in the absence of any further information about the
function, to calculate values of f for different inputs a, until we find two
similar values. If we start by calculating f(0) and then f(1), f(2), · · ·,
then this process will require r calculations. We might be lucky and find
the period in fewer steps by guessing inputs, but on average we shall do
no better than r, or O(N), trials.

A quantum computer, as described in Section 7.2, can calculate the
values of the function for all N values of a in parallel:

1√
N

N−1∑
a=0

|a〉 ⊗ |0〉 → 1√
N

N−1∑
a=0

|a〉 ⊗ |f(a)〉. (7.48)

As this state has encoded within it all of the values of f(a), correlated
with the associated inputs a, the required periodicity r is present in the
state. If we measure the second register in the computational basis then
we shall find, at random, any one of the allowed values of f(a). If, for
example, we find the value f(a0), then the first register is left in the
superposition state

|ψ〉 =
√

r

N

N/r−1∑
m=0

|a0 + mr〉. (7.49)

The value of a0, which lies in the range 0 to r−1, has been generated at
random by our measurement of the second register. It is clear, therefore,
that measuring the state of the first register in the computational basis
will produce only a random number in the range 0 to N − 1 and so tells
us nothing about the periodicity of f . We can find the required value
of r by measuring the first register in the conjugate basis or, equiva-
lently, by performing a quantum Fourier transform and then measuring
the register in the computational basis. Applying the unitary quantum
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Fourier transform produces the state

ÛQFT|ψ〉 =
√

r

N

N/r−1∑
m=0

1√
N

N−1∑
a=0

exp
(

i2π
a(a0 + mr)

N

)
|a〉

=
1√
r

r−1∑
	=0

exp
(

i2π
a0�

r

) ∣∣∣∣�Nr
〉

, (7.50)

where we have used the summation in eqn P.12 from Appendix P. If we
make a measurement in the computational basis then we shall obtain
one of the values

b =
�N

r
, � = 0, 1, · · · , r − 1. (7.51)

Our measurement has given the value of b and we know, from the for-
mulation of the problem, the value of N . Hence we can rearrange eqn
7.51 in the form

�

r
=

b

N
. (7.52)

We can cancel the common factors in b and N and, if � and r are rel-
atively prime, this simplified fraction will be �/r and hence give us the
required periodicity r.For large r, the number of primes less

than or equal to r tends to r/ ln r. The
value of � generated, therefore, will be
prime with probability (1/r)×r/ ln r =
1/ ln r and will be relatively prime to
r with at least this probability. It fol-
lows that O(log N) trials will suffice to
obtain, unambiguously, the value of r.

It is important, for practical applications, to be able to assess the ef-
ficiency of the quantum Fourier transform and to compare it with com-
peting classical algorithms. The discrete Fourier transform, described in
Appendix P, is most simply expressed as a multiplication by an N ×N
matrix in which each element is (apart from a factor N−1/2) one of the
Nth roots of unity. Performing the necessary N2 multiplications and N
summations suggests that the time required will scale like N2 or 22n,
where N is an n-bit number. In terms of computational complexity,
described in Appendix N, this means that the time to perform a direct
discrete Fourier transform is

TDFT(n) = O(N2) = O
(
22n

)
. (7.53)

This time is clearly exponential in the number of bits forming the input.
A faster classical algorithm, which is in common use, is the fast Fourier
transform, or FFT. It achieves its increased speed by breaking a required
discrete Fourier transform of size N = N1N2 into a number of smaller
transforms, of sizes N1 and N2, together with O(N) multiplications by
complex roots of unity. This has the effect of reducing the time required
to be proportional to N log N or n2n for large N . In the language of
computational complexity, the required time is

TFFT(n) = O(N log N) = O
(
2n+log n

)
. (7.54)

This is dramatically faster than the time required for a more conven-
tional Fourier transform, but it is still exponential in n. The quantum
Fourier transform, as depicted in Fig. 7.5, requires a number of gates
that scales as n2 and it follows that the time taken is

TQFT(n) = O(n2) = O
(
log2 N

)
. (7.55)
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This time grows only polynomially in n and so places the problem into
the class P. If we have access to a suitably large quantum processor then
it will be possible to perform Fourier transforms efficiently.

As an illustration of the power of the quantum Fourier transform, we
note that it can find the period of a function in time O(log3 N), made
up of O(log2 N) for the quantum Fourier transform and O(log N) trials.
This should be compared with the O(N) trials required for trial and
error using a classical computer.

7.4 Shor’s factoring algorithm

Undoubtedly the most famous quantum algorithm is that devised by
Shor for factoring. Given an integer N , the task is to find a num-
ber m which divides it exactly. We recall that the RSA public-key
cryptosystem, described in Section 3.1, relies for its security on the
difficulty of performing precisely this task. Shor’s algorithm, in pro-
viding an efficient method for factoring, presents a significant threat
to public-key cryptosystems and it is this that has, perhaps more than
anything else, sparked widespread interest in quantum computation and
quantum information. Before discussing Shor’s quantum algorithm, we
should note that the best known classical algorithm is the general num-
ber field sieve. We shall not describe how this works, but need only
note that factoring a large n-bit number N takes a time which scales as
exp[c(log N)1/3(log log N)2/3] for some constant c, so that

TGNFS(n) = exp
[
Θ

(
n1/3 log2/3 n

)]
, (7.56)

which is clearly superpolynomial in n; it grows faster, for large numbers,
than any power of n.

Shor’s algorithm derives its efficiency from that of the quantum Fourier
transform as a method for determining the period of a function. Before
presenting the algorithm, however, we need to introduce some results
from number theory. We start with a randomly selected integer, y,
which is relatively prime (or coprime) to N . We can readily check that
y is relatively prime to N using the Euclidean algorithm, described in
Appendix E. If, by chance, y is not relatively prime to N then we An indication of the significance of

this is that Euler’s theorem (eqn E.13)
shows that

aϕ(N) mod N = 1,

where ϕ(N) is Euler’s ϕ-function. We
recall that ϕ(N) is used to prepare RSA
private and public keys.

shall have found a factor of N and performed the required task! Having
selected a value for y, we form the function

f(a) = ya mod N. (7.57)

For a = 0, of course, the function takes the value unity, and we seek the
smallest subsequent value for which it is again unity:

f(r) = yr mod N = 1. (7.58)

The value of r is the period of the function, after which the sequence of
values repeats itself. Let us assume that we have determined the value
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of r and see how this information allows us to determine a factor of N .
We start by rewriting eqn 7.58 in the form

(yr − 1) mod N = 0, (7.59)

which tells us that yr − 1 is an integer multiple of N . Next we factor
yr − 1 as the difference of two squares, to give(

yr/2 + 1
)(

yr/2 − 1
)

mod N = 0. (7.60)

It follows that yr/2 + 1 and yr/2 − 1 are factors of λN :(
yr/2 + 1

)(
yr/2 − 1

)
= λN, (7.61)

for some integer λ. This result might not be useful to us if r is odd, as
in this case our factors will probably not be integers. It will also not be
useful if yr/2 + 1 or yr/2 − 1 is an integer multiple of N , as then neither
yr/2 + 1 nor yr/2 − 1 provides any new information. Thankfully, it can
be shown that the probability for either of these two unhelpful outcomes
to occur is less than 1/2. If either does occur then we need to choose
a different value for y and start again. In all other cases, both yr/2 + 1
and yr/2 − 1 will have a non-trivial common divisor with N and we can
find this efficiently using the Euclidean algorithm.

As an illustration, let us suppose that our number N is the product
of precisely two primes p and q, so that

N = pq. (7.62)

If yr/2 + 1 and yr/2 − 1 are both integers and neither one is an integer
multiple of N , then it necessarily follows that one is an integer multiple
of p and the other is an integer multiple of q:

yr/2 + 1 = λpp,

yr/2 − 1 = λqq. (7.63)

A search for the greatest common divisor of yr/2 +1 and N will give the
prime factor p, while a similar search using yr/2 − 1 yields q.

A very simple example will serve to demonstrate the technique. Let
us attempt to factor 15 using the relatively prime values 2 and 11. For
y = 2 we find the function

20 mod 15 = 1,

21 mod 15 = 2,

22 mod 15 = 4,

23 mod 15 = 8,

24 mod 15 = 1,
...

... (7.64)
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so that the required period is r = 4. This is even and we find, in this
case,

yr/2 + 1 = 22 + 1 = 5,
yr/2 − 1 = 22 − 1 = 3, (7.65)

which are the required factors. For y = 11 we find the function

110 mod 15 = 1,

111 mod 15 = 11,

112 mod 15 = 1,
...

... (7.66)

so that the period is r = 2. In this case we find

yr/2 + 1 = 111 + 1 = 12,
yr/2 − 1 = 111 − 1 = 10. (7.67)

The greatest common divisor of 12 and 15 is 3, and gcd(10, 15) = 5.
Once again, the algorithm provides the required factors.

Each of the steps in the above factoring algorithm is simple and can be
performed efficiently on an existing computer, with the single exception
of finding the period r. It is the use of a quantum processor to perform
this task that offers the prospect of efficient factoring and the associated
threat to the RSA cryptosystem.

The quantum Fourier transform is, as we saw in the preceding sec-
tion, very well suited to determining the period of a function. It is no
surprise, therefore, that it plays a central role in Shor’s algorithm. We
start by preparing a first register of qubits and transform these into the
superposition state

|ψ(L)〉 =
1√
L

L−1∑
a=0

|a〉, (7.68)

corresponding to an equally weighted superposition of the integers 0, 1,
· · · , L − 1. We leave unspecified, for the moment, the value of L, but
note that it should at least exceed N . We shall determine an appropriate
value for this towards the end of this section. To this register we add a
second of at least log N qubits and prepare these in a state corresponding
to the bit string ya mod N , so that our two-register state becomes

|ψ(L)〉 ⊗ |0〉 → 1√
L

L−1∑
a=0

|a〉 ⊗ |ya mod N〉. (7.69)

This state depends on all of the values of ya mod N and it follows that
it contains, encoded within it, the required periodicity r. This can be
extracted purely by operations on the first register, but it is easier to
see what is happening if we start by making a measurement, in the
computational basis, on the second register. In doing so, we note that
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the smallest non-zero value of a for which ya mod N = 1 is r and that no
value of ya mod N appears more than once in any period. Let us denote
the measurement result by ya0 mod N , where 0 ≤ a0 < r, corresponding
to the input numbers a0, a0 + r, a0 + 2r, · · · , a0 + Qr, where Q ≤ (L −
1 − a0)/r so that we are restricted to values of a in range 0 to L − 1.
Performing this measurement on the second register leaves the first in
the state

|ϕ(a0, r)〉 =
1√

Q + 1

Q∑
m=0

|a0 + mr〉, (7.70)

which is of the same form as eqn 7.49, encountered in our discussion of
period-finding. If Q + 1 has r as a factor then, as demonstrated in the
preceding section, performing a quantum Fourier transform will lead us
to the value of r. Here, however, the value of Q depends on that chosen
for L and it is most unlikely that r will be a factor of Q+1, so we cannot
rely on the period-finding algorithm as it was described.

Let us proceed by performing a quantum Fourier transform on the
state in eqn 7.70, choosing L as the size of the transform matrix so that

ÛQFT|a〉 =
1√
L

L−1∑
b=0

exp
(

i
2πab

L

)
|b〉. (7.71)

This produces the state

ÛQFT|ϕ(a0, r)〉 =
1√

(Q + 1)L

Q∑
m=0

L−1∑
b=0

exp
(

i2π
(a0 + mr)b

L

)
|b〉.
(7.72)

If we perform a measurement in the computational basis then the prob-
ability that this gives the value b is

P (b) =
1

L(Q + 1)

∣∣∣∣∣
Q∑

m=0

exp
(

i2π
(a0 + mr)b

L

)∣∣∣∣∣
2

=
1

L(Q + 1)

∣∣∣∣∣
Q∑

m=0

exp
(

i2π
m(rb mod L)

L

)∣∣∣∣∣
2

. (7.73)

This probability will take a significant value if the terms in the sum-We note that the probabilities P (b) are
independent of the value a0 associated
with the result of the measurement car-
ried out on the second register. This is
indicative of the fact that, as stated, no
measurement on the second register is
necessary.

mation are almost in phase. We can identify the values of rb mod L for
which this is true by recalling that Q < L/r. This means, in particular,
that each term in the summation in eqn 7.73 will have an imaginary
part with the same sign (so that their phases all lie within a range of π)
if

−r

2
≤ rb mod L ≤ r

2
. (7.74)

It is straightforward to show that there are r values of b for which this
inequality is satisfied.

Our measurement of b will give one of the likely values with a proba-
bility in excess of 0.40 and we can reasonably base our determination of
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r on getting one of these outcomes. We can see how to do this by noting
that a value of b satisfying eqn 7.74 also satisfies the inequality

|rb − κL| ≤ r

2
(7.75)

for an integer κ, where 0 ≤ κ ≤ r − 1. Dividing this by rL gives There are r integer multiples of L in
the range from 0 to r(L−1). There are
also L − 1 multiples of r in this range
and these are spaced, of course, by r. It
follows that for each of the r multiples
of L there must be one multiple of r
within a distance r/2.

∣∣∣∣ b

L
− κ

r

∣∣∣∣ ≤ 1
2L

. (7.76)

Here b is our measurement result and L was preselected by our choice of
the input state given in eqn 7.68. If L is sufficiently large then we can use
this inequality to determine the ratio κ/r and hence r itself. It may be
shown, in particular, that if L ≥ N2 then there is exactly one fraction,
κ/r, satisfying eqn 7.76 and this, together with the required value of
r, can be determined efficiently by means of a continued fraction. It is
sensible to choose L = 2n, making N2 < L < 2N2, as then we know
how to construct an efficient circuit with which to perform the required
quantum Fourier transform.

The quantum Fourier transform can be performed in polynomial time
and it follows, therefore, that factoring using a quantum processor can
also be performed in polynomial time. We have already mentioned the
threat posed by Shor’s algorithm to the RSA cryptosystem, but should
note that related algorithms can also evaluate discrete logarithms effi-
ciently and so challenge Diffie–Hellman key exchange. Further varia-
tions present a similar threat to other public-key cryptosystems. These
features are, in themselves, sufficient to motivate interest in Shor’s al-
gorithm, but there is also the more fundamental point that factoring
on a classical computer appears to be a class NP problem. In showing
that factoring using a quantum processor is a class P problem we may
also have learnt something fundamental about computational complex-
ity and, indeed, about mathematics.

7.5 Grover’s search algorithm

Not all quantum algorithms that have been devised exhibit the dramatic
decrease in computing time associated with the quantum Fourier trans-
form. Some, such as Grover’s search algorithm, provide a more modest Unstructured database As an il-

lustration of structured and unstruc-
tured databases, let us consider a tele-
phone directory: a book in which
names are listed in alphabetical order
together with their telephone numbers.
Finding the number for a given individ-
ual is easy because the database is or-
dered alphabetically. Finding the per-
son with a given telephone number,
however, is difficult as the numbers are
not ordered.

increase in efficiency but this can represent, nevertheless, the difference
between a practical solution and an impractical one. The problem ad-
dressed is how to search for a desired entry in an unstructured database.
If there are N entries in the database then, classically, there is no better
strategy than to look at the entries in turn until we find the one we
require. On average, this will take N/2 trials and, in terms of computa-
tional complexity, we can say that the required time is O(N). Grover’s
algorithm finds the required item more quickly, needing only O(

√
N)

queries of the database.
Let us suppose that each element in our database is labelled by an

integer a, ranging from 0 to N−1, so that we can represent each element
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by a string of n bits where 2n ≥ N . We can think of our problem as
a computation of a one-bit function f(a), where f(a) = 1 if a is the
required element and f(a) = 0 otherwise. If we can arrange for this
function to be computed by a quantum black box or oracle, then we
have the means to implement the unitary transformation

|a〉 ⊗ |B〉 → |a〉 ⊗ |B ⊕ f(a)〉, (7.77)

where |B〉 is a second register of just a single qubit. This transforma-
tion is reminiscent of that in eqn 7.18, encountered in our discussion of
Deutsch’s algorithm. Here, as there, it is useful to prepare the second
register in the state 2−1/2(|0〉 − |1〉), so that f(a) appears as a phase
factor:

|a〉 ⊗ 1√
2

(|0〉 − |1〉) → (−1)f(a)|a〉 ⊗ 1√
2

(|0〉 − |1〉) . (7.78)

In this way, the oracle labels the required element by a π phase shift.
This phase is not an observable property of the transformed state given
in eqn 7.78, but we can access it by the now familiar process of preparing
our first register in the superposition state

|ψ〉 =
1√
N

N−1∑
a=0

|a〉, (7.79)

so that the oracle unitary-transformation produces the state

Ûoracle|ψ〉 ⊗ 1√
2

(|0〉 − |1〉) =
1√
N

N−1∑
a=0

(−1)f(a)|a〉 ⊗ 1√
2

(|0〉 − |1〉) .

(7.80)
A measurement performed on the first register, in the computationalThe state of the second register qubit

is unchanged by the oracle transforma-
tion and so acts like a catalyst in a
chemical reaction. You will often find
that explicit reference to this qubit is
omitted in discussions of Grover’s algo-
rithm.

basis, is no more likely to select the required entry than any of the others.
We can change this, however, by performing, on the first register, the
so-called diffusion unitary transformation defined by the n-bit unitary
operator

D̂ = 2|ψ〉〈ψ| − Î⊗n, (7.81)

where |ψ〉 is the superposition state in eqn 7.79 and Î⊗n is the n-qubit
identity operator. The action of this operator produces the state(

D̂ ⊗ Î
)

Ûoracle|ψ〉 ⊗ 1√
2

(|0〉 − |1〉)

=
[(

1 − 4
N

)
|ψ〉 +

2√
N

|a0〉
]
⊗ 1√

2
(|0〉 − |1〉) ,

(7.82)

where |a0〉 is the state corresponding to the database element we are
trying to find. The amplitude for this state has been increased from
N−1/2 to N−1/2(3 − 4/N). Hence a measurement of the first register,
in the computational basis, on this state will produce the desired result,
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a0, with about nine times the probability that it produces any of the
other possible results.

Before continuing with our analysis of Grover’s algorithm, we pause
to consider how the diffusion transformation in eqn 7.81 can be imple-
mented. We start by recalling that the state |ψ〉 can be generated from
the zero state by applying a Hadamard gate to each qubit:

|ψ〉 = Ĥ⊗n|0〉. (7.83)

It follows that we can write our diffusion operator in the form

D̂ = Ĥ⊗n
(
2|0〉〈0| − Î⊗n

)
Ĥ⊗n, (7.84)

where |0〉〈0| is the projector onto the n-qubit state |0〉 ⊗ |0〉 ⊗ · · · ⊗ |0〉.
Thus we can realize the unitary diffusion operation by performing a
Hadamard transformation on each qubit, followed by a conditional phase
shift with all the n-qubit states except |0〉 acquiring a minus sign, and
finally a further n-qubit Hadamard transformation. The conditional Alternatively, of course, we could

change only the sign of the amplitude
for the state |0〉.

phase shift requires O(n) gates and there are, in addition, 2n Hadamard
gates so that the total number of one- and two-qubit gate operations
required to implement D̂ is O(n).

The combination of the operation of the oracle and of the diffusion
transformation significantly increases the amplitude for the desired state
and, with it, the probability that a measurement will give the result a0.
If we can access the oracle a second time then the same sequence of
operations will further amplify this amplitude:

Ĝ2|ψ〉 ⊗ 1√
2

(|0〉 − |1〉)

=
[(

1 − 12
N

+
16
N2

)
|ψ〉 +

4√
N

(
1 − 2

N

)
|a0〉

]
⊗ 1√

2
(|0〉 − |1〉) , (7.85)

where Ĝ = (D̂ ⊗ Î)Ûoracle. The second iteration has further amplified
the amplitude of the state |a0〉 to N−1/2[5− (20/N) + (16/N2)], which,
for large N , is about five times greater than it was initially.

At this stage we can reasonably ask whether further iterations, corre-
sponding to further action of the operator Ĝ, can increase the amplitude
so that the probability that a measurement gives the value a0 approaches
unity. In order to address this question, we note that the state remains
in a superposition of just two orthonormal states, |a0〉 and

|a⊥
0 〉 =

1√
N − 1

∑
a�=a0

|a〉. (7.86)

The initial state can now be written as

|ψ〉 ⊗ 1√
2

(|0〉 − |1〉) =

(
1√
N

|a0〉 +

√
N − 1

N
|a⊥

0 〉
)

⊗ 1√
2

(|0〉 − |1〉) ,

(7.87)
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or as the column vector

|ψ〉 ⊗ 1√
2

(|0〉 − |1〉) =
1√
N

(
1√

N − 1

)
. (7.88)

In this representation, our operator Ĝ has the simple matrix form

Ĝ =
1
N

(
N − 2 2

√
N − 1

−2
√

N − 1 N − 2

)
. (7.89)

This operator induces a rotation in the effective two-dimensional state
space, and we can see this directly by introducing an angle θ defined so
that

Ĝ =
(

cos θ sin θ
− sin θ cos θ

)
, (7.90)

where sin θ = 2(N −1)1/2/N so that, for large N , θ ≈ 2N−1/2. In terms
of θ, the initial state has the simple form

|ψ〉 =
(

sin(θ/2)
cos(θ/2)

)
. (7.91)

The advantage of this representation is that successive interactions cor-
respond to further rotations through the same angle so that � such pro-
cesses correspond to the action of the operator

Ĝ	 =
(

cos(�θ) sin(�θ)
− sin(�θ) cos(�θ)

)
. (7.92)

After � iterations, therefore, our initial state will have been transformed
into

Ĝ	 1√
N

(
1√

N − 1

)
=

 sin
[(

� + 1
2

)
θ
]

cos
[(

� + 1
2

)
θ
]
 . (7.93)

It only remains to choose a value for � that is not too large, but is
such that sin

[(
� + 1

2

)
θ
]

is close to unity so that a measurement in the
computational basis is likely to reveal the desired result. The natural
way to achieve this is to select the value of � such that (�+ 1

2 ) is as close
as possible to π/2: (

� +
1
2

)
θ ≈ π

2
. (7.94)

We can readily find the required value of � for any given N , but an
approximate solution suffices to determine the way that � scales with N .
We have already noted that, for large N , θ ≈ 2N−1/2, and this means
that

� ≈ π

4

√
N, (7.95)

so that the required number of iterations is about
√

N . This means that
we shall find the required element of our database, with high probability,
using only O(

√
N) queries of our quantum oracle. This contrasts with

the O(N) queries required to find the desired element in an unstructured
classical list.
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We conclude our analysis of Grover’s algorithm by addressing the
question of how it might be employed to give a real advantage over clas-
sical searches. The unstructured list or database used to motivate our
discussion is, in truth, unlikely to be a sensible application. The reason
for this is that the N elements of the list will each have to be associated
with a quantum state |a〉, and this encoding step will require a time
which scales like O(N) and will provide the rate-limiting step. Unless
the list is already encoded as a set of quantum states, Grover’s algorithm
will, for this reason, fare no better (in terms of computational complex-
ity) than a classical search. Where a quantum search algorithm may
pay dividends, however, will be in any situation in which we can readily
create an input state representing the possibilities. A simple example
would be if we needed to find a number in the range 0 to N − 1 with a
desired numerical property. This suggests, in particular, using an algo-
rithm, based on Grover’s, to speed up the time taken to solve a problem
in the NP class. Such a problem may take a time that is exponential in
the number of bits in the input, but the possibility of halving the expo-
nent (2n/2 instead of 2n) might make solvable a previously intractable
problem.

One intriguing possibility would be to use a quantum search algorithm
to speed up the analysis of secret communications encoded using short
keys, for example DES (Data Encryption Standard) or AES (Advanced
Encryption Standard). We would proceed by preparing a superposition
of all possible keys and searching among the decrypted signals for any
(hopefully one) that makes linguistic sense.

7.6 Physical requirements

Having seen some of the remarkable things that can be done with a quan-
tum processor, it is only natural to ask how we might build one. It is
probably no surprise that many teams around the world are actively pur-
suing precisely this goal. Progress has been impressive but, at the time
of writing, no satisfactory large-scale processor has been demonstrated.
There have, however, been a number of important demonstration ex-
periments, which include the implementation of quantum algorithms for
small numbers of qubits. Practical quantum processors and computers
that can compete with and even outperform the best classical devices
seem a long way off.

It is not even possible, yet, to identify a winning technology, the phys-
ical system upon which the first practical quantum processors will be
based. For this reason, perhaps, there is a bewildering array of rival
ideas under active investigation. Among the most prominent are the
following.

Trapped ions Arrays of single atomic ions, frozen into their motional
ground state, form the basis for the ion-trap quantum computer. The
qubit states are realized as stable or metastable electronic levels in the
ions. Transformations are induced by applying laser pulses and interac-
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tions between the qubits are mediated by exciting collective vibrations
of the ions.

Nuclear magnetic resonance Nuclear spins have a magnetic mo-
ment and so can be oriented by an applied magnetic field. The states of
a qubit might then be represented by a spin-1/2 nucleus aligned parallel
or antiparallel to this field. Transformations are induced by applying
a resonant radio frequency field. Interactions between qubits occur as
each nucleus evolves in the magnetic field generated by its neighbours.

Trapped neutral atoms It is possible to trap and cool neutral
atoms, either in optical lattices or by magnetic fields generated by current-
carrying wires. The atoms can be manipulated by applying external
fields and made to interact by inducing controlled collisions.

Cavity quantum electrodynamics Very high-quality optical cav-
ities can trap light, even single photons, for a useful period of time. A
single atom, with a qubit encoded in a pair of electronic energy levels,
can interact resonantly with a mode of such a cavity and emit, reversibly,
a photon into it. This process can be used to induce coherent single-
photon exchange between pairs of atoms.

Single-photon linear optics A qubit can be encoded in the polar-
ization of a single photon, as described in Section 3.3 or, indeed, by its
path through a set of optical components. Single-qubit transformations
can be performed using readily available components, and interactions
can be induced two-photon interference of the kind demonstrated by
Hong, Ou, and Mandel and described in Appendix G.

Coupled quantum dots Existing computers are based on semicon-
ductor physics, and the advanced technological level of this makes it an
attractive area for quantum information processing. Individual quan-
tum dots can be used, with charges or electron spins used as qubits.
The coupling between the dots can be controlled by selectively applying
voltages to local electrodes.

Superconducting Josephson junctions SQUIDs (superconduct-
ing quantum interference devices) enclose within them a quantized mag-
netic flux. This can be used to embody a qubit, as can the charge and
phase difference across the junction. Flux linkage between SQUIDs al-
lows the qubits to interact.

We shall not attempt to describe any of these in detail, for two reasons.
First, we may have our favourites, but it is difficult to know which, if any,
of these will turn out to be important. Second, the field is developing
rapidly and any review will soon become outdated. It is worth mention-
ing, however, the conditions required to realize a quantum information
processor. There are five recognized criteria, formulated by DiVincenzo,
and these provide the means by which we can compare developments in
competing systems and measure progress towards a quantum computer.
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The five DiVincenzo criteria are the following.

1. Well-defined state space The system should be scalable and
have well-defined qubits. It is essential that we can identify precisely our
qubits and access the state space of each of these, so that we can realize
any desired unitary transformation. We need to be able to upgrade the
processor by being able to add further qubits.

2. Initialization We need to be able to initialize the system of
qubits in a unique pure state. If we can prepare our n qubits in a product
state and let this represent |0〉 ⊗ |0〉 ⊗ · · · ⊗ |0〉, then the controlled ap-
plication of selected quantum gates will allow us to generate any desired
multiqubit state.

3. Long coherence times Interaction of our qubits with their
environment can rapidly and uncontrollably modify our quantum state
and with it ruin the desired transformation. Even with efficient quantum
error correction, we need decoherence times that are very long compared
with gate operation times. This is a great challenge, as we would like
our qubits to interact strongly with controlling external influences and
with each other, but weakly with everything else.

4. Universal set of quantum gates We need to be able to apply
the desired sequence of one- and two-qubit unitary transformations. This
requires us to be able to interact coherently with single qubits and with
specified pairs of qubits without affecting the states of their neighbours.

5. Qubit-specific measurements In order to obtain our readout,
we need to be able to perform projective von Neumann measurements
of each of the qubits.

None of the existing systems perform entirely satisfactorily against all
of these criteria. The DiVincenzo criteria are helpful, at this stage of
development, in providing a sensible method for comparing rival tech-
nologies, and will continue to do so as the field develops.
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Exercises

(7.1) A Turing machine has the four tape symbols
{�, 0, 1, ∅} and the four processor states {S, I, II, F}.
The instruction set, or program, is

(S, �) ⇒ (I, �),

(I, 0) ⇒ (I, 0),

(I, 1) ⇒ (II, 0),

(II, 0) ⇒ (I, 1),

(II, 1) ⇒ (II, 1),

(II, ∅) ⇒ (I, 1),

(I, ∅) ⇒ (F, ∅),
where, as in the text, each instruction is followed
by moving the tape head one place to the right.

(a) Calculate the effect of this program on tapes
in the following two initial configurations:

� : 0 : 1 : ∅ : ∅ : · · · ,

� : 1 : 0 : 1 : ∅ : · · · .

(b) What simple mathematical operation does
the program perfom?

(7.2) Devise an instruction set for a Turing machine, the
action of which calculates the parity of a bit string
printed on the tape. (The parity is 1 if there is an
odd number of 1s on the tape and is 0 otherwise.)

(7.3) Consider three algorithms for which the required
computing times are

(a) T1(n) = b1τn,
(b) T2(n) = b2τnk,
(c) T3(n) = b3τ2kn,

where τ is the typical processor time for a single
operation. In each case we need to add one bit
(n → n + 1) but keep the time taken unchanged.
By how much do we need to decrease τ in each
case?
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(7.4) The time taken to run an algorithm is T (n) =
3 log n + 4. Show that T (n) = O(n�) for all � > 0.

(7.5) Solve, by recurrence, eqns N.8 and N.11.

(7.6) A list of n elements is to be sorted by applying a se-
quence of pairwise comparisons and, if appropriate,
swap operations. Show that after � such operations,
at most 2� of the possible n! initial orderings have
been arranged in the correct order. Hence show
that T (n) = Ω(n log n) for this process.

(7.7) It may have occurred to you that factoring a prod-
uct of primes N by trying all integers less than or
equal to

√
N is far from optimal, as we need try

only prime numbers in this range. Show that this
simplification does not change the complexity class
from NP to P.

[Hint: you might find it useful to refer to the dis-
cussion in Appendix E.]

(7.8) How many real numbers are required to specify a
general mixed state of n qubits? How does this
compare with the number required to specify a
product state, that is, one in which the density op-
erator is simply a tensor product of n single-qubit
density operators?

(7.9) Write the unitary operator required for the trans-
formation in eqn 7.13 in terms of the states |a〉 and
|f(a)〉 and confirm that it is unitary.

(7.10) A quantum processor is designed to implement the
copying transformation

|a〉 ⊗ |0〉 → |a〉 ⊗ |a〉
where |a〉 encodes the bit string a.

(a) Does this not conflict with the no-cloning the-
orem?

(b) Design a simple quantum circuit for imple-
menting this transformation.

(7.11) Quantify the entanglement between the two qubit
registers for the state in eqn 7.15 by calculating
Tr(ρ̂2

1), where ρ̂1 is the reduced density operator
for the first register, if:

(a) The functions f(a) are all different, so that
f(a) �= f(b) unless a = b.

(b) There are m pairs of values for which f has
the same value, that is,

f(ai) = f(ai+m), i = 1, · · · , m,

and all the other values are distinct.

Under what conditions will the two registers be un-
entangled?

(7.12) Construct quantum circuits, the actions of which
calculate each of the four one-bit constant and bal-
anced functions and so form possible oracles for
testing using Deutsch’s algorithm.

(7.13) A classical algorithm is to solve the Deutsch–Jozsa
problem by a number of trials to determine, with
certainty, whether an oracle computes a constant
or a balanced function. If the function is equally
likely to be constant or balanced, how many trials
are required, on average, to determine the required
nature of the function?

(7.14) Let us suppose, in the preceding problem, that we
tolerate a probability for getting a wrong answer of
ε. What is the maximum number of trials required
in order to satisfy these conditions?

(7.15) (a) Show that the state in eqn 7.22, if the function
is constant, is orthogonal to all of the possible
states generated by balanced functions.

(b) Are the states generated by different balanced
functions mutually orthogonal?

(7.16) The Hadamard gates used to prepare the input of n
qubits for the Deutsch–Jozsa algorithm have a sys-
tematic error which means that they perform the
transformation

|0〉 → cos θ|0〉 + sin θ|1〉,
|1〉 → cos θ|1〉 − sin θ|0〉,

where θ ≈ π/4.

(a) Calculate the probability that the algorithm
correctly identifies a balanced function.

(b) Show that we require

θ − π

4
=

x√
n

for some constant x as n → ∞, if this proba-
bility is to tend to a non-zero constant.

(7.17) A quantum computer running the Bernstein–
Vazirani algorithm (see Appendix O) suffers from
the same systematic error as that described in the
preceding question. Calculate the probabilities (for
large n) that the output string has

(a) no errors;

(b) precisely one error;

(c) precisely � errors, where � � n.
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(7.18) We attempt to solve Simon’s problem classically by
selecting, at random, different input strings a, and
we require that the process succeeds with a fixed
probability p.

(a) Show that the number of trials required for
large n is proportional to 2n/2.

(b) In terms of computational complexity, is the
required number of trials for the optimal
classical solution of this problem O(2n/2),
Ω(2n/2), or Θ(2n/2)?

(7.19) If |a〉 is the n-qubit state encoding the n-bit string
a, show that

Ĥ⊗n|a〉 = 2−n/2

2n−1∑
c=0

(−1)a·c|c〉.

(7.20) Show that two n-bit strings b and c satisfy the equa-
tion b·c = 0 mod 2 if and only if they have the same
parity.

(7.21) Calculate the reduced density operator for the first
register from eqn 7.27. Hence show that it is not
necessary to perform a measurement of the second
register in order to run Simon’s algorithm.

(7.22) Confirm the unitarity of ÛQFT by showing that

〈b̃|c̃〉 = δbc.

(7.23) Calculate the discrete Fourier transforms of the fol-
lowing functions:

(a) xa = γa, where γ is a constant.
(b) the binomial function

xa =
(N − 1)!

a!(N − 1 − a)!
paqN−1−a,

where p and q are constants
(c) the rectangular ‘top-hat’ function

xa =
1√

T + 1
, a = a0, a0 + 1, · · · , a0 + T,

for some a0, and xa = 0 for other values of a.

(7.24) (a) Determine the effect of the operator Û2
QFT.

(b) Hence, or otherwise, show that Û4
QFT = Î.

(7.25) Design a two-qubit circuit which realizes the quan-
tum Fourier transform for N = 3.

[Hint: you might find it helpful to refer to the dis-
cussion in Appendix L.]

(7.26) Repeat the analysis leading to the state in eqn 7.44
for a three-qubit circuit designed to implement the
N = 8 quantum Fourier transform.

(7.27) (a) How many Hadamard gates and how many
controlled-phase gates are required in order to
perform an n-qubit, N = 2n quantum Fourier
transform?

(b) How many swap gates are needed if the or-
dering of the qubits is important?

(7.28) Design a circuit to perform the inverse quantum
Fourier transform for N = 2n.

(7.29) (a) Confirm that the probabilities P (b) given in
eqn 7.46, sum to unity as they should.

(b) Show that a measurement will give a value
of b corresponding to one of the two values of
2πb/N nearest to ϕ with a probability greater
than 8/π2.

(7.30) What happens if we attempt to use a quantum
Fourier transform to find the period of a periodic
function in which a value of f appears twice in a
single period?

(7.31) Compare the discrete Fourier transform, fast
Fourier transformation and quantum Fourier trans-
form by evaluating 22n, n2n, and n2 for n = 10,
n = 100, and n = 1000.

(7.32) (a) If N = pq, where p and q are primes, what
is the probability that a number y selected
randomly in the range 1 < y < N will be
relatively prime with N?

(b) Show that the probability that two large num-
bers selected at random are coprime is ap-
proximately 6/π2.

(7.33) Find the period of each of the following functions
and, if appropriate, use this information to factor
the designated number:

(a) 11a mod 133, to factor 133.

(b) 2a mod 221, to factor 221.

(7.34) Show that, for large L, the probabilities in eqn 7.73,
where b satisfies eqn 7.74, are each greater than
4/(π2r). (It follows that the probability that the
measurement gives one of these r likely values ex-
ceeds 4/π2.)
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(7.35) There is a prize for factoring the products of large
prime numbers. The latest challenge is

RSA-704 = 7403756347956171282804679

6097429573142593188889231

2890849362326389727650340

2826627689199641962511784

3995894330502127585370118

9680982867331732731089309

0055250511687706329907239

6380786710086096962537934

650563796359.

How many qubits would be needed to tackle this
problem using Shor’s algorithm?

(7.36) (a) Confirm that the diffusion operator D̂ defined
in in eqn 7.81 is indeed unitary.

(b) Show that the action of this operator on an
arbitrary state is

D̂

N−1∑
a=0

ca|a〉 =

N−1∑
a=0

(2c̄ − ca)|a〉,

where c̄ is the average value of the amplitudes

ca:

c̄ =
1

N

N−1∑
a=0

ca.

The diffusion operator, because of this for-
mula, is also referred to as inversion about
the mean.

(7.37) Design a quantum circuit, using one- and two-qubit
gates, to perform the unitary diffusion transforma-
tion.

(7.38) Find the optimal number of iterations for Grover’s
search algorithm by solving eqn 7.94 for N = 100
and for N = 1000. Compare these exact results
with the approximate expression in eqn 7.95.

(7.39) Suppose that we have an unstructured database
of N elements and that we need to find any one
of M of these, with M � N . We can adapt
Grover’s algorithm by preparing an oracle that la-
bels all M possible solutions with a change of sign.
Show that finding one of the desired elements takes
O(

√
N/M) iterations.

(7.40) Would a quantum search algorithm be of any as-
sistance in deciphering a message encrypted using
the Vernam cipher?
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formation science is a rather qualitative discipline because we have not,
as yet, explained how to quantify quantum information. There are three
good reasons for leaving this important question until the final chapter.
Firstly, quantum information theory is technically demanding and to
treat it at an earlier stage might have suggested that our subject was
more complicated than it is. Secondly, there is the fact that many of
the ideas in the field, such as teleportation and quantum circuits, are
unfamiliar and it was important to present these as simply as possible.
Finally, and most importantly, the theory of quantum information is
not yet fully developed. It has not yet reached, in particular, the level
of completeness of its classical counterpart. For this reason we can an-
swer only some of the many questions we would like a quantum theory
of information to address. Having said this, we can say that however,
there are beautiful and useful mathematical results and it seems certain
that these will continue to form an important part of the theory as it
develops.

We noted in the introduction to Chapter 1 that ‘quantum mechanics
is a probabilistic theory and so it was inevitable that a quantum in-
formation theory would be developed’. A presentation of at least the
beginnings of a quantitative theory is the objective of this final chapter.

8.1 The von Neumann entropy

The entropy or information derived from a given probability distribution
is, as we have seen, a convenient measure of the uncertainty associated
with the distribution. If many of the probabilities are large, so that many
of the possible events are comparably likely, then the entropy will be
large. If one probability is close to unity, however, then the entropy will
be small. It is convenient to introduce entropy in quantum mechanics
as a measure of the uncertainty, or lack of knowledge, of the form of the
state vector. If we know that our system is in a particular pure state
then the associated uncertainty or entropy should be zero. For mixed
states, however, it will take a non-zero value. The most natural way to
define this entropy is to adopt von Neumann’s form,

S (ρ̂) = −Tr (ρ̂ log ρ̂) , (8.1)
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where ρ̂ is the density operator for the system. Here, as elsewhere in the
book, we use ‘log’ to denote a logarithm in base 2, so that our entropy is
expressed in bits. It is sometimes more convenient to work with natural
logarithms, in which case our entropy is

Se (ρ̂) = −Tr (ρ̂ ln ρ̂) . (8.2)

If we multiply Se (ρ̂) by Boltzmann’s constant then we have the ther-
modynamic entropy. Many of the properties of classical information
described in Section 1.3 apply also to the von Neumann entropy, while
others are subtly different.

The density operator is a positive Hermitian operator and can be
written in the diagonal form

ρ̂ =
∑
m

ρm|ρm〉〈ρm|, (8.3)

where the states |ρm〉 are the orthonormal eigenvectors of ρ̂, and the
ρm are the associated (non-negative) eigenvalues, which sum to unity.
When written in this form, our von Neumann entropy becomes

S (ρ̂) = −
∑
m

ρm log ρm, (8.4)

which has the same form as the Shannon entropy for a distribution of
probabilities with the values {ρm}. The von Neumann entropy takes its
minimum value of zero if and only if one of the eigenvalues is unity, so
that the others are zero. The system in this case will be in a pure state:

ρ̂ = |ψ〉〈ψ| ⇔ S (ρ̂) = 0. (8.5)

The von Neumann entropy takes its maximum value of log d, where d is
the dimension of the state space, only if all of the ρm are equal and take
the value 1/d. The density operator in this case takes its most mixed
form and is proportional to the identity operator:

ρ̂ =
1
d
Î ⇔ S (ρ̂) = log d. (8.6)

The von Neumann entropy is invariant under a unitary transformation:

S
(
Û ρ̂Û†

)
= S (ρ̂) . (8.7)

To see this, we need only note that the entropy is a function only of
the eigenvalues of ρ̂ and that these, unlike the associated eigenvectors,
are unchanged by a unitary transformation. It follows that the von
Neumann entropy for an isolated quantum system is unchanged by its
natural evolution.

We can write our density operator in any basis and, unless we use the
eigenstates of ρ̂, there will be off-diagonal elements ρnm = 〈λn|ρ̂|λm〉. If
we suppress these then the result is a more mixed state with a greater
entropy. This means that

−
∑

n

ρnn log ρnn ≥ S (ρ̂) . (8.8)
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The proof of this is a straightforward consequence of the fact that equal-
izing the probabilities, as in eqn 1.39, can only increase the information Projective measurements This

means that the operation of performing
a von Neumann measurement, as in eqn
4.9, cannot decrease the entropy.

or leave it unchanged. Here the probabilities ρm appearing in S (ρ̂) are
replaced by

∑
m ρm|〈λn|ρm〉|2, so that the positive quantities |〈λn|ρm〉|2

play the role of the λij in eqn 1.39. As an illustration of this, consider
a qubit with density operator

ρ̂ =
1
2

(
Î + r · ̂σ

)
, (8.9)

where r = (u, v, w) is the Bloch vector. We found in Section 2.4 that
the eigenvalues of this density operator are 1

2 (1+ r) and 1
2 (1− r), where

r = |r|. It follows that

S (ρ̂) = −1
2
(1 + r) log

1
2
(1 + r) − 1

2
(1 − r) log

1
2
(1 − r). (8.10)

If we retain only the diagonal components in the computational basis,
however, we find

−
∑

i=0,1

〈i|ρ̂|i〉 log〈i|ρ̂|i〉 = −1
2
(1 + |w|) log

1
2
(1 + |w|)

−1
2
(1 − |w|) log

1
2
(1 − |w|), (8.11)

which is greater than S (ρ̂) as |w| is less than r, so that the two prob-
abilities appearing in eqn 8.11 are each closer to the maximum entropy
of 1/2 than those in eqn 8.10.

If we form a linear combination of two density operators then the
result also tends to be a more mixed state than that associated with
either of the component density operators. The precise statement of
this property, known as concavity, is as follows. If ρ̂ = p1ρ̂1 + p2ρ̂2,
where ρ̂1 and ρ̂2 are density operators and p1 and p2 are probabilities
(p1 + p2 = 1), then

S (ρ̂) ≥ p1S (ρ̂1) + p2S (ρ̂2) , (8.12)

with the equality holding only if p1 or p2 is zero or if ρ̂1 = ρ̂2. It is worth
taking time to prove this important inequality. We start by making use
of the diagonal representation of ρ̂ given in eqn 8.3 to write S (ρ̂) in the
form

S (ρ̂) = −
∑
m

ρm log ρm =
∑
m

s (〈ρm|ρ̂|ρm〉) , (8.13)

where we have introduced the function s(x) = −x log x. The function
s(x) is concave and hence

s (〈ρm|ρ̂|ρm〉) ≥ p1s (〈ρm|ρ̂1|ρm〉) + p2s (〈ρm|ρ̂2|ρm〉) , (8.14)

so that

S (ρ̂) ≥ p1

∑
m

s (〈ρm|ρ̂1|ρm〉) + p2

∑
m

s (〈ρm|ρ̂2|ρm〉)

≥ p1

∑
m

〈ρm|s (ρ̂1) |ρm〉 + p2

∑
m

〈ρm|s (ρ̂2) |ρm〉

= p1S (ρ̂1) + p2S (ρ̂2) , (8.15)
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where the second inequality is a consequence of eqn 8.8. This concavity
condition generalizes to more than two component density operators in
the form of the inequality

S

(∑
i

piρ̂i

)
≥

∑
i

piS (ρ̂i) . (8.16)

The possibility of preparing different but non-orthogonal states means
that the Shannon entropy and the von Neumann entropy can take dif-
ferent values for the same set of preparation probabilities. Let the event
A be the selection and preparation of one of a set of pure states. If A
takes the value ai, then we prepare the state |ψi〉. We found in Section
1.3 that the Shannon information, or entropy, for this is

H(A) = −
∑

i

P (ai) log P (ai). (8.17)

The von Neumann entropy, however, is that associated with the a priori
density operator,

S (ρ̂) = −Tr (ρ̂ log ρ̂) , (8.18)

where
ρ̂ =

∑
i

P (ai)|ψi〉〈ψi|. (8.19)

The Shannon information is strictly greater than or equal to the von
Neumann entropy:

H(A) ≥ S (ρ̂) , (8.20)

with the equality holding only if the states {|ψi〉} are all mutually orthog-
onal. We shall see in Section 8.5 that this inequality represents the nat-
ural redundancy associated with encoding using non-orthogonal states.
It also reflects the difficulty in discriminating between non-orthogonal
states. The inequality in eqn 8.20 can be extended to apply to a selection
of mixed states:

S

(∑
i

P (ai)ρ̂i

)
≤ H(A) +

∑
i

P (ai)S (ρ̂i) . (8.21)

A derivation of this useful inequality is given in Appendix Q. The com-
bination of eqns 8.21 and 8.16 means that we can place both upper and
lower bounds on S (ρ̂):

∑
i

piS (ρ̂i) ≤ S

(∑
i

piρ̂i

)
≤

∑
i

piS (ρ̂i) −
∑

i

pi log pi. (8.22)

It is useful to define a quantum relative entropy. For two density
operators ρ̂ and σ̂, the quantum relative entropy is defined to be

S(σ̂‖ρ̂) = Tr [σ̂ (log σ̂ − log ρ̂)] . (8.23)
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This quantity is the natural analogue of the relative entropy H(P‖Q)
introduced in Section 1.3. Like its classical counterpart, the quantum
relative entropy is greater than or equal to zero:

S(σ̂‖ρ̂) ≥ 0, (8.24)

with the equality holding if and only if σ̂ = ρ̂. We prove this important
inequality in Appendix R. There is no upper bound on the value of
S(σ̂‖ρ̂) and, in particular, it will take an infinite value if one of the non-
zero-eigenvalue eigenstates of σ̂ is also an eigenstate of ρ̂ with eigenvalue
zero.

The quantum relative entropy and the associated inequality given in
eqn 8.24 can be used to establish a number of important results in quan-
tum information theory and statistical mechanics. As a simple example
of this, we can show that the state with the greatest von Neumann
entropy for a given mean energy is the Boltzmann thermal state with
density operator

ρ̂β =
exp(−βĤ)

Tr
[
exp(−βĤ)

] , (8.25)

where Ĥ is the Hamiltonian for the system and β = (kBT )−1 is the
inverse temperature. The mean energy Ē is, of course, the expectation
value of the Hamiltonian:

Ē = Tr
(
ρ̂βĤ

)
. (8.26)

Let σ̂ be the density operator for a different state with the same mean
energy as for ρ̂β so that

Ē = Tr
(
σ̂Ĥ

)
. (8.27)

We start by evaluating the two quantities

Tr (σ̂ log ρ̂β) = Tr
[
σ̂ log

(
e−βĤ

)]
− log

[
Tr

(
e−βĤ

)]
= − β

ln 2
Ē − log

[
Tr

(
e−βĤ

)]
,

Tr (ρ̂β log ρ̂β) = − β

ln 2
Ē − log

[
Tr

(
e−βĤ

)]
, (8.28)

so that Tr (σ̂ log ρ̂β) = Tr (ρ̂β log ρ̂β). It then follows from the inequality We note that S(σ̂‖ρ̂) = 0 if and only
if σ̂ = ρ̂ (or Tr (σ̂ log σ̂) = Tr (σ̂ log ρ̂)).
There is no such requirement, of course,
for the equality of Tr (σ̂ log ρ̂) and
Tr (ρ̂ log ρ̂).

in eqn 8.24 that

S (σ̂) = −Tr (σ̂ log σ̂)
≤ −Tr (σ̂ log ρ̂β)
= S (ρ̂β) . (8.29)

It follows that ρ̂β is the density operator with maximum von Neumann
entropy. It is also possible to derive the form of the state with maxi-
mum von Neumann entropy using Lagrange’s method of undetermined
multipliers, as shown in Appendix B.
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8.2 Composite systems

Our study of classical information in Chapter 1 demonstrated the sig-
nificance of the joint probability distribution P (ai, bj) for two events A
and B and of the associated entropy H(A,B). We also encountered the
mutual information H(A : B) as a measure of correlation between the
events A and B, and the conditional entropy H(B|A). It is natural,
in quantum information theory, to define analogous properties based on
the von Neumann entropy for the state of two quantum systems, A and
B, which we denote S(A,B):

S(A,B) = S (ρ̂AB) = −Tr (ρ̂AB log ρ̂AB) , (8.30)

where ρ̂AB is the density operator for the two systems. We can also
define von Neumann entropies for the A and B systems alone in terms
of their reduced density operators:

S(A) = −TrA (ρ̂A log ρ̂A) = −TrA [(TrBρ̂AB) log (TrBρ̂AB)] ,
S(B) = −TrB (ρ̂B log ρ̂B) = −TrB [(TrAρ̂AB) log (TrAρ̂AB)] .

(8.31)

These are clearly analogous to the expressions for H(A) and H(B) in
eqn 1.41.

If the two systems are statistically independent, so that ρ̂AB = ρ̂A ⊗
ρ̂B , then S(A, B) = S(A)+S(B). This property is sometimes referred to
as additivity. More generally, we find that the entropy is subaddititive
in that

S(A,B) ≤ S(A) + S(B). (8.32)

This inequality follows directly from the positivity of the relative entropy
(eqn 8.24):

S (ρ̂AB‖ρ̂A ⊗ ρ̂B) = TrAB [ρ̂AB (log ρ̂AB − log ρ̂A ⊗ ρ̂B)]

= TrAB (ρ̂AB log ρ̂AB) − TrAB

(
ρ̂AB log ρ̂A ⊗ ÎB

)
−TrAB

(
ρ̂AB log ÎA ⊗ ρ̂B

)
= −S(A,B) + S(A) + S(B). (8.33)

Subadditivity is reminiscent of the inequality in eqn 1.42 for classical
information.

We proved, in Section 1.3, that the classical information H(A,B) is
bounded from below. In particular, it must be greater than or equal to
the larger of H(A) and H(B):

H(A,B) ≥ Sup (H(A),H(B)) . (8.34)

This inequality does not hold, however, for the von Neumann entropy.
Consider, in particular, a pure entangled state of the two systems,

|ψ〉AB =
∑

n

an|λn〉A|φn〉B , (8.35)
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where 〈λn|λm〉 = δnm = 〈φn|φm〉 so that eqn 8.35 is the Schmidt decom-
position for the state. The von Neumann entropy for the two systems is
zero, that is,

S(A,B) = 0 (8.36)

but, because the state is entangled, each of the states ρ̂A and ρ̂B is
mixed and the associated entropies will not be zero. Evaluating the
partial traces over the B and A state spaces gives

ρ̂A =
∑

n

|an|2|λn〉〈λn|,

ρ̂B =
∑

n

|an|2|φn〉〈φn|. (8.37)

The von Neumann entropy for each of these is the same:

S(A) = −
∑

n

|an|2 log |an|2 = S(B). (8.38)

Clearly this must be true for all pure states of A and B. Here S(A)
and S(B) are positive but S(A,B) is zero and it is clear, therefore, that
the classical inequality in eqn 8.34 does not apply to the von Neumann
entropy. In its place we have the Araki–Lieb inequality

S(A,B) ≥ |S(A) − S(B)|. (8.39)

This is clearly satisfied for entangled pure states, for which both sides of
the inequality are zero. A simple derivation of the Araki–Lieb inequal-
ity is presented in Appendix S. We can combine this inequality with
the subadditivity condition to place both lower and upper bounds on
S(A,B):

|S(A) − S(B)| ≤ S(A, B) ≤ S(A) + S(B). (8.40)

It is helpful to introduce von Neumann analogues of the mutual in-
formation H(A : B) and of the conditional entropy H(B|A). The von
Neumann, or quantum, mutual information is defined as the difference
between S(A) + S(B) and S(A,B):

S(A : B) = S(A) + S(B) − S(A,B). (8.41)

This quantity, like its classical counterpart, is clearly symmetrical in A
and B and it is also greater than or equal to zero, by virtue of sub-
additivity (eqn 8.32). The mutual information is restricted to be less
than or equal to the lesser of H(A) and H(B). The quantum mutual
information is restricted, by virtue of eqn 8.39, to the range

0 ≤ S(A : B) ≤ 2 Inf (S(A), S(B)) . (8.42)

The mutual information is, as we have seen in Section 1.3, a measure
of correlation and the same can be said of the von Neumann mutual
information for quantum information. Indeed, this quantity is sometimes
refered to as the index of correlation.
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The von Neumann conditional entropy is defined by direct analogy
with its classical counterpart, H(B|A), to be

S(B|A) = S(A,B) − S(A). (8.43)

This quantity, in contrast to its classical counterpart, is not restricted to
be greater than or equal to zero. Indeed, it can take any value between
S(B) and −S(A). The conditional entropy H(B|A) has the simple and
physically appealing interpretation as the information about A and B
not already contained in A alone. To put it another way, if we write

H(A,B) = H(A) + H(B|A), (8.44)

then the information associated with A and B is simply that associatedProperties of the von Neumann
entropy We summarize here the
main properties of the von Neumann
entropy:

(i) The von Neumann entropy asso-
ciated with a density operator ρ̂
is

S (ρ̂) = −Tr (ρ̂ log ρ̂) .

It is zero only if the system is in
a pure state; that is, ρ̂ = |ψ〉〈ψ|.

(ii) We can place upper and lower

bounds on S
(∑

i
piρ̂i

)
:∑

i

piS (ρ̂i) ≤ S

(∑
i

piρ̂i

)
≤

∑
i

piS (ρ̂i)

−
∑

i

pi log pi.

(iii) The relative entropy is always
greater than or equal to zero:

S (σ̂‖ρ̂) ≥ 0.

It takes the value 0 only if σ̂ = ρ̂.

(iv) The entropy for the state of two
quantum systems is bounded by

|S(A) − S(B)| ≤ S(AB)

≤ S(A) + S(B).

(v) Strong subadditivity:

S(ABC) + S(B) ≤
S(AB) + S(BC).

with A plus that for B when A is known. It is tempting to apply the
same interpretation to S(B|A) and to write

S(A,B) = S(A) + S(B|A). (8.45)

This suggests that the quantum information content of the state ρ̂AB is
that of ρ̂A plus that for ρ̂B when ρ̂A is known. We shall accept, for now,
this interpretation but acknowledge the need to explain how S(B|A) can
be negative and so reduce S(A,B) compared with S(A). We shall return
to this problem in Section 8.5.

We conclude this section with one more inequality for the von Neu-
mann entropy. This condition, referred to as strong subadditivity, re-
lates to the state of three systems with density operator ρ̂ABC . Strong
subadditivity states that

S(ABC) + S(B) ≤ S(AB) + S(BC). (8.46)

This is a stronger condition than subadditivity in that we can derive
eqn 8.32 from it. All we need to do is to select a state with a density
operator of the form

ρ̂ABC = ρ̂AC ⊗ |ψ〉B B〈ψ| (8.47)

to obtain

S(AC) ≤ S(A) + S(C). (8.48)

It is also straightforward to show that the Araki–Lieb inequality (eqn
8.39) follows from strong subadditivity. The simplest mathematical
derivation of eqn 8.46 is rather long and involved, so we shall not provide
this proof. Instead we present, in the next section, an argument based
on quantum state discrimination to indicate that it must be true.
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8.3 Quantitative state comparison

We saw in Section 1.4 that the degree of similarity between bit strings de-
termines the extent to which signal compression is possible and also the
degree of resistance to noise of the encoded messages. It was helpful in
designing coding schemes to have a quantitative measure, the Hamming
distance, of the difference between strings. There are other measures in
common use in classical information theory and these have been gener-
alized to quantum information theory. The result is a variety of distinct
measures of the difference between two possible quantum states. In this
section, we introduce and describe the properties of three of these.

We start with the fidelity, F , defined for a pure state in eqn 5.48.
The fidelity was introduced as the probability that the system provided
will pass a test to determine whether it is in the desired state. To be
specific, if the system has been prepared with density operator ρ̂ and
the desired pure state is |ψ〉, then a von Neumann measurement with
the two projectors

P̂ψ = |ψ〉〈ψ|,
P̂ψ̄ = Î − |ψ〉〈ψ| (8.49)

will give the result |ψ〉 with probability

Tr
(
ρ̂P̂ψ

)
= 〈ψ|ρ̂|ψ〉 = F. (8.50)

We interpret this fidelity as the probability that the state we have pre-
pared will behave as if it were in the pure state |ψ〉. The fidelity is used
as a measure of the quality of the state or of the state preparation.

The extent to which we can distinguish between quantum states is a
natural measure of the difference or distance between them, and so we
can use F as a quantitative measure of the difference between ρ̂ and
|ψ〉〈ψ|. If the fidelity is close to its maximum value of unity then ρ̂ and
|ψ〉〈ψ| are similar and can only be distinguished with difficulty (or low
probability). If, however, F is small then it is easy to determine with
confidence whether the system was prepared in the state ρ̂ or the state
|ψ〉〈ψ|.

It is important to have quantitative measures for comparing mixed
as well as pure states. In generalizing eqn 8.50 to mixed states it is
natural to require the following four properties. (i) 0 ≤ F ≤ 1, and
F (ρ̂, σ̂) = 1 only if ρ̂ = σ̂. (ii) The fidelity should be symmetrical in
ρ̂ and σ̂. (iii) If σ̂ = |ψ〉〈ψ| then F (ρ̂, σ̂) should reduce to eqn 8.50.
(iv) F (ρ̂, σ̂) should be invariant under unitary transformations, that is,
F (Û ρ̂Û†, Û σ̂Û†) = F (ρ̂, σ̂), so that F is basis-independent. We show in
Appendix T that the natural definition of the fidelity for mixed states
is Other forms of the fidelity You

will often also find the square root
of eqn 8.51 referred to as the fidelity.
The quantity Tr(ρ̂σ̂) is also sometimes
called the fidelity.

F (ρ̂, σ̂) =
(
Tr

∣∣∣ρ̂1/2σ̂1/2
∣∣∣)2

=
(
Tr

√
ρ̂1/2σ̂ρ̂1/2

)2

. (8.51)
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To calculate this quantity, we find the eigenvalues of the positive op-
erator ρ̂1/2σ̂ρ̂1/2, take the positive square root of each of these, sum
them, and then square the result. The fidelity can be quite difficult to
calculate, but it takes a simple form for the states of single qubits:

F = Tr (ρ̂σ̂) + 2
√

det (ρ̂) det (σ̂), (8.52)

where det (ρ̂) denotes the determinant of the 2 × 2 matrix associated
with ρ̂. If σ̂ = |ψ〉〈ψ| then the corresponding determinant will be zero
and

F = Tr (ρ̂σ̂) = 〈ψ|ρ̂|ψ〉, (8.53)

which agrees with eqn 8.50. At the other extreme, if σ̂ is the maximally
mixed state 1

2 Î then

F =
1
2
Tr

(
ρ̂ Î

)
+ 2

√
det (ρ̂) det

1
2

(
Î
)

=
1
2

+
√

det (ρ̂), (8.54)

which is always greater than or equal to 1
2 . This is a consequence of the

fact that 1
2 Î has an overlap of 1

2 with any qubit pure state.
Perhaps the most natural way to quantify the difference between quan-

tum states is by our ability to discriminate between them. We saw in
Section 4.4, in particular, that there exists an optimum strategy for
discriminating between two (or more) candidate quantum states with
minimum probability of error. A natural way to quantify the distance
between the states ρ̂ and σ̂ is by the minimum-error probability for equal
a priori probability,

Pmin
e =

1
2

(
1 − 1

2
Tr |ρ̂ − σ̂|

)
, (8.55)

where Tr |ρ̂ − σ̂| is the sum of the positive eigenvalues of ρ̂ − σ̂ minus
the sum of the negative eigenvalues. If this minimum-error probability
is small then the states are rather distinct. If the error probability is
large (close to 1

2 ) then the difference will be correspondingly difficult to
detect. These considerations lead us to define the trace distance between
the states with density operators ρ̂ and σ̂ to be

D (ρ̂, σ̂) =
1
2
Tr |ρ̂ − σ̂| . (8.56)

Unlike the fidelity, the trace distance is a true distance in that it sat-
isfies the natural conditions introduced in Section 1.4 for the Hamming
distance,Kolmogorov distance The trace

distance is the quantum analogue of a
classical quantity, the Kolmogorov dis-
tance, between two probability distri-
butions P = {pi} and Q = {qi}:

D(P, Q) =
1

2

∑
i

|pi − qi| .

D (ρ̂, σ̂) ≥ 0,

D (ρ̂, σ̂) = 0 ⇔ ρ̂ = σ̂,

D (ρ̂, σ̂) = D (σ̂, ρ̂) ,

D (ρ̂, σ̂) ≤ D (ρ̂, ρ̂′) + D (ρ̂′, σ̂) . (8.57)
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The first three of these are apparent immediately from the definition
of D(ρ̂, σ̂). The final one, however, needs a little more work. In order
to prove it, we first note that ρ̂ − σ̂ has real eigenvalues which can be
positive, negative, or zero. Let P̂+ be the projector onto the eigenvec-
tors with positive eigenvalues and P̂− be the projector onto those with
negative eigenvalues. It necessarily follows, of course, that

P̂+P̂− = 0 = P̂−P̂+. (8.58)

By using these projectors, we can rewrite D(ρ̂, σ̂) in the form

D(ρ̂, σ̂) =
1
2
Tr

[
P̂+ (ρ̂ − σ̂)

]
− 1

2
Tr

[
P̂− (ρ̂ − σ̂)

]
= Tr

[
P̂+ (ρ̂ − σ̂)

]
, (8.59)

where we have used the fact that

Tr
[
P̂+ (ρ̂ − σ̂)

]
+ Tr

[
P̂− (ρ̂ − σ̂)

]
= Tr (ρ̂ − σ̂) = 0. (8.60)

It then follows that

D(ρ̂, σ̂) = Tr
[
P̂+ (ρ̂ − σ̂)

]
= Tr

[
P̂+ (ρ̂ − ρ̂′)

]
+ Tr

[
P̂+ (ρ̂′ − σ̂)

]
≤ D(ρ̂, ρ̂′) + D(ρ̂′, σ̂), (8.61)

where the last line follows from the fact that P̂+ is the projector onto
the space of eigenstates with positive eigenvalues of ρ̂ − σ̂, but not of
ρ̂ − ρ̂′ or ρ̂′ − σ̂.

The trace distance is usually easier to calculate than the fidelity and
takes a particularly simple form for a single qubit. We saw, in Section
2.4, that we can express any single-qubit state in terms of its (three-
dimensional) Bloch vector. Hence we can write our two single-qubit
density operators in the form

ρ̂ =
1
2

(
Î + r · ̂σ

)
,

σ̂ =
1
2

(
Î + s · ̂σ

)
. (8.62)

It then follows that the trace distance is

D(ρ̂, σ̂) =
1
4
Tr

∣∣∣(r − s) · ̂σ
∣∣∣

=
1
2
|r − s| , (8.63)

which is one-half of the distance between the two Bloch vectors. In
deriving this result, we have used the fact that the two eigenvalues of
(r − s) · ̂σ are ±|r − s|.
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A number of simple and important inequalities are known for the trace
distance. There is, in particular, a convexity condition in the form

D

(∑
i

piρ̂i,
∑

i

qiσ̂i

)
≤

∑
i

piD (ρ̂i, σ̂i) + D(P,Q), (8.64)

where D(P,Q) is the Kolmogorov distance between the probability dis-
tributions {pi} and {qi}:

D(P, Q) =
1
2

∑
i

|pi − qi| . (8.65)

From eqn 8.64 it follows that the trace distance is jointly convex in the
two density operators:

D

(∑
i

piρ̂i,
∑

i

piσ̂i

)
≤

∑
i

piD (ρ̂i, σ̂i) . (8.66)

It can also be shown that no physically allowed operation can increase
D (ρ̂, σ̂), so that

D

(∑
i

Âiρ̂Â†
i ,

∑
i

Âiσ̂Â†
i

)
≤ D (ρ̂, σ̂) . (8.67)

There is a mathematical proof of this, but we can see that it must be true
by referring back to the connection with minimum-error discrimination
(see eqn 8.55). Clearly, no operation can decrease this minimum error
probability or it would not be the minimum error probability! It then
follows that no operation can increase D (ρ̂, σ̂). A simple example of
this is the partial trace operation, for which we find

D (ρ̂A, σ̂A) ≤ D (ρ̂AB , σ̂AB) . (8.68)

This inequality has the simple meaning that throwing away information
about the B system cannot make it easier to determine whether the A
and B systems were prepared in the state ρ̂AB or σ̂AB .

The fidelity and trace distance are appropriate measures of the dif-
ference between quantum states if we have only one copy, or perhaps a
small number of copies, of the state. If we have a large number then, as
with classical information theory, an entropic measure of distinguisha-
bility will probably be more appropriate. We find that it is the relative
entropy, also known in this context as the Kullback–Leibler distance,
that provides the natural quantity. To see how this arises, we consider
the classical problem of discriminating between two distinct probabili-
ties for two possible values associated with an event. Let these two pairs
of probabilities be P = {p, 1−p} and Q = {q, 1− q}. After observations
of a large number N of events, we assign the first set of probabilities if
the number of occurrences of the first outcome is ≈Np and the second if
the number is ≈Nq. In the unlikely event that the number of first out-
comes is not close to either Np or Nq, we can consider the test to have
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been inconclusive and make further observations. An error in assigning
the probability will occur if, for example, the true probabilities are q
and 1 − q but the number of occurrences of the first outcome is ≈Np.
We can estimate this probability by first noting that the probability for
finding n occurrences of the first outcome (and N − n of the second) if
the probabilities are q and 1 − q is

P (n|Q) =
N !

n!(N − n)!
qn(1 − q)N−n. (8.69)

We can approximate the probability for then identifying the distribution
as P given that it was in fact Q by the same approach as that used to
obtain Shannon’s noisy coding theorem in Section 1.4. We use Stirling’s
approximation to write

P (P |Q) ≈ N !
(Np)![N(1 − p)]!

qNp(1 − q)N(1−p)

≈ 2−Np log p−N(1−p) log(1−p)2Np log q+N(1−p) log(1−q)

= 2−NH(P‖Q). (8.70)

Similarly, the probability for mistakenly identifying the set of probabil-
ities P as Q is

P (Q|P ) ≈ 2−NH(Q‖P ) �= 2−NH(P‖Q). (8.71)

The larger the value of H(P‖Q), the smaller is the probability that Q
will be mistakenly identified as P . Equivalently, the larger the value
of H(P‖Q), the smaller is the number N of observations required to
identify the distribution as Q to any given level of confidence.

If we have a large number of copies of a quantum system, each of which
is prepared in the state ρ̂ or σ̂, the natural measure of distinguishability
is the quantum relative entropy. If we have N copies then the probability
that the optimal measurement will identify the state as σ̂ given that it
was ρ̂ is

P (σ̂|ρ̂) ≈ 2−NS(σ̂‖ρ̂). (8.72)

Similarly, the probability that a state σ̂ will be identified as ρ̂ is given
by the different probability

P (ρ̂|σ̂) ≈ 2−NS(ρ̂‖σ̂). (8.73)

The quantum relative entropy is not a distance, in that it does not satisfy
the symmetry property of a distance:

S (ρ̂‖σ̂) �= S (σ̂‖ρ̂) . (8.74)

It does qualify, however, as a quantitative measure of the distinguisha-
bility of the states ρ̂ and σ̂. The larger the value of S(σ̂‖ρ̂), the easier it
is to identify the state correctly as ρ̂. Equivalently, the larger the value
of S(σ̂‖ρ̂), the smaller is the number N of copies of the system required
to identify the state as ρ̂ with any given degree of confidence.
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Physical operations tend to make states less distinguishable and, as
with the trace distance, this is reflected in the change of the relative
entropy:

S

(∑
i

Âiρ̂Â†
i‖

∑
i

Âiσ̂Â†
i

)
≤ S (ρ̂ ‖σ̂) . (8.75)

This means, in particular, that

S (σ̂A‖ρ̂A) ≤ S (σ̂AB‖ρ̂AB) , (8.76)

which reflects the fact that discarding information about the B system
cannot make it easier to discriminate between the states ρ̂AB and σ̂AB .
A closely related idea is the joint convexity of the quantum relative
entropy,

S (p1σ̂1 + p2σ̂2‖p1ρ̂1 + p2ρ̂2) ≤ p1S (σ̂1‖ρ̂1) + p2S (σ̂2‖ρ̂2) , (8.77)

so that mixing states makes states less distinct.
We conclude our discussion of the quantum relative entropy by show-

ing how the property of strong subadditivity (eqn 8.46) follows as a
consequence of eqn 8.76. Let ρ̂ABC and (dA)−1Î ⊗ ρ̂BC , where ρ̂BC =
TrAρ̂ABC and dA is the dimension of the A state space, be two possible
states of three quantum systems, which we label A, B, and C. The
quantum relative entropy for these states has the form

S

(
ρ̂ABC‖ 1

dA
Î ⊗ ρ̂BC

)
= TrABC (ρ̂ABC log ρ̂ABC) + log dA

−TrBC (ρ̂BC log ρ̂BC)
= −S(ABC) + S(BC) + log dA. (8.78)

It follows from eqn 8.76 that

S

(
ρ̂ABC‖ 1

dA
Î ⊗ ρ̂BC

)
≥ S

(
ρ̂AB‖ 1

dA
Î ⊗ ρ̂B

)
= −S(AB) + S(B) + log dA. (8.79)

Combining eqns 8.78 and 8.79 then gives

−S(ABC) + S(BC) ≥ −S(AB) + S(B), (8.80)

which we recognize as the condition for strong subadditivity in eqn 8.46.
It is useful to be able to quantify the quality of a device, such as a

quantum gate or circuit, designed to implement a desired unitary trans-
formation

ρ̂ → ρ̂′ = Û ρ̂Û†. (8.81)

The device, inevitably, will be imperfect and the actual transformation
will be an operation

ρ̂ → ρ̂′′ =
∑

i

Âiρ̂Â†
i . (8.82)
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We can apply any of our measures for state comparison to ρ̂′ and ρ̂′′,
and these will reflect the difference between the desired unitary trans-
formation in eqn 8.81 and the operation in eqn 8.82. In order to do this
we need to choose an input state, and it is reasonable to choose the pure
state ρ̂ = |ψ〉〈ψ| for which the output states ρ̂′ and ρ̂′′ are as different
as possible. The fidelity, for example, of the device is then

F = Inf |ψ〉〈ψ|Û†ρ̂′′Û |ψ〉
= Inf |ψ〉

∑
i

∣∣∣〈ψ|Û†Âi|ψ〉
∣∣∣2 , (8.83)

where the state |ψ〉 is chosen to give the minimum value. This quantity
will take its maximum value of unity only if the device is perfect.

As an example, let us suppose that we require a device to perform as
a Pauli-X gate and perform the unitary transformation σ̂x. In reality,
however, the gate produces the unitary transformation

V̂ = cos θσ̂x + i sin θÎ, (8.84)

so that the gate fidelity is

F = Inf |ψ〉
∣∣∣〈ψ|σ̂x

(
cos θσ̂x + i sin θÎ

)
|ψ〉

∣∣∣2
= Inf |ψ〉

∣∣∣〈ψ| cos θÎ + i sin θσ̂x|ψ〉
∣∣∣2 . (8.85)

The minimum value occurs if we choose for |ψ〉 any equally weighted
superposition of the eigenstates of σ̂x, for example the state |0〉:

F =
∣∣∣〈0| cos θÎ + i sin θσ̂x|0〉

∣∣∣2 = cos2 θ. (8.86)

The fidelity for a desired operation is sometimes also defined in terms
of the average performance of the gate by considering its action on all
possible input states. This average fidelity is useful in determining the
threshold for some quantum operations such as cloning, as described in
Appendix F.

8.4 Measures of entanglement

Entanglement is, as we have seen, a quintessentially quantum phenom-
enon and plays a central role in our subject. It makes possible tele-
portation and quantum dense coding and underlies the increased speed
of quantum algorithms. Entangled systems, especially when shared, are
very much a resource for quantum communications and information pro-
cessing. As such, it is important to be able to quantify the amount of
entanglement associated with any given state. We shall find that this
task is reasonably straightforward for pure states. It is rather more
challenging for mixed entangled states.

We can use any of the quantities introduced in the preceding section
to compare the state of interest with the unentangled states. Let us
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denote by ρ̂unent the unentangled states, which, for bipartite systems,
have the general form

ρ̂unent =
∑

i

piρ̂
i
A ⊗ ρ̂i

B , (8.87)

where the pi are positive and
∑

i pi = 1. Comparing the given state
with these unentangled states then provides a quantitative measure of
the entanglement. The simplest measure of entanglement is the distance
between our state and the nearest unentangled state,

Dent (ρ̂) = Inf ρ̂unent
1
2

∣∣ρ̂ − ρ̂unent
∣∣ , (8.88)

where the state ρ̂unent is chosen to give the minimum distance. In this
way we identify the unentangled state most similar to our entangled
state and quantify the entanglement by our ability to discriminate, using
a minimum-error measurement, between the given state and the most
similar unentangled state. It is straightforward to calculate this distance
if our entangled state is pure. To do this we first write the Schmidt
decomposition of the state,

|ψ〉AB =
∑

n

an|λn〉A|φn〉B . (8.89)

The unentangled state that is nearest to |ψ〉 will clearly be a mixture of
product states of the form |λn〉A|φn〉B . It is easy to see that the nearest
unentangled state has the form

ρ̂unent =
∑

n

|an|2|λn〉A A〈λn| ⊗ |φn〉B B〈φn|, (8.90)

which has the same diagonal elements as |ψ〉AB in the Schmidt basis.
Consider, for example, the two-qubit entangled state

|ψ〉 = cos θ|0〉 ⊗ |0〉 + sin θ|1〉 ⊗ |1〉. (8.91)

The nearest unentangled state is

ρ̂unent = cos2 θ|0〉〈0| ⊗ |0〉〈0| + sin2 θ|1〉〈1| ⊗ |1〉〈1| (8.92)

and the associated distance is

Dent = | cos θ sin θ|. (8.93)

This is clearly zero only if cos θ = 0 or sin θ = 0, in which case the state
|ψ〉 is a product state. It takes its maximum value of 1

2 when the state
coincides with one of the maximally entangled Bell states.

If we adopt the fidelity as our measure of entanglement then we find a
very different form for the most similar unentangled state. In this case
our measure of entanglement takes the form

Fent (ρ̂) = Supρ̂unent

(
Tr

√
ρ̂1/2ρ̂unentρ̂1/2

)2

, (8.94)
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where the state ρ̂unent is chosen to give the maximum fidelity. In adopt-
ing this fidelity-based measure, we are seeking the unentangled state
most likely to pass as the given entangled state. For the pure state in
eqn 8.89, we find that

Fent = Supρ̂unent〈ψ|ρ̂unent|ψ〉. (8.95)

The maximization is straightforward; we need only choose for our un-
entangled state the pure product state |λn〉A|φn〉B for which |an| is the
greatest:

Fent = Supn|〈ψ|λn, φn〉|2 = Supn|an|2. (8.96)

This means, in particular, that the distance between the Bell state |Ψ−〉
and an unentangled state is minimized by choosing

ρ̂unent =
1
2
|01〉〈01| + 1

2
|10〉〈10|, (8.97)

but that the fidelity with an unentangled state is maximized by choosing
the product state

ρ̂unent = |01〉〈01|. (8.98)

These give Dent = 1
2 and Fent = 1

2 .
Perhaps the most important and widely used measures of entangle-

ment are based on the von Neumann entropy. We can associate these
with tasks that we might like to perform given a large number of copies
of our entangled systems. In seeking appropriate entropic measures, we
can be guided by the following natural properties. (i) If ρ̂ is unentangled
then E(ρ̂) = 0. (ii) Any local unitary transformations should leave E(ρ̂)
unchanged:

E
(
ÛA ⊗ ÛB ρ̂ Û†

A ⊗ Û†
B

)
= E (ρ̂) . (8.99)

(iii) Any local operations, including measurements, should not, on aver-
age, increase the entanglement:∑

i

piE (ρ̂i) ≤ E (ρ̂) , (8.100)

where the ρ̂i are the states produced by the operations,

ρ̂i =
1
pi

Âi ⊗ B̂i ρ̂ Â†
i ⊗ B̂†

i , (8.101)

where
pi = TrAB

(
ρ̂ Â†

i Âi ⊗ B̂†
i B̂i

)
. (8.102)

The relative entropy of entanglement is defined to be the smallest value
of the quantum relative entropy for our state ρ̂ and an unentangled state
ρ̂unent:

ERE (ρ̂) = Inf ρ̂unentS
(
ρ̂‖ρ̂unent

)
. (8.103)

This quantity will clearly be zero if ρ̂ is an unentangled state and will
be positive otherwise. It is also clear that ERE(ρ̂) is unchanged by local
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unitary transformations. The final property is also true but it requires a
bit more work to show this. For the pure state in eqn 8.89, the relative
entropy of entanglement has the simple form

ERE (|ψ〉〈ψ|) = −Inf ρ̂unent〈ψ| log
(
ρ̂unent

) |ψ〉. (8.104)

It is straightforward to show that the required form of ρ̂unent is the same
as that found in our discussion of the distance measure of entanglement,
given in eqn 8.90. This leads to the appealingly simple result

ERE (|ψ〉〈ψ|) = S (ρ̂A) = S (ρ̂B) . (8.105)

For a pair of qubits, this ranges from unity for a maximally entangled
state to zero for a product state.

There are other entropic measures of entanglement, including, no-
tably, the entanglement of distillation and the entanglement of forma-
tion. These arise in the theory of quantum communications and will be
described in the following section.

8.5 Quantum communications theory

The coding theorems of Shannon provide the fundamental limits for the
transmission of information using a classical communication channel. In
quantum communication, however, we encode quantum information in
the state of the physical system to be transmitted. The existence of non-
orthogonal states, incompatible observables, and entangled states leads,
as we have seen, to intrinsically quantum phenomena such as quantum
key distribution and teleportation. A quantitative description of these
requires a quantum theory of communication.

A quantum communication device consists of a quantum channel, as
introduced in Section 3.2, through which qubits or other quantum sys-
tems can be sent from Alice to Bob, and this may be accompanied, as in
quantum key distribution, by a classical communication channel. Fig-
ure 8.1 is a schematic representation of such a communication system.
In the preparation event A Alice selects, with probability P (ai), one of
the messages ai and encodes this as the quantum state ρ̂i of a suitable
quantum system such as the polarization of a photon. This quantum
state may be affected by noise, including absorption losses, before arriv-
ing at Bob. Bob may store the system for future use or extract some
information by performing a measurement. In the former situation, the
channel should be characterized by comparing the state received with
that sent using, for example, one of the quantities described in Section
8.3. In the latter, Bob needs to make a choice of measurement and this
will, in general, correspond to a generalized measurement described by a
set of probability operators {π̂j}. The properties of this quantum com-
munication channel are then determined by the conditional probabilities
P (bj |ai), which, in the absence of noise on the channel, are

P (bj |ai) = Tr (π̂j ρ̂i) . (8.106)
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Fig. 8.1 Schematic representation of a
quantum communication channel.

We shall assume that the classical channel, if one is required, has been
optimized to transmit classical information without error, in accordance
with Shannon’s theorems.

It is perhaps most natural to start by asking how well our quantum
channel communicates classical information. For a classical channel,
each physical bit has only two distinct states, corresponding to the logi-
cal values 0 and 1, and this limits the capacity of the channel (naturally
enough) to one bit for each physical bit. A qubit, however, can be
prepared in either of the orthogonal states |0〉 and |1〉, or in any super-
position of these. Given this wide variety of possible states, it is at least
conceivable that a quantum channel might allow us to achieve more than
one bit per qubit. That this is not the case is a consequence of the funda-
mental limitations on our ability to discriminate between non-orthogonal
states, as described in Section 4.4. It is not possible, therefore, to predict
the outcome of Bob’s measurement, even for a noiseless quantum chan-
nel, and in this way the quantum channel transmits classical information
in a similar manner to a classical noisy channel in that

P (bj |ai) �= δij . (8.107)

We found in Section 1.4 that Shannon’s noisy-channel coding theorem
provides the limit to the channel capacity in this situation through the
mutual information:

C = Sup H(A : B). (8.108)

Here the mutual information is

H(A : B) =
∑
ij

P (ai)Tr (π̂j ρ̂i) log
[
Tr (π̂j ρ̂i)
Tr (π̂j ρ̂)

]
, (8.109)

where, as usual, ρ̂ is the prior density operator

ρ̂ =
∑

i

P (ai)ρ̂i. (8.110)

The maximization in eqn 8.108 is more complicated than its classical
counterpart in that, in addition to varying the preparation probabilities
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P (ai), we also need to vary the probability operators associated with
Bob’s choice of measurement. It is perhaps for this reason that there
are very few sets of signal states {ρ̂i} for which C is known.

One simple example is a qubit channel in which we use the two non-
orthogonal pure states discussed in Section 4.4:

|ψ1〉 = cos θ|0〉 + sin θ|1〉,
|ψ2〉 = cos θ|0〉 − sin θ|1〉, (8.111)

where 0 ≤ θ ≤ π/4. In this case the mutual information is maximized
if Alice selects these with equal probability, so that P (a1) = P (a2) =
1
2 , and Bob performs a measurement optimized to give the minimum
probability of error. The channel capacity in this case is

C =
1
2

[1 + sin(2θ)] log [1 + sin(2θ)] +
1
2

[1 − sin(2θ)] log [1 − sin(2θ)] .
(8.112)

This takes its minimum value of zero when θ = 0 and the two states
are identical. It has a maximum value of one bit when θ = π/4 and the
states are orthogonal.

It is possible to place an upper bound on the mutual information and,
through this, on the channel capacity. If the signal states are ρ̂i and
these are selected with probabilities P (ai) then

H(A : B) ≤ S (ρ̂) −
∑

i

P (ai)S (ρ̂i) = χ. (8.113)

This inequality is due to Holevo, and the quantity χ is referred to as
the Holevo bound. We can obtain this by comparing H(A : B) with the
von Neumann mutual information S(A : B) introduced in Section 8.2.
In order to proceed, let us suppose that Alice and Bob share a pair of
systems prepared in the correlated (but not entangled) state

ρ̂AB =
∑

i

P (ai)|ai〉A A〈ai| ⊗ ρ̂Bi, (8.114)

where the states {|ai〉} are mutually orthogonal: 〈ai|aj〉 = δij . It is clear
that this system will operate in the same way as our communication
channel if Alice makes a measurement on her system in the {|ai〉} basis.
She will get the result corresponding to the state |ai〉 with probability
P (ai) and the state of Bob’s system will then be ρ̂i, so that Bob receives
one of the states ρ̂i with the same probability P (ai). The observed
degree of correlation, as expressed in the value of H(A : B), cannot
exceed that which is already present between the A and B systems in
the state ρ̂AB and it follows, therefore, that

H(A : B) ≤ S(A : B)
= S(A) + S(B) − S(A,B)

= S

(∑
i

P (ai)ρ̂i

)
−

∑
i

P (ai)S (ρ̂i)

= χ, (8.115)
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which is the Holevo bound.
We began our discussion of the capacity of a quantum channel by

suggesting that it might be possible to convey more than one bit on
each qubit. That this is not possible is, perhaps, the most fundamental
consequence of the Holevo bound. Clearly, χ will take its maximum
value if the signal states ρ̂i are all pure, so that S(ρ̂i) = 0, and they are
selected so that ρ̂ is the maximally mixed state. This leads to the limit

χ ≤ log d, (8.116)

where d is the dimension of the state space of the system sent from
Alice to Bob. It follows, in particular, that χ ≤ 1 bit for each qubit
and this then is the upper limit for the single-qubit capacity. We can
readily reach this value by selecting, with equal probability, one of two
orthogonal qubit states and instructing Bob to make a von Neumann
measurement in this basis.

The Holevo bound can be thought of as a consequence of quantum
complementarity or, equivalently, the limits imposed by quantum the-
ory on our ability to discriminate between non-orthogonal states. To
illustrate this idea let us suppose that, as in the BB84 protocol for
quantum key distribution, Alice prepares each qubit in one of the four
states |0〉, |1〉, 2−1/2(|0〉+ |1〉) and 2−1/2(|0〉−|1〉). If Bob could discrim-
inate between these with certainty then the channel capacity would be
two bits per qubit, but this exceeds the Holevo bound of one bit. The
Holevo bound, therefore, is a manifestation of the complementarity of
incompatible observables, in this case σ̂z and σ̂x.

The fact that a single qubit can carry at most one bit of information
does not mean, of course, that qubits are simply equivalent to bits.
We have seen this already in quantum key distribution but it might be
helpful to have a further, more direct, example. Let us suppose that
Alice has two bits, A and B, which she wishes to convey to Bob. Bob
will use one of these but Alice does not know which. The problem is
that Alice has at her disposal only a single bit to send to Bob. All she
can do is to select at random one of her bit values and send this to Bob.
If she guesses correctly then Bob will have the desired bit value, but if
her guess was incorrect then the transmitted bit value will be correct
with probability 1/2. It follows that this strategy will provide Bob with
the correct desired bit value with probability 3/4. If Alice has a single
qubit, however, then she can do better that this. She encodes each of
the four possible bit pairs onto the state of the qubit according to the
scheme

00 → |0〉,
11 → |1〉,
01 → 1√

2
(|0〉 + |1〉) ,

10 → 1√
2

(|0〉 − |1〉) . (8.117)
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Each of these pure signal states will be sent with probability 1/4, and
it follows that the Holevo bound in this case will be χ = 1 bit. Bob
assigns the desired bit value on the basis of the result of a measurement
of one of two observables: 2−1/2(σ̂z + σ̂z) if he needs the first qubit and
2−1/2(σ̂z − σ̂z) if he needs the second. The probability that this gives
the correct bit value is then

Pc =
1
4
〈0|1

2

[
Î +

1√
2

(σ̂z + σ̂x)
]
|0〉 +

1
4
〈1|1

2

[
Î − 1√

2
(σ̂z + σ̂x)

]
|1〉

+
1
8

(〈0| + 〈1|) 1
2

[
Î − 1√

2
(σ̂z − σ̂x)

]
(|0〉 + |1〉)

+
1
8

(〈0| − 〈1|) 1
2

[
Î +

1√
2

(σ̂z − σ̂x)
]

(|0〉 − |1〉)

=
1
2

(
1 +

1√
2

)
≈ 0.854, (8.118)

which clearly exceeds the single-bit value of 0.75.
The fact that non-orthogonal quantum states have a non-zero overlap

suggests the possibility that a quantum channel based on such states
might exhibit a level of redundancy and that removing this should allow
us to send the quantum information using a smaller number of qubits.
As an illustration, let us consider a set of three qubits, each of which is
prepared in one of the two non-orthogonal states in eqn 8.111. There
are clearly 23 = 8 possible states of the three qubits, and if each of these
is selected with equal probability then we can send the required states
to Bob using three classical bits; all we need to do is to identify the
sequence of states and leave Bob to use this information to construct
the states for himself. The eight states are equiprobable, and it follows
from Shannon’s noiseless coding theorem that a minimum of three bits
is required. Invoking the Holevo bound might lead us to infer that a
minimum of three qubits is then required if a quantum channel is used.
Suprisingly, however, it is possible to send the same information using
fewer than three qubits. Our three-qubit state is

|ψj〉 ⊗ |ψk〉 ⊗ |ψl〉 = cos3 θ|000〉
+ cos2 θ sin θ

(
(−1)j−1|100〉

+(−1)k−1|010〉 + (−1)l−1|001〉)
+ cos θ sin2 θ

(
(−1)j−k|110〉

+(−1)j−l|101〉 + (−1)k−l|011〉)
+ sin3 θ(−1)j+k+l−1|111〉. (8.119)

Let us suppose that θ is small so that

|〈ψ1,2|0〉| � |〈ψ1,2|1〉|. (8.120)

It then follows that the probability amplitudes for the states |000〉, |100〉,
|010〉, and |001〉 are very much larger than those for the other four states.
We can compress the state to just two qubits by performing a unitary
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transformation that exchanges the states |001〉 and |110〉 whilst leaving
the other states unchanged:

Û = |001〉〈110| + |110〉〈001| + Î ⊗ Î ⊗ Î
−|001〉〈001| − |110〉〈110|. (8.121)

If we then measure the third qubit in the computational basis we shall,
with high probability, find the result corresponding to the state |0〉, and
the state of the remaining two qubits will then be

|ψjkl〉 =
1√

1 + 2 sin2 θ

[
cos θ|00〉 + sin θ

(
(−1)j−1|10〉

+(−1)k−1|01〉 + (−1)l−1|11〉)] . (8.122)

This state carries the three integers j, k, and l in the phases of the
amplitudes for the states |10〉, |01〉, and |11〉. If this compressed two-
qubit state is sent to Bob then he can supply a third qubit prepared in
the state |0〉, and then invert the unitary transformation given in eqn
8.121 and so prepare a state which has a high fidelity with the initial
uncompressed state in eqn 8.119.

The compression of quantum states becomes possible with a proba-
bility approaching unity in the limit of large numbers of qubits, in much
the same way that Shannon’s noiseless coding theorem applies, strictly,
in the limit of long messages. It was shown by Schumacher that it is
the von Neumann entropy that limits the extent to which such quantum
compression is possible. Consider a sequence of N qubits, each of which
has been prepared in one of the two states |ψ1〉 and |ψ2〉 defined in eqn
8.111. If each qubit is equally likely to be prepared in either state, then
there are clearly 2N equiprobable states:

|ψj1〉 ⊗ |ψj2〉 ⊗ · · · |ψjN
〉⊗ =

(
cos θ|0〉 − (−1)j1 sin θ|1〉)
⊗ (

cos θ|0〉 − (−1)j2 sin θ|1〉)⊗ · · ·
⊗ (

cos θ|0〉 − (−1)jN sin θ|1〉) . (8.123)

It is instructive to begin our analysis of Schumacher compression by
thinking about the effect of performing a measurement on this state.
If we were to measure each qubit in the computational basis then we
would find that the number of qubits giving the value 0 would be close
to N cos2 θ and that the number giving the value 1 would be close to
N sin2 θ. To do so, of course, would destroy the superpositions and
so erase any record of the information-bearing phases labelled by the
integers jn. If, however, we perform a collective von Neumann mea-
surement on all of the qubits to determine the number of qubits in the
state |0〉 and the number in the state |1〉 without detemining the state
of each individual qubit then we shall find that n qubits are in the state
|1〉, where n ≈ N sin2 θ. The post-measurement state will then be an
equally weighted superposition of all of the states with n ones and N −n
zeros:

|Ψn〉 = (−1)n

√
n!(N − n)!

N !

∑
k∈n ones

(−1)
∑′

�
j� |k〉, (8.124)
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where the integers k are bit strings associated with the qubit states as
described in Section 7.2. Each of the states |k〉 has a positive or negative
amplitude depending on which of the 2N possible states in eqn 8.123 was
prepared; the primed sum runs over all of the indices jn for which the
state of the corresponding qubit contributes |1〉 to the qubit string |k〉.
As with the compressed state in eqn 8.122, these positive and negative
amplitudes retain information about the form of the original state.

The N -qubit state in eqn 8.124 is a superposition of only

W =
N !

n!(N − n)!
≈ 2NH(cos2 θ) (8.125)

states |k〉, where

H(x) = −x log x − (1 − x) log(1 − x). (8.126)

It follows that we can transform this state into one of about NH(cos2 θ)
qubits. All we require is an N -qubit unitary transformation that trans-
forms the state |k〉 corresponding to the smallest value of k into the
approximately NH(cos2 θ)-qubit state |0 · · · 00〉, the state correspond-
ing to the next smallest into the state |0 · · · 01〉, and so on. At the end
of this process about N

[
1 − H(cos2 θ)

]
qubits will be in the state |0〉

whatever the initial state and these can be discarded.
The final step in deriving Schumacher’s noiseless coding theorem is

to note that we do not need to perform a measurement of the number
of zeros and ones in the string of qubits. Indeed, to do so would be to
destroy the information in the initial state contained in the superposition
of states corresponding to different numbers of zeros. It suffices that we
know that if we were to perform such a measurement then the value
obtained for the number of zeros would be, with very high probability,
close to N cos2 θ. This means that we can devise a suitable unitary
transformation to encode the large-amplitude parts of our initial state
(those for which the number of zeros n is sufficiently close to N cos2 θ)
with only slightly more than H(N cos2 θ) qubits. This is because, as in
our derivation of Shannon’s corresponding theorem, the total number of
states |k〉 with appreciable amplitudes, corresponding to all likely values
of n, is

W = 2N[H(cos2 θ)+δ], (8.127)

where δ tends to zero as N → ∞. An efficient unitary transformation
will leave close to, but not more than, N

[
1 − H(cos2 θ)

]
qubits in the

state |0〉 and these can therefore be discarded. The remaining set of ap-
proximately NH(cos2 θ) qubits forms the compressed quantum state. In
this way, Alice can compress any of the initial 2N states of her N qubits
onto just NH(cos2 θ) qubits and send these to Bob. Bob can perform
the decompression with near unit fidelity by supplying N

[
1 − H(cos2 θ)

]
qubits, each prepared in the state |0〉, and then inverting Alice’s com-
pressing unitary transformation.

A more precise statement of Schumacher’s noiseless coding theorem is
that a quantum state of many qubits cannot be compressed to fewer than
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NH(cos2 θ) qubits and then reconstructed but that it can be compressed
to nearly this length and then reconstructed with near unit fidelity. The
a priori state of each qubit is

ρ̂ =
1
2

(|ψ1〉〈ψ1| + |ψ2〉〈ψ2|)
= cos2 θ|0〉〈0| + sin2 θ|1〉〈1|, (8.128)

the von Neumann entropy for which is

S (ρ̂) = − cos2 θ log cos2 θ − sin2 θ log sin2 θ

= H
(
cos2 θ

)
. (8.129)

This leads to the more general and more elegant statement that the state
of N qubits can be compressed to one of only slightly more than

W = 2NS(ρ̂) (8.130)

states of about NS(ρ̂) qubits and then later decompressed with near
unit fidelity. Thus Schumacher’s noiseless coding theorem has the same
form as Shannon’s but with the classical information H(A) replaced by
the von Neumann entropy S(ρ̂).

Comparing Schumacher’s noiseless coding theorem with Shannon’s
gives a simple interpretation for the inequality in eqn 8.20. If, however,
the messages {ai} are selected with probabilities {P (ai)} then Shannon’s
theorem tells us that optimal coding allows us to compress an N -bit
message into one of NH(A) bits. If the messages are encoded onto
quantum states {ρ̂i} then we can compress the resulting state of N qubits
into one of just NS(ρ̂) qubits. The fact that NS(ρ̂) is typically less than
NH(A) is a manifestation of the additional quantum redundancy, which
is a consequence of the non-orthogonality of the signal states.

If Schumacher’s noiseless coding theorem is the quantum analogue of
Shannon’s then it is natural to ask whether there is also a quantum ver-
sion of his noisy-channel coding theorem. We saw in Section 6.4 how it
is possible to protect qubits against at least some errors by construct-
ing quantum codewords from multiple qubits, and would like a bound
on the number of ancillary qubits required to provide error-free quan-
tum information processing. We would also like to know the channel
capacity for a noisy quantum channel and thereby determine the max-
imum rate at which classical information can be transmitted through
a quantum channel. It is not yet possible to provide answers to either
of these questions with the degree of generality provided by Shannon’s
noisy-channel coding theorem. We can say something about the channel
capacity, however, if we restrict Alice to preparing only a product state
of a large number of quantum systems by selecting from a given set of
density operators {ρ̂i} for each system. In this case the channel capac-
ity cannot exceed that given by the Holevo–Schumacher–Westmoreland
(HSW) bound:

C ≤ Sup

[
S

(∑
i

P (ai)ρ̂′i

)
−

∑
i

P (ai)S (ρ̂′i)

]
, (8.131)
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where ρ̂′i is the state produced by the action of the noisy channel on
the state ρ̂i prepared by Alice. If the action of the channel is associated
with the effect operators Âj then

ρ̂i → ρ̂′i =
∑

j

Âj ρ̂iÂ
†
j . (8.132)

If we are interested in the most efficient way of communicating along the
noisy channel then the maximization implicit in eqn 8.131 needs to be
carried out over the preparation probabilities and also the signal states
ρ̂i. We can arrive at the HSW bound by the same line of reasoning that
led us to the Holevo bound. Let us suppose that Alice prepares two
quantum systems in the mixed state given in eqn 8.114 and then sends
the B system through the quantum channel to Bob. This will leave the
two systems in the state

ρ̂′AB =
∑

i

P (ai)|ai〉A A〈ai| ⊗ ρ̂′Bi

=
∑
ij

P (ai)|ai〉A A〈ai| ⊗ Âj ρ̂BiÂ
†
j . (8.133)

The mutual information extracted by Alice and Bob from this state can
hardly exceed that already present in this state, and this leads us to the
bound

H(A : B) ≤ S(A : B)

= S

(∑
i

P (ai)ρ̂′i

)
−

∑
i

P (ai)S (ρ̂′i) . (8.134)

The channel capacity is the greatest possible value of H(A : B), and
maximizing this gives the HSW bound in eqn 8.131.

In quantum information science we think of entanglement, and espe-
cially distributed entanglement, as a resource that is useful for tasks
such as quantum key distribution, teleportation, and distributed quan-
tum computation. We introduced, in Section 5.3, the ebit as a unit of
shared entanglement; if Alice and Bob each have a qubit and these have
been prepared in a maximally entangled state then they share one ebit.
It is important to be able also to quantify the entanglement for other,
non-maximally entangled states. The natural way to do this, in the
context of quantum communications, is by our ability to manipulate en-
tangled states using only local operations and classical communications.
The entanglement of formation, EF(ρ̂), is an asymptotic measure of the
number of ebits required to prepare a number of shared copies of any
given entangled state. The entanglement of distillation, ED(ρ̂), is asso-
ciated with the reverse process; it represents the number of maximally
entangled qubit pairs that can be prepared (or distilled) from a number
of entangled qubits prepared in a non-maximally entangled state.

It may not be obvious that we can concentrate entanglement so as to
prepare maximally entangled qubits from non-maximally entangled ones.
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To see that this is possible, let us suppose that Alice and Bob share two
pairs of qubits, each prepared in the state cos θ|0〉A|0〉B + sin θ|1〉A|1〉B ,
so that the state of their two pairs of qubits is

|ψ2〉 = (cos θ|0〉A|0〉B + sin θ|1〉A|1〉B)⊗ (cos θ|0〉A|0〉B + sin θ|1〉A|1〉B) .
(8.135)

Alice can perform a collective von Neumann measurement on her two
qubits to determine if they have the same or different values in the
computational basis without determining the value of σ̂z for each qubit.
If her qubits are different then the resulting state of the four qubits will
be

|ψ̃2〉 =
1√
2

(|01〉A|01〉B + |10〉A|10〉B) . (8.136)

Alice and Bob can readily transform this into a maximally entangled
state of two qubits by each performing a unitary transformation on their
two qubits so that

|01〉 → |00〉,
|10〉 → |10〉, (8.137)

and then each discarding the second qubit. This leaves the remaining
two qubits in the maximally entangled state |Φ+〉AB .

The entanglement of distillation applies when Alice and Bob have a
large number, N , of similarly prepared non-maximally entangled pairs
of qubits:

|ψN 〉 = (cos θ|0〉A|0〉B + sin θ|1〉A|1〉B)⊗N

=
2N−1∑
k=0

cosN−κ(k) θ sinκ(k) θ|k〉A|k〉B , (8.138)

where the state |k〉A represents the state of Alice’s N qubits associated
with the integer k, as described in Section 7.2. The function κ(k) is
the number of ones in the binary representation of k. Each of Alice’s
qubits will be in the state |1〉 with probability sin2 θ and the state |0〉
with probability cos2 θ. If N is very large then the number of ones in
the bit string will be very close to the average value:

κ ≈ N sin2 θ. (8.139)

If Alice performs a collective projective measurement on all of her qubits
to determine the number of qubits in the state |1〉 then she will find a
value of κ close to N sin2 θ. The resulting state will then be

|ψ̃N 〉 =

√
κ!(N − κ!)

N !

∑
k∈κ

|k〉A|k〉B

≈ 2−NH(cos2 θ)
∑
k∈κ

|k〉A|k〉B , (8.140)

where the sum is over all values for which k has the measured num-
ber of ones (κ). This N -qubit state can be mapped onto one of about
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NH(cos2 θ) qubits by means of local unitary transformations to map the
2NH(cos2 θ) states |k〉 appearing in eqn 8.140 onto states corresponding
to the first 2NH(cos2 θ) integers, so that all but NH(cos2 θ) qubits are
left in the state |0〉. This procedure leaves Alice and Bob with

NH(cos2 θ) = NS (ρ̂A) = NED(ρ̂) (8.141)

maximally entangled pairs of qubits, each in the state |Φ+〉. Here S (ρ̂A)
is the von Neumann entropy for any one of Alice’s qubits (or Bob’s,
of course) in the initial state. For a pure state, the entanglement of
distillation ED is equal to the relative entropy of entanglement and is
given simply by the von Neumann entropy for either Alice’s or Bob’s
system.

The entanglement of formation quantifies the number of maximally
entangled qubit pairs required by Alice and Bob in order for them to
be able to create pairs in a desired non-maximally entangled state. It is
clear that one ebit suffices to generate each required pair, as Alice can
prepare, locally, an entangled state cos θ|00〉 + sin θ|11〉, and then con-
sume the available ebit, shared with Bob, to teleport the state of the first
qubit to Bob. If Alice needs to prepare a large number N of such non-
maximally entangled pairs, so that she and Bob share the state in eqn
8.138, she can first prepare, locally, the state (cos θ|00〉 + sin θ|11〉)⊗N

and then use Schmacher compression to imprint this state on
approximately NH(cos2 θ) maximally entangled qubit pairs. This
2NH(cos2 θ)-qubit state can be shared with Bob by teleportation if they
share NH(cos2 θ) ebits and a classical channel. Finally, the Schumacher
compression can be undone by means of a local unitary transformation
performed by both Alice and Bob. The minimum number of ebits re-
quired to form N shared copies of the non-maximally entangled state
cos θ|0〉A|0〉B + sin θ|1〉A|1〉B is, therefore,

NH(cos2 θ) = NS (ρ̂A) = NEF(ρ̂). (8.142)

We see that for pure states the entanglement of formation EF is equal to
the entanglement of distillation. It follows that the processes of forming
non-maximally entangled states and of distilling maximally entangled
states are, essentially, reversible. This is not strictly true, of course, but
becomes an ever better approximation as N increases.

It would be useful to know the entanglement of distillation, the entan-
glement of formation, and indeed the relative entropy of entanglement
for mixed states. Very little is known at present about these quantities.
It is clear, however, that working with mixed states should not allow
us to create or increase entanglement using only local operations and
classical communications. If we start with N ebits, use these to form
non-maximally, perhaps mixed-state entangled pairs, and then distill
these into ebits, then we should not have (at least on average) more
entangled pairs than we had to start with. We can use EF and ED to
follow this process:

N ebits → N

EF
non-max. ent. pairs → NED

EF
ebits. (8.143)
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It follows, therefore, that

ED (ρ̂) ≤ EF (ρ̂) . (8.144)

We also have an implicit expression for the entanglement of formation. If
ρ̂AB is the state of Alice and Bob’s system then we consider all possible
pure-state decompositions of this state, that is, all ensembles of states
|ψi〉AB such that

ρ̂AB =
∑

i

pi|ψi〉AB AB〈ψi|. (8.145)

The entanglement of formation is then

EF (ρ̂AB) = Inf
∑

i

piS
(
ρ̂A

i

)
, (8.146)

where ρ̂A
i = TrB(|ψi〉AB AB〈ψi|) and the minimization is carried out

over all possible ensembles given by eqn 8.145. Wootters has derived
from this an explicit expression for the entanglement of formation for an
arbitrary two-qubit state. His expression is given in Appendix U

Quantum information theory, as we have stated, is not yet complete,
and fundamental results continue to appear. It is appropriate, there-
fore, to conclude with a recent discovery by Horodecki, Oppenheim, and
Winter (2005) which has revealed the significance of the von Neumann
conditional entropy

S(B|A) = S(A,B) − S(A). (8.147)

The analogous classical entropy, H(B|A), is always greater than or equal
to zero but S(B|A) can take negative values:

0 ≤ H(B|A) ≤ H(B),
−S(A) ≤ S(B|A) ≤ S(B). (8.148)

The von Neumann conditional entropy is the number of qubits that Bob
needs to send to Alice so that Alice can construct their joint state ρ̂AB .
We can illustrate this idea using three simple examples. In the first, Bob
has a qubit in the maximally mixed state and Alice has a qubit in the
state |0〉:

ρ̂AB = |0〉A A〈0| ⊗ 1
2
ÎB , (8.149)

so that S(B|A) = 1. Bob must send his single qubit to Alice in order for
her to be able to construct the state. If this seems strange then consider
that Bob’s qubit might be maximally mixed by virtue of being entangled
with a further qubit held by a third party, Claire, so that the combined
pure state is

|ψ〉ABC = |0〉A 1√
2

(|0〉B |0〉C + |1〉B |1〉C) . (8.150)

Clearly, the entanglement between Bob’s qubit and Claire’s is only trans-
ferred to Alice if Bob’s qubit is sent (or teleported) to Alice.
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In our second example, Alice and Bob share the correlated, but un-
entangled, state

ρ̂AB =
1
2

(|00〉AB AB〈00| + |11〉AB AB〈11|) , (8.151)

for which S(B|A) = 0. This suggests that only classical communication
is required to transfer the state to Alice. To see that this is indeed the
case let us suppose, once again, that the mixed state is a consequence
of an entangled pure state shared with Claire:

|ψ〉ABC =
1√
2

(|0〉A|0〉B |0〉C + |1〉A|1〉B |1〉C) . (8.152)

Bob can transfer his part of the state to Alice by first performing a
measurement of σ̂x on his qubit so that the state of Alice’s and Claire’s
qubits is

|ψ〉AC =
1√
2

(|0〉A|0〉C ± |1〉A|1〉C) . (8.153)

If Bob sends the result of his measurement to Alice then she can use this
to provide a phase shift to her qubit, if necessary, to obtain the state

|ψ′〉AC =
1√
2

(|0〉A|0〉C + |1〉A|1〉C) . (8.154)

Adding an extra qubit in the state |0〉A′ and performing a CNOT oper-
ation, with qubit A as the control and qubit A′ as the target, gives the
desired state

ÛCNOT|ψ′〉AC |0〉A′ =
1√
2

(|0〉A|0〉C |0〉A′ + |1〉A|1〉C |1〉A′) . (8.155)

Only one (classical) bit of information needs to be communicated from
Bob to Alice and no transfer of quantum information is required.

In our third and final example, Alice and Bob share a maximally
entangled state

|ψ〉AB =
1√
2

(|0〉A|0〉B + |1〉A|1〉B) (8.156)

so that S(B|A) = −1. No communication is necessary, as Alice can
prepare copies of the state locally without assistance from Bob. The
fact that they share an ebit, however, means that they can use this
state to teleport a further qubit. If they share one maximally entangled
qubit and one pair in the state given in eqn 8.149, for example, then
S(B|A) = 0 for the combined state of the four qubits. The meaning is
clear; they can use the maximally entangled qubit, for which S(B|A) =
−1, to teleport the state of Bob’s other qubit (in the maximally mixed
state). No additional qubits are required, and this is reflected in the fact
that S(B|A) = 0 for the four-qubit state.
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Exercises

(8.1) Calculate the von Neumann entropy for a qubit pre-
pared in an equally weighted mixture of the states
|0〉 and 2−1/2(|0〉 + |1〉).

(8.2) Calculate the von Neumann entropy for the two-
qubit mixed Werner state defined in eqn 2.120.

(8.3) A single-qubit state has 〈σ̂x〉 = s. Find the most
general forms for the corresponding density opera-
tor

(a) with the maximum von Neumann entropy;

(b) with the minimum von Neumann entropy.

(8.4) Prove the relations in eqns 8.5 and 8.6 using the
diagonal representation of ρ̂ given in eqn 8.4.

(8.5) Illustrate the concavity property stated in eqn 8.12
by calculating both sides of the inequality for the

density operators

ρ̂1 =
1

2

(
Î +

1

2
σ̂x

)
, ρ̂2 =

1

2

(
Î +

1

2
σ̂y

)
.

(8.6) Prove the general concavity condition given in eqn
8.16 from eqn 8.12.

(8.7) The Fano entropy is defined to be minus the loga-
rithm of the purity:

F (ρ̂) = − log
[
Tr

(
ρ̂2

)]
.

(a) Find the maximum and minimum values of
F and compare these with the corresponding
values for the von Neumann entropy.

(b) Show that

S (ρ̂) ≥ F (ρ̂) .
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(8.8) Check the inequality in eqn 8.22 for the two
equiprobable single-qubit density operators

ρ̂1 =
1

2

(
1 0
0 1

)
, ρ̂2 =

1

3

(
2 1
1 1

)
.

(8.9) Use the positivity of the quantum relative entropy
stated in eqn 8.24 to derive the inequality in eqn
8.8.

(8.10) (a) Under what conditions will the quantum rel-
ative entropy S(σ̂‖ρ̂) take the value infinity?

(b) If S(σ̂‖ρ̂) = ∞, does it necessarily follow that
S(ρ̂‖σ̂) = ∞?

(8.11) Use Klein’s inequality (eqn R.10) to derive the pos-
itivity of the quantum relative entropy (eqn 8.24).

(8.12) Use Lagrange’s method of undetermined multipli-
ers to determine the minimum value of the quan-
tum relative entropy expressed in nats, Se(σ̂‖ρ̂),
and the conditions for this minimum to occur:

(a) by varying σ̂;
(b) by varying ρ̂.

(8.13) Consider the combination of von Neumann en-
tropies

Sp = S [pσ̂ + (1 − p)ρ̂] − pS (σ̂) − (1 − p)S (ρ̂) ,

where 0 ≤ p ≤ 1.

(a) Show that Sp ≥ 0
(b) Evaluate the derivative of Sp with respect to

p at p = 0 and p = 1 and compare these ex-
pressions with S(σ̂‖ρ̂) and S(ρ̂‖σ̂).

(8.14) Calculate the entropies S(A, B), S(A), and S(B)
for the states

(a) |Ψ+〉 = 2−1/2 (|01〉AB + |10〉AB);
(b) |GHZ〉 = 2−1/2 (|000〉ABC + |111〉ABC);
(c) |W〉 = α|001〉ABC + β|010〉ABC + γ|100〉ABC .

(8.15) Evaluate the von Neumann entropies S(A, B),
S(A), and S(B) for the Werner mixed state in eqn
2.120. For which values of p is

(a) S(A, B) = S(A) + S(B);
(b) S(A, B) = |S(A) − S(B)|?

(8.16) Derive, for the Werner state in eqn 2.120, a condi-
tion on p such that

S(A, B) ≥ Sup (S(A), S(B)) .

How does this condition compare with the value
p = 2

3
, above which the state is not entangled?

(8.17) Under what conditions is

(a) S(A : B) = 0;
(b) S(A : B) = 2 Inf (S(A), S(B))?

(8.18) Find a state of two harmonic oscillators, or single
field modes, for which S(A : B) takes its maximum
value given that the oscillators share precisely n
quanta.

(8.19) (a) Find a state of two harmonic oscillators, or
single field modes, for which S(A : B) takes
its maximum value given that each of the os-
cillators has an average of n̄/2 quanta.

(b) Will the state be any different if we simply
require that the sum of the number of quanta
in the two oscillators is, on average, n̄?

(8.20) Use the strong subadditivity condition stated in
eqn 8.46 to derive the Araki–Lieb inequality (eqn
8.39).

(8.21) By considering a pure state of four quantum sys-
tems or otherwise, show that the strong subaddi-
tivity condition stated in eqn 8.46 is equivalent to

S(C) + S(B) ≥ S(AB) + S(AC).

(8.22) Calculate the fidelity for the single-qubit states

(a) ρ̂ = 1
2
(̂I + r · ̂σ) and |0〉;

(b) ρ̂ = 1
2
Î and any pure state |ψ〉.

(8.23) Calculate the fidelity for the Werner state in eqn
2.120 and the states

(a) |Ψ−〉;
(b) |0〉 ⊗ |1〉;
(c) |0〉 ⊗ |0〉.

(8.24) For the mixed-state fidelity given in eqn 8.51, show
that

(a) it is invariant under unitary transformations;
(b) that if σ̂ = |ψ〉〈ψ| then it reduces to eqn 8.50.

(8.25) Show that the mixed-state fidelity given in eqn 8.51
is symmetric in ρ̂ and σ̂.

[Hint: you might start by showing that the two pos-
itive operators ρ̂1/2σ̂ρ̂1/2 and σ̂1/2ρ̂σ̂1/2 have the
same eigenvalues, even though they may have dif-
ferent eigenstates.]

(8.26) Show, by considering commuting density operators,
that the classical fidelity has the form

F (P, Q) =

(∑
i

√
piqi

)2

.

Without considering the quantum formula, find the
maximum and minimum values of F (P, Q).
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(8.27) Show that the fidelity for a single qubit takes the
form of eqn 8.52.

(8.28) Calculate the fidelity for the single-qubit density
operators

ρ̂ =

(
1
2

α
α∗ 1

2

)
,

σ̂ =

(
p β
β∗ 1 − p

)
.

(a) For which values of p is the fidelity (i) a min-
imum; (ii) a maximum?

(b) For which values of β is the fidelity (i) a min-
imum; (ii) a maximum?

(8.29) Calculate the distance between the states given in
the previous question.

(a) For which values of p is the distance (i) a min-
imum; (ii) a maximum?

(b) For which values of β is the distance (i) a min-
imum; (ii) a maximum?

(8.30) Derive the inequality in eqn 8.64.

(8.31) Calculate the two distances appearing in the in-
equality in eqn 8.67 for the density matrices in eqn
8.62 and for the transformation in eqn 4.91.

(8.32) Show that for two pure states,

D (ρ̂, σ̂) =
√

1 − F (ρ̂, σ̂).

(8.33) We wish to determine whether a die is fair, with
the probabilities for each of the numbers being 1

6
,

or loaded, with P (6) = 1
4

and P (1) = P (2) = · · · =
P (5) = 3

20
. Estimate the number of rolls of the die

required so that:

(a) An indication that the die is fair is correct
with a probability of at least 0.999999.

(b) An indication that the die is loaded is correct
with a probability of at least 0.999999.

(8.34) Derive the following properties of the quantum rel-
ative entropy:

(a)

S (ρ̂A ⊗ ρ̂B‖σ̂A ⊗ σ̂B) = S (ρ̂A‖σ̂A)

+S (ρ̂B‖σ̂B) ,

(b)

S (pσ̂1 + (1 − p)σ̂2‖ρ̂) ≤ pS (σ̂1‖ρ̂)

+(1 − p)S (σ̂2‖ρ̂) ,

(c) ∑
i

piS (ρ̂i‖σ̂) =
∑

i

piS (ρ̂i‖ρ̂)

+S (ρ̂‖σ̂) ,

where ρ̂ =
∑

i
piρ̂i.

(8.35) A device has been designed to implement the single-
qubit unitary transformation Û = σ̂z. It performs
an operation characterized by the three effect op-
erators

Â0 = (1 − p − q)1/2σ̂z,

Â1 = p1/2σ̂x,

Â2 = q1/2σ̂y.

Calculate the gate fidelity.

(8.36) A device has been designed to implement a single-
qubit unitary transformation Û but produces a
different single-qubit unitary transformation Û ′.
Show that using a two-qubit Bell state will always
provide the necessary minimum in the definition of
the gate fidelity in eqn 8.83.

(8.37) Evaluate the distance between the entangled pure
state in eqn 8.91 and the mixed state

ρ̂ = p|00〉〈00| + (1 − p)|11〉〈11|.

Show that the minimum value occurs for p = cos2 θ.

(8.38) Evaluate the fidelity for the entangled pure state in
eqn 8.91 and the mixed state

ρ̂ = p|00〉〈00| + (1 − p)|11〉〈11|.

Find the value of p for which the fidelity is maxi-
mized.

(8.39) Given the maximally entangled Bell state |Ψ−〉,
find the most general forms for ρ̂unent for which

(a) the distance is minimized;

(b) the fidelity is maximized.

(8.40) Suggest why we do not use S
(
ρ̂unent‖ρ̂

)
as a mea-

sure of entanglement.

(8.41) Prove that the relative entropy of entanglement for
any pure state is equal to the von Neumann entropy
of either of the entangled subsystems.
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(8.42) The trine states given in eqn 4.60 are to be used in
a noiseless quantum communication channel. Cal-
culate the mutual information for each of the fol-
lowing:

(a) Equal probabilities for each of the three states
and the generalized measurement described
by the probability operators in eqn 4.61.

(b) Equal probabilities for each of the three states
and the generalized measurement described
by the probability operators in eqn 4.66.

(c) Zero probability for one of the states and
equal probability for the others, and the op-
timum measurement.

(8.43) Complete the derivation of the Holevo bound given
in eqn 8.115 by confirming that S(A) + S(B) −
S(A, B) = χ.

(8.44) Calculate the Holevo bound for the two mixed sig-
nal states

ρ̂1 = q|0〉〈0| + (1 − q)|0〉〈0|,
ρ̂2 = (1 − q)|0〉〈0| + q|0〉〈0|,

where 0 ≤ q ≤ 1
2
. Hence find the channel capacity

and compare this with that found for the binary
symmetric channel in Section 1.4.

(8.45) Reconcile, if you can, the idea of quantum dense
coding, in which two bits are encoded on a single
qubit, with the Holevo bound for a single qubit.

(8.46) Alice has three bits, A, B, and C, to convey to Bob,
who will use one of them.

(a) If she has only one bit at her disposal, what
is the greatest probability that Bob will get
the correct bit value?

(b) Show that she can do better than this if she
has at her disposal a single qubit to send to
Bob.

(8.47) Design a quantum circuit to induce the unitary
transformation given in eqn 8.121. Is there an al-
ternative transformation for performing the desired
compression that is simpler to implement?

(8.48) The compression and restoration of the state in eqn
8.119 will be effective if θ is sufficiently small.

(a) What is the probability that the compression
step will be successful?

(b) We can quantify the decompression step by
the fidelity of the decompressed state as com-
pared with the initial state. Calculate this
fidelity for the state prepared by Bob from
the state given in eqn 8.122.

(8.49) Determine a bound on the extent to which it is pos-
sible to compress a long sequence of qubit states in
which

(a) each qubit is prepared with equal probability
in one of the three trine states in eqn 4.60;

(b) each qubit is prepared in the state |ψ1〉 with
probability p and in the state |ψ2〉 with prob-
ability 1 − p, where the states are defined in
eqn 8.111.

(8.50) A large number of pairs of qubits is prepared so
that each pair is, with equal probability, in one of
the two Bell states |Ψ−〉 and |Ψ+〉. To what extent
can the state be compressed? If it can be com-
pressed, devise an efficient method for doing this.

(8.51) Calculate the channel capacity for a qubit channel
in which the input states are transformed as

ρ̂i → (1 − p)ρ̂i + pσ̂z ρ̂iσ̂z.

What coding scheme reaches this capacity?

(8.52) Evaluate the HSW bound for the qubit channel

ρ̂i → (1 − p)ρ̂i +
p

3
(σ̂xρ̂iσ̂x + σ̂yρ̂iσ̂y + σ̂z ρ̂iσ̂z) .

Can you find a set of states and a measurement
strategy for Bob that gives this value for the mu-
tual information?

(8.53) Show that when Alice’s collective measurement on
the state in eqn 8.135 reveals that the qubits are
the same in the computational basis, the resulting
state is less strongly entangled than initially. On
average, that is, given both possible measurement
outcomes, will the entanglement increase, decrease,
or stay the same?

(8.54) Calculate the concurrence for the two-qubit state

ρ̂ =
1

2

(
Î + r · ̂σ

)
⊗ 1

2

(
Î + s · ̂σ

)
.

(8.55) Calculate the concurrence for Werner’s mixed state
in eqn 2.120 and hence evaluate the entanglement
of formation for this state.



The equivalence of
information and entropy A
In this appendix we present, essentially verbatim, Shannon’s proof that
information has the same mathematical form as entropy.

We seek to define the information associated with an as yet unknown
outcome of an event. We let the event have n possible outcomes and
let these be associated with the probabilities p1, p2, · · · , pn. We require
a quantity H(p1, p2, · · · , pn) that reflects the amount of choice involved
in the selection of the event or, equivalently, our degree of uncertainty
as to the outcome. Clearly, the greater the uncertainty, the greater the
amount of information to be acquired on determining the outcome. It
is reasonable to require H to have the following properties:

1. H should be a continuous function of the probabilities pi.

2. If all of the pi are equal, so that pi = 1
n , then H should be a

monotonically increasing function of n. This is reasonable, as with
equally likely events there is more choice when there are more
possible outcomes.

3. If a choice is broken down into successive choices, then the original
H should be the probability-weighted sum of the individual values
of H. The meaning of this is illustrated in Fig. A.1. In the first
probability tree we have one event with three possible outcomes,
the probabilities for which are p1 = 1

2 , p2 = 1
3 , and p3 = 1

6 . In
the second we have two possible outcomes, each with probability 1

2 ,
and if the second of these occurs then we have a second event, with
two outcomes, having probabilities 2

3 and 1
3 . The final results have

the same probabilities in the two cases and we require, therefore,
that

H

(
1
2
,
1
3
,
1
6

)
= H

(
1
2
,
1
2

)
+

1
2
H

(
2
3
,
1
3

)
. (A.1)

The coefficient 1
2 is the weighting factor introduced because the

second event only occurs half of the time.

1/6

1/3

1/2

1/2

1/3

1/2

2/3

Fig. A.1 Two probability trees with
the same final probabilities.

Let H( 1
n , 1

n , · · · , 1
n ) = A(n). From property 3, it follows that we can

decompose a single event with sm equally likely probabilities (of s−m)
into a series of m events, each with s equally likely outcomes, and that
this gives

A(sm) = mA(s). (A.2)
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We can treat an event with tn equally likely outcomes in the same way:

A(tn) = nA(t). (A.3)

We can choose n to be arbitrarily large and also find a value of m such
that

sm ≤ tn ≤ sm+1. (A.4)
Taking the logarithms and dividing by n log s then gives

m

n
≤ log t

log s
≤ m

n
+

1
n

⇒
∣∣∣∣mn − log t

log s

∣∣∣∣ < ε, (A.5)

where ε = 1
n is arbitrarily small. From the monotonic property 2 it

follows that

A(sm) ≤ A(tn) ≤ A(sm+1)
⇒ mA(s) ≤ nA(t) ≤ (m + 1)A(s). (A.6)

Dividing this by nA(s) then gives

m

n
≤ A(t)

A(s)
≤ m

n
+

1
n

⇒
∣∣∣∣mn − A(t)

A(s)

∣∣∣∣ < ε. (A.7)

Combining eqns A.6 and A.7 then leads us to conclude that∣∣∣∣A(t)
A(s)

− log t

log s

∣∣∣∣ < 2ε

⇒ A(t) = K log t, (A.8)

where the constant K needs to be positive in order to satisfy property
2.

Suppose now that the n possible outcomes do not have equal probabil-
ities but that the probabilities are commensurable, in that we can write
pi = ni/

∑
j nj . We can consider an event with

∑
j nj equiprobable

outcomes as first an event with n possible outcomes with probabilities
pi, followed by a second event such that if the first event has the ith
outcome then the second event has one of ni equally probable outcomes.
We can use property 3 once again to calculate A(

∑
j nj) in two different

ways:
K log

∑
j

nj = H(p1, p2, · · · , pn) + K
∑

i

pi log ni. (A.9)

It follows that

H(p1, p2, · · · , pn) = K

∑
i

pi log
∑

j

nj −
∑

i

pi log ni


= −K log

ni∑
j nj

= −K
∑

i

pi log pi. (A.10)
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If the pi are incommensurable, then they may be approximated by ra-
tionals and the same expression must hold by our continuity assumption
(property 1). Thus eqn A.10 for the information H holds in general.
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Lagrange multipliers B
We are often faced with needing to extremize a function of a number
of variables by varying these variables but only under the restrictions
imposed by one or more constraints. A powerful approach to this is
provided by Lagrange’s method of undetermined multipliers. We can
apply the method to any number of variables, but it is perhaps simplest
to explain it by reference to just two. Suppose that we need to find
the stationary points of a function f(x, y) of the two variables x and y,
subject to the constraint that g(x, y) = 0. In principle, we could use the
constraint to write y in terms of x and then find the points at which
df/dx = 0. Equivalently, for f to be stationary, the total differential df
must be zero:

df =
∂f

∂x
dx +

∂f

∂y
dy = 0. (B.1)

Without the constraint, this would lead to the familiar conditions for
stationarity, that

∂f

∂x
= 0,

∂f

∂y
= 0. (B.2)

The constraint, however, means that the differentials dx and dy are not
independent, but rather they are related by the total differential of g:

dg =
∂g

∂x
dx +

∂g

∂y
dy = 0. (B.3)

We can multiply eqn B.3 by a parameter λ and add it to eqn B.1 to give

d(f + λg) =
(

∂f

∂x
+ λ

∂g

∂x

)
dx +

(
∂f

∂y
+ λ

∂g

∂y

)
dy = 0. (B.4)

We choose λ such that
∂f

∂x
+ λ

∂g

∂x
= 0, (B.5)

which then implies that

∂f

∂y
+ λ

∂g

∂y
= 0. (B.6)

Solving eqns B.5 and B.6, together with the constraint g(x, y) = 0, gives
the required stationary point or points. We note that these equations are
the same as would have been arrived at had we extremized the function

F (x, y) = f(x, y) + λg(x, y) (B.7)

with respect to the independent variables x and y. In doing so we
have, in effect, allowed these variables to be treated as independent by
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introducing the additional variable λ, the value of which will be fixed by
imposing the constraint g(x, y) = 0 on our solution.

We can summarize the method of Lagrange multipliers as follows. To
find a maximum or minimum of a function f(x1, x2, · · · , xn) subject to
the constraints g1 = 0, g2 = 0, · · · , gm = 0, we first form the function

F (x1, x2, · · · , xn) = f(x1, x2, · · · , xn) +
m∑

j=1

λjgj(x1, x2, · · · , xn). (B.8)

Next we vary F , treating the variables x1, x2, · · · , xn as independent.
Solving the resulting equations together with the constraint equations
determines the values of the Lagrange multipliers and the extrema of f .

We can illustrate the power of this method by deriving a useful prop-
erty of the relative entropy. Consider an event A that can have the
possible outcomes {ai} and suppose that there are two probability distri-
butions for these, P (ai) and Q(ai). The relative entropy is then defined
to be

He (P‖Q) = −
∑

i

P (ai) ln
(

Q(ai)
P (ai)

)
=

∑
i

P (ai) (lnP (ai) − lnQ(ai)) . (B.9)

Note that this quantity is not symmetric in the two probability distribu-
tions. We have chosen here to express this quantity in nats, as we shall
be performing an analytic extremization. The relative entropy has the
useful property that

He(P‖Q) ≥ 0, (B.10)

with the equality holding if and only if the two probability distributions
are identical: P (ai) = Q(ai), ∀i. We can prove this by first noting that
the relative entropy is not bounded from above; if for any outcome aj ,
say, we have Q(ai) = 0 but P (ai) �= 0 then He(P‖Q) will be positive and
infinitely big. The second step is to use the method of Lagrange multi-
pliers to find the single extremum, which will be the minimum value. We
find this minimum by varying He(P‖Q) subject to the constraint that∑

i Q(ai) = 1, corresponding to the fact that the Q(ai) are probabilities.
The variation then gives

d

(
He(P‖Q) + λ

[∑
i

Q(ai) − 1

])
=

∑
i

dQ(ai)
(
−P (ai)

Q(ai)
+ λ

)
= 0. (B.11)

This is required to be zero for arbitrary small variations dQ(ai), and
this tells us that the minimum value occurs for P (ai) = λQ(ai). The
fact that the P (ai) and Q(ai) are probabilities, constrained to sum to
unity, tells us that the Lagrange multiplier λ takes the value unity. The
single extremum of He(P‖Q) is its minimum and occurs when the two
probability distributions are identical. This minimum value is clearly
zero: He(P‖P ) = 0 and hence the inequality in eqn B.10 is proven.
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Lagrange’s method can also be applied, with care, to some operator
optimization problems. A simple but important example is the deriva-
tion of the thermal state as that with the maximum von Neumann en-
tropy for a given mean energy Ē. The density operator ρ̂ is required to
satisfy two constraints:

Tr (ρ̂) = 1,

Tr
(
ρ̂Ĥ

)
= Ē. (B.12)

It is simplest to work in natural units, in which the von Neumann entropy
takes the form

Se (ρ̂) = −Tr (ρ̂ ln ρ̂) , (B.13)

and then subject the quantity

S̃ = Se + λ [1 − Tr (ρ̂)] + β
[
Ē − Tr

(
ρ̂Ĥ

)]
(B.14)

to arbitrary variations of ρ̂. Varying ρ̂ and setting the variation of S̃ to
zero gives

dS̃ = Tr
[(

− ln ρ̂ − Î(1 + λ) − βĤ
)

dρ̂
]
, (B.15)

the solution of which is

ρ̂ = e(1+λ)e−βĤ . (B.16)

We can determine the value of λ by requiring the trace to be unity:

ρ̂ =
e−βĤ

Tr
(
e−βĤ

) . (B.17)

The value of β is determined by the mean-energy condition and is usually
expressed in terms of the temperature as β = (kBT )−1.
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Stirling’s approximation C
Stirling’s approximation for large factorials can be derived by appealing
to the integral representation of the gamma function,

N ! = Γ(N + 1)

=
∫ ∞

0

tNe−tdt. (C.1)

If we change the integration variable to τ = N−1/2t − N1/2 then this
becomes

N ! =
∫ ∞

−√
N

(
N + τ

√
N

)N

exp
[
−

(
N + τ

√
N

)]√
Ndτ

= e−NNN+1/2

∫ ∞

−√
N

e−τ
√

N

(
1 +

τ√
N

)N

dτ

= e−NNN+1/2

∫ ∞

−√
N

exp
[
−τ

√
N + N ln

(
1 +

τ√
N

)]
dτ.(C.2)

We can split the range of integration into two, one part from −√
N to√

N and another part from
√

N to ∞, and replace the logarithm by its
Maclaurin expansion in the first part to give

N !
e−NNN+1/2

=
∫ √

N

−√
N

exp
[
−τ

√
N + N

(
τ√
N

− τ2

2N
+ · · ·

)]
dτ

+
∫ ∞
√

N

exp
[
−τ

√
N + N ln

(
1 +

τ√
N

)]
dτ. (C.3)

For large N , the second integral is very small and so we can obtain our
approximation by neglecting it:

N !
e−NNN+1/2

≈
∫ ∞

−∞
exp

(
−τ2

2

)
dτ =

√
2π. (C.4)

It follows that
N ! ≈

√
2πNN+1/2e−N . (C.5)

This approximation is, in fact, very much better than its derivation
might suggest: for N = 10, the exact value is 10! = 3 628 800, while the
approximation gives about 3 598 700; for N = 3, we find 3! = 6 with
the approximate value being 5.84; and even for N = 1, the approximate
value is the surprisingly accurate 0.92.
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Stirling’s approximation is often quoted for the logarithm of the fac-
torial:

ln(N !) ≈
(

N +
1
2

)
lnN − N +

1
2

ln(2π), (C.6)

or, to order N ,
ln(N !) ≈ N lnN − N. (C.7)

For logarithms in base 2, this becomes

log(N !) ≈ N log N − N

ln 2
. (C.8)



The Schmidt
decomposition D
The connection between the Schmidt decomposition and the reduced
density operators provides a method for obtaining the Schmidt decom-
position of an entangled pure state of two systems. It also constitutes
a proof that an entangled state can be written in the form eqn 2.105.
Consider a general pure state of our two quantum systems expanded in
terms of the orthonormal states {|ai〉} and {|bj〉},

|ψ〉 =
∑
ij

cij |ai〉 ⊗ |bj〉. (D.1)

From this we can form the reduced density operator ρ̂a and diagonal-
ize it to obtain its eigenstates |λn〉. If we write the states |ai〉 as a
superposition of these eigenstates

|ai〉 =
∑

n

uin|λn〉, (D.2)

then our state becomes

|ψ〉 =
∑
ijn

uincij |λn〉 ⊗ |bj〉

=
∑
nj

dnj |λn〉 ⊗ |bj〉. (D.3)

The reduced density operator for the first system can be obtained by
evaluating the trace of |ψ〉〈ψ| in the {|bj〉} basis, which gives

ρ̂a =
∑
njk

dnjd
∗
kj |λn〉〈λk|. (D.4)

The requirement that the |λn〉 are the eigenstates of ρ̂a means that∑
j

dnjd
∗
kj = |an|2δnk. (D.5)

This condition also ensures that the states |φn〉 =
∑

j(dnj/an)|bj〉 are
orthonormal so that

|ψ〉 =
∑

n

an|λn〉 ⊗ |φn〉. (D.6)
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of large numbers. Mathematics recognizes different types of numbers,
including the positive integers (1, 2, 3, · · ·), the non-negative integers (the
positive integers plus zero), the integers (0,±1,±2, · · ·), the rationals
(ratios of integers), and the irrationals. We need to consider only the
non-negative integers, and present here some of their properties which
have greatest relevance for cryptography. Our discussion draws heavily
on material from the introductory texts by Hunter and by Buchmann
(see suggestions for further reading in Chapter 3).

E.1 Division properties

If a and b are non-negative integers with b �= 0 then there are unique
integers q and r such that

a = qb + r (E.1)

and
0 ≤ r < b. (E.2)

These conditions are called the principal division identity for the inte-
gers. They represent the division of a by b. The integer r is called the
principal remainder, or simply the remainder, of a with respect to b, and
q is called the quotient in the division. If r = 0 then a = qb, and we say
that a is divisible by b, or that a is a multiple of b. We also say that b is
a divisor or factor of a, or that b divides a. If b divides a then we write
b|a.

E.2 Least common multiple and greatest
common divisor

If a1, a2, · · · , an are positive integers then any integer which is divisible
by each of them is a common multiple of a1, a2, · · · , an. The smallest of
these is the least common multiple (lcm), which we denote lcm(a1, a2,
· · · , an). For example,

lcm(4, 6, 20) = 60. (E.3)
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Any integer that divides each of the integers a1, a2, · · · , an is called a
common divisor of these integers. The largest of these is the greatest
common divisor (gcd). For example,

gcd(4, 6, 20) = 2. (E.4)

An efficient method for finding the greatest common divisor of a pair
of integers is the Euclidean algorithm. Suppose that we are seeking the
greatest common divisor of the integers a1 and a2 and let a1 > a2. It
follows from eqns E.1 and E.2 that

a1 = a2q1 + a3, 0 ≤ a3 < a2. (E.5)

If a3 = 0 then a2|a1 and gcd(a1, a2) = a2. If a3 > 0 then

a2 = a3q2 + a4, 0 ≤ a4 < a3. (E.6)

If a4 = 0 then gcd(a1, a2) = a3. If a4 > 0 then

a3 = a4q3 + a5, 0 ≤ a5 < a4. (E.7)

Continuing in this way, we must get to ak+1 = 0 for some k, as the
remainders become ever smaller with each iteration. The final step gives

ak−1 = akqk−1 ⇒ ak = gcd(a1, a2). (E.8)

As simple example, we can use the Euclidean algorithm to find the
greatest common divisor of 35 and 98:

98 = 35 × 2 + 28,

35 = 28 × 1 + 7,

28 = 7 × 4,

⇒ gcd(35, 98) = 7. (E.9)

E.3 Prime numbers

A positive integer p which is greater than 1 is called a prime number, or
simply a prime, if 1 and p are its only (positive) divisors. The first few
primes are 2, 3, 5, 7, 11, 13, 17, 19, 23, · · ·. The primes have been subject
to special study, and many of their properties are known. Among the
most important are:That there is an infinity of primes was

proven by Euclid, who reasoned as fol-
lows. If there is not then, there is a
largest prime pn and then we can ar-
range the primes in ascending order as
the sequence p1, p2, · · · , pn. The inte-
ger N = p1p2p3 · · · pn + 1, however, is
not divisible by any of the primes up to
pn and so must either itself be a prime
or be divsible by at least one prime big-
ger than pn. Hence we have a contra-
diction and there cannot be a largest
prime.

(i) There is an infinity of primes.
(ii) We do not have a general formula for predicting which numbers are

prime, but we do have some information about their distribution.
In particular, the prime number theorem states that if π(x) is the
number of primes less than the positive integer x then

lim
x→∞

(
π(x)

lnx

x

)
= 1. (E.10)

It follows that if x is large then π(x) is approximately x/ lnx.
(iii) Any integer greater than 1 can be expressed as a product of primes.

This product is unique apart from the order of the primes. This
important result is often called the fundamental theorem of arith-
metic.
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E.4 Relatively prime integers and Euler’s
ϕ-function

If the integers a1, a2, · · · , an have greatest common divisor 1 then they
are said to be relatively prime, or coprime. If we have just two integers
a1 and a2 and gcd(a1, a2) = 1 then we also say that a1 is prime to a2

(and a2 is prime to a1).
If N is a positive integer then we denote by ϕ(N) the number of

integers less than or equal to N which are prime to N . If p is a prime
then ϕ(p) = p − 1. If M and N are relatively prime integers then
ϕ(MN) = ϕ(M)ϕ(N).

E.5 Congruences

We say that a is congruent to b modulo M and write

a ≡ b mod M (E.11)

if M divides b− a. Another way to state this is that a is congruent to b
modulo M if a and b have the same principal remainder on division by
M :

a = cM + r,

b = dM + r. (E.12)

We state, without proof, an important theorem commonly referred to as
Euler’s theorem or as Fermat’s little theorem. If gcd(a,M) = 1 then

aϕ(M) ≡ 1mod M. (E.13)

In particular, if p is a prime number then

ap−1 ≡ 1 mod p. (E.14)

E.6 Primitive root modulo p

An integer g is a primitive root mod p if the p numbers ga mod p for
a = 1, 2, · · · , p are all different. This means that each of the values
0, 1, · · · , p−1 corresponds to a unique value of a. The number of primitive
roots mod p is ϕ(p−1). For example, if p = 13 then there are ϕ(12) = 4
primitive roots mod 13; these are 2, 6, 7, and 11. We list here, by way
of illustration, the values of 7a mod13:

71 mod 13 = 7, 72 mod 13 = 10,

73 mod 13 = 5, 74 mod 13 = 9,

75 mod 13 = 11, 76 mod 13 = 12,

77 mod 13 = 6, 78 mod 13 = 3,

79 mod 13 = 8, 710 mod 13 = 4,

711 mod 13 = 2, 712 mod 13 = 1. (E.15)
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Note that the first of these is trivial and that the last is a consequence
of eqn E.14. The order of the remaining values, however, is far from
obvious.

E.7 Diffie–Hellman cryptosystem

Alice and Bob first agree on a large prime number, p, and an associated
primitive root mod p, g. Alice chooses an integer a (2 ≤ p ≤ p − 2) and
computes the valueAlice would be unwise, of course, to use

a = 1 or a = p−1, as the corresponding
value of A (g or 1) is trivial in that an
eavesdropper would have no difficulty
in determining a.

A = ga mod p. (E.16)

This she sends to Bob. Similarly, Bob selects an integer b (2 ≤ b ≤ p−2)
and sends to Alice the value

B = gb mod p. (E.17)

Bob generates the key by raising A to the power b mod p:

K = Ab mod p = [ga mod p]b mod p. (E.18)

We can simplify this by noting that we can write

ga = kp + ga mod p, (E.19)

for some positive integer k, so that

gab = [ga mod p]b +
b∑

	=1

b!
�!(b − �)!

(ga mod p)b−	
k	p	

⇒ gab mod p = [ga mod p]b mod p. (E.20)

It follows that
K = Ab mod p = gab mod p, (E.21)

and Alice can generate the same key as

K = Ba mod p = gab mod p. (E.22)

E.8 RSA cryptosystem

The RSA cryptosystem requires each receiver (Bob) to generate a public
key, which he publishes, and a private key, which he keeps secret. He
starts by generating (randomly) two independent and distinct primes p
and q, and then computes their product

N = pq. (E.23)

The next step is to choose an integer e in the range 1 < e < ϕ(N) =
(p − 1)(q − 1) with gcd(e, ϕ(N)) = 1. This integer is the encryption
exponent and, together with N , forms the public key. Bob’s private key
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is an integer, d, the decryption exponent; this is required to lie in the
range 1 < d < ϕ(N) and to satisfy the condition

de ≡ 1 mod ϕ(N). (E.24)

That a suitable decryption exponent exists is a consequence of the re-
quirement that gcd(e, ϕ(N)) = 1.

At its simplest level, the RSA cryptosystem can be used to encode a
plaintext in the form of an integer M in the range 0 ≤ M < N . If Alice Proof It follows from eqn E.24 that

there is an integer � for which

de = 1 + �ϕ(N) = 1 + �(p − 1)(q − 1).

This implies that

Med = M1+�(p−1)(q−1)

= M
(
Mp−1

)�(q−1)

≡ M mod p,

where the final step follows from eqn
E.14. Naturally, it is also true that
Med ≡ M mod q. The primes p and
q are distinct and therefore

Med ≡ M mod N = M,

where the final step follows from the
fact that 0 ≤ M < N .

wishes to send this message to Bob she looks up his public key (e, N)
and uses this to generate the ciphertext

C = Me mod N. (E.25)

An efficient algorithm called ‘fast exponentiation’ makes this encryption
process easy to achieve.

The decryption step uses the private key, or decryption exponent, d,
which should be known only to the intended recipient (Bob). It relies
on the important theorem (proven in the margin) that

(Me mod N)d ≡ Med mod N = M (E.26)

for any integer 0 ≤ M < N . This is the required original plaintext.
A simple example (taken from Buchmann) may help to illustrate the

processes involved. Suppose that Bob were to choose the (unrealistically
small) primes p = 11 and q = 23. The product of these is N = 253 and
the associated Euler function is ϕ(N) = 10 × 22 = 220. If we choose
e = 3 (the smallest possible value) then we can generate d = 147 by an
extension of the Euclidean algorithm. If we wish to encipher the number
M = 165 then the encryption step gives the ciphertext

C = 1653 mod253 = 110. (E.27)

The decryption step gives

Cd mod N = 110147 mod 253 = 165, (E.28)

which is the original plaintext.
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Quantum copying F
In Section 3.2 we showed that it is impossible to copy perfectly the
unknown state of a qubit. This is the content of the no-cloning theorem.
An obvious question, of course, is to ask what is the best that can
be done. A range of copying strategies for quantum states have been
devised, optimized for a variety of figures of merit. Here we present four
of these: cloning based on a measurement, the cloning transformation
discussed by Wootters and Zurek in proving the no-cloning theorem, the
optimal symmetric cloning of Bužek and Hillery, and, finally, the perfect
but probabilistic cloning of Duan and Guo.

Our task is to create a copy of a qubit prepared in an unknown pure
state. We write this general (pure) state in the form

|ψ〉 = cos
(

θ

2

)
|0〉 + eiϕ sin

(
θ

2

)
|1〉, (F.1)

where the angles θ and ϕ are the polar coordinates of the corresponding
point on the Bloch sphere. We would like to get as close as we can to
the transformation

|ψ〉 ⊗ |B〉 → |ψ〉 ⊗ |ψ〉. (F.2)

We shall use, as a figure of merit, the fidelity both of the copy and
the original qubit, as compared with the original state. The fidelity, as
defined in Section 8.3, is simply the probability that the post-cloning
states will pass as true copies of the original. In order not to produce
a biased result, we shall average over all possible initial pure states by
integrating over the surface of the Bloch sphere.

The first idea that comes to mind is simply to identify the state as
well as we can and then to make a copy of the state corresponding
to the measurement result. A measurement of any of the three spin
components represented by the Pauli operators will give the result +1 or
−1 and we can associate the measurement result with the corresponding
eigenvector. As we are averaging over all of the possible states, we can
simply chose to measure σ̂z. Performing this measurement on the state in
eqn F.1 will give the result +1 with probability cos2(θ/2) and the result
−1 with probability sin2(θ/2). If we get the result +1 (or −1) then we
prepare a new qubit in the state |0〉 (or |1〉 respectively). The probability
that this ‘copy’ will pass as the original is given by the squared modulus
of the overlap between this eigenstate and the states in eqn F.1. It
follows that the fidelity is

F (θ, ϕ) = cos4
(

θ

2

)
+ sin4

(
θ

2

)
. (F.3)
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This fidelity takes the value unity if θ = 0 or π, corresponding to the
initial state being an eigenstate of σ̂z, but is only 1

2 if θ = π/2. As the
state is unknown, our figure of merit is obtained by averaging over all
initial pure states:

F =
1
4π

∫ 2π

0

dϕ

∫ π

0

sin θ dθ F (θ, ϕ) =
2
3
. (F.4)

This figure is better than the value of 1
2 which would result from simply

guessing the state, but it is not the largest possible value.
In proving the no-cloning theorem, we considered a copying transfor-

mation of the form

|0〉 ⊗ |B〉 → |0〉 ⊗ |0〉,
|1〉 ⊗ |B〉 → |1〉 ⊗ |1〉, (F.5)

so that perfect copies result if the initial state was either |0〉 or |1〉.
Applying this to copy the state in eqn F.1 leads to

|ψ〉 ⊗ |B〉 → cos
(

θ

2

)
|0〉 ⊗ |0〉 + eiϕ sin

(
θ

2

)
|1〉 ⊗ |1〉. (F.6)

The fidelity for each of the copies, as compared with |ψ〉, is the same as
given in eqn F.3. It follows that the average fidelity achieved by copying
in this way is the same as that achieved by measuring the qubit and
then preparing a copy in the eigenstate associated with the measurement
outcome.

The above schemes copy some states better than others, but we can
construct transformations that correspond to copying all possible pure
states equally well. The optimal symmetric cloning operation, derived
by Bužek and Hillery, incorporates both an ancillary qubit in the blank
state |B〉 and a state for the copying machine, which we denote |Q〉. The
optimal transformation has the form

|0〉 ⊗ |B〉 ⊗ |Q〉 →
√

2
3
|0〉 ⊗ |0〉 ⊗ |q〉 +

√
1
3
|Ψ+〉 ⊗ |q⊥〉,

|1〉 ⊗ |B〉 ⊗ |Q〉 →
√

2
3
|1〉 ⊗ |1〉 ⊗ |q⊥〉 +

√
1
3
|Ψ+〉 ⊗ |q〉, (F.7)

where |Ψ+〉 is the Bell state given in eqn 2.108 and the states |q〉 and
|q⊥〉 are orthogonal states of the copying machine: 〈q|q⊥〉 = 0. If this
symmetric optimal cloning operation is used to copy a qubit in our
general pure state given in eqn F.1, then both the qubit and the ancilla
are left in the mixed state

ρ̂ =
5
6
|ψ〉〈ψ| + 1

6
|ψ⊥〉〈ψ⊥|, (F.8)

where |ψ⊥〉 is the qubit state orthogonal to |ψ〉: 〈ψ|ψ⊥〉 = 0. This means
that the fidelity for both the original qubit and the ancilla, compared
with the desired original state, is 5

6 . This is the largest allowed value
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for a symmetric, that is, state-independent, cloning operation. It is
straightforward to show, moreover, that the state produced is orthogonal
to the two-qubit state |ψ⊥〉 ⊗ |ψ⊥〉 and hence that at least one of the
qubits will be left in the correct state.

Only two orthogonal states of the cloning machine are relevant for
the optimal symmetric cloning transformation, and so we can replace
the machine by a third qubit. It is interesting to map the states of the
machine onto the qubit states

|q〉 = |1〉,
|q⊥〉 = −|0〉. (F.9)

If we do this then the cloning operation in eqn F.7 becomes

|0〉 ⊗ |B〉 ⊗ |Q〉 →
√

2
3
|0〉 ⊗ |0〉 ⊗ |1〉 −

√
1
3
|Ψ+〉 ⊗ |0〉,

|1〉 ⊗ |B〉 ⊗ |Q〉 → −
√

2
3
|1〉 ⊗ |1〉 ⊗ |0〉 +

√
1
3
|Ψ+〉 ⊗ |1〉. (F.10)

It follows that the cloning operation produces the state

|ψ〉⊗|B〉⊗|Q〉 →
√

2
3
|ψ〉⊗|ψ〉⊗|ψ⊥〉−

√
1
6
(|ψ〉⊗|ψ⊥〉+|ψ⊥〉⊗|ψ〉)⊗|ψ〉.

(F.11)
It follows, in turn, that the reduced density operator for the third qubit
is also a mixture of the states |ψ〉 and |ψ⊥〉:

ρ̂ =
2
3
|ψ⊥〉〈ψ⊥| + 1

3
|ψ〉〈ψ|. (F.12)

We have seen in Chapter 6 that the quantum NOT operation, which
produces the state |ψ⊥〉 from any unknown state |ψ〉, cannot be imple-
mented perfectly. Here we see, however, that the optimal symmetric
cloning transformation realizes this operation on the third qubit with
a fidelity of 2

3 . This matches the performance of the optimal universal
NOT gate described in Section 6.2.

A range of cloning schemes have been devised which are optimized for
copying a particular set of states. Among these is the perfect cloning
scheme of Duan and Guo, which is designed to create perfect clones of
either of a pair of non-orthogonal states. There is no conflict with the
no-cloning theorem, as a device of this type will only create clones with
non-unit probability. Let the qubit to be copied be in one of the two
non-orthogonal states |ψ1〉 and |ψ2〉. Without loss of generality, we shall
assume that the overlap of these states, 〈ψ1|ψ2〉, is real and positive.
We also introduce an ancillary qubit in the blank state |B〉, and a third
qubit, prepared in the state |Q〉. A unitary transformation preserves the
overlap between states and we can use this property to obtain an upper
bound on the probability of successful cloning. Let the unitary operator
act on the initial states to produce
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Û |ψ1〉 ⊗ |B〉 ⊗ |Q〉 = a|ψ1〉 ⊗ |ψ1〉 ⊗ |q〉 +
√

1 − a2|Φ1〉 ⊗ |q⊥〉,
Û |ψ2〉 ⊗ |B〉 ⊗ |Q〉 = a|ψ2〉 ⊗ |ψ2〉 ⊗ |q〉 +

√
1 − a2|Φ2〉 ⊗ |q⊥〉,

(F.13)

where a is the square root of the probability that the cloning operation
is successful. We can determine whether or not we have been successful
by measuring the state of the third qubit. Unitarity requires that the
overlap of the states in eqn F.13 is 〈ψ1|ψ2〉:

a2〈ψ1|ψ2〉2 + (1 − a2)〈Φ1|Φ2〉 = 〈ψ1|ψ2〉. (F.14)

The maximum probability for success is the maximum value of a2 that
is consistent with this condition, and this occurs for 〈Φ1|Φ2〉 = 1:

PClone ≤ a2
Max =

1
1 + 〈ψ1|ψ2〉 . (F.15)

If the cloning is unsuccessful, then the state of the original qubit and
the blank is independent of the initial state.
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In the quantum theory of light, the electric and magnetic fields, like
other observables, are operators. It is convenient and, for our purposes,
sufficient to consider only a small number of modes of the field. A single
mode is characterized by its frequency, its spatial distribution, and its
polarization. The complex electric field operator for our single mode is

̂E = E(r)ε âe−iωt, (G.1)

where E(r) contains the spatial mode profile, ε is the polarization vector,
and ω is the angular frequency of the mode. The operator â embodies
the quantum nature of the field operator: if we replaced it by a complex
amplitude then we would recover the classical description of the field.

The electromagnetic energy for the mode is simply that for a harmonic
oscillator of frequency ω, and this leads to the Hamiltonian

Ĥ = h̄ω

(
â†â +

1
2
Î
)

. (G.2)

This similarity with the harmonic oscillator suggests that we should
‘quantize’ the field by imposing the commutation relation[

â, â†] = Î. (G.3)

The energy eigenstates for our field mode or, equivalently, for a harmonic
oscillator may be obtained directly from this commutation relation. We
start by assuming that there exists an energy eigenstate, which we shall
denote by |n〉, with eigenenergy En:

Ĥ|n〉 = En|n〉. (G.4)

It follows that the state â†|n〉 is also an energy eigenstate, as

Ĥâ†|n〉 = h̄ω

(
â†ââ† +

1
2
â†

)
|n〉

= h̄ω

[
â†

(
â†â + Î

)
+

1
2
â†

]
|n〉

= (En + h̄ω) â†|n〉. (G.5)

The state â†|n〉 is, therefore, an energy eigenstate with eigenenergy
En + h̄ω. It follows, by induction, that there exists a ladder of energy
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eigenstates â†m|n〉 with eigenenergies En + mh̄ω, where m = 0, 1, 2, · · ·.
The state â|n〉 is also an energy eigenstate:

Ĥâ|n〉 = h̄ω

(
â†ââ +

1
2
â

)
|n〉

= h̄ω

[(
ââ† − Î

)
â +

1
2
â

]
|n〉

= (En − h̄ω) â†|n〉. (G.6)

It then follows that the ladder of energy eigenstates also extends down-
wards in energy, with eigenstates âm|n〉 with eigenenergies En − mh̄ω.

The energy of our harmonic oscillator is bounded from below by 1
2 h̄ω.

We can see this by noting that the expectation value of Ĥ in an arbitrary
normalized pure state |ψ〉 is

〈ψ|Ĥ|ψ〉 =
(〈ψ|â†) (â|ψ〉) +

1
2
h̄ω

≥ 1
2
h̄ω. (G.7)

Here we have used the positivity condition in eqn 2.3 applied to the state
â|ψ〉. This lower bound is only compatible with our ladder of eigenen-
ergies if there exists a ground state, |0〉, which satisfies the equation

â|0〉 = 0. (G.8)

It follows that the eigenenergy of the ground state is 1
2 h̄ω:

Ĥ|0〉 =
(

â†â +
1
2
Î
)
|0〉

=
1
2
h̄ω|0〉. (G.9)

The allowed eigenenergies are
(
n + 1

2

)
h̄ω and we associate the number

>n

>n+1

vac>

.

.

.

.

.

.

(n+3/2) hω

(n+1/2) hω

5/2 hω

1/2 hω

3/2 hω

ââ

Fig. G.1 The ladder of energy levels.
n with the number of photons occupying the mode; the state |0〉 is the
zero-photon, or vacuum, state. The integer n is also the eigenvalue of
the number operator n̂ = â†â, and it follows that the actions of â and
â† on the number state |n〉 areStrictly, the action of the number op-

erator on the number states only de-
termines the action of â and â† on the
number states up to an arbitrary phase,
and the choices of these phases, embod-
ied in eqn G.10, constitute a conven-
tional choice.

â†|n〉 =
√

n + 1|n + 1〉,
â|n〉 =

√
n|n − 1〉. (G.10)

We commonly refer to the operators â and â† as the annihilation and
creation operators, respectively, because their effect is to remove or an-
nihilate a photon or to add or create a photon in the mode. The use
of |0〉 to represent the vacuum state might cause confusion in quantum
information problems because we have already used this symbol to de-
note a qubit state. For this reason, we shall use |vac〉 to denote the
ground state of the electromagnetic field. We summarize the quantum
properties of our single-mode field in Fig. G.1.
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If we have two modes of the same frequency that overlap at a beam
splitter then the fields are superposed in the same way as for the classical
fields described in Section 3.3. We can describe this in terms of the
annihilation operators for the input and output modes as depicted in Fig.
G.2. The output annihilation operators are related to those for the input

a1out
^

H,V

a2out
^

H,V

a2in
^

H,V

a1in
^

H,V

a1out
^

H,V

a2out
^

H,V

a2in
^

H,V

a1in
^

H,V

(a)

(b)

Fig. G.2 Beam splitters with input and
output annihilation operators. (a) The
polarization-insensitive beam splitter.
(b) The polarizing beam splitter.

modes by the same relationships as for the classical field amplitudes,
given in eqn 3.57:

âH,V
1 out = t1â

H,V
1 in + r1â

H,V
2 in ,

âH,V
2 out = t2â

H,V
2 in + r2â

H,V
1 in . (G.11)

In this quantum treatment, the properties of the reflection and transmis-
sion coefficients can be obtained by imposing the commutation relations[

âi
k in, âj†

	 in

]
= δijδk	Î =

[
âi

k out, â
j†
	 out

]
, (G.12)

where i, j = H, V and k, � = 1, 2. For a polarizing beam splitter, the
annihilation operators are related by

âH
1 out = âH

1 in, âV
1 out = âV

2 in,

âH
2 out = âH

2 in, âV
2 out = âV

1 in. (G.13)

As an example of the use of the quantum theory of light, we consider
the interference at a beam splitter between a pair of single photons
with the same polarization. If two horizontally polarized photons are
allowed to overlap in this way then our initial state is âH†

1 inâH†
2 in|vac〉.

We can obtain the probability amplitudes for the photons to appear in
the output modes by rewriting this state in terms of the output-mode
creation operators. To do this, we first invert the relationships in eqn
G.11 and then take the Hermitian conjugate to obtain the input creation
operators in terms of those for the outputs:

âH,V †
1 in = t1â

H,V †
1 out + r2â

H,V †
2 out ,

âH,V †
2 in = t2â

H,V †
2 out + r1â

H,V †
1 out . (G.14)

It follows that our output state is

âH†
1 inâH†

2 in|vac〉 =
(
t1â

H,V †
1 out + r2â

H,V †
2 out

)(
t2â

H,V †
2 out + r1â

H,V †
1 out

)
|vac〉

= t1r1

√
2|21, 02〉 + (t1t2 + r2r1) |11, 12〉

+r2t2
√

2|01, 22〉, (G.15)

where |m1, n2〉 denotes the state with m photons in output mode 1 and
n in output mode 2. The transmission and reflection coefficients satisfy
the condition t∗1r1 + r∗2t2 = 0, and this means that

arg(r1) − arg(t1) + arg(r2) − arg(t2) = (2� + 1)π, (G.16)

so that the amplitude for a single photon emerging in each output mode
displays destructive interference:

t1t2 + r2r1 = t1t2

(
1 − |r1r2|

|t1t2|
)

= t1t2

(
1 − |r|2

|t|2
)

. (G.17)
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If the probabilities of transmission and reflection are both 1
2 then this

amplitude is zero, and both photons leave in the same output mode. This
is an intrinsically quantum interference effect, which was first demon-
strated experimentally by Hong, Ou, and Mandel. We can view it as a
consequence of the bosonic nature of photons; if the same experiment
were to be performed with a pair of fermions then, because of the Pauli
exclusion principle, precisely one particle would leave in each output
mode.



Position and momentum
eigenstates H
The position and momentum operators satisfy the commutation relation

[x̂, p̂] = ih̄. (H.1)

The operators and their eigenstates satisfy the eigenvalue equations

x̂|x〉 = x|x〉,
p̂|p〉 = p|p〉, (H.2)

and the familiar wavefunction description of the state is ψ(x) = 〈x|ψ〉,
with the momentum wavefunction given by φ(p) = 〈p|ψ〉. The eigen-
states for each observable are not orthogonal in the same sense as for
observables with discrete eigenvalues, but rather they satisfy delta func-
tion orthogonality:

〈x|x′〉 = δ(x − x′),
〈p|p′〉 = δ(p − p′). (H.3)

The continuity of the eigenvalues also leads us to modify the complete-
ness condition, which we express in terms of an integral:∫

dx|x〉〈x| = Î =
∫

dp|p〉〈p|. (H.4)

Taking the matrix elements of eqn H.1 in the basis of the position Derivatives of a delta function
The derivative of a delta function is,
like the delta function itself, defined via
its value on integration:∫ ∞

−∞
f(x)

d
dxδ(x)dx = − df(x)

dx

∣∣∣
x=0

,

where we have used integration by
parts. An alternative representation of
the derivative of the delta function can
be found by considering∫ ∞

−∞
xg(x)

d

dx
δ(x) dx

= − d

dx
[xg(x)]

∣∣∣
x=0

= −g(0).

Comparing these two forms leads us to
the identity

d

dx
δ(x) = − δ(x)

x
.

eigenstates |x〉, we find

〈x| [x̂, p̂] |x′〉 = (x − x′)〈x|p̂|x′〉
= ih̄δ(x − x′). (H.5)

It follows that

〈x|p̂|x′〉 = ih̄
δ(x − x′)
x − x′ = −ih̄

d

dx
δ(x − x′). (H.6)

This result, together with the resolution of the identity in eqn H.4, leads
us to the familiar differential representation of the momentum operator,

〈x|p̂|ψ〉 =
∫ ∞

−∞
dx′〈x|p̂|x′〉〈x′|ψ〉

= −ih̄

∫ ∞

−∞
dx′ d

dx
δ(x − x′)〈x′|ψ〉

= −ih̄
d

dx
ψ(x). (H.7)
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The representation of x̂|ψ〉 is simply xψ(x), as

〈x|x̂|ψ〉 = x〈x|ψ〉 = xψ(x). (H.8)

The Fourier relationship between the position and momentum repre-
sentations follows on applying eqn H.7 to the momentum eigenstates:

〈x|p̂|p〉 = p〈x|p〉
= −ih̄

d

dx
〈x|p〉. (H.9)

Solving this for 〈x|p〉 gives

〈x|p〉 = (2πh̄)−1/2 exp
(
i
px

h̄

)
, (H.10)

where the normalization has been determined by imposing the condition

〈p′|
∫

dx |x〉〈x|p〉 = δ(p − p′). (H.11)

It follows that the momentum and position wavefunctions are related by

φ(p) = 〈p|
∫

dx |x〉〈x|ψ〉

=
∫

dx√
2πh̄

exp
(
i
px

h̄

)
ψ(x). (H.12)

The differential representation in eqn H.7 tells us that we can shift
the average position of our wavefunction by means of a unitary transfor-
mation generated by the momentum operator. We start by noting that
we can write a Taylor series in the concise form

ψ(x + x0) = exp
(

x0
d

dx

)
ψ(x)

= exp
(

i
x0p̂

h̄

)
ψ(x). (H.13)

It follows in the same way that the position operator acts to generate
shifts in the momentum:

φ (p + p0) = exp
(

p0
d

dp

)
φ(p)

= exp
(
−i

p0x̂

h̄

)
φ(p). (H.14)

We can shift both the position and the momentum by means of the
unitary displacement operator

D̂ (x0, p0) = exp
[
i
(x0p̂ − p0x̂)

h̄

]
. (H.15)

The position and momentum operators do not commute, so we cannot
simply factorize this operator into a product of a position-shifting op-
erator and a momentum-shifting operator. The commutator of these
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operators is quite simple, however, and this means that we can rewrite
the displacement operator as a product of a position shift, a momentum
shift, and a phase factor:

D̂ (x0, p0) = exp
(

i
x0p̂

h̄

)
exp

(
−i

p0x̂

h̄

)
exp

(
ix0p0

2h̄

)
= exp

(
−i

p0x̂

h̄

)
exp

(
i
x0p̂

h̄

)
exp

(
− ix0p0

2h̄

)
. (H.16)
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Necessary conditions for a
minimum-error POM I
In Section 4.4, we gave the conditions for a POM {π̂j} to maximize the
probability for correctly identifying a state. These conditions were

π̂j (pj ρ̂j − pkρ̂k) π̂k = 0, ∀j, k (I.1)

and that ∑
i

piρ̂iπ̂i − pj ρ̂j ≥ 0, ∀j. (I.2)

The latter condition requires the operator

Γ̂ =
∑

i

piρ̂iπ̂i (I.3)

to be Hermitian so that it can also be positive. We saw in Section 4.4
that if the inequality in eqn I.2 holds then the POM gives the minimum
error. It follows that this inequality is a sufficient condition for the
minimum-error POM. Our tasks in this appendix are to show that this
inequality is also a necessary condition and to show that the condition
in eqn I.1 is also necessary. The analysis presented here is based on that
in S. M. Barnett and S. Croke, Journal of Physics A: Mathematical and
Theoretical 42, 062001 (2009).

We start by introducing the Hermitian operators

Ĝj =
∑

i

pi
1
2
{ρ̂i, π̂i} − pj ρ̂j , (I.4)

where the operators π̂i comprise a minimum-error POM. Note the intro-
duction of the anticommutator so as to ensure rather than presuppose
Hermiticity. We shall show that it is necessary for all of these operators
to be positive if the measurement is a minimum-error strategy. To see
this, let us suppose that for one state ρ̂0, the corresponding operator has
a negative eigenvalue −λ and a corresponding eigenstate |λ〉, so that

Ĝ0|λ〉 = −λ|λ〉. (I.5)

If the existence of this negative eigenvalue means that there exists a
POM with a greater probability for correctly identifying the state then it
follows that the positivity of Ĝ0 is a necessary condition for a minimum-
error POM.
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Consider the primed POM with probability operators

π̂′
i =

(
Î − εP̂λ

)
π̂i

(
Î − εP̂λ

)
+ ε(2 − ε)P̂λδi0, (I.6)

where P̂λ = |λ〉〈λ| and ε � 1. It is clear that these elements form a
POM, as the operators

(
Î − εP̂λ

)
π̂i

(
Î − εP̂λ

)
and P̂λ are clearly posi-

tive and
∑

i π̂′
i = Î. The probability that this primed measurement will

correctly identify the state is

P ′
corr =

∑
i

piTr (ρ̂iπ̂
′
i)

=
∑

i

piTr
[
ρ̂i

(
Î − εP̂λ

)
π̂i

(
Î − εP̂λ

)]
+ ε(2 − ε)p0〈λ|ρ̂0|λ〉

= Pcorr − 2ε
∑

i

pi〈λ|12 {ρ̂i, π̂i} |λ〉 + 2εp0〈λ|ρ̂0|λ〉 + O(ε2)

= Pcorr + 2ελ + O(ε2). (I.7)

This is greater than Pcorr and so contradicts the assumption that {π̂i} is
a minimum-error POM. There is nothing special about the state ρ̂0, of
course, and therefore if any of the Ĝj has a negative eigenvalue then the
corresponding POM is not a minimum-error measurement. It follows
that the positivity of all of the Ĝj is a necessary condition for the POM
{π̂i} to represent a minimum-error measurement.

We also need to show that Γ̂ is Hermitian so that

Ĝj = Γ̂ − pj ρ̂j . (I.8)

To see that this is the case, we need only note that∑
i

Tr
(
Ĝiπ̂i

)
= 0 (I.9)

and, because both Ĝi and π̂i are positive operators, this means thatIf any two operators B̂ and Ĉ are posi-
tive (and therefore Hermitian) then

Tr
(
B̂Ĉ

)
= 0 ⇒ B̂Ĉ = 0 = ĈB̂.

To see this is true, we can write Ĉ =∑
n
Cn|Cn〉〈Cn|, where Cn and |Cn〉

are the (positive) eigenvalues and the
eigenvectors of Ĉ. It then follows that

Tr
(
B̂Ĉ

)
=

∑
n

Cn〈Cn|B̂|Cn〉.

Each term in the sum is positive or zero
and hence the trace can only be zero
if B̂|Cn〉 = 0 ∀n, which means that
B̂Ĉ = 0. The condition ĈB̂ = 0 follows
on commuting the operators under the
trace.

Tr
(
Ĝiπ̂i

)
= 0, which implies that Ĝiπ̂i = 0. Summing this over i then

gives ∑
i

1
2

(piρ̂iπ̂i − piπ̂iρi) =
1
2

(
Γ̂ − Γ̂†

)
= 0, (I.10)

so that Γ̂ is necessarily Hermitian.
It remains only to demonstrate the necessity of the condition in eqn

I.1. We can show this by noting that the positivity condition in eqn I.2
together with ∑

i

Tr
[(

Γ̂ − piρ̂i

)
π̂i

]
= 0 (I.11)

means that (
Γ̂ − pkρ̂k

)
π̂k = 0,

π̂j

(
Γ̂ − pj ρ̂j

)
= 0. (I.12)

If we premultiply the first of these by π̂j , postmultiply the second by π̂k,
and take the difference then we are led to eqn I.1.
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We stated in Section 4.5 that the most general allowed transformation
of a density operator has the form

ρ̂ → ρ̂′ =
∑

i

Âiρ̂Â†
i . (J.1)

There are a variety of proofs of this important result in the literature, all
of which rely on the property of complete positivity. Complete positivity
means that if the system of interest is entangled with another then the
transformation must map the density operator for any such state onto
another (positive) density operator. We follow here the analysis of S.
Croke et al., Annals of Physics 323, 893 (2008).

It is convenient to work with a matrix representation of our density
operator and to write a general linear transformation as a relationship
between matrix elements in the form

ρ′αβ =
∑
kl

Lαβ
kl ρkl, (J.2)

where ρ′αβ = 〈α|ρ̂′|β〉, ρkl = 〈k|ρ̂|l〉, and the states |α〉, |β〉, · · · form a
complete orthonormal basis, as do the states |k〉, |l〉, · · ·. For definiteness, Operator form We can relate L

to our original general linear operator
transformation in eqn 4.73,

ρ̂ →
∑

i

Âiρ̂B̂i,

by taking matrix elements:

Lαβ
kl

=
∑

i

〈α|Âi|k〉〈l|B̂i|β〉.

we consider a system with an N -dimensional state space so that all the
indices run from 1 to N and the density matrices are N × N . The
transformation L in eqn J.2 may be considered as a mapping on indices
of the form

L : {kl} ⇒ {αβ}. (J.3)

It is also useful to think of the four-index object Lαβ
kl as an associated

mapping of the form
Lass : {βl} ⇒ {αk}. (J.4)

This associated mapping plays an important role in establishing com-
plete positivity.

The properties of the density operator constrain the form of L. Firstly
we require that the transformed density operator is Hermitian, so that
ρ′αβ = ρ′∗βα: ∑

kl

Lαβ
kl ρkl =

∑
kl

Lβα∗
kl ρ∗kl =

∑
kl

Lβα∗
kl ρlk

⇒Lαβ
kl = Lβα∗

lk . (J.5)
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Secondly, we require that the trace of the transformed density matrix is
unity,

Trρ′ =
∑
α

∑
kl

Lαα
kl ρkl = 1

⇒
∑
α

Lαα
kl = δkl, (J.6)

so that
∑

α Lαα
kl is the identity matrix. The third important property

is that we require the transformation to be completely positive; if the
system is entangled with an ancillary system then the transformation
must map the density operator for any such composite state onto another
(positive) density operator.

In order to establish complete positivity, it is useful to consider a pure
entangled state of the original system S, on which our transformation
acts, and an ancillary system A. We write the state in its Schmidt
decomposition

|ψ〉SA =
∑

k

ck|k〉S |χk〉A, (J.7)

so that the states {|k〉} and {|χk〉} are orthonormal sets. It then follows
that the diagonal forms of the reduced density operators for the system
and ancilla are

ρ̂S =
∑

k

|ck|2|k〉〈k|, ρ̂A =
∑

k

|ck|2|χk〉〈χk|, (J.8)

so that ρkl = |ck|2δkl. The matrix elements in the S state space for the
state in eqn J.7 are

ρkl = 〈k||ψ〉〈ψ||l〉 = ckc∗l |χk〉〈χl|, (J.9)

which is an operator in the A state space. It follows that the S-space
matrix elements of the transformed density operator are also operators
on the A space and have the form

ρ′αβ =
∑
kl

Lαβ
kl ckc∗l |χk〉〈χl|. (J.10)

Consider the special case of the maximally entangled state for which
ck = N−1/2. For this state, the transformed density operator has the
form

ρ̂′SA =
1
N

∑
αβkl

|α〉SS〈β| ⊗ |χk〉AA〈χl|. (J.11)

This must, of course, be a positive operator, and it follows that a nec-
essary condition for the transformation L to be positive is that the as-
sociated operator

Λ̂ =
∑
αβkl

Lαβ
kl |α〉SS〈β| ⊗ |χk〉AA〈χl| (J.12)

must be positive. The positivity of this operator is also a sufficient
condition. To see this we recall that we require that the transformed
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density operator is positive for any initial state. For a general (pure)
entangled state as given in eqn J.7, this means

SA〈φ|
∑

αβkl

Lαβ
kl ckc∗l |α〉SS〈β| ⊗ |χk〉AA〈χl|

 |φ〉SA ≥ 0, ∀|φ〉SA. (J.13)

If we define the state Mixed states Positivity for mixed
states follows from positivity for pure
states; if all pure states result in a pos-
itive density operator then so does any
mixture of such states.

|φ′〉SA =

(∑
αk

ck|α〉SS〈α| ⊗ |χk〉AA〈χk|
)
|φ〉SA, (J.14)

then we can rewrite our positivity condition (eqn J.13) in the form

SA〈φ′|Λ̂|φ′〉SA ≥ 0, (J.15)

which clearly holds as Λ̂ is a positive operator.
We have established that a necessary and sufficient condition for our

linear mapping L to be completely positive (and therefore physically
acceptable) is that the associated mapping given in eqn J.4 should be
positive. This condition is equivalent to the positivity of the operator
Λ̂.

It remains to establish the relationship between the positivity of Λ̂
and the required operator form of our general transformation given in
eqn J.1. To do so requires us to examine the associated transformation
in a little more detail. We can consider the associated transformation
given in eqn J.4 as acting on column vectors

x =


...

xαk
...

 , (J.16)

with adjoint row vectors of the form

x† = (· · ·x∗
αk · · ·) . (J.17)

The inner product is defined in the natural way as

(y,x) = y†x =
∑
αk

y∗
αkxαk, (J.18)

so that for the transformed vector Lx we have the inner product

(y,Lx) =
∑
αβkl

y∗
αk

(
Lαβ

kl xβl

)
. (J.19)

It follows from the properties of Lαβ
kl that

(y,Lx) = (x,Ly)∗ = (Ly,x), (J.20)

so that the associated transformation is Hermitian with respect to this
inner product.
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It follows from the Hermiticity of the associated transformation that
we can find a complete set of eigenvectors and eigenvalues:∑

βl

Lαβ
kl B

(ν)
βl = λνB

(ν)
αk , (J.21)

where the eigenvalues λν are real, and the eigenvectors are orthogonal
and can be chosen to be normalized so that∑

αk

B
(ν)∗
αk B

(µ)
αk = δνµ. (J.22)

It follows from the positivity of the associated transformation, moreover,
that the eigenvalues λν are positive (strictly, ≥ 0). We can expand
operators using these eigenvectors as a basis and we find, in particular,
that

Lαβ
kl =

∑
ν

λνB
(ν)
αk B

(ν)∗
βl . (J.23)

Similarly, we can expand the identity and thereby establish complete-
ness: ∑

ν

B
(ν)
αk B

(ν)∗
βl = δαβδkl. (J.24)

Finally, we can use the expansion in eqn J.23 to write our matrix
elements for the transformed density operator in the form

ρ′αβ =
∑
νkl

λνB
(ν)
αk B

(ν)∗
βl ρkl =

∑
νkl

λνB
(ν)
αk ρklB

(ν)†
lβ . (J.25)

The positivity of the eigenvalues suggests the alternative forms A
(ν)
αk =√

λνB
(ν)
αk , so that

ρ′αβ =
∑
νkl

A
(ν)
αk ρklA

(ν)†
lβ (J.26)

or, in a basis-independent form,

ρ̂′ =
∑

ν

Â(ν)ρ̂Â(ν)†, (J.27)

which is the required form for our general operation.
We can use the required positivity of the associated transformation to

check if a desired transformation is allowed: if the associated transfor-
mation is positive then it is, but if it is negative then it is not. A simple
example is the transpose of a qubit density operator. If we write our
initial density operator as the column vector

ρ =


ρ00

ρ01

ρ10

ρ11

 , (J.28)

then the transpose operation is enacted by the matrix

L =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 . (J.29)
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For this simple case, the matrix for the associated transformation has
the same form, Lass = L. The matrix has a single negative eigenvalue
and so is not positive. It follows that the transposition operation is not
physical.
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Hardy’s theorem K
Hardy’s theorem, like that of Greenberger, Horne, and Zeilinger, is a
demonstration of the conflict between quantum theory and local realism
which does not rely on an inequality. It has the advantage that, as with
the violation of Bell’s inequality, it requires only an entangled state of
two qubits, albeit a non-maximally entangled state.

Consider a pair of qubits, one held by Alice and the other by Bob,
prepared in the pure state

|Hardy〉 =
1√
3

(|0〉A|0〉B + |1〉A|0〉B + |0〉A|1〉B) . (K.1)

We proceed by noting that this state can also be written in the form

|Hardy〉 =

√
2
3
|0′〉A|0〉B +

1√
3
|0〉A|1〉B

=
1√
3
|1〉A|0〉B +

√
2
3
|0〉A|0′〉B , (K.2)

where |0′〉 = 2−1/2(|0〉 + |1〉) is the eigenstate of σ̂x with eigenvalue +1.
The following statements follow directly from the form of |Hardy〉:

(i) If both Alice and Bob measure the observable corresponding to σ̂z

then at least one of them will get the result +1, corresponding to
the state |0〉.

(ii) If Alice measures σ̂z and gets the value +1 then a measurement
by Bob of σ̂x will, with certainty, get the value +1, corresponding
to the state |0′〉.

(iii) If Bob measures σ̂z and gets the value +1 then a measurement by
Alice of σ̂x will, with certainty, get the value +1.

Local realistic ideas lead us to treat as simultaneously real the values ±1
of the observables corresponding to the operators σ̂z and σ̂x. The values
of these, which we denote σz and σx, respectively, should be independent
of any choice of an observation carried out on the other qubit. This leads
us to express the above three experimentally testable properties as the
following probabilities:

P
(
σA

z = −1, σB
z = −1

)
= 0,

P
(
σB

x = +1|σA
z = +1

)
= 1,

P
(
σA

x = +1|σB
z = +1

)
= 1. (K.3)
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The first of these tells us that at least one of the properties σA
z and

σB
z must take the value +1, and the following two then tell us that at

least one of the properties σA
x and σB

x must take the value +1. It is a
prediction of local realism, therefore, that σA

x and σB
x cannot both take

the value −1:
P

(
σA

x = −1, σB
x = −1

)
= 0. (K.4)

A quantum mechanical treatment, however, shows that measurements
by both Alice and Bob of σ̂x can both give the result 1 with probability

P
(
σA

x = −1, σB
x = −1

)
= |A〈1′|B〈1′|Hardy〉|2

=
1
12

, (K.5)

where the state |1′〉 = (|0〉 − |1〉)/√2 is the eigenstate of σ̂x with eigen-
value −1. This non-zero value constitutes a conflict between quantum
theory and local realism.

Hardy’s demonstration of non-locality is more general than that pre-
sented here. In particular, a conflict with local realism of this form
can be demonstrated for any non-maximally entangled pure state of two
qubits.



Universal gates L
We seek a set of simple gates that is complete in that a quantum circuit
formed from such gates allows us to construct any desired multiqubit
unitary transformation. One example of such a complete set of gates is
the combination of single-qubit gates and CNOT gates. We can prove
this in two stages, by establishing first that any unitary matrix can be
decomposed into a product of two-level unitary matrices and then that
any such two-level unitary matrix can be realized using only single-qubit
and CNOT gates. Our analysis follows closely that given by Nielsen and
Chuang.

Our first task is to show that a unitary matrix can be decomposed into
a product of two-level unitary matrices, that is, matrices that couple only
two states and leave the remainder unchanged. Consider, as a starting
point, the 3 × 3 unitary matrix We are not emphasising here the role of

unitary matrices as quantum operators,
and so do not use a hat on U .

U =

 a b c
d e f
g h j

 . (L.1)

We require, first, a unitary matrix U1 such that U1U has zero for one of
the off-diagonal elements. A suitable matrix is

U1 =
(|a|2 + |d|2)−1/2

 a∗ d∗ 0
−d a 0
0 0

(|a|2 + |d|2)1/2

 , (L.2)

so that

U1U =

 a′ b′ c′

0 e′ f ′

g′ h′ j′

 . (L.3)

We can insert a second off-diagonal zero in the same column as the first
by the action of a second unitary matrix,

U2 =
(|a′|2 + |g′|2)−1/2

 a′∗ 0 g′∗

0
(|a′|2 + |g′|2)1/2 0

−g′ 0 a′

 , (L.4)

so that

U2U1U =

 a′′ b′′ c′′

0 e′′ f ′′

0 h′′ j′′

 . (L.5)

The product of a sequence of unitary matrices is itself unitary, and it
then follows from the unitarity of U2U1U that the second and third
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elements of the first row must be zero. It also follows that the first
element must have modulus unity, and our construction ensures that it
is real and positive:These conclusions follow directly from

the unitarity conditions

(U2U1U)† U2U1U = I,

U2U1U (U2U1U)† = I.
U2U1U =

 1 0 0
0 e′′ f ′′

0 h′′ j′′

 . (L.6)

The unitarity of this matrix means that its inverse is

U3 =

 1 0 0
0 e′′∗ h′′∗

0 f ′′∗ j′′∗

 . (L.7)

It follows that U3U2U1U = I, so that

U = U †
1U†

2U†
3 , (L.8)

which is the required decomposition as a product of two-level unitary
matrices.

If we had started with a 4 × 4, or two-qubit, unitary matrix, then
pre-multiplying by a sequence of three suitable 2 × 2 matrices would
leave the first entry equal to unity and all other elements in the first
row and column zero. A further sequence of three two-level unitary
matrices would complete the decomposition. Hence a general 4 × 4
unitary matrix can be decomposed into a product of six two-level unitary
matrices. Extending this to larger matrices, we readily conclude that a
d × d unitary matrix can be decomposed into a product of d(d − 1)/2
two-level unitary matrices. The state space for a system of n qubits
has dimension 2n, and it follows that any unitary transformation can be
decomposed into 2n−1(2n − 1) two-level unitary matrices.

Our second task is to show that any given two-level unitary matrix
can be realized by the combined action of single-qubit and CNOT gates.
It is helpful to label the states associated with the rows and columns
of our matrix by the corresponding binary digit so that, for example,
the rows of a three-qubit unitary matrix are associated with the states
|000〉, |001〉, |010〉, · · · , |111〉. A two-level unitary matrix couples, by de-
sign, only two states, labelled by the binary numbers s and t: |s〉 and |t〉.
We can understand the required process by introducing Gray codes. A
Gray code is a sequence of binary numbers, starting with s and ending
with t, such that successive members of the sequence differ by exactly
one bit. For example, given s = 101001 and t = 110011, a possible Gray
code is

101001 ,

101011 ,

100011 ,

110011 . (L.9)

Let g1, g2, · · · , gm denote our Gray code connecting s and t, with g1 = s
and gm = t. The idea is to construct a quantum circuit which induces
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the changes |g1〉 → |g2〉 → · · · → |gm−1〉. We can then perform a
controlled unitary transformation on the single qubit at which |gm−1〉
and |gm〉 differ. Finally, we can undo the Gray code transformation
|gm−1〉 → |gm−2〉 → · · · → |g1〉.

It remains to show how the required Gray code transformation can be
realized as a quantum circuit. The first step is to swap the states |g1〉
and |g2〉. If these two states differ (only) at the ith qubit then we can
achieve the required transformation by applying a bit flip, or Pauli-X
gate, to this qubit constrained on the other qubits being identical to
those in both |g1〉 and |g2〉. Next we perform a controlled operation to
swap |g2〉 and |g3〉, and we continue in this way. After m− 2 operations
we shall have realized the Gray code transformation

|g1〉 → |gm−1〉,
|g2〉 → |g1〉,
|g3〉 → |g2〉,

...
|gm−1〉 → |gm−2〉. (L.10)

All states that do not correspond to an element of the Gray code will be
unaffected by these operations. At this stage we can apply a controlled
unitary operation which enacts the desired unitary transformation (orig-
inally on |s〉 and |t〉) on the single qubit at which |gm〉 and |gm−1〉 differ.
This unitary transformation needs to be conditioned on the states of all
the other qubits being the same as in |gm〉 and |gm−1〉. The final step is
to invert the m − 2 unitary operations that constituted the Gray code
transformation.

As an example, let us suppose that |s〉 and |t〉 differ by virtue of
the states of just three qubits. It suffices to consider just these three
qubits, which we take to be in the state |000〉 or |111〉. We seek a
circuit to implement the two-level unitary matrix corresponding to the
transformation

|000〉 → a|000〉 + b|111〉,
|111〉 → c|000〉 + d|111〉, (L.11)

where the constraints of unitarity require that |a|2 + |b|2 = 1 = |c|2 + |d|2
and that ac∗ + bd∗ = 0. We start with a suitable Gray code,

V

Fig. L.1 Quantum circuit for perform-
ing our example three-qubit transfor-
mation.

000 ,

001 ,

011 ,

111 , (L.12)

from which we can read off the required quantum circuit, depicted in
Fig. L.1. The first two gates implement the Gray code transformation by
changing the state |000〉 into the state |011〉. The third gate implements
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the unitary transformation

V̂ =
(

a b
c d

)
(L.13)

on the first qubit if the second and third qubits are both in the state
|1〉. Finally, the last two gates undo the Gray code transformation. We
have seen, in Section 6.3, how multiqubit gates such as those in Fig. L.1
can be formed from single-qubit and CNOT gates. It then follows that
any desired multiqubit transformation can be implemented by a circuit
formed only from single-qubit and CNOT gates. This establishes the
desired result.



Nine- and five-qubit
quantum codewords M
Detection and correction of an arbitrary single-qubit error is possible
using the Shor code, in which two nine-qubit states represent our logical
0 and 1:

|0	9〉 = 2−3/2 (|0	3〉 + |1	3〉) ⊗ (|0	3〉 + |1	3〉) ⊗ (|0	3〉 + |1	3〉) ,

|1	9〉 = 2−3/2 (|0	3〉 − |1	3〉) ⊗ (|0	3〉 − |1	3〉) ⊗ (|0	3〉 − |1	3〉) .

(M.1)

Errors can arise from the effective action of any Pauli-X gate on any of
the nine qubits, but it is apparent that only three of the nine possible
Pauli-Z operators lead to different states. The actions of Z1, Z2, and Z3,
for example, introduce the same error for any superposition of |0	9〉 and
|1	9〉. It follows that our error-correction protocol needs to distinguish
between the original state and 21 possible distinct single-qubit errors
(9X + 9Y + 3Z).

The two states |0	9〉 and |1	9〉 are simultaneous eigenstates of the eight
mutually commuting operators

ZZIIIIIII,
IZZIIIIII,
IIIZZIIII,
IIIIZZIII,
IIIIIIZZI,
IIIIIIIZZ,

XXXXXXIII,
IIIXXXXXX, (M.2)

with eigenvalue +1 in each case. It follows, of course, that any super-
position state α|0	9〉 + β|1	9〉 will also be an eigenstate of these eight
operators with eigenvalue +1. It is straightforward to show that any of
the 21 distinct single-qubit errors can be identified, and so corrected, by
their unique pattern of eigenvalues for the eight operators in eqn M.2.

It is reasonable to ask what are the shortest codewords that allow us
to correct an arbitrary single-qubit error. We can arrive at a bound by
a simple counting argument. If our codeword is formed from N qubits
then we need to be able to identify X, Y, or Z errors affecting any of the
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qubits and, of course, the zero-error state. To do this we need each of the
codewords representing the logical 0 and 1 to be associated with 3N +1
distinct possible states, one for the original state and 3N to account for
the possible single-qubit errors. Hence we need at least 2(3N +1) states
in our 2N -dimensional state space:

2N−1 ≥ 3N + 1. (M.3)

The smallest number of qubits satisfying this condition is N = 5, for
which eqn M.3 is an equality, and there is indeed a five-qubit error-
correcting code.

We can discuss the five-qubit error-correcting code using similar meth-
ods to those used for the Steane code in Section 6.4. To this end, we
introduce the four mutually commuting operators

L1 = IZXXZ,

L2 = ZIZXX,

L3 = XZIZX,

L4 = XXZIZ. (M.4)

It is helpful to define our logical qubit states in terms of these operators
and the five-qubit identity operator I = IIIII in the form

|0	5〉 =
1
4

(I + L1) (I + L2) (I + L3) (I + L4) |00000〉,

|1	5〉 =
1
4

(I + L1) (I + L2) (I + L3) (I + L4) |11111〉. (M.5)

These two states, and all superpositions of them, are simultaneous eigen-
states of the four operators in eqn M.4 with each eigenvalue being +1.
Each of the possible operators has eigenvalues +1 and −1 and each of 15
arrangements of these, which include at least one value −1, corresponds
to one of the 15 possible single-qubit errors. It follows that an error can
be detected and then corrected by applying the relevant single-qubit
Pauli operator.

In principle, the five-qubit codewords, being the shortest, should be
the error-correcting code of choice. It turns out, however, that per-
forming quantum information processing with these states is far from
straightforward. The states in the seven-qubit Steane code are easier to
manipulate and seem, for the present, a better candidate for practical
quantum information processing.



Computational complexity N
We have defined the difficulty of an algorithm by the way in which
the resources required to realize it scale with the number of bits, n, in
the input. It is both useful and important to be able to quantify this
computational complexity. We do this by introducing three functions:
O(n), Ω(n), and Θ(n).

The function O(n) sets an upper bound on the behaviour of a resource.
The computing time T (n) for a given algorithm is O(g(n)), for example,
if the function g(n) bounds the large-n behaviour of T (n). The precise
statement is that T (n) is O(g(n)) if there are (positive) constants c and
n0 such that

T (n) ≤ cg(n), ∀ n > n0. (N.1)

Note that we are not interested in the values of the constants c and n0,
only that they exist. As a simple example, suppose that

T (n) = 5n3 + 6n + 4 log n. (N.2)

For sufficiently large n, we can be sure that T (n) < n4 and so conclude
that T (n) is O(n4), which we express simply as T (n) = O(n4). It is also
clear that, for large n, T (n) < 6n3 and hence that T (n) = O(n3).

It is also useful to be able to set a lower bound on the large-n value
of the resource. Our computing time is Ω(g(n)) if there exist constants
c and n0 such that

T (n) ≥ cg(n) ∀ n > n0. (N.3)

For our example in eqn N.2, we can see that T (n) > 5n3 and it follows
that T (n) is Ω(n3) or T (n) = Ω(n3).

The strongest statement we can make is when we find that a single
function g(n) provides both an upper bound on T (n) and also a lower
bound. When this is the case, we combine T (n) = O(g(n)) and T (n) =
Ω(n) in the single statement T (n) = Θ(n). Clearly, for our example in
eqn N.2 we can write T (n) = Θ(n3).

We noted in Section 7.1 that the familiar algorithm for adding two
n-bit integers takes a time which scales like n. We can now make this
statement more precise by stating that for this algorithm,

T (n) = Θ(n). (N.4)

For multiplication, the simplest and most familiar algorithm takes a time

T (n) = Θ(n2). (N.5)
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Now that we have the means to quantify complexity, we can show that
there exists a more efficient algorithm. Let us denote the two n-bit
numbers by x and y and divide the bit sequence for each into two parts
of equal length by writing

x = 2n/2a + b,

y = 2n/2c + d, (N.6)

so that a, b, c, and d are all n/2-bit integers. Multiplying our integersWe have implicitly assumed that n is
even. For odd values, we can simply
make a, b, c, and d into (n + 1)/2-bit
integers with the first bits in a and c
being zero.

x and y now gives

xy = 2nac + 2n/2(ad + bc) + bd. (N.7)

Multiplying by 2n or 2n/2 corresponds simply to adding n or n/2 zeros to
the bit string, so the only time-consuming parts are four multiplications
of n/2-bit integers and the addition of the products ad and bc. The
addition takes time Θ(n), and so we can write the total time taken
using this method as

T (n) = 4T (n/2) + Θ(n). (N.8)

Solving this equation by recursion leads to the same scaling,

T (n) = Θ(n2). (N.9)

There is a more efficient algorithm, however, and to see this we note
that

(a + b)(c + d) = ac + bd + (ad + bc). (N.10)

This means that we can compute ad + bc by a single multiplication
followed by subtracting ac and bd, so that only three multiplications are
required and

T (n) = 3T (n/2) + Θ(n), (N.11)

the solution of which is

T (n) = Θ(nlog 3) ≈ Θ(n1.58). (N.12)

It is possible to do even better and to find an algorithm that is close to
Θ(n).



The Bernstein–Vazirani
algorithm O
The Bernstein–Vazirani algorithm is a simple modification of that of
Deutsch and Jozsa and, like the Deutsch–Jozsa algorithm, it solves a
somewhat artificial problem involving an oracle.

Let b be an unknown n-bit string BnBn−1 · · ·B1 associated with the
oracle and representing the number

b =
n∑

m=1

Bm2m−1. (O.1)

If we input the string a then the oracle calculates the modulo-2 sum
of the products of the corresponding bits of a and b. We write this
single-bit function as

a · b = (An · Bn) XOR (An−1 · Bn−1) XOR · · ·XOR(A1 · B1)
= An · Bn ⊕ An−1 · Bn−1 ⊕ · · · ⊕ A1 · B1, (O.2)

where

a =
n∑

m=1

Am2m−1. (O.3)

Our task is to determine the value of b by addressing the oracle, and the
challenge is to do this in the minimum possible number of trials.

It is not difficult to find the optimal classical algorithm. On each
occasion that we address the oracle, we get a single bit of information
in the form of the value of f(a) = a · b. The unknown string b is n bits
in length and so we need to perform at least n computations in order to
solve the problem. The simplest way to achieve this is to input in turn
the n values of a that have only a single 1 (and n−1 0s). If f(a) = 1 then
the corresponding bit in b is 1, but if f(a) = 0 then the corresponding
bit in b is 0. After n trials, we have n bits and so know the value of b.
A quantum computer allows us to solve the problem by addressing the
oracle just once.

The oracle calculates the single-bit function f(a) = a · b and so, as
with the Deutsch–Jozsa algorithm, we need a first string of n qubits
and a second string of just a single qubit. We prepare the same input
state as used in the Deutsch–Jozsa algorithm (eqn 7.21) and the oracle
performs the transformation
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2−(n+1)/2
2n−1∑
a=0

|a〉 ⊗ (|0〉 − |1〉)

→ 2−(n+1)/2
2n−1∑
a=0

(−1)f(a)|a〉 ⊗ (|0〉 − |1〉)

= 2−(n+1)/2
2n−1∑
a=0

(−1)a·b|a〉 ⊗ (|0〉 − |1〉).

(O.4)

We can see that, because of the superposition principle, the quantum
processor has evaluated a · b in a single run for all values of a. It only
remains to find a suitable measurement with which to extract the value
of b. In order to see how this may be done, we first note that

a · b =
n∑

m=1

Am · Bm mod 2, (O.5)

which means that

(−1)a·b = (−1)
∑n

m=1
Am·Bm . (O.6)

This means that the output state in eqn O.4 is not an entangled state
but rather an n + 1-qubit product state of the form

2−(n+1)/2
2n−1∑
a=0

(−1)a·b|a〉 ⊗ (|0〉 − |1〉)

= 2−(n+1)/2
(|0〉 + (−1)Bn

)⊗ (|0〉 + (−1)Bn−1 |1〉)⊗ · · ·
· · · ⊗ (|0〉 + (−1)B1 |1〉)⊗ (|0〉 − |1〉) . (O.7)

The action of a Hadamard gate on a single qubit produces the transfor-
mation

Ĥ
1√
2

(|0〉 + (−1)Bm |1〉) = |Bm〉. (O.8)

It follows that applying a Hadamard gate to each of the first n qubits
allows us to read off the desired value of b by performing a measurement
in the computational basis:

Ĥ⊗n ⊗ Î 2−(n+1)/2
2n−1∑
a=0

(−1)a·b|a〉 ⊗ (|0〉 − |1〉) = |b〉 ⊗ 1√
2

(|0〉 − |1〉) .

(O.9)
(Alternatively, of course, we could simply measure the observable corre-
sponding to the σ̂x for each of the first n qubits.)

In spite of the similarities, the Bernstein–Vazirani algorithm has one
important advantage over the Deutsch–Jozsa algorithm, and this is its
ability to cope with errors. The Deutsch–Jozsa algorithm demonstrates
a clear advantage over a classical algorithm only if we need to know for
certain the nature of the function computed by the oracle. If a small
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probability of error is allowed then we can satisfy this requirement by a
sub-exponential number of classical trials. The output of the Bernstein–
Vazirani algorithm is an n-bit string, which should be the hidden number
b. The possibility, however, of a small number or errors in the compu-
tation may cause the measurement at the output to correspond to a
number other than b. If the error probability is sufficiently small, how-
ever, then the Hamming distance (see Section 1.4) between b and the
number given by the computation will also be small. In this case sim-
ply running the algorithm a small number of times and using majority
voting for each of the bits generated in the output strings should suffice
to remove the errors. It is no longer possible to generate b in a single
run, but the number of trials required will still be much less than that
required using a classical algorithm.
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Discrete Fourier transforms P
The discrete Fourier transform is, as its name suggests, a discrete form
of the familiar Fourier transform in which the integration is replaced by
a sum. We recall that the Fourier transform of a function f(t) is defined
to be

F (ω) =
1√
2π

∫ ∞

−∞
f(t)eiωtdt. (P.1)

The Fourier transform can be inverted, and the inverse transform is

f(t) =
1√
2π

∫ ∞

−∞
F (ω)e−iωtdt. (P.2)

The form of this inverse transform is intimately connected to the integral
form of the delta function

δ(t − t′) =
1
2π

∫ ∞

−∞
eiω(t−t′)dω. (P.3)

We should note that there is a conventional element in these definitions:
you will often find the signs in the exponentials interchanged between
eqns P.1 and P.2, and one of the prefactors is often chosen to be unity,
with the other then being 1/(2π). It is important only that the product
of these prefactors is 1/(2π).

The discrete Fourier transform acts to transform not a continuous
function but rather a sequence of N complex numbers x0, x1, · · · , xN−1,
into a sequence X0, X1, · · · , XN−1. It is defined by the summation

Xb =
1√
N

N−1∑
a=0

xa exp
(

i
2πab

N

)
. (P.4)

The inverse discrete Fourier transform is

xa =
1√
N

N−1∑
b=0

Xb exp
(
−i

2πab

N

)
. (P.5)

The form of the inverse relies on the simple identity

1
N

N−1∑
b=0

exp
(
−i

2π(a − a′)b
N

)
=

1
N

· 1 − exp (−i2π(a − a′))
1 − exp (−i2π(a − a′)/N)

= δa,a′ . (P.6)

As with the Fourier transform, there is a conventional element in these
definitions: you will often find the signs in the exponentials interchanged
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between eqns P.4 and P.5, and one of the prefactors is often chosen to
be unity, with the other then being 1/N . It is important only that the
product of these prefactors is 1/N .

We can consider the discrete Fourier transform as a unitary transfor-
mation. If we arrange the complex numbers xa in a column vector, then
multiplication by the unitary matrix

U =
1√
N



1 1 1 · · · 1
1 ωN ω2

N · · · ω
(N−1)
N

1 ω2
N ω4

N · · · ω
2(N−1)
N

1 ω3
N ω6

N · · · ω
3(N−1)
N

...
...

...
. . .

...
1 ω

(N−1)
N ω

2(N−1)
N · · · ω

(N−1)2

N


, (P.7)

where
ωN = exp

(
i
2π

N

)
, (P.8)

gives a new column vector, the components of which are the transformed
numbers Xb:

Xb =
N−1∑
a=0

Ubaxa. (P.9)

The unitarity of the matrix in eqn P.7 is most simply expressed as the
condition (

UU†)
bc

=
N−1∑
a=0

UbaU∗
ac = δbc. (P.10)

It follows directly from the unitarity of U that

N−1∑
b=0

XbY
∗
b =

N−1∑
a=0

xay∗
a. (P.11)

The special case of this with y = x is simply the discrete-Fourier-
transform version of Parseval’s theorem.

We conclude on a cautionary note by observing that eqn P.6 is not
quite correct. If we add to a, or indeed to a′, any integer multiple of N
then the terms in the summation are unchanged. This means that we
should write

1
N

N−1∑
b=0

exp
(
−i

2π(a − a′)b
N

)
= δmodN

a,a′ , (P.12)

where δmodN
a,a′ = 1 if a ≡ a′ mod N and is zero otherwise. This is impor-

tant, for example, in deriving the correct form of the state given in eqn
7.50.



An entropy inequality Q
We present in this appendix a proof of the inequality

S

(∑
i

piρ̂i

)
≤ −

∑
i

pi log pi +
∑

i

piS (ρ̂i) . (Q.1)

Let us start with a simpler problem in which the component density
matrices ρ̂i all represent pure states, so that

ρ̂ =
∑

i

pi|ψi〉〈ψi| (Q.2)

and our inequality takes the simpler form

S

(∑
i

piρ̂i

)
≤ −

∑
i

pi log pi. (Q.3)

We can represent the density operator as a pure state of two entangled
quantum systems (a purification) of the form

|ψ〉AB =
∑

i

√
pi|ψi〉A|λi〉B , (Q.4)

where the states |λi〉B are mutually orthonormal. Taking the trace over
the B system gives, of course, the original density operator in eqn Q.2:

TrB (|ψ〉AB AB〈ψi|) = ρ̂A. (Q.5)

The Schmidt decomposition (see Appendix D) of the state is necessarily
of the form

|ψ〉AB =
∑
m

√
ρm|ρm〉A|φm〉B , (Q.6)

where the states |φm〉B are mutually orthogonal and the ρm are the
eigenvalues of ρ̂A. The two reduced density operators ρ̂A and ρ̂B have
the same eigenvalues and hence the same von Neumann entropy:

S (ρ̂A) = −
∑
m

ρm log ρm = S (ρ̂B) . (Q.7)

The inequality in eqn 8.8 expresses the idea that performing a projective
measurement can only increase the value of the von Neumann entropy.
If we perform a measurement on the B system in the |λi〉B basis then
the probability for getting the result corresponding to the state |λi〉B
will clearly be pi, and hence the von Neumann entropy associated with
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the post-measurement state will be simply −∑
i pi log pi. It follows,

therefore, that
S (ρ̂B) ≤ −

∑
i

pi log pi. (Q.8)

The equality of S (ρ̂A) and S (ρ̂B) then establishes the required inequal-
ity given in eqn Q.3.

It remains only to prove the more general inequality given in eqn Q.1.
Let each of the component density operators ρ̂i have the diagonal form

ρ̂i =
∑

j

P j
i |ρj

i 〉〈ρj
i |, (Q.9)

so that
ρ̂ =

∑
ij

piP
j
i |ρj

i 〉〈ρj
i |. (Q.10)

It then follows from the inequality in eqn Q.3 that

S (ρ̂) ≤ −
∑
ij

piP
j
i log(piP

j
i )

= −
∑

i

pi log pi −
∑

i

pi

∑
j

P j
i log P j

i

= −
∑

i

pi log pi −
∑

i

piS (ρ̂j) , (Q.11)

which is the inequality in eqn Q.1.



Quantum relative entropy R
In Section 8.1, we defined the quantum relative entropy to be

S(σ̂‖ρ̂) = Tr [σ̂ (log σ̂ − log ρ̂)] (R.1)

and made much use of the inequality

S(σ̂‖ρ̂) ≥ 0. (R.2)

In this appendix, we provide a proof of this important inequality.
We start by writing both of our density operators in their diagonal

forms

ρ̂ =
∑
m

ρm|ρm〉〈ρm|,

σ̂ =
∑

n

σn|σn〉〈σn|, (R.3)

where the sets of states {|ρm〉} and {|σn〉} are the orthonormal eigen-
states of ρ̂ and σ̂, respectively. If we substitute these forms into eqn R.1
then we find

S(σ̂‖ρ̂) =
∑

n

σn log σn −
∑
nm

σn|〈σn|ρm〉|2 log ρm

=
∑
nm

σn|〈σn|ρm〉|2 (log σn − log ρm) , (R.4)

where we have used the completeness of the eigenstates of ρ̂,∑
m

|〈σn|ρm〉|2 = 1. (R.5)

We proceed by adding and subtracting the same term on the right-hand
side of eqn R.4 to give

S(σ̂‖ρ̂) =
∑
nm

σn|〈σn|ρm〉|2 (
log σn + log |〈σn|ρm〉|2

− log ρm − log |〈σn|ρm〉|2)
=

∑
nm

σn|〈σn|ρm〉|2 [
log

(
σn|〈σn|ρm〉|2)− log

(
ρm|〈σn|ρm〉|2)]

=
∑
nm

P (n,m) [log P (n,m) − log Q(n,m)] . (R.6)
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We need only note that the functions P (n, m) = σn|〈σn|ρm〉|2 and
Q(n,m) = ρm|〈σn|ρm〉|2 have the mathematical properties of proba-
bilities, in that they are greater than or equal to zero and that∑

nm

P (n,m) = 1 =
∑
nm

Q(n,m). (R.7)

It follows that the final line of eqn R.6 has the same form as a classical
relative entropy and, as shown in Appendix B, this is necessarily greater
than or equal to zero. This establishes the required inequality given in
eqn R.2.

Our proof in Appendix B of the positivity of the relative entropy also
showed that the relative entropy is zero if and only if the two probabil-
ity distributions are identical. It follows, therefore, that the quantum
relative entropy will be zero if and only if P (n,m) = Q(n,m), so that

σn|〈σn|ρm〉|2 = ρm|〈σn|ρm〉|2, ∀ n,m. (R.8)

This is true only if ρ̂ = σ̂, and it follows that S(σ̂‖ρ̂) = 0 if and only if
ρ̂ = σ̂.

It is also possible to derive the positivity of the quantum relative
entropy using the property of convexity (or of concavity). We recall that
a continuous and differentiable convex function f satisfies the inequality

f(x) − f(y) − (x − y)f ′(y) ≥ 0, (R.9)

where f ′ denotes the first derivative of f with respect to its argument.
We make use of Klein’s inequality for a convex function:

Tr
[
f(Â) − f(B̂) −

(
Â − B̂

)
f ′(B̂)

]
≥ 0, (R.10)

where Â and B̂ are Hermitian (or, more strictly, self-adjoint) operators.
We can prove Klein’s inequality by introducing a complete orthonormal
set of eigenvectors for Â and B̂ so that

Â =
∑

i

ai|ai〉〈ai|,

B̂ =
∑

j

bj |bj〉〈bj |. (R.11)

This leads us to write the quantity in eqn R.10 as

Tr
[
f(Â) − f(B̂) −

(
Â − B̂

)
f ′(B̂)

]
=

∑
i

〈ai|
[
f(Â) − f(B̂) −

(
Â − B̂

)
f ′(B̂)

]
|ai〉

=
∑
ij

|〈ai|bj〉|2 [f(ai) − f(bj) − (ai − bj)f ′(bj)]

≥ 0, (R.12)

where the final inequality follows from the fact that each term in the
sum is, because of eqn R.9, greater than or equal to zero. The inequality
in eqn R.2 follows directly from Klein’s inequality on selecting f(x) =
x log x.



The Araki–Lieb inequality S
We seek a proof of the Araki–Lieb inequality for von Neumann entropies,
which states that

|S(A) − S(B)| ≤ S(A,B). (S.1)

We consider a purification of ρ̂AB formed by introducing a third quan-
tum system C. Let the orthonormal eigenstates of ρ̂AB be |ρm〉AB with
ρm the corresponding eigenvalues. It then follows that the pure state

|ψ〉 =
∑
m

√
ρm|ρm〉AB |φm〉C , (S.2)

where 〈φn|φn〉 = δnm, has the required reduced density operator for the
A and B systems:

ρ̂AB = TrC (|ψ〉〈ψ|) . (S.3)

The fact that the combined state of the three systems is pure means
that S(ABC) = 0 and it follows, therefore, that however we partition
the state, the two resulting subsystems will have the same von Neumann
entropy:

S(AB) = S(C),
S(BC) = S(A),
S(AC) = S(B). (S.4)

Subadditivity (eqn 8.32) then requires that

S(BC) ≤ S(B) + S(C)
⇒ S(A) ≤ S(B) + S(AB). (S.5)

If we rewrite this condition for S(AC) then we find that

S(AC) ≤ S(A) + S(C)
⇒ S(B) ≤ S(A) + S(AB). (S.6)

Combining these two then gives the required inequality (eqn S.1).
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Fidelity for mixed states T
Our task is to generalize the formula for the fidelity for a pure state |ψ〉
and a mixed state ρ̂,

F (|ψ〉〈ψ|, ρ̂) = 〈ψ|ρ̂|ψ〉, (T.1)

to a form suitable for using with mixed states. We shall find that the
desired expression has the form of Uhlmann’s transition probability:

F (ρ̂, σ̂) =
(
Tr

√
ρ̂1/2σ̂ρ̂1/2

)2

. (T.2)

In deriving this result, we follow the analyses of R. Jozsa, Journal of
Modern Optics 41, 2315 (1994) and of Nielsen and Chuang (see sugges-
tions for further reading in Chapter 8).

We recall that in Section 2.2 we found that we could write any mixed
state in terms of a pure state in a doubled state space. By this we mean
that if our density operator has the diagonal form

ρ̂ =
∑
m

ρm|ρm〉〈ρm|, (T.3)

then the pure state

|ψ〉 =
∑
m

√
ρm|ρm〉 ⊗ |ρm〉 (T.4)

will give precisely the same statistical properties for the first system
as those associated with ρ̂. The purification in eqn T.4 is not unique,
indeed any state of the form

|ψ〉 =
∑
m

√
ρmeiθm |ρm〉 ⊗ |φm〉, (T.5)

where the states |φm〉 are any orthonormal basis and the θm are any
phases, will be a purification of ρ̂. It is helpful to write this general
purification of ρ̂ in a different form. To do so, we first introduce the
(unnormalized) maximally entangled state

|E〉 =
∑
m

|m〉 ⊗ |m〉, (T.6)

where the states |m〉 form complete orthonormal bases over each of the To do this, we need only ensure that

Û transforms the states |m〉 into the
states |ρm〉.

two state spaces. It is straightforward to show that the state in eqn T.5
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and hence any purification of ρ̂ can be written in terms of |E〉 in the
form

|ψ〉 =
√

ρ̂ Û ⊗ Û ′|E〉, (T.7)

where Û and Û ′ are unitary operators.
The natural way to define the fidelity for mixed states is to apply the

form for pure states to the purifications of the two density operators. To
this end, we write the general purification of the second density operator,
σ̂, in the form

|φ〉 =
√

σ̂ V̂ ⊗ V̂ ′|E〉. (T.8)

The fidelity for the mixed states is then

F (ρ̂, σ̂) = Sup|ψ〉,|φ〉|〈φ|ψ〉|2, (T.9)

where the maximization is carried out over all possible purifications |ψ〉
and |φ〉. It follows that

F (ρ̂, σ̂) = SupÛ,Û ′,V̂ .V̂ ′ |〈E|V̂ †√σ̂
√

ρ̂ Û ⊗ V̂ ′†Û ′|E〉|2. (T.10)

In order to proceed, we need to prove a simple result for expressions
of the type given in eqn T.10. We note that

〈E|Â ⊗ B̂|E〉 =
∑

m,m′
〈m,m|Â ⊗ B̂|m′,m′〉

=
∑

m,m′
〈m|Â|m′〉〈m|B̂|m′〉

=
∑

m,m′
〈m|Â|m′〉〈m′|B̂†|m〉

= Tr
(
ÂB̂†

)
, (T.11)

where the operators Â and B̂† both operate on the original single state
space in the final line. It follows, therefore, that our fidelity is

F (ρ̂, σ̂) = SupŴ

∣∣∣Tr
(√

σ̂
√

ρ̂ Ŵ
)∣∣∣2 , (T.12)

where Ŵ = Û Û ′†V̂ ′V̂ †. The maximization over the possible unitary
transformations may be found using the simple result that for any op-
erator Ĉ and any unitary operator Ŵ ,∣∣∣Tr

(
ĈŴ

)∣∣∣ ≤ Tr
∣∣∣Ĉ∣∣∣ . (T.13)

The proof follows on writing

Ĉ =
∣∣∣Ĉ∣∣∣ Ŝ, (T.14)

where Ŝ is a unitary operator and |Ĉ| is a positive and therefore Hermi-
tian operator. We can evaluate the trace in eqn T.13 using the basis of
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eigenstates, |cn〉, of |Ĉ|:

Tr
(
ĈŴ

)
= Tr

(
|Ĉ|ŜŴ

)
=

∑
n

〈cn||Ĉ|ŜŴ |cn〉

=
∑

n

|cn|〈cn|ŜŴ |cn〉. (T.15)

The operator ŜŴ is unitary and it follows that∣∣∣〈cn|ŜŴ |cn〉
∣∣∣ ≤ 1, (T.16)

with equality for all |cn〉 if Ŵ = Ŝ†. With this choice we find that the
fidelity is

F (ρ̂, σ̂) =
(
Tr

∣∣∣√ρ̂
√

σ̂
∣∣∣)2

=
(
Tr

√
ρ̂1/2σ̂ρ̂1/2

)2

, (T.17)

which is the required result.
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Entanglement of formation
for two qubits U
We present in this appendix the form of the entanglement of formation
for two-qubit states as derived by W. K. Wootters in Physical Review
Letters 80, 2245 (1998). We start by introducing the ‘spin flip’ trans-
formation, which, for a single qubit, takes the form

ρ̂ → ˆ̄ρ = σ̂yρ̂∗σ̂y, (U.1)

where ρ̂∗ is the complex conjugate of ρ̂ expressed in the computational
basis. This transformation has the effect of reversing the sign of the
Bloch vector:

ρ̂ =
1
2

(
Î + r · ̂σ

)
⇒ ˆ̄ρ =

1
2

(
Î − r · ̂σ

)
. (U.2)

The spin-flipped state for two qubits is obtained, naturally enough, by
applying the above transformation to both qubits:

ˆ̄ρ = σ̂y ⊗ σ̂y ρ̂∗ σ̂y ⊗ σ̂y. (U.3)

We form from ρ̂ and ˆ̄ρ the positive operator

R̂2 =
√

ρ̂ ˆ̄ρ
√

ρ̂. (U.4)

Let the four positive eigenvalues of R̂ be, in order of decreasing size, λ1,
λ2, λ3, and λ4. The concurrence C is then defined to be

C (ρ̂) = Sup (0, λ1 − λ2 − λ3 − λ4) ; (U.5)

that is, λ1 −λ2 −λ3 −λ4 if this is positive and zero otherwise. It is zero
if the state is unentangled but takes a positive value if it is entangled.
The concurrence is a measure of entanglement, albeit only for states of
two qubits. The entanglement of formation is simply

EF (ρ̂) = −
(

1 +
√

1 − C2

2

)
log

(
1 +

√
1 − C2

2

)

−
(

1 −√
1 − C2

2

)
log

(
1 −√

1 − C2

2

)
. (U.6)
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As a simple example, we can calculate the entanglement of formation
for a pure entangled state. Consider the two-qubit state

|ψ〉 = cos θ|00〉 + sin θ|11〉. (U.7)

The associated spin-flipped state is

|ψ̄〉 = cos θ|11〉 + sin θ|00〉, (U.8)

so that
C = |〈ψ|ψ̄〉| = | sin(2θ)|, (U.9)

which, on insertion into eqn U.6, gives the pure-state entanglement of
formation H(cos2 θ).
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Poincaré sphere, 75
Poisson distribution, 86
polarization, 45, 70–8, 80, 85–6, 99,

104–5, 130, 190, 214, 253, 255
degree of, 85

POM, 93–8, 101–2, 104, 107, 109,
113–14, 118, 261–2

position and momentum, 55, 97–8, 112,
122–3, 134–5, 138, 257–9

positive operator, 34–5, 37–8, 54–5, 90,
93–4, 100, 106–7, 114, 198,
206, 261–2, 292, 295

-valued measure (POVM), see POM
positivity, 48, 54–5, 90, 99–100, 103,

106–7, 114, 202, 228, 254, 262,
288

complete, 107, 263–7
post-measurement state, 91-3, 106–7,

112, 219, 286
Poynting vector, 71, 85
P problems, 168, 181, 185, 193
pretty good measurement, 102
prime number, 65–6, 84, 168, 180, 182,

193–5, 244–7
primitive root, 65, 84, 245–6
privacy amplification, 79–82, 87
probabilistic algorithms, 167
probability

amplitude, 1–2, 31–2, 52, 75–6, 105,
218, 255

operator, 94–7, 99–109, 113–14, 118,
151, 214, 216, 230, 262

operator measure, see POM
tree, 3–4, 27, 231

product state, 49, 56, 115, 158, 171, 176,
191, 193, 212–14, 221, 280

projective measurement, see von
Neumann measurement



300 Index

projector, 90–5, 97, 100–3, 107, 112–13,
187, 205, 207

pure state, 37, 39, 46–8, 50, 52–3, 57, 91,
101, 103, 113, 115–16, 125,
129–30, 137–8, 159, 169,
197–8, 203–6, 211, 213–14,
216, 223–6, 228–9, 241,
249–50, 254, 265, 269–70, 285,
289, 291–2

purification, 42–3, 285, 291–2
π/8 gate, 144, 148, 177

quantum
channel, 67, 69–70, 77–9, 81, 125,

129–30, 133, 214–15, 217–18,
221–2

computer, 66, 141, 165–95, 279
dot, 45, 190
key distribution, 59, 63, 69, 76–83, 86,

91, 137–8, 214, 217, 222
non-demolition measurement, 122

quarter-wave plate, 73

Raussendorf and Briegel, 158
realism, 117–21, 137, 269–70
receiver, 17–18, 246
redundancy, 18–19, 21–2, 29, 86, 154,

200, 218, 221
relative entropy, 11, 28, 201, 208, 236

of entanglement, 213, 224, 229
quantum, 200–2, 204, 209–10, 228–9,

287–8
relatively prime, 180–1, 245
relativity, 69, 118
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universal

cloning, 145, 249
gate, 143–4, 148, 162, 191, 271–4
NOT, 144–5, 161, 251

unstructured database (list), 185, 189,
195

vacuum state, 254
Vaidman, 134
variance, 34, 98, 113
variation, 13, 15, 236–7
Vernam cipher, see one-time pad
voltage, 141, 161, 190
von Neumann

entropy, 197–204, 213, 224–5, 227, 237,
285–6, 299

measurement, 89–94, 96–7, 101, 103–4,
112, 150, 191, 199, 205, 219,
223

wave plate, 47, 72–3, 104–5
Werner’s mixed state, 54–5, 138, 227–8,

230
Werner state, 52, 57
which-way information, 2, 124
Wiesner, 76, 78, 86, 126, 128
Wootters, 129, 225, 295

and Zurek, 68, 249

XNOR, 144
XOR, 144, 146, 279
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